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Preface

The unprecedented Covid-19 pandemic of the last year has threatened the global
economy and situated all of us in a critical psychological challenge to survive
such an immense impact on our lives and loved ones. Employees have had to
transition to working from home and students have had to adjust to full-time
remote learning. Teachers have learned to communicate via telematics tools with
students and peers. We prepared this book during a time of unique challenges
that heightened the importance of publishing sound, expertly reviewed research.
This book is the result of the tireless effort of twenty-seven distinguished
scholars from eight different countries. It is confirmation that researchers will
continue their important work even during times of crisis.

Earthquakes - From Tectonics to Buildings is organized into three sections contain-
ing eight chapters. Section 1, “Tectonics and Seismicity,” includes Chapters 1–4.
In Chapter 1, Gatinsky and Prokhorova explain the intracontinental seismic
activity in South Siberia and the Russian far east. The seismogenic zones’
geodynamic activity connects, besides plate interaction, with deep lithosphere
structure and anomalies of the different geophysical fields and blocks’ kinemat-
ics. In Chapter 2, Mantovani, Tamburelli, Babbucci, Viti, and Cenni explain the
short-term development of Italy’s Periadriatic zone’s ongoing tectonic processes
influence in the spatio-temporal distribution of major shocks, emphasizing the
future challenges of the seismic hazard evaluation in the region. In Chapter 3
Brückl, Carniel, Mertl, and Meurers present a beautiful example of how citizens
and authorities can be involved in seismological data acquisition in Vienna,
Austria. They develop innovative tools for ground motion visualization and
epicentral locations. In Chapter 4, Westaway presents a compendium of the
induced seismicity from nearby oil production at Newdigate, Surrey, England.
He proposes a model incorporating poroelastic and fault asperities’ effects into
Mohr-Coulomb failure calculations.

Section 2, “Site Effects Evaluation,” includes Chapters 5–7. In Chapter 5 Ito,
Nakano, Senna, and Kawase propose a new method to fill the gap between
observed S-wave spectral amplification factors and calculated theoretical 1D
transfer functions based on a robust, strong motion database and current
velocity models in Japan. Chapter 6 by Farrugia, Galea, and D’Amico focuses on
unique profile soil patterns characterized by buried low-velocity layers in the
Maltese Islands (Central Mediterranean), studying the dispersion of Rayleigh
waves and their implication in earthquakes ground motion estimation. In
Chapter 7, Ahmad, Tang, Ahmad, Hadzima-Nyarko, Nawaz, and Farooq pres-
ent a critical review of the factors of soil liquefaction by applying interpretive
structural modeling (ISM) and the MICMAC approach.

Section 3, “Building Foundations,” includes Chapter 8 by Rostami, Mickovski,
Hytiris, and Bhattacharya. In this chapter, the authors explore the pile

XII
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foundations’ dynamic behavior in liquefiable soils based on robust analysis 
methods. Additionally, they discuss remediation techniques for earthquake 
resistance. 
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Chapter 1

Tentative Intracontinental Seismic 
Activity in South Siberia and 
Russian Far East
Yuriy Gatinsky and Tatiana Prokhorova

Abstract

Overwhelming majority of minor, strong and major earthquakes in south Siberia 
and Russian Far East coincide with relatively narrow intracontinental zones on the 
boundaries of blocks and lithosphere plates. The geodynamic activity of these zones 
connects, besides the plate interaction, with deep lithosphere structure and anomalies 
of the different geophysical fields as well as with blocks’ kinematics. Authors’ located 
areas of the seismic centers origin and the possible manifestations of the high seismic-
ity based on the distribution of the maximal volumes of releasing seismic energy. We 
established these areas, with certain care, in the northeast Altai and adjacent part of 
the west Sayany, in the west of the east Sayany, around the Baikal Lake and in north-
west Transbaikalia, in the east of Transbaikalia between the Vitim River and upper 
stream of the Aldan River, and in the north of the Sakhalin Island. The majority of 
minor and strong, rarely major, earthquakes took place in these areas. Deep and near 
surface structural peculiarities influence on these areas’ geodynamics and allow estab-
lishing possible levels of seismic energy releasing. We draw areas of intensive seismic 
energy releasing with its calculating for each from investigated regions. They gravi-
tate towards interblock zones, which separate crust blocks and the North Eurasian 
Lithosphere Plate. The fulfilled investigation allows establishing specific areas of the 
increased seismicity in south Siberia, Russian Far East and adjacent territories.

Keywords: seismic active zone, strong and major earthquakes, seismic energy, area 
of origin of seismic centers, active fault, block, interblock zone, lithosphere plate, 
deep structure, geophysical field

1. Introduction

In 2013–2018, authors analyzed at the relatively small scale the structure and 
seismicity of intracontinental interblock zones within the Asiatic part of Russia  
and adjacent countries together with calculation of the releasing seismic energy and 
construction of their dissipation graphs as well as the deep seismic sections [1, 2]. The 
results of this analyzing allowed selecting the most active seismic zones, including 
overwhelming majority of minor and strong earthquakes’ epicenters, and examined 
in detail the lithosphere deep structure under them and not far of them with establish-
ing the possible connection of these zones with the geodynamic activity and anomalies 
of different geophysical fields. With special attention, we considered kinematics of 
blocks and main lithosphere plates as well as the connection with them active pro-
cesses in interblock zones. All blocks considered in our paper are delineated by active 
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faults, data on which we taken from the works of [3, 4], including results of author’s 
field investigations in Transbaikalia in 2008 [5]. The modern block structure of central 
Asia was considered and validated in some previous author’s works [1, 6–8].

In 2018–2020, we investigated in the more large scale the influence of the deep 
and near surface lithosphere structure on the interblock zones geodynamic activity 
with possible levels of seismic energy releasing. Within the most active from these 
zones, we established areas with seismic energy maximal releasing. They situate in 
the northwest Altai together with the adjacent part of the west Sayany, in the west 
of the east Sayany, around the Baikal Lake and in northwest Transbaikalia, in the 
east of Transbaikalia between the Vitim River and upper stream of the Aldan River 
and in the north of the Sakhalin Island.

2. Areas of seismic centers origin in South Siberia and Russian Far East

Based on the earthquake epicenters distribution and maximal volumes of 
seismic energy releasing we located, with certain care, five specific areas of origin 
of seismic centers (OSC) with seismic energy volumes calculation in them. Active 
faults limit the majority of these areas. The fulfilled investigation of these intracon-
tinental areas allows showing increased seismicity distribution in south Siberia, Far 
East and adjacent territories. Below we consider geodynamics and seismicity of each 
from five selected OSC areas.

3. OSC area in the Altai

The area includes seismic active zones selecting the Altai Block from the North 
Eurasian Plate (NEP), West Mongolia and Sayany blocks within the south part of 
the Altai Republic, west part of the Tuva Republic in Russia and adjacent territory of 
northwest Mongolia (Figure 1). Its length is 356 km, width – 87-243 km and the total 
seismic energy volume achieves 1.70833·1016J (here and below we calculate cumula-
tive energy volume during the course of 1966–2017 using for its calculation data from 
NEIC2019 catalog). Left- and right-lateral northwest slips with compression compo-
nent predominate within the area as well as near latitudinal and northwest thrusts to 
the north and northwest. Maximal magnitudes (M) of earthquakes reach 5–8. The 
greatest seismic activity coincides with the boundary of the Altai Block and NEP, 
where the energy releasing increases up to 1011J. According to seismic cross section 
[1] right-lateral slips and thrusts to the northeast develop here in the depth 10-34 km. 
East on the boundary between West Mongolia and Sayany blocks left-lateral slips pre-
dominate in the depth of 8-32 km. Tectonic strain axis’s have the northeast direction.

The heat flow (HF) value changes from 25 to 28 μW/m−2 within NEP near 
Novosibirsk, up to 55–96 to the south in the Altai Mountains [10]. Within the 
Mining Altai in east Kazakhstan HF is equal 29-61 μW/m−2. East on the boundary 
between West Mongolia and Sayany blocks HF value increases up to 80 μW/m−2 
and larger. The International Terrestrial Reference Frame (ITRF2014) vectors of 
horizontal displacement have mainly east and southeast direction in stations near 
Novosibirsk (88.7–92.2°) with velocities 23.9–27.1 mm/y. However, the Altai Station 
north of Ust-Kamenogorsk fixes the displacement to 350° NW with the velocity 
50 mm/y. The large gradient in the crust structure takes place at the boundary 
between Altai and Junggar blocks south from investigated region, where crust 
thickness decreases southeast from 55 to 60 down to 35-40 km [11]. Data on HF and 
the Global Navigation Satellite System (GNSS) velocities as well on S-wave veloci-
ties below give the representation of the crust and lithosphere activity, which can 
have the indirect connection with the seismicity level.
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The geodynamic and seismicity data analysis allow supposing future earth-
quakes intensity within the Altai OSC area. Events with M7–8 are possible in the 
west quarter of this area within the Mountain Altai at the left bank of the Argug 
River, which is the Biya River left source, southwest from the Belyashi settlement. 
The hypocenters’ predominant depth is there about 10-20 km that allows waiting 
mainly destructive events in this part of the area. Earthquakes with M5–6 are more 
probable in future within the rest territory of the OSC area.

4. OSC area in the East Sayany

This area embraces seismic active interblock zones separating the Sayany 
Block from NEP and from the Hangay Block in the east part of the Tuva Republic, 
southwest of Buryat Republic and adjacent part of north Mongolia (Figure 2). Its 
length is 350 km, width – 100-216 km and the total seismic energy volume achieves 
1.805.11·1016J. The most intensive seismic energy releasing up to 109−11J characterizes 

Figure 1. 
The OSC area situated in the northeast altai and west Sayany within seismic active zones selects the Altai 
block from NEP, Sayany and West Mongolia blocks. The summary legend for Figures 1, 2 and 3-5 includes 
boundaries of: 1 – Lithosphere plate, 2 – The same supposed, 3 – Transitional zone, 4 – Block, 5 – Interblock 
zone, 6 – OSC area (see the part 2). Other symbols: 7 – Active fault, 8 – River, 9 – State frontier, 10 – ITRF2014 
(see the part 3) vectors of horizontal displacement, 11–14 – Mechanism in hypocenters after the centroid 
moment tensor (CMT2019) according to NEIC2018 seismological data (11 – Compression, 12 – Extension, 13 –  
Left-lateral slip, 14 – Right-lateral slip; the predominant orientation of segments in mechanism corresponds 
to a displacement direction), 15 – The magnitude scale of earthquake epicenters by CMT, 16 – The magnitude 
scale of earthquake epicenters, for which CMT2019 data are absent (according to NEIC seismological data). 
Thin lines with dark-blue circles correspond to tectonic stress axis’s [9]. Green color fields, divided by isohypsis, 
show volumes of seismic energy releasing. Increasing color intensity corresponds to increasing energy volume on 
101J or 10−1 J. the minimal value is 10−7J, the maximal – 1014J. The black numerals in the scheme correspond 
to energy volume values in joules. Dotes with red figures near them correspond to values of the heat flow in 
μW/m−2. The total extensions of studied blocks see in the Figure 6. The authors of the chapter constructed this 
scheme as all others.
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the left bank of the Ka-Hem River in the upper stream and south from it in both sides 
of the Russia and Mongolia Frontier. The majority of epicenters correspond to events 
with M3–6 and M of some of them in the Mongolia territory increase up to 7–9.

In the OSC area’s north parts near latitudinal thrusts to the north predominate 
with the left-lateral slip component. The stead left-lateral slips take place south 
between Sayany and Hangay blocks. Transverse north – northeast subsidiary faults 
develop inside the Sayany Block. The majority of tectonic stress axis’s have the 
strike changing from near longitudinal in the west up to northeast in the east. The 
transition from transpression to transtension conditions takes place in south Siberia 
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the NEP – Sayany interblock zone, where active slips predominate. The Novosibirsk 
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with interblock zones between NEP, Altai and Sayany blocks as well as with faults 
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The negative gravitational anomalies at the Bouguer Reduction up to −50 – 
-150mGal, characterize the great part of central Asia, including Hangay and Sayany 

Figure 2. 
The OSC area in east Sayany takes place within seismic active zones separating the Sayany block from NEP 
and the Hangay block. See the summary legend for the Figure 1.
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blocks. In the Junggar–Altai interblock zone they reach even −200mGal [14]. High 
negative values of these anomalies correspond to significant increasing of the crust 
thickness within the above-mentioned blocks. HF values increase in the interblock 
zone between Sayany – NEP up to 47-150 μW/m−2 and between Hangay – Sayany 
blocks within the Hubsugul Rift up to 80–140. The increasing HF values often 
coincide with areas, which situate above supposed mantle plumes [15]. One of those 
plumes can situate after seismic tomography data at the boundary between Hangay 
and Sayany blocks in east Tuva in depth 100-150 km (see Figure 3). There the 
lithosphere thickness decreases down to 70-50 km and the temperature at the depth 
50 km can reach 1000–1200° C after relation of isotopes 3He/4He [17].

The increased level of seismicity can characterize in the future two parts of the 
OSC area with possible earthquakes M to 7–9. The first of them takes place on the 
left bank of the Ka-Hem River in its upper stream between the Lake Tere-Hol in 
the west and the Russia – Mongolia frontier in the east (see Figure 2). The second 
part situates south from it in both sides of the Russia and Mongolia Frontier. The 
hypocenters’ concentration takes places at the depth 9-1 km, so we can wait mainly 
destructive events in this part of the area. Earthquakes with M4.99–5.99 are more 
probable in future within the rest territory of the OSC area.

5. The OSC area in the Baikal system and northwest Transbaikalia

The OSC area includes territory between NEP and the Amurian Block (or 
the small plate in other interpretation [18]) within the Baikal Rift System and its 
northeast continuation (Figure 4). The area length is 950 km, its width – 11-230 km 

Figure 3. 
Central Asian mantle anomalies. For block, transitional zone and plate boundaries see summary legend for 
the Figure 1. Gray lines of different types limit projections of S-waves’ velocity slowing-down up to ≤4.2–4.25 
km/sec−1 on 50, 100, 150, 200, 250, and 300 km depth levels after seismic tomography data. Authors of the 
paper drew these lines after data contained in the work [16]. Note that both parts of OSC areas with possible 
earthquakes’ M to 7–9 (see  Figures 1, 2) coincide with near isometric outline (counter), under which S-wave 
velocities slow down at the depth 150 km. That allows supposing the connection of the increase seismicity there 
with the possible mantle plume rising.
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and the total releasing energy volume reaches 1.79362·1015J. Normal northeast faults 
predominate there with the left-lateral slip component. Tectonic stress axis’s have 
stead northeast direction. The releasing energy level oscillates from 104 to 1012J, 
M changes from 3 to 6 reaching 6–7 for some certain events. The zone of active 
extension stands out within all Baikal Rift System after mechanism earthquake 
solutions. Releasing energy maximal volumes coincides with this zone. The exten-
sion processes do not get out from the crust (10-33 km) according to analysis of the 
hypocenters development after CMT2017 data. Separate faults in adjacent parts of 
the Amurian Block are left-lateral slips, rarely thrusts to southwest.

Normal faults and left-lateral slips with extension component prevail near 
southwest ending the Baikal Rift System at the depth of 10-16 km within the 
interblock zone dividing NEP and the Amurian Block. Yu. Gatinsky and G. 
Vladova together with V. San’kov discovered during 2008 field itineraries in the 
Barguzin Depression distinct changing slips, causing seismic dislocations, by 
later normal faults [5]. These faults cross from the Paleozoic granite to the yang 
alluvium corresponding to the time progress of the transtension process. The 
maximal increasing the seismic energy dissipation up to 1.4·1015J occurs above 
normal faults restricting the Baikal Trough in southwest [1]. Just there near the 
Kultuk settlement the earthquake with M6.3 took place in 2008. The earthquake 
near destroyed the settlement and some communication ways. West we observed 
the displacement of modern streamlets’ thalwegs along NW slips with amplitudes 
up to 10 m. NEP displaces on 105.6° SE with the velocity 25.9 mm/y according to 
measuring in the Irkutsk Station into absolute coordinates of ITRF2014. Vectors 
within the Amurian Block have azimuths of 106.9° -108.0° SE on the Ulan-Bator 
Station with the velocity 31.2 mm/y and up to 121° SE and more on some Chinese 
stations with velocities 26-35 mm/y. HF values reach 96-140 μW/m−2 in the 
Lake Baikal Trough in comparison with 36–79 at its sides within NEP and the 
Amurian Block.

Note, that in the east part of Central Asia horizontal displacements predominate 
into transtension conditions with opening numerous rifts in the Baikal System, 

Figure 4. 
The OSC area within the Lake Baikal and northwest Transbaikalia takes place in seismic active zones 
separating NEP and the Amurian block. See summary legend for the Figure 1.
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around the Ordos Block and in boundaries of some other blocks. The development 
of those extension processes has different interpretation: squeezing out east some 
blocks including the Amurian Block under the influence of the Hindustan – Asia 
collision [12], or the upper mantle flow generated by the deep submergence of the 
Pacific slab under Asia [19–21]; mantle plume raising under north Mongolia and 
the Baikal region (see Figure 3) resulted in the crust extension and rift formation 
[7, 17]. The increase anisotropy exists in the majority regions of central Asia with 
coinciding north-northeast direction of splitting Pn-waves high velocities with the 
axes of maximal compression and GPS vectors [22], that shows the complete defor-
mation coupling within crust and lithosphere mantle. The authors of paper [23] 
arrived at the same conclusion for the region of Baikal, west and central Mongolia.

Data on geodynamics and seismicity of the regarded OSC area allow predicting 
maximal intensive seismic events with M up to 7–9 within northwest third of the 
area territory: to the north in the Stanovoi Upland at both banks of the Upper Angara 
River and farther south east of the Lake Baikal in the north part of the Barguzin 
Range. New earthquakes with M up to 6–7 can be in the other part of the OSC 
area. The main hypocenters concentrations of preceding events were at the depth 
10-16 km, so within regarded area disastrous earthquakes will be the most probably, 
most likely as near Kultuk in 2008.

6. The OSC area in the northeast Transbaikalia

The area situates in the territory of Zabaikalian Krai, south Yakutsk, and north-
west of the Amurian District between the Vitim River and upper stream of the 
Aldan River (Figure 5). Its length is 464 km, width – 64-108 km, and the total seis-
mic energy reaches 4.64153·1016J, that is nearly equally to the energy of the OSC area 
of the north Pamir - 4.50343·1016J [24]. The energy level oscillates on the regarded 
area between 104 - 1012J and M in epicenters changes from 3 up to 6. M of separate 
events reaches 6–7. Northeast normal faults with the left-lateral slip component 
predominate in the west of the OSC area and northwest left-lateral slips develop in 
the east. Tectonic stress axis’s have the stead northeast direction.

Figure 5. 
The OSC area in northeast Transbaikalia settles down within the seismic active interblock zone between NEP 
and the Amurian block. See summary legend for the Figure 1.
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According measuring at the Yakutsk Station NEP moves on 121° SE with 
velocity 20.0 mm/y, but simultaneously displaces south relatively the stable 
Eurasia in the NNR_NUVEL_1A System. Azimuths of the vast Amurian Block 
change from 106° SE on the Ulan-Bator Station up to 110° near Beijing with 
velocities 29-32 mm/y. This block turns counter-clockwise after SLR and GPS data 
2000–2008 coinciding with right-lateral displacing along the large-scale Tanlu Slip 
System on the block east boundary. The same turn fixed by results of the Belgic-
Russia tidal gravitation profile along 50° N latitude [25, 26]. The alternation of 
wide northeast strips with +100 - -100n takes place in the magnetic field above the 
Amurian Block. They apparently can reflect the early Precambrian block funda-
ment structures strike. After seismic tomographic data, the reduced lithosphere 
thickness characterizes the north part of the block (100-105 km in comparison 
with 200 km under NEP) [27]. The low values of the rock density and electric 
resistance apparently correspond to lithosphere deep stratification on boundaries 
of 10, 20, 40 and 70-90 km [28].

Low Pn-waves velocities characterize the upper mantle under the transitional 
zone between continent and ocean under Amurian and neighboring Japanese-
Korean blocks [22]. Some researches suppose existing of the strong upper mantle 
substance flow on the southeast direction based on the analysis of lengthening 
deformation axis’s and anisotropy in border fields of NEP and Amurian Block. This 
deep flow causes the NEP clockwise turn confirmed by ITRF2014 vectors [23]. 
The above-mentioned simultaneous counter-clockwise turn of the Amurian Block 
apparently results in opening the Baikal Rift. At the same time, we cannot exclude 
the influence of plume tectonic processes on geodynamics of the Amurian Block – 
NEP zone. After seismic tomography data isometric counters of S-waves’ velocity 
slowing-down projections (see Figure 3) up to ≤4.2–4.25 km/sec−1 take places on 50, 
100, 150, 200, 250, and 300 km depth levels [16]. Note that the majority of the high 
heat-flow meanings up to 64-100 μW/m−2 coincide with S-waves velocity slowing-
down projections [8]. These data allow supposing ascent of heating and non-consol-
idated mantle material to the earth’s surface with increasing seismicity level.

Speaking on the future seismic events it is needed to distinguished the east 
part of the regarded OSC area on Olekma River booth banks in the region of BAM 
railway stations of Khani and Yuktali as well as east up to left bank of the Upper 
Aldan River. There it is possible to wait for new earthquakes with M up to 7–8. In the 
other area territory M most likely will be not higher than 6. The light hypocenters 
concentrations coincide with depths of 10–11 and 21-26 km.

7. The OSC area in the north half of the Sakhalin Island

We select this area within the interblock zone dividing Japanese-Korean 
and Okhotsk blocks (Figure 6). Its length is 530 km, width – 154 km, the total 
seismic energy releasing after instrumental measuring data (NEIC2017) reaches 
1.15535·1016J. The energy level in the central part of the area is about 1011J. Epicenters 
with M4–5 are numerous, with 6–8 are only single. This interblock zone stretches 
through all island, but in its south half is “absorbed” by the Pacific subduction zone 
dipping under Eurasia [1].

Longitudinal right-lateral slips with north-northeast thrust component predom-
inate in the up-to-date structure of the north Sakhalin. Hypocenters in the crust 
(10-40 km) correspond to the dip slip in the island east and to thrusts in the west. 
The intensive earthquakes with M7.2 in Moneron (1971) and Neftegorsk (1995) 
occurred in northeast Sakhalin within its coastal part. Their hypocenters depth 
reaches 30-60 km. North Sakhalin GPS vectors direction is about 130° SE with 
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velocities 18.1–22.1 mm/y. After measuring in the ITRF2014 System on Khabarovsk 
and Seoul stations the Japanese-Korean Block moves on 115–120° SE with veloci-
ties 22-25 mm/y. This block also turns clockwise to southeast with the velocity of 
0.9–1.5 mm/y according with measuring in the Sikhote-Alin geodynamic net [29]. 
This turn can evoke up-to-date extension and crust non-consolidation in northeast 
China within the Songliao Depression [30] differ from main lithosphere plates 
displacing by their kinematics. The Okhotsk Block displaces on 149° SE with the 
velocity 22.9 mm/y, North Japanese – on 132° SE with the velocity 25.0 mm/y. In the 
central part of the Honshu Island, the uplift fixes with the velocity 3.7 mm/y after 
ITRF2014. The Pacific Plate moves relatively Eurasia on 288°NW with the velocity 
75 mm/y in the NNR_NUVEL_1A System.

The HF average value in Sakhalin Island is 76 μW/m−2 increasing within adjacent 
aqyatories up to 123-200 μW/m−2 [31, 32]. After the same authors magnetic field 
anomalies within island do not exceed 0-200n sharply increase in the Okhotsk Sea up 
to 1000-1200n. Gravitational anomalies on Sakhalin in the Bouguer reduction come 
to −30 - +50mGal [15]. The crust thickness under island reaches 30-35 km, the litho-
sphere thickness – 52 km [31]. Completing the examination of the north Sakhalin 
OSC area we can expect the probably origin of earthquakes with M up to 7–8 in the 
center of the island north part within the Neftegorsk Region, as well as west and 
southwest from it. For the more south regions of OSC area and the extreme north of 
the island we can, with certain care, suppose, that M of future seismic events will be 
not higher than 5–6. Hypocenters concentrations situate at the depth 5-55 km.

8. Conclusion

We selected five OSC areas in intracontinental interblock zones, in which 
the most intensive seismic events can take place. The OSC areas with maximal 
seismic activity divide the Altai Block and NEP, Hangay and Sayany blocks, 

Figure 6. 
The OSC area in the north half of the Sakhalin Island situates within the seismic active interblock zone dividing 
Japanese-Korean and Okhotsk blocks. See summary legend for Figure 1.



11

Tentative Intracontinental Seismic Activity in South Siberia and Russian Far East
DOI: http://dx.doi.org/10.5772/intechopen.95073

velocities 18.1–22.1 mm/y. After measuring in the ITRF2014 System on Khabarovsk 
and Seoul stations the Japanese-Korean Block moves on 115–120° SE with veloci-
ties 22-25 mm/y. This block also turns clockwise to southeast with the velocity of 
0.9–1.5 mm/y according with measuring in the Sikhote-Alin geodynamic net [29]. 
This turn can evoke up-to-date extension and crust non-consolidation in northeast 
China within the Songliao Depression [30] differ from main lithosphere plates 
displacing by their kinematics. The Okhotsk Block displaces on 149° SE with the 
velocity 22.9 mm/y, North Japanese – on 132° SE with the velocity 25.0 mm/y. In the 
central part of the Honshu Island, the uplift fixes with the velocity 3.7 mm/y after 
ITRF2014. The Pacific Plate moves relatively Eurasia on 288°NW with the velocity 
75 mm/y in the NNR_NUVEL_1A System.

The HF average value in Sakhalin Island is 76 μW/m−2 increasing within adjacent 
aqyatories up to 123-200 μW/m−2 [31, 32]. After the same authors magnetic field 
anomalies within island do not exceed 0-200n sharply increase in the Okhotsk Sea up 
to 1000-1200n. Gravitational anomalies on Sakhalin in the Bouguer reduction come 
to −30 - +50mGal [15]. The crust thickness under island reaches 30-35 km, the litho-
sphere thickness – 52 km [31]. Completing the examination of the north Sakhalin 
OSC area we can expect the probably origin of earthquakes with M up to 7–8 in the 
center of the island north part within the Neftegorsk Region, as well as west and 
southwest from it. For the more south regions of OSC area and the extreme north of 
the island we can, with certain care, suppose, that M of future seismic events will be 
not higher than 5–6. Hypocenters concentrations situate at the depth 5-55 km.

8. Conclusion

We selected five OSC areas in intracontinental interblock zones, in which 
the most intensive seismic events can take place. The OSC areas with maximal 
seismic activity divide the Altai Block and NEP, Hangay and Sayany blocks, 

Figure 6. 
The OSC area in the north half of the Sakhalin Island situates within the seismic active interblock zone dividing 
Japanese-Korean and Okhotsk blocks. See summary legend for Figure 1.



Earthquakes - From Tectonics to Buildings

12

Author details

Yuriy Gatinsky* and Tatiana Prokhorova
Institute of Earthquake Prediction Theory and Mathematical Geophysics, Russian 
Academy of Sciences, Moscow, Russia

*Address all correspondence to: gatinsky@gmail.com

Amurian Block and NEP within republic’s Altai, Tuva, Buryat, Irkutsk District and 
Mongolia. Volumes of releasing seismic energy reach in them 107−12J, earthquakes 
with M4–6 are frequent, some infrequent events have M up to 7–9. The seismicity 
intensity is a little weaker within OSC areas dividing the Amurian Block and NEP 
in Transbaikalia Krai, Amurian District, Mongolia, and northeast China, as well 
as Japanese and Okhotsk blocks in Sakhalin, where seismic energy volumes reach 
106−10J, earthquakes with M5–7 are frequent, infrequent events have M up to 8.

We excluded from our analysis continental margin zones, dividing Japanese-
Korean and North Japan, Kuril-Kamchatka and Okhotsk blocks because they situate 
in connection with west Pacific subduction zones as distinguished from investigated 
above intracontinental OSC areas. These continental margin zones represent sub-
jects of the special investigation and partly were examined in some earlier papers of 
Yu. Gatinsky and G. Vladova [33, 34].
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Chapter 2

Tectonics and Seismicity in the 
periAdriatic Zones: Implications 
for Seismic Hazard in Italy
Enzo Mantovani, Caterina  Tamburelli, Daniele Babbucci, 
Marcello Viti and Nicola Cenni

Abstract

The recognition of the seismic zones most prone to next major earthquakes 
in Italy would considerably help the choice of the most efficient prevention plan. 
This work describes an attempt to gain reliable information about that problem 
by exploiting the knowledge about the short-term development of the ongoing 
tectonic processes in the study area and its influence on the spatio-temporal 
distribution of major shocks. In the periAdriatic zones, such distribution is 
connected with the progressive northward displacement of the Adria plate, that 
is controlled by the progressive activation of the decoupling fault systems in 
the surrounding belts (Dinarides, Apennines and Eastern Southern Alps). The 
reliability of this hypothesis is evaluated by analysing the seismic histories of the 
periAdriatic zones. The regularity patterns that are tentatively recognised in such 
histories are used to identify the most probable location of next major shocks. 
Further insights into the present seismic hazard in the Southern Apennines 
and Calabria are tentatively inferred from tectonic connections between 
these regions and other periAdriatic zones, suggested by the seismic histories 
in the last 2–4 centuries and the geodynamic/tectonic context in the central 
Mediterranean area.

Keywords: seismic hazard, tectonics, Apennines, Italy, deterministic approach

1. Introduction

It is well known that seismic activity in the periAdriatic zones (Figure 1) is 
related to the interaction of the Adriatic plate (Adria hereafter) with the surrounding 
belts (Figure 2).

Stressed by the convergence of the confining structures, Adria tries to move 
roughly northward [10–12, 14–16].

This gradual displacement is allowed by the activation of the decoupling fault 
systems located along the lateral boundaries of Adria (Dinarides and Apennines) 
and in the northern front of that plate, in the Eastern Southern Alps. The cen-
tral and southern Dinarides and the Eastern Southern Alps are characterised 
by thrust faults while a dextral transpressional regime prevails in the northern 
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Figure 2. 
Tectonic sketch of the Adriatic region (e.g., [10–12]). The main wedges in the eastern sector of the Apennine 
belt are evidenced by colours (inset). See text for explanations. The proposed kinematic pattern with respect to 
Eurasia [13, 14] is indicated by red empty arrows. 1) Compressional, 2) extensional 3) transcurrent features, 
4) Outer fronts of Neogenic belts. Am = Amatrice fault system, Aq = L’Aquila fault system, AVT = Alta 
Valtiberina trough, CSD = Central-Southern Dinarides; ESA = Eastern Southern Alps; ET = Enza-
Taro thrust, FBF = Ferrara buried folds, Fu = Fucino fault system; Ga = Garfagnana, Lu = Lunigiana, 
LuA = Lucanian Apennines, Ma, Be, Ir = Matese, Benevento and Irpinia fault systems, ND = Northern 
Dinarides, No-Cf-Gu = Norcia-Colfiorito-Gubbio fault system; OV = Olevano-Antrodoco-Sibillini transversal 
thrust, RA = Rimini-Ancona thrust front, Re = Reno thrust, Rom = Romagna fault system, Se = Secchia thrust, 
Si = Sillaro thrust, SV = Sangro-Volturno oblique thrust, UV = Umbra valley.

Figure 1. 
Major earthquakes (red circles, M ≥ 5) since 1000 A. D in the periAdriatic zones [1–9].
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Dinarides e.g., [17–21]. The decoupling mechanisms along the western Adria 
boundary (Apennines) are more complex [10–12, 16], due to the presence of a 
shallow crustal structure (eastern sector of the chain, coloured in Figure 2), that 
is moving independently from Adria and the western (Tyrrhenian) sector of the 
belt. This tectonic/kinematic context has been determined by the fact that in 
the most recent evolution (Quaternary) the outer chain, stressed by Adria, has 
undergone longitudinal shortening, accommodated by major deformations:

• Strong uplift, recognised in various sectors of the chain [22–25].

• Formation of arcs, as the Campania-Lucania and the Matese-Benevento in 
the Southern Apennines (see [12] and references therein), the Gran Sasso 
in the Central Apennines [26, 27] and the Emilian and Ferrara buried folds 
in the Northern Apennines [28]. This deformation is also suggested by the 
transition from a cylindrical to a non-cylindrical (arcs) geometry of the 
orogenic accretion e.g., [28].

• The zones of interaction between the main belt sectors are characterised by 
transversal/oblique thrusts, as the Olevano-Antrodoco-Sibillini Mts. and the 
Sangro-Volturno [26, 29, 30].

• Roughly NE ward extrusion of major wedges, with particular regard to the 
Molise-Sannio (MS) and the Romagna-Marche-Umbria (RMU). This process 
is compatible with a large amount of geological evidence reported by Viti et al. 
[12] and references therein).

The divergence between the MS and RMU escaping wedges with respect 
to the inner less deformed belt has caused the formation of extensional and 
transtensional fault systems along the axial part of the chain, where a number of 
troughs has developed. Roughly NW-SE sinistral transtensional and transpres-
sional faults developed in the Lucania Apennines e.g. [31–34]. Extensional faults 
are recognised in the Irpinia, Benevento and Matese zones, along the inner side 
of the MS wedge e.g., [35, 36]. The L’Aquila and Fucino transtensional fault sys-
tems allow the relative motion between the Lazio-Abruzzi (LA) wedge and the 
inner belt [26, 37–40]. The decoupling of the RMU wedge from the inner belt is 
accommodated by the Norcia-Colfiorito-Gubbio-Alta Valtiberina extensional and 
transtensional fault system and the parallel Umbra Valley trough (e.g., [41–43] 
and references therein). The simultaneous development of uplift and extensional 
features in the belt cannot easily be explained without assuming belt-parallel 
compression as driving force.

The occurrence of several major earthquakes in the Romagna Apennines 
reveals the presence of an important roughly S-N fault system (Rom in Figure 2, 
[44] and references therein, [42, 45]). This discontinuity allows the RMU wedge 
to decouple from the Tuscany-Emilia Apennines sector that is not parallel to the 
Adria plate.

Another evidence consistent with the longitudinal compressional regime in the 
northernmost Apennines is the presence of transverse thrust faults, as the Sillaro, 
Reno, Secchia and Enza-Taro faults [23, 46, 47].

The kinematic field that is suggested by the Quaternary deformation pattern in 
the Apennine belt [11, 48, 49] is compatible with the present displacement field, 
inferred from geodetic GPS data e.g., [11, 50, 51], which indicates that the outer 
Adriatic sector of the Apennine chain is moving faster (4–5 mm/y) and more 
northward with respect to the inner belt (about 1 mm/y).
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2.  Short-term kinematics of Adria and spatio-temporal distribution  
of seismicity in the surrounding belts

In the short-term the northward displacement of Adria does not develop con-
tinuously over time. Each seismic decoupling along the Adria lateral boundaries 
(Dinaric and Apennine belts) triggers the acceleration of the involved Adriatic 
sector e.g., [52–54]. These local accelerations induce an increase of stress at the 
other still blocked Adria boundaries, where consequently the probability of earth-
quake occurrence gets higher. When such stressed zones are then affected by major 
shocks, the acceleration involves more northern zones of Adria up to reach the 
thrust front of Adria in the Eastern Southern Alps.

In order to check the above seismotectonic interpretation, we have divided the 
periAdriatic boundary zones in a number of sectors (Figure 3). The eastern lateral 
boundary of Adria includes the Central-Southern Dinarides (CSD in Figure 4), 
and the Northern Dinarides (ND). The western lateral boundary (Apennine belt) 
is divided in more sectors, being characterised by a more complex tectonic setting, 
as discussed in the previous section. The Southern Apennines (SA) are mainly 
characterised by extensional faulting. In the Central Apennines (CA) transtensional 
decoupling fault systems (L’Aquila and Fucino) prevail. The Northern Apennines 
are divided in various sectors, due to their complex tectonic setting, with particular 
regard to the Romagna-Marche-Umbria wedge (RMU). The southern part of the 
western RMU boundary (Norcia-Colfiorito-Gubbio fault system, RMUWB), is 
mainly characterised by extensional faults. Considering the peculiar seismotectonic 
role of the Northern RMU wedge, its boundaries, i.e. the Rimini-Ancona thrust 
front (RA), the Romagna fault (Rom) and the Alta Valtiberina trough (AVT), are 
taken as three independent zones. The Emilia Apennines (EM) is the belt sector that 
lies just north of the RMU wedge. The last sector in Figure 4 (ESA-ND) is the zone 
where the Adria plate underthrusts the Eastern Southern Alps.

Figure 3. 
Geometries of the periAdriatic boundary zones adopted for determining the seismicity patterns shown in 
Figure 4. 1) Central-Southern Dinarides (CSD in Figure 4), 2) Southern Apennines (SA), 3) Central 
Apennines (CA), 4) Southern part of the western boundary of the RMU wedge (RMUWB), 5) Rimini-
Ancona thrust front (RA), 6) Romagna fault system (Rom), 7) Alta Valtiberina trough (AVT), 8) Emilia 
Apennines (EM), 9) Eastern Southern Alps and Northern Dinarides (ESA-ND).
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In the seismicity time patterns shown in Figure 4, we tentatively recognise the 
following peculiar features:

• In the zones considered, most intense seismicity tends to concentrate in short 
periods (crises), separated by longer phases of lower activity.

• The crises tend to occur later and later as the zones involved are located more and 
more to the north, delineating a sort of migrating pattern (seismic sequence).

• A number of sequences may be recognised in the period considered, as tenta-
tively evidenced by grey and white bands and letters (from a to h) in Figure 4.

• The time development of the proposed sequences tends to occur in two phases. 
During the first phase, seismicity mainly affects the southern and central 
Dinarides, the central and southern Apennines and the western extensional 
boundary of the RMU wedge (the Norcia-Colfiorito-Gubbio fault system). 
This phase generally involves several shocks of M ≥ 5.0 in each zone and gener-
ally lasts some tens of years.

• In most cases, the second phase starts with a crisis in the Romagna decoupling 
fault system, followed (within 10–20 years) by the activation of the inner 

Figure 4. 
(A, B) Time patterns of seismic activity in the periAdriatic zones. AVT = Alta Valtiberina trough, 
CA = Central Apennines, CSD=Central-Southern Dinarides, ESA-ND = Eastern Southern Alps and Northern 
Dinarides, EM = Emilia Apennines, RA = Rimini-Ancona thrust front, RMUWB=Southern western boundary 
of the RMU wedge, Rom = Romagna fault system, SA = Southern Apennines. Earthquakes are indicated by 
bars with colours related to magnitude (scale in A and B). Sources of seismicity data in the caption of Figure 1. 
The grey and white bands tentatively include the events that are supposed to belong to the presumed migrating 
sequences, identified by letters (a-h). The geometries of the zones considered and the spatial distribution of 
major shocks in the various sequences are shown in the Figures 3 and 5 respectively.
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(Alta Valtiberina trough) and outer (Rimini-Ancona thrust) boundaries of the 
northern RMU wedge.

• Then, seismic activity mostly involves the main fault systems in the Emilia 
Apennines, the Eastern Southern Alps and the Northern Dinarides, over 
periods of about one-two decades.

• Major earthquakes at the northern Adria front mostly occurred some years after 
the main seismic decouplings around the northern RMU wedge (Figure 4). This 
tendency is consistent with the hypothesis that the release of the RMU wedge 
favours the acceleration of the northern Adria domain [11, 42].

The spatial distribution of the shocks in the 8 sequences evidenced in Figure 4 is 
shown in Figure 5.

In most of the proposed sequences seismic activity took place in all periAdriatic 
zones. Moreover, one could note that when a zone is characterised by low seismicity, 
in the following sequence such zone is often characterised by intense earthquakes. For 
example, in the sequence c the Central Apennines did not experience any event with 
M ≥ 5.0 while strong earthquakes (1646 M = 5.9, 1654 M = 6.3) hit that zone in the 
subsequent sequence. In the Southern Apennines, after a period of low activity from 
1562 to 1687 (only one earthquake with M ≥ 5.0 in the sequences c and d), a phase of 
intense seismicity took place in the following sequence e (1688 M = 7.1, 1692 M = 5.9, 

Figure 5. 
Spatial distribution of major (M ≥ 5.0) earthquakes in the seismic sequences tentatively evidenced in Figure 4. 
Numbers as in Figure 3.
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1694 M = 6.7). The strong 1915 Fucino earthquake (M = 7.1, sequence g) took place 
after a sequence (f) characterised by relatively low seismicity (few events with 
M ≤ 5.5).

3.  Some remarks on the Apennine zones most prone to the next strong 
earthquakes

Taking into account the regularity patterns that we tentatively recognise in the 
seismic sequences so far developed (a-g in Figure 4), we try to gain insights into how 
the last, still ongoing, sequence (h in Figure 4) might develop in the next future. 
In this regard, it must be considered that the first phase of that sequence has so far 
involved several earthquakes in the Southern and Central Dinarides and the Southern 
and Central Apennines. The acceleration of southern Adria triggered by such seismic 
decouplings has presumably stressed and deformed the RMU wedge, increasing its 
tendency to separate from the inner belt. This hypothesis may explain why a number 
of major extensional shocks (1979 M = 5.8, 1984 M = 5.6, 1997 M = 6.0, 5.7, 5.6, 5.5, 
2016 M = 6.2, 6.1, 6.6, [7]) occurred along the western border of the RMU wedge 
(Norcia-Colfiorito-Gubbio fault system). The NE ward acceleration of the southern 
RMU wedge may have emphasised stresses (and thus seismic hazard) at the northern 
boundaries of that wedge (Romagna fault, Alta Valtiberina trough and Rimini-Ancona 
thrust front). Thus, one could expect that the present seismic hazard in such zones 
is higher than in the other Apennine fault systems. This hypothesis is also suggested 
by the fact that the last significant earthquakes (M ≥ 5.3) in the above zones occurred 
about 100 years ago, i.e. a quiescence longer than the  previous ones (Figure 4).

Another zone where tectonic load may currently be high is the Emilia Apennines 
and the related buried folds (Figure 2), since such structures, including the Mugello 
trough, have been stressed by the push of the RMU wedge during the last tens of 
years. The above hypothesis is consistent with the fact that intense earthquakes 
(2012, M = 6.1, 5.9) recently occurred in the Ferrara buried folds (lying outside the 
Emilian Apennines) and that moderate seismicity (M = 4.5) affected the Mugello 
trough on December 2019.

The kinematic field delineated by geodetic data [11, 50, 51] suggests that the 
separation between the inner and outer Apennine belts is developing at rates of 
about 3–4 mm/y, which implies that a displacement of about 30–40 cm has been 
accumulated since the last activations of the fault systems surrounding the northern 
RMU wedge (about 100 years). This displacement is comparable to the fault slip 
associated with a M = 5–6 earthquake e.g., [55].

4.  Present seismic hazard in the Southern Apennines: further evidence 
from a seismotectonic correlation

Further information on the present seismic hazard in the Southern Apennines 
could be inferred from a correlation that has been recognised between the major 
earthquakes in that zone and the ones in the Southern Dinarides [56–61].

The possibility that intense seismic activity in the Southern Apennines may be 
influenced by the occurrence of major shocks in the Southern Dinarides has been 
first suggested by the fact that the strong April 1979 Montenegro event (M = 6.9) was 
followed by the strong November 1980 Irpinia earthquake (M = 6.8) in the Southern 
Apennines (Figure 6). The idea that the above correspondence may be a systematic 
phenomenon was then suggested by the fact that in the last two centuries similar 
correspondences occurred other times (Figure 6B). From the list of events given in 
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associated with a M = 5–6 earthquake e.g., [55].
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Earthquakes - From Tectonics to Buildings

24

this figure, one can note that in the period considered all the shocks with M ≥ 6.0 in 
the Southern Apennines have been preceded within few years (less than 5) by one or 
more earthquakes with M ≥ 6 in the Southern Dinarides. The above correspondence 
does not worsen significantly even if a lower threshold (M = 5.5) is considered, given 
that only one of the 15 Southern Apennine events failed to be preceded by comparable 
events in the Southern Dinarides. The above evidence may indicate that a fault in the 
Southern Apennines cannot easily activate without the contribution of a post-seismic 
perturbation triggered by one or more major shocks in the Southern Dinarides.

Since the probability that such a correspondence merely occurs by chance is 
very small [57, 58], it is plausible to suppose that a close tectonic connection exists 
between the two zones (Figure 6C). The occurrence of a major seismic slip at a 
thrust fault beneath the Southern Dinarides, such as the one that developed with the 
1979 Montenegro event (estimated to be 1–2 metres, e.g. [63]), implies a comparable 
displacement of the adjacent Adria domain, which causes a reduction of vertical 
flexure in the southern Adriatic domain, as sketched in the section of Figure 6. Such 
process is expected to induce extensional strain in the Southern Apennines, which may 
favour the activation of the belt-parallel normal faults recognised in that zone, as for 
instance the one that generated the 1980 strong earthquake in the Irpinia zone e.g., [35, 
64]. This hypothesis is confirmed by the results of numerical modelling of the strain 
perturbation that was presumably induced in the Irpinia zone by the 1979 Montenegro 
event [57–60]. Moreover, the strain rate induced by the Montenegro earthquake is 
expected to reach its maximum amplitude in the Southern Apennines about 1–2 years 
after the triggering event, a delay fairly consistent with the time interval that elapsed 

Figure 6. 
A) Geometry of the zones implied in the presumed interrelation between Southern Dinarides-Albanides and 
Southern Apennines and location of the earthquakes given in the table. The stars indicate the locations of the 1979 
and 1980 earthquakes in Montenegro and Irpinia. B) List of the major seismic events occurred since 1810. The 
events with M ≥ 6.0 are in red. Seismicity data as in Figure 1. C) Structural sketch, through a transversal section 
in the southern Adriatic area (S-S′), evidencing the vertical flexure of the Adriatic lithosphere overthrusted by 
the Dinaric belt, on one side, and plunged under the Apennine belt, on the other side (e.g., [62]). The vertical 
scale is exaggerated in order to make more evident the possible effect of a seismic slip (red arrow) along the 
subduction fault beneath the Dinaric belt. The dashed lines indicate the presumed profile of the Adriatic 
lithosphere before a seismic slip in the Southern Dinarides.
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between the April 1979 Montenegro and November 1980 Irpinia shocks. The possible 
relationship between stress/strain rate increase and triggering of seismic activity has 
been pointed out in several works e.g., [52–54, 60, 65–69].

The fact that the above significant correlation can be recognised for the most recent, 
complete and reliable part of the seismic catalogue may imply that this phenomenon 
can represent a tool for recognising the periods when the probability of strong shocks in 
Southern Apennines is undergoing a significant increase. In this view, the fact that since 
1979 no earthquakes with M ≥ 6.5 have occurred in the Southern Dinarides (Figure 6) 
could imply that at present the probability of major shocks in the Southern Apennines is 
relatively low. Some doubts about this prediction may be raised by the fact that a signifi-
cant shock recently occurred in the Southern Dinarides (2019, M = 6.2). The previous 
seismic histories would suggest that such event is slightly weak for triggering significant 
seismicity in the Southern Apennines. However, possible uncertainties in the estimated 
magnitude could reflect on the reliability of the above prediction.

5. Present seismic hazard in Calabria

The analysis of the seismic histories of Calabria and the Hellenides sector lying 
between the Ionian islands and Albania, along with the geodynamic context in 
the central Mediterranean area, suggests a possible connection between these two 
zones [58, 59, 61]. This interpretation is consistent with the structural/tectonic 
setting sketched in the section of Figure 7, which implies that a seismic slip at the 
Hellenic thrust zone reduces the upward vertical flexure of the Adriatic lithosphere, 
so attenuating the resistance that the Calabrian wedge encounters in overthrusting 
such lithosphere. Since, this last process underlies the main genetic mechanism of 
Calabrian shocks, one can realise why an earthquake in the Hellenides may cause an 
increase of seismic hazard in Calabria.

The above interpretation and its implications on the interaction of the Calabrian 
and Hellenic seismic sources is consistent with the quantification of the effects of 
post-seismic relaxation induced by strong earthquakes in the Hellenides [58, 59, 61], 
which provides insights into the most probable delay between the presumed precursor 
and the induced event.

The possibility that the above phenomenon was systematic is supported by the 
comparison of the seismic histories of the two zones involved (Table 1), which 
indicates that all Calabrian seismic crises with M ≥ 6.0 have been preceded, within 

Figure 7. 
Geometry of the presumably interrelated Calabrian and Hellenic seismic zones and trace of the section (S-S′) 
are shown in the map. Red circles indicate the epicentres of the earthquakes that have occurred in the two 
zones since 1600 a. D (Table 1). The section illustrates a tentative reconstruction (vertically exaggerated) 
of the reduction of vertical flexure of the Adriatic plate (dashed line) that may occur in response to a strong 
decoupling earthquake in the Hellenic thrust zone. This effect may favour the outward escape of the uplifted 
Calabrian wedge towards the Ionian domain. Seismicity data as in  Figure 1.
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between the April 1979 Montenegro and November 1980 Irpinia shocks. The possible 
relationship between stress/strain rate increase and triggering of seismic activity has 
been pointed out in several works e.g., [52–54, 60, 65–69].

The fact that the above significant correlation can be recognised for the most recent, 
complete and reliable part of the seismic catalogue may imply that this phenomenon 
can represent a tool for recognising the periods when the probability of strong shocks in 
Southern Apennines is undergoing a significant increase. In this view, the fact that since 
1979 no earthquakes with M ≥ 6.5 have occurred in the Southern Dinarides (Figure 6) 
could imply that at present the probability of major shocks in the Southern Apennines is 
relatively low. Some doubts about this prediction may be raised by the fact that a signifi-
cant shock recently occurred in the Southern Dinarides (2019, M = 6.2). The previous 
seismic histories would suggest that such event is slightly weak for triggering significant 
seismicity in the Southern Apennines. However, possible uncertainties in the estimated 
magnitude could reflect on the reliability of the above prediction.

5. Present seismic hazard in Calabria

The analysis of the seismic histories of Calabria and the Hellenides sector lying 
between the Ionian islands and Albania, along with the geodynamic context in 
the central Mediterranean area, suggests a possible connection between these two 
zones [58, 59, 61]. This interpretation is consistent with the structural/tectonic 
setting sketched in the section of Figure 7, which implies that a seismic slip at the 
Hellenic thrust zone reduces the upward vertical flexure of the Adriatic lithosphere, 
so attenuating the resistance that the Calabrian wedge encounters in overthrusting 
such lithosphere. Since, this last process underlies the main genetic mechanism of 
Calabrian shocks, one can realise why an earthquake in the Hellenides may cause an 
increase of seismic hazard in Calabria.

The above interpretation and its implications on the interaction of the Calabrian 
and Hellenic seismic sources is consistent with the quantification of the effects of 
post-seismic relaxation induced by strong earthquakes in the Hellenides [58, 59, 61], 
which provides insights into the most probable delay between the presumed precursor 
and the induced event.

The possibility that the above phenomenon was systematic is supported by the 
comparison of the seismic histories of the two zones involved (Table 1), which 
indicates that all Calabrian seismic crises with M ≥ 6.0 have been preceded, within 

Figure 7. 
Geometry of the presumably interrelated Calabrian and Hellenic seismic zones and trace of the section (S-S′) 
are shown in the map. Red circles indicate the epicentres of the earthquakes that have occurred in the two 
zones since 1600 a. D (Table 1). The section illustrates a tentative reconstruction (vertically exaggerated) 
of the reduction of vertical flexure of the Adriatic plate (dashed line) that may occur in response to a strong 
decoupling earthquake in the Hellenic thrust zone. This effect may favour the outward escape of the uplifted 
Calabrian wedge towards the Ionian domain. Seismicity data as in  Figure 1.
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10 years, by at least one event with M ≥ 6.5 in the Hellenides. Even if lower magni-
tudes (M ≥ 5.5) are considered, the correspondence remains fairly significant, since 
only 3 (out of 29) Calabrian events have not been preceded by equivalent shocks in 
the Hellenides. The above evidence could imply that a major earthquake can hardly 
occur in Calabria without being preceded by significant seismic activity in the 
Hellenides [58, 59].

Hellenides (M ≥ 6.0) Calabria (M ≥ 5.5)

1601 (6.3)

1612 (6.3), 1613 (6.3)

1625 (6.5) 1626 (6.1)

1630 (6.5), 1636 (7.2) 1638 (6.8, 7.1)

1638 (6.3) 1640 (5.8)

1650 (6.2), 1658 (6.7) 1659 (6.6)

1666 (6.2), 1674 (6.3)

1701 (6.6), 1704 (6.4) 1708 (5.6)

1709 (6.2), 1714 (6.3)

1722 (6.3), 1723 (6.1, 6.3), 1732 (6.6)

1736 (6.0), 1741 (6.3), 1743 (6.9) 1743 (5.9), 1744 (5.7), 1749 (5.8)

1759 (6.3), 1766 (6.6), 1767 (6.7) 1767 (5.9)

1769 (6.8), 1772 (6.1)

1773 (6.5) 1783 (7.1, 6.7, 7.0)

1783 (6.5, 6.6), 1786 (6.5) 1791 (6.1)

1809 (6.1), 1815 (6.3), 1820 (6.6)

1823 (6.3), 1825 (6.7) 1832 (6.7)

1833 (6.5) 1835 (5.9), 1836 (6.2)

1851 (6.8) 1854 (6.3)

1854 (6.0), 1858 (6.0, 6.2, 6.4), 1859 (6.0,6.2)

1860 (6.4), 1862 (6.4, 6.2), 1865 (6.3), 1866 (6.6, 
6.2, 6.1. 6.4), 1867 (7.2), 1869 (6.0, 6.7)

1870 (6.2)

1872 (6.0)

1885 (6.0) 1886 (5.6), 1887 (5.6)

1893 (6.6) 1894 (6.1)

1895 (6.2, 6.5, 6.2, 6.2), 1897 (6.6), 1912 (6.1) 1905 (7.0), 1907 (6.0), 1908 (7.1), 1909 (5.5), 1913 (5.6)

1914 (6.0), 1915 (6.1, 6.3, 6.0),

1920 (6.0, 6.5) 1928 (5.9)

1930 (6.2)

1947 (5.7)

1948 (6.5, 6.5)

1953 (6.0, 6.6, 7.0, 6.2)

1983 (6.7, 6.0)

2003 (6.2)

2014 (6.1, 6.1), 2015 (6.5)

Table 1. 
List of major Hellenic and Calabrian events, occurred since 1600 a.D. in the zones depicted in Figure 7  
(the shocks with M ≥ 6.0 in Calabria and M ≥ 6.5 in Hellenides are in bold). Seismicity data as in Figure 1.
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On the other hand, considering the opposite aspect of the presumed interrelation, 
one can note that only 11, out of 22, Hellenic seismic crises with M ≥ 6.5 were followed 
by a Calabrian earthquake with M ≥ 6.0. This indicates that the role of the Hellenic 
events as precursors of Calabrian shocks is affected by significant uncertainty. This 
problem mainly concerns the most recent time, given that since 1948 no Hellenic events 
with M ≥ 6.5 have been followed by an event in Calabria with M ≥ 5.5 (Table 1). Such 
long quiescence (73 years) is rather anomalous with respect to the previous behaviour, 
in particular with the fact that from 1626 to 1947 the average inter-event time between 
M ≥ 5.5 Calabrian shocks was about 16 years and was never longer than 41 years.

In order to find a possible explanation of the present long quiescence and of 
the fact that since the middle of the XX century the correspondence between 
Hellenic and Calabrian earthquakes has undergone a considerable worsening, we 
advance the hypothesis that such anomalous behaviour is an effect of the consid-
erable increase of E-W compressional stress that developed in the Hellenic and 
Ionian zones in response to the large westward displacement of the Anatolian-
Aegean system since 1939, when a very strong earthquake in Eastern Anatolia 
(M = 8) triggered the progressive activation of the entire North Anatolian fault 
system (NAF in Figure 8, e.g., [71]).

The peculiarity of the above seismic sequence in the NAF is the fact that it also 
involved the activation of the central NAF, which had been almost silent for a 
long time e.g., [72]. This rare event favoured a significant westward displacement 
(some metres) of the whole Anatolian wedge, causing a considerable increase of 
E-W compression in the zones stressed by the convergence of this block with the 
Africa-Adriatic domain (Figure 8). The least action principle suggests that the fast 
shortening required by such dynamics was mainly accommodated by the outward 
extrusion of the Peloponnesus and the central Aegean zones, i.e. the orogenic 

Figure 8. 
Proposed plate/microplate configuration and kinematic pattern in the Central Mediterranean and Aegean-
Anatolian region [14]. White arrows indicate the presumed velocity field with respect to Eurasia. Land and 
seafloor morphological features from Le Pichon and Biju-Duval [70]. Thick red lines delimitate for reference 
the inner part of the Alpine metamorphic belt. Al = Albanides; CA, NA, SA = Central, Northern and 
Southern Apennines, Cal = Calabrian Arc, Ce = Cephalonia fault system, ESA = Eastern Southern Alps, 
Ma = Marmara, NAF = North Anatolian fault system, ND = Northern Dinarides, NH = Northern Hellenides, 
Pe = Peloponnesus, SD = Southern Dinarides, Si = Sicily. Symbols as in Figure 2.
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10 years, by at least one event with M ≥ 6.5 in the Hellenides. Even if lower magni-
tudes (M ≥ 5.5) are considered, the correspondence remains fairly significant, since 
only 3 (out of 29) Calabrian events have not been preceded by equivalent shocks in 
the Hellenides. The above evidence could imply that a major earthquake can hardly 
occur in Calabria without being preceded by significant seismic activity in the 
Hellenides [58, 59].
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1953 (6.0, 6.6, 7.0, 6.2)

1983 (6.7, 6.0)

2003 (6.2)

2014 (6.1, 6.1), 2015 (6.5)

Table 1. 
List of major Hellenic and Calabrian events, occurred since 1600 a.D. in the zones depicted in Figure 7  
(the shocks with M ≥ 6.0 in Calabria and M ≥ 6.5 in Hellenides are in bold). Seismicity data as in Figure 1.
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On the other hand, considering the opposite aspect of the presumed interrelation, 
one can note that only 11, out of 22, Hellenic seismic crises with M ≥ 6.5 were followed 
by a Calabrian earthquake with M ≥ 6.0. This indicates that the role of the Hellenic 
events as precursors of Calabrian shocks is affected by significant uncertainty. This 
problem mainly concerns the most recent time, given that since 1948 no Hellenic events 
with M ≥ 6.5 have been followed by an event in Calabria with M ≥ 5.5 (Table 1). Such 
long quiescence (73 years) is rather anomalous with respect to the previous behaviour, 
in particular with the fact that from 1626 to 1947 the average inter-event time between 
M ≥ 5.5 Calabrian shocks was about 16 years and was never longer than 41 years.

In order to find a possible explanation of the present long quiescence and of 
the fact that since the middle of the XX century the correspondence between 
Hellenic and Calabrian earthquakes has undergone a considerable worsening, we 
advance the hypothesis that such anomalous behaviour is an effect of the consid-
erable increase of E-W compressional stress that developed in the Hellenic and 
Ionian zones in response to the large westward displacement of the Anatolian-
Aegean system since 1939, when a very strong earthquake in Eastern Anatolia 
(M = 8) triggered the progressive activation of the entire North Anatolian fault 
system (NAF in Figure 8, e.g., [71]).

The peculiarity of the above seismic sequence in the NAF is the fact that it also 
involved the activation of the central NAF, which had been almost silent for a 
long time e.g., [72]. This rare event favoured a significant westward displacement 
(some metres) of the whole Anatolian wedge, causing a considerable increase of 
E-W compression in the zones stressed by the convergence of this block with the 
Africa-Adriatic domain (Figure 8). The least action principle suggests that the fast 
shortening required by such dynamics was mainly accommodated by the outward 
extrusion of the Peloponnesus and the central Aegean zones, i.e. the orogenic 

Figure 8. 
Proposed plate/microplate configuration and kinematic pattern in the Central Mediterranean and Aegean-
Anatolian region [14]. White arrows indicate the presumed velocity field with respect to Eurasia. Land and 
seafloor morphological features from Le Pichon and Biju-Duval [70]. Thick red lines delimitate for reference 
the inner part of the Alpine metamorphic belt. Al = Albanides; CA, NA, SA = Central, Northern and 
Southern Apennines, Cal = Calabrian Arc, Ce = Cephalonia fault system, ESA = Eastern Southern Alps, 
Ma = Marmara, NAF = North Anatolian fault system, ND = Northern Dinarides, NH = Northern Hellenides, 
Pe = Peloponnesus, SD = Southern Dinarides, Si = Sicily. Symbols as in Figure 2.
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structures which were facing the thin and dense (low buoyancy) Ionian oceanic 
lithosphere e.g., [73]. The extrusion of the northern Hellenides (facing the thicker 
and more buoyant Adriatic continental domain) would have instead encountered 
much higher resistance. This hypothesis may explain why since about 1947 (when 
the effects of such strong perturbation might have reached the western Hellenic 
zone) most seismic activity has occurred in the Aegean zones lying south of the 
Cephalonia fault system and the North Aegean trough, while minor activity has 
instead occurred in the Northern Hellenides (Figure 9).

Since the activation of that Hellenic thrust zone is supposed to be a necessary 
condition for the occurrence of Calabrian earthquakes (Figure 7 and Table 1), 
the above evidence could explain why since 1947 no major events have occurred in 
Calabria. The same interpretation may help to understand why in the 1850–1908 
time interval, characterised by very high seismic activity in the Hellenides sector, 
very strong earthquakes occurred in Calabria (Table 1).

The evidence and arguments described above suggest that the probability of 
strong earthquakes in Calabria will not undergo a significant increase until the 

Figure 9. 
Distribution of major earthquakes occurred in two time intervals (A and B) which respectively preceded and 
followed the presumed arrival in the Aegean area of the effects of the large westward displacement of the Anatolian 
wedge, triggered by the strong 1939 earthquake (M = 8) in the easternmost north Anatolian fault system [74, 75]. 
1) Africa-Adriatic domain 2) oceanic Ionian domain 3) Alpine metamorphic belt 4) orogenic belts. Circles and 
triangles respectively indicate focal depths lower and greater than 60 km. Seismicity data as in Figure 1.
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occurrence of major shocks in the Hellenides thrust zone. The fact that three 
earthquakes with M > 6 recently occurred in the Cephalonia zone (2014 and 2015) 
cannot easily be taken as a possible precursor of Calabrian shocks, since in the 
tectonic context created by the Anatolian westward displacement other very strong 
events (1953, M = 7.0, 6.6; 1983 M = 6.7) affected the Cephalonia fault without 
inducing significant seismic activity in Calabria.

6. Conclusions

It is advanced the hypothesis that the spatio-temporal distribution of major 
earthquakes in the periAdriatic zones (Figure 4) is closely connected with the 
progressive roughly northward displacement of the Adria plate. This motion is 
allowed by the seismic activations of the decoupling fault systems located along 
the lateral boundaries of Adria (Dinarides and Apennines) and the Eastern 
Southern Alps. This migrating pattern of earthquakes may tentatively be rec-
ognised in the period considered (1300–2020), delineating 7 already developed 
sequences and one partially developed migration. Taking into account the 
regularities that we tentatively recognise in the first 7 seismic sequences and the 
main features of the last ongoing one (which has already involved intense seismic 
crises in the Southern and Central Apennines and in the western boundary of 
the RMU wedge in the Northern Apennines) we suppose that the boundaries 
of the northern RMU wedge (Rimini-Ancona thrust, Romagna fault and Alta 
Valtiberina trough), along with the Emilia Apennines (stressed by the RMU 
wedge, Figure 2) are the zones most prone to the next strong earthquakes in the 
Apennine belt.

Further insights into the present seismic hazard in two major Italian seismic 
zones (Southern Apennines and Calabria) are tentatively inferred from the pre-
sumed tectonic connection of such regions with other periAdriatic zones. The 
first tectonic connection (suggested by seismic histories of about two centuries, 
Figure 6) provides that a strong earthquake (M ≥ 6.0) in the Southern Apennines 
cannot easily occur if not preceded (within 5 years) by a shock with M ≥ 6.5 or 
by more than one shock with M ≥ 6.0 in the Southern Dinarides. Even if weaker 
shocks are taken into account, the correlation remain significant, since almost all 
Southern Apennines shocks with M ≥ 5.5 (14 out of 15) have been preceded by 
seismic phases in the Southern Dinarides involving more than one shock (2–5) 
with M > 5.5.

Assuming that the presumed implications of the above correspondence can be 
taken as realistic for the next years, one could try to estimate the present seismic 
hazard in the Southern Apennines. To this purpose, one have to take into account 
the recent seismic activity in the Southern Dinarides, which only includes an event 
with M = 6.2 in 2019 (Albania). The fact that the magnitude of such shock was 
lower than 6.5 would imply a low probability for the occurrence of a Southern 
Apennine shock with M ≥ 6, while the occurrence of a weaker shock cannot easily 
be excluded.

The possible tectonic connection between Calabrian and Hellenic earthquakes 
(Figure 7 and Table 1) is suggested by the seismic histories of these two zones for 
the period 1600–1947. However, in the subsequent time, this correspondence cannot 
be recognised, mainly due to the fact that no more earthquakes with M ≥ 5.5 have 
occurred in Calabria. We suggest that such quiescence is an effect of the consider-
able westward displacement that the whole Anatolian wedge has undergone due 
to the activation of the full NAF fault system. That event has caused a noticeable 
increase of E-W compression in the Ionian and Calabrian zones, so enhancing the 



Earthquakes - From Tectonics to Buildings

28

structures which were facing the thin and dense (low buoyancy) Ionian oceanic 
lithosphere e.g., [73]. The extrusion of the northern Hellenides (facing the thicker 
and more buoyant Adriatic continental domain) would have instead encountered 
much higher resistance. This hypothesis may explain why since about 1947 (when 
the effects of such strong perturbation might have reached the western Hellenic 
zone) most seismic activity has occurred in the Aegean zones lying south of the 
Cephalonia fault system and the North Aegean trough, while minor activity has 
instead occurred in the Northern Hellenides (Figure 9).

Since the activation of that Hellenic thrust zone is supposed to be a necessary 
condition for the occurrence of Calabrian earthquakes (Figure 7 and Table 1), 
the above evidence could explain why since 1947 no major events have occurred in 
Calabria. The same interpretation may help to understand why in the 1850–1908 
time interval, characterised by very high seismic activity in the Hellenides sector, 
very strong earthquakes occurred in Calabria (Table 1).

The evidence and arguments described above suggest that the probability of 
strong earthquakes in Calabria will not undergo a significant increase until the 

Figure 9. 
Distribution of major earthquakes occurred in two time intervals (A and B) which respectively preceded and 
followed the presumed arrival in the Aegean area of the effects of the large westward displacement of the Anatolian 
wedge, triggered by the strong 1939 earthquake (M = 8) in the easternmost north Anatolian fault system [74, 75]. 
1) Africa-Adriatic domain 2) oceanic Ionian domain 3) Alpine metamorphic belt 4) orogenic belts. Circles and 
triangles respectively indicate focal depths lower and greater than 60 km. Seismicity data as in Figure 1.
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occurrence of major shocks in the Hellenides thrust zone. The fact that three 
earthquakes with M > 6 recently occurred in the Cephalonia zone (2014 and 2015) 
cannot easily be taken as a possible precursor of Calabrian shocks, since in the 
tectonic context created by the Anatolian westward displacement other very strong 
events (1953, M = 7.0, 6.6; 1983 M = 6.7) affected the Cephalonia fault without 
inducing significant seismic activity in Calabria.

6. Conclusions

It is advanced the hypothesis that the spatio-temporal distribution of major 
earthquakes in the periAdriatic zones (Figure 4) is closely connected with the 
progressive roughly northward displacement of the Adria plate. This motion is 
allowed by the seismic activations of the decoupling fault systems located along 
the lateral boundaries of Adria (Dinarides and Apennines) and the Eastern 
Southern Alps. This migrating pattern of earthquakes may tentatively be rec-
ognised in the period considered (1300–2020), delineating 7 already developed 
sequences and one partially developed migration. Taking into account the 
regularities that we tentatively recognise in the first 7 seismic sequences and the 
main features of the last ongoing one (which has already involved intense seismic 
crises in the Southern and Central Apennines and in the western boundary of 
the RMU wedge in the Northern Apennines) we suppose that the boundaries 
of the northern RMU wedge (Rimini-Ancona thrust, Romagna fault and Alta 
Valtiberina trough), along with the Emilia Apennines (stressed by the RMU 
wedge, Figure 2) are the zones most prone to the next strong earthquakes in the 
Apennine belt.

Further insights into the present seismic hazard in two major Italian seismic 
zones (Southern Apennines and Calabria) are tentatively inferred from the pre-
sumed tectonic connection of such regions with other periAdriatic zones. The 
first tectonic connection (suggested by seismic histories of about two centuries, 
Figure 6) provides that a strong earthquake (M ≥ 6.0) in the Southern Apennines 
cannot easily occur if not preceded (within 5 years) by a shock with M ≥ 6.5 or 
by more than one shock with M ≥ 6.0 in the Southern Dinarides. Even if weaker 
shocks are taken into account, the correlation remain significant, since almost all 
Southern Apennines shocks with M ≥ 5.5 (14 out of 15) have been preceded by 
seismic phases in the Southern Dinarides involving more than one shock (2–5) 
with M > 5.5.

Assuming that the presumed implications of the above correspondence can be 
taken as realistic for the next years, one could try to estimate the present seismic 
hazard in the Southern Apennines. To this purpose, one have to take into account 
the recent seismic activity in the Southern Dinarides, which only includes an event 
with M = 6.2 in 2019 (Albania). The fact that the magnitude of such shock was 
lower than 6.5 would imply a low probability for the occurrence of a Southern 
Apennine shock with M ≥ 6, while the occurrence of a weaker shock cannot easily 
be excluded.

The possible tectonic connection between Calabrian and Hellenic earthquakes 
(Figure 7 and Table 1) is suggested by the seismic histories of these two zones for 
the period 1600–1947. However, in the subsequent time, this correspondence cannot 
be recognised, mainly due to the fact that no more earthquakes with M ≥ 5.5 have 
occurred in Calabria. We suggest that such quiescence is an effect of the consider-
able westward displacement that the whole Anatolian wedge has undergone due 
to the activation of the full NAF fault system. That event has caused a noticeable 
increase of E-W compression in the Ionian and Calabrian zones, so enhancing the 



Earthquakes - From Tectonics to Buildings

30

Author details

Enzo Mantovani1*, Caterina Tamburelli1, Daniele Babbucci1, Marcello Viti1  
and Nicola Cenni2

1 Dip.to di Scienze Fisiche, della Terra e dell’Ambiente, Univ. di Siena, 53100,  
Siena, Italy

2 Dip.to di Geoscienze, Univ. di Padova, 35131, Padova, Italy

*Address all correspondence to: enzo.mantovani@unisi.it

resistance against the outward escape of the Calabria wedge. Since this process is 
the main genetic mechanism of seismicity in Calabria, the above effect can help to 
explain the recent seismic quiescence in that zone (Table 1). If this interpretation is 
realistic, one could suppose that in the present context seismic hazard in Calabria is 
not high, since in recent times no major earthquakes have occurred in the Hellenides 
sector lying north of the Cephalonia zone, i.e. the area that generated the main pre-
cursors of the strongest Calabria earthquakes. Recent seismicity only affected the 
Cephalonia fault system (2014, M = 6.1, 6.1 and 2015, M = 6.5), that in the ongoing 
stress regime have already involved other major shocks with no effects in Calabria.

The above considerations about the present seismic hazard in the Southern 
Apennines and Calabria reinforce our conviction that the Northern Apennine zones 
cited above should be taken as priority zones in a prevention plan in Italy.
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resistance against the outward escape of the Calabria wedge. Since this process is 
the main genetic mechanism of seismicity in Calabria, the above effect can help to 
explain the recent seismic quiescence in that zone (Table 1). If this interpretation is 
realistic, one could suppose that in the present context seismic hazard in Calabria is 
not high, since in recent times no major earthquakes have occurred in the Hellenides 
sector lying north of the Cephalonia zone, i.e. the area that generated the main pre-
cursors of the strongest Calabria earthquakes. Recent seismicity only affected the 
Cephalonia fault system (2014, M = 6.1, 6.1 and 2015, M = 6.5), that in the ongoing 
stress regime have already involved other major shocks with no effects in Calabria.

The above considerations about the present seismic hazard in the Southern 
Apennines and Calabria reinforce our conviction that the Northern Apennine zones 
cited above should be taken as priority zones in a prevention plan in Italy.
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Chapter 3

Seismological Data Acquisition
and Analysis within the Scope of
Citizen Science
Ewald Brückl, Peter Carniel, Stefan Mertl and Rita Meurers

Abstract

From 2017 till 2020 a low cost seismic sensor network was built in the southern
Vienna Basin, Lower Austria, as a part of ongoing educational and citizen science
projects. The purpose of the project is to inform society about the seismic activity in
this area and to include authorities and interested citizens into data acquisition and
exploitation. Near real time (NRT) seismic data are made accessible online. Seismic
events are detected and archived automatically. The visualization of these events
online facilitates instantaneously estimates of the extent of the shaking area and
potential damage. Peak ground velocities (PGV) are related to macroseismic inten-
sities (EMS-98) derived from reports about ground motion felt in the vicinity of the
network stations. Observed amplitudes and travel times are modeled by simple, but
effective relations. Traditional and innovative localization methods based on travel
times and amplitudes are applied and analyzed with respect to data quality and
localization accuracy. All results are accessible online and the computer code is open
and applicable, e.g. for educational purposes.

Keywords: public seismic network, NRT ground motion watching, peak ground
velocity, macroseismic intensity, earthquake localization

1. Introduction

Instrumental seismology started worldwide at the beginning of the 20th century.
Data acquired by the continuously improved seismometers built and still build the
basis for our present-day knowledge about seismic waves, the structure of the
Earth’s interior, the origin of earthquakes and their impact on infrastructures and
humans. However, earthquake phenomena have been fascinating and even threat-
ening mankind from time immemorial. Systematic documentation and classifica-
tion was based on observations and reports of educated persons, officers,
chroniclers, clerics, and presumably only a small fraction of scientists and special-
ists. To summarize, seismological research before 1900 was only possible with the
contribution of the public.

Nowadays, the evaluation of reports about felt ground motion and damage
caused by earthquakes is treated by a seismological subdiscipline. Historic
macroseismic intensity scales (e.g., Rossi - Forel, Mercalli, Cancani, Medvedev
Sponheuer – Karnik) have been refined (e.g. EMS-98) and correlations with
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instrumentally recorded ground motions have been established. Near real-time
(NRT) preparation of so-called instrumental intensity maps is a scientific task to
support mitigation in case of an earthquake. However, the reports of citizens on
their perceptions of ground motions during earthquakes and damage is still an
essential scientific input. We concentrate on the following tasks to promote the
interest of Citizen Science in seismological data acquisition and analysis:

Citizens are frequently prepared to report their perceptions about ground
motion. However, they also want to immediately know, if a ground motion was
caused by an earthquake, a blast in a nearby quarry or only by a very local source
such as traffic or construction works. The public is interested in whether damage to
buildings occurred or health and safety were at stake. We intend to answer these
questions in NRT and intuitively interpretable information via the internet, based
on the data provided by a public low-cost seismic network.

The stations of this low-cost sensor network are installed in private homes and
industrial buildings, schools and offices. These locations are representative of places
where people observe ground motion and report it. At best we get reports from
citizens about felt ground motion directly from station locations. We take advan-
tage of these circumstances to establish a very close correlation of instrumental data
and intensity classifications.

Students of polytechnics were and are still involved in the production of low-
cost sensors, coding of digitizers, and developing special tools for data visualization.
We intend to maintain these cooperations, but also to demonstrate that seismolog-
ical data analysis must not be a black box for students of polytechnics or grammar
schools, alumni, and interested citizen. We will show that accurate hypocenter
localization is possible with data from the low-cost sensor network. We try to
achieve this goal with easily understandable algorithms.

2. Public seismic sensor network

2.1 Area

We chose the southern Vienna Basin and its surroundings for the installation of a
low-cost seismic sensor network. This area belongs to the zone of relative high
seismic hazard in Austria and is densely populated and industrialized. Therefore we
reasonably presume that ground motion caused by earthquakes or other sources is
an interesting issue for officials and citizens.

The Vienna basin is a representative example of a pull apart basin well-explored
and documented in geological literature (e.g. [1]). The basin was created by lateral
extrusion of the most eastern part of the Eastern Alps from the compressional zone
in the west to the extensional Pannonian Basin in the east during Miocene [2]. The
basin reaches a maximum depth of 6 km. It is surrounded by Austroalpine Crystal-
line, the Northern Calcareous Alps, and Flysch. Shallow quaternary sediments not
outlined in the schematic geological map (Figure 1) may significantly influence the
seismic response. The Vienna basin transfer fault (VBTF) corresponds to the
southern strike-slip boundary of the pull apart basin. It is still active and constitutes
the main tectonic process responsible for the seismicity in this area.

Since 1200 AD about 460 earthquakes have been documented as felt and classi-
fied according to the European macroseismic scale EMS-98 in or near the southern
Vienna Basin [3]. The highest epicentral intensities have been evaluated for the
Schwadorf (8th October 1927, I0 = VIII) and the Seebenstein (16th April 1972,
I0 = VII-VIII) earthquakes.
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2.2 Sensor and network

The development of our low-cost seismic sensor started within the scope of the
national educational project „Schools & Quakes“in 2015 [4]. One goal was the
design and assembly of seismic low-cost sensors from scratch until final operation
by students of polytechnic schools. This activity was inspired by the Quake-Catcher
Network [5], where low-cost MEMS accelerometers either integrated into com-
puters or in external units are used to form a world wide seismic network. However,
we could not reach the desired sensitivity on the basis of low-cost MEMS (Micro-
Electrical–Mechanical-Sensor) accelerometers. Following the Raspberry Shake seis-
mograph [6] we changed to classical geophones to transform ground motions into
electrical signals. Our low-cost sensor is dedicated to collecting quantitative ground
motion data of felt local earthquakes. Therefore, we call it “MacroSeismic Sensor”
or MSS in order to emphasize its purpose. The term MSS will be used for our sensor
throughout this chapter.

The essential MSS components are two orthogonally oriented, horizontal geo-
phones, two 16bit Analogue to Digital Converters (ADC), and a single board com-
puter (SBC), specifically a Raspberry Pi (Figure 2a). The 4.5 Hz natural frequency
and the 0.7 damping coefficient of the geophones and first order 12.5 Hz RC low-pass
filters determine the frequency response of the MSS (Figure 2b). The whole assem-
bly is protected by a robust casing. The SBC controls signal processing and provides
internet connectivity. Depending on the programmable pre-amplification gain of the
ADC the sensitivity ranges from 0.28 μm/s/count to 2.24 μm/s/count. Accurate
time information is provided by Network Time Protocol (NTP). Seismic data is
formatted to MSEED (100 Hz sample rate) and sent every 10 s to the MSS-Server.

The MSS deployment started in 2017. Up until October 2020 a total of 48 MSS
were installed in the southern Vienna Basin and the surrounding area in the prov-
ince Lower Austria. The selection and deployment of the MSS stations received
much support from the federal warning center, local authorities, schools, one

Figure 1.
Topography, geology (VBTF … Vienna Basin transfer fault) and felt earthquakes since 1200 (solid circles); the
dashed polygon delimits the low-cost seismic sensor network. Insert: European seismic Hazard map, rectangle
marks the extent of the map.
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instrumentally recorded ground motions have been established. Near real-time
(NRT) preparation of so-called instrumental intensity maps is a scientific task to
support mitigation in case of an earthquake. However, the reports of citizens on
their perceptions of ground motions during earthquakes and damage is still an
essential scientific input. We concentrate on the following tasks to promote the
interest of Citizen Science in seismological data acquisition and analysis:
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seismic hazard in Austria and is densely populated and industrialized. Therefore we
reasonably presume that ground motion caused by earthquakes or other sources is
an interesting issue for officials and citizens.
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and documented in geological literature (e.g. [1]). The basin was created by lateral
extrusion of the most eastern part of the Eastern Alps from the compressional zone
in the west to the extensional Pannonian Basin in the east during Miocene [2]. The
basin reaches a maximum depth of 6 km. It is surrounded by Austroalpine Crystal-
line, the Northern Calcareous Alps, and Flysch. Shallow quaternary sediments not
outlined in the schematic geological map (Figure 1) may significantly influence the
seismic response. The Vienna basin transfer fault (VBTF) corresponds to the
southern strike-slip boundary of the pull apart basin. It is still active and constitutes
the main tectonic process responsible for the seismicity in this area.

Since 1200 AD about 460 earthquakes have been documented as felt and classi-
fied according to the European macroseismic scale EMS-98 in or near the southern
Vienna Basin [3]. The highest epicentral intensities have been evaluated for the
Schwadorf (8th October 1927, I0 = VIII) and the Seebenstein (16th April 1972,
I0 = VII-VIII) earthquakes.
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2.2 Sensor and network

The development of our low-cost seismic sensor started within the scope of the
national educational project „Schools & Quakes“in 2015 [4]. One goal was the
design and assembly of seismic low-cost sensors from scratch until final operation
by students of polytechnic schools. This activity was inspired by the Quake-Catcher
Network [5], where low-cost MEMS accelerometers either integrated into com-
puters or in external units are used to form a world wide seismic network. However,
we could not reach the desired sensitivity on the basis of low-cost MEMS (Micro-
Electrical–Mechanical-Sensor) accelerometers. Following the Raspberry Shake seis-
mograph [6] we changed to classical geophones to transform ground motions into
electrical signals. Our low-cost sensor is dedicated to collecting quantitative ground
motion data of felt local earthquakes. Therefore, we call it “MacroSeismic Sensor”
or MSS in order to emphasize its purpose. The term MSS will be used for our sensor
throughout this chapter.

The essential MSS components are two orthogonally oriented, horizontal geo-
phones, two 16bit Analogue to Digital Converters (ADC), and a single board com-
puter (SBC), specifically a Raspberry Pi (Figure 2a). The 4.5 Hz natural frequency
and the 0.7 damping coefficient of the geophones and first order 12.5 Hz RC low-pass
filters determine the frequency response of the MSS (Figure 2b). The whole assem-
bly is protected by a robust casing. The SBC controls signal processing and provides
internet connectivity. Depending on the programmable pre-amplification gain of the
ADC the sensitivity ranges from 0.28 μm/s/count to 2.24 μm/s/count. Accurate
time information is provided by Network Time Protocol (NTP). Seismic data is
formatted to MSEED (100 Hz sample rate) and sent every 10 s to the MSS-Server.

The MSS deployment started in 2017. Up until October 2020 a total of 48 MSS
were installed in the southern Vienna Basin and the surrounding area in the prov-
ince Lower Austria. The selection and deployment of the MSS stations received
much support from the federal warning center, local authorities, schools, one

Figure 1.
Topography, geology (VBTF … Vienna Basin transfer fault) and felt earthquakes since 1200 (solid circles); the
dashed polygon delimits the low-cost seismic sensor network. Insert: European seismic Hazard map, rectangle
marks the extent of the map.
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quarry operator, and private citizens. The MSS were mounted by a single plug to a
vertical, preferably a retaining wall in solidly constructed buildings, mainly at
basement, ground floor, or first floor level.

2.3 Near real-time ground motion watching

A third essential component of the MSS network, beside the MSS stations and
the MSS-Server, is the MSS-homepage that provides data visualizations and access
to numeric data (https://www.macroseismicsensor.at/). The MSS-network is meant
to inform communities, governmental administration, civil protection organiza-
tions and last but not least citizens about the felt or presumed seismic activity in the
southern Vienna Basin. Ground motions take 10–30 seconds to travel over the
whole area of the MSS-net from the epicenter. Immediately people are curious to
know the source of the vibration. The authorities contacted should be able to
answer, at least preliminarily, these questions on the basis of the information and
visualization provided on the internet. In the case of a stronger earthquake (inten-
sities > = V), the staff of the civil protection organization should know if panic
could arise or if there was damage to buildings and sensitive infrastructure. There-
fore, visualization of the essential seismic data should be swiftly available and
understandable.

We mainly try to meet these demands by using a map of the MSS data. We
determine Peak Ground Velocity (PGV) as the maximum resultant horizontal
ground velocity over a time interval of 1 sec and visualize it at each MSS station with
symbols. The map is updated every 10 seconds. Figure 3 shows seismic recordings
and the essential components of the PGV-map for a 60 s time window covering the
ML = 2.5 earthquake on 14th June 2019.

Figure 2.
MSS – MacroSeismic sensor; (a) geophones, ADC and SBC mounted on base plate; (b) frequency response
between f = 1 Hz and fNyquist = 50 Hz, (c) student at polytechnic Wiener Neustadt assembling MSS; (d) MSS
mounted in office of district exchange Bruck an der Leitha together with contact persons.
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3. Event detection, visualization, and archiving

The PGV map as shown in Figure 3 is transient. Significant seismic events
should be detected and saved in order to keep this information and to make it
available for more detailed analysis. The definition of a seismic event and proper
trigger criteria should take the data quality into consideration. MSS stations are
intentionally mounted in buildings where people potentially experience ground
motions and report their observations. These places are frequently noisy and even
high PGVs may be recorded due to nearby activities (e.g. traffic, construction work,
washing machine, etc.). The main objective of a detection algorithm is to distin-
guish high amplitude noise at individual stations and regional events like earth-
quakes or quarry blasts. We perform a “Delaunay” triangulation [7] of the MSS
station network and examine the triples of PGV values belonging to the different
triangles. Once the minimum PGV value within one triple exceeds a preselected
threshold the recorded PGV at all MSS-stations are classified as a seismic event. The
duration of the seismic event is expanded by the triggering of other Delaunay tri-
angles and prolongated by a listening time window. This time window takes care of
the propagation of the maximum amplitude seismic waves over the network area.
Figure 4 shows the temporal sequence of the trigger status for an entire seismic event.

As soon as a seismic event ends, the seismic data of the respective time window
is archived. We offer two options for the visualization of the whole seismic event:

• Coloring the Voronoi regions [8] of each MSS station according to the event
PGV (Figure 5a),

• contouring the PGVs at the MSS-stations by the Kriging method (Figure 5b).

Both visualizations are available in NRT after the seismic event.
The PGV values observed during an earthquake are strongly affected by specific

geological and technical peculiarities at the individual MSS stations. In the Section
5.1 we introduce station amplification factors “SA” to improves the fit of PGV to a
power law amplitude - distance relation. The application of SA significantly
improve the spatial correlation of PGV. Contours become much smoother and
better delineate the areas of felt ground motions and maximum shaking. Therefore,
we also offer the aforementioned data display alternatively based on PGV/SA
instead of PGV (Figure 5c, d).

Figure 3.
(a) Recordings (stacked horizontal components) of the time interval 2019-06-14 12: 33:30–12:34:30;
(b) corresponding NRT PGV-map; opaque symbols show PGV of last second (gray background in a),
transparent symbols PGV of last minute.
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Figure 4.
Sequence of visualizations of the trigger status of Delaunay triangles during the ML = 2.5 earthquake near the
center of the MSS-network, 14th June 2019.

Figure 5.
Visualization of the ML = 2.5 earthquake near the center of the MSS-network, 14th June 2019; (a) coloring the
Voronoi regions according PGV, (b) contouring PGV by Kriging, (c) coloring the Voronoi regions according
PGV/SA, (d) contouring PGV/SA by Kriging.
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Beside the maximum PGV values of each event and the visualization options, the
archive also provides quick and easy access to the PGV-time series and the original
seismic traces (MSEED, 100 Hz). Interactive data analysis by seismologists and
motivated citizen scientists is supported by this portal.

4. PGV and intensity

Since the beginning of MSS recording, the macroseismic intensities of 16 earth-
quakes in the area of the MSS-network were evaluated according to EMS-98 by the
Seismological Service of ZAMG. These intensities were assigned to macroseismic
data points corresponding to municipalities. We relate each macroseismic data
point to PGV values recorded within a circumference of 5 km. In total 120, PGV
intensity pairs were found by this procedure.

The maximum epicentral intensity V was assigned for a magnitude ML = 3.7
earthquake with PGV up to 8.44 mm/s. The minimum PGV associated with inten-
sity ≥ II amounted PGV = 0.05 mm/s. On the other hand, we observed PGV values
up to 0.42 mm/s related to earthquakes with no reports about felt ground shaking.
The number of PGV values, binned to PGV classes, is opposed for ‘felt’ and ‘not felt’
in Figure 6a. The number for ‘felt’ overtakes ‘not felt’ from the class 0.03–0.1 mm/s
to the class 0.1–0.3 mm/s. As a first estimate, we set PGV = 0.1 mm/s as the lower
valueof felt earthquakes in exceptional instances (higher floors, night time, at rest,
etc.), or with intensity II.

Figure 6b shows the cross plot of intensity over PGV. The scatter of PGV within
intensity classes is considerable and exceeds, in part one decade. Preliminarily we
assume a non-linear relation between the logarithm of PGV and intensity.
According to the macroseismic detection threshold derived before, the relation is
fixed to PGV = 0.1 mm/s at intensity II. The PGV values corresponding to the
isoseismals III, IV and V are 0.3 mm/s, 1.0 mm/s, and 10 mm/s. This correlation
allows for the interpretation of the corresponding contours in our PGV maps
(Figure 5d) as isoseismals.

The estimate of macroseismic intensity from instrumental data and vice versa is
an important issue for the preparation of shake maps (e.g., https://earthquake.usgs.
gov/data/shakemap/). These maps provide just in time information about the area
and magnitude of ground shaking of an earthquake and its effect on human per-
ception as well as the intactness of infrastructure derived from instrumental obser-
vatory data. In principle, we attempt the same procedure with our PGV contour
maps. However, the correlations implemented worldwide differ significantly from
our relation (e.g., [9]). The attenuation relation used by the Swiss Seismological

Figure 6.
(a) Frequency of PGV values of ‘not felt’ versus ‘felt’ earthquakes recorded at MSS stations between October
2017 and October 2020; (b) intensity (EMS-98) over PGV for the same data set; gray line shows a preliminary
PGV-intensity relation.
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Service for the shake maps (http:\\shakemapa.ethz.ch; visited on 23th October
2020) mimics ours. PGV = 0.8 mm/s, 3 mm/s and 9 mm/s corresponds to intensities
II – III, IV, and V. PGV < 0.2 mm/s are classified as ‘not felt’.

5. Modeling of PGV and travel-time data

5.1 PGV - distance decay

We use PGV recorded by MSS in our network area and hypocentre coordinates
from the ZAMG bulletin. We model PGV caused by earthquake “e” and observed at
station “i” by a power law and station amplification factors. The power law con-
siders geometric spreading and damping of the maximum amplitude seismic waves,
the station amplification factors the local geological and technical conditions.

PGVe;i ¼ A0e ∗ rne;i ∗ SAi (1)

A0e... source strength of earthquake “e”.
re,i.... hypocentral distance of earthquake “e” to station “i”.
n .....constant.
SAi … ..amplification factor of station “i”.
We calculate the station amplification factors SA according to [10, 11]. The

unknown source strength is eliminated by the ratio of SA at stations “i” and “j”. We
calculate the mean ratio derived from the different earthquakes:

SAi=SAj ¼ MEAN PGVe,i=PGVe,j ∗ re,j=re,i
� �n� �

(2)

The logarithm of Eq. 2 forms a linear equation system for log(SA), which is
solved using least squares and the additional condition the geometrical mean of all
SA is unity. We vary the exponent “n” to minimize the standard deviation of
(PGVobserved – PGVcalculated). So far, the optimum exponent is n = �2.2 based on the
data available.

Next, we consider a single earthquake and omit the index “e”. Given the expo-
nent “n”, the hypocentral distance “ri” and the station amplification factor SAi, the
logarithm of the source strength related to station i can be estimated by Eq. 3.
The average of log10(A0i) over all stations defines the magnitude MSS_M of the
earthquake (Eq. 4).

log 10 A0ið Þ ¼ log 10 PGVið Þ– log 10 SAið Þ � n ∗ log 10 rið Þ (3)

MSS_M ¼ MEAN log 10 A0ið Þð Þ (4)

The units are PGV [nm/s] and r [deg] according to the definition of ML (local
magnitude).

Figure 7 shows a) log10(PGV) and log10(PGV/SA) reduced to MSS_M = 3 ver-
sus log10(r), and b) the histograms of log10(PGV) and log10(PGV/SA) reduced to
MSS_M = 3 and r = 10 km. The standard deviation (STD) derived from the histo-
gram data are σ0 = 0.332 and σ1 = 0.221, respectively. The STD σ1 quantifies the
accuracy of log10 (PGV/SA) calculated by Eq. 1, given A0, the exponent “n”, and
the hypocentral distance “r”. We calculate log10(r) from Eq. 3, given “A0”, “n”,
and PGV/SA, the STD σ1/n = 0.1 quantifies the uncertainty. The accuracy of the
hypocentral distance “r” calculation is therefore about 25% or +/� 5 km at
r � 20 km.
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5.2 P-wave travel time

The acquisition, processing and analysis of ground motion amplitudes is the
main task of the MSS network. However, the seismic traces show clear first P-wave
arrivals and frequently very distinct S-wave phases (see Figure 3a). Therefore, it is
worthwhile to analyze and evaluate these data.

We model the P-wave arrival times Tpi using the following linear relation:

Tpe,i ¼ T0e þ re,i=Vpþ SDpi (5)

T0e … focal time of earthquake “e”
Vp … constant P-wave velocity
SDpi ... P-wave station delay at station “i”
To calculate the station delays SDp, we eliminate T0 by considering differences

of Eq. 5.

SDpi � SDpj ¼ MEAN Tpe,i � Tpe,j– re,i–re,j
� �

=Vp
� �

(6)

Eq. 6 has the same form as the logarithm of Eq. 2. Therefore we proceed
analogue to the calculation of the station amplification factors SA and solve the
equation system by least squares and the condition SUM(SDpi) = 0. We apply SDp
to Tp and find the minimum standard deviation of (Tpobserved – Tpcalculated) with
Vp = 5700 m/s. With Vp and the station delays SDp given we calculate the focal
time of the earthquake e by equation Eq. 7:

T0e ¼ MEAN Tpe,i � re,i=Vp� SDpi
� �

(7)

Figure 8a and b show Tp and (Tp -SDp) reduced to T0 = 0 versus log10(r) and
the histograms of Tp and (Tp - SDp) reduced to T0 = 0 and r = 10 km. The STDs
derived from the histogram data are σ0 = 0.235 s for Tp and σ1 = 0.161 s for (Tp -
SDp). In case we want to calculate the hypocentral distances “r” from Tp observa-
tions at specific stations, we expect an error of about Vp*σ1 � 0.9 km.

5.3 P-wave to S-wave arrival time difference

Now, we focus on the P-wave to S-wave arrival time difference Tps. This value
is insensitive to the time drift of the MSS, which could occasionally occur if the

Figure 7.
(a) PGV and PGV/SA reduced to MSS_M = 3 over log10(r); (b) histograms of PGV and PGV/SA reduced to
MSS_M = 3 and r = 10 km.
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Service for the shake maps (http:\\shakemapa.ethz.ch; visited on 23th October
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5. Modeling of PGV and travel-time data

5.1 PGV - distance decay

We use PGV recorded by MSS in our network area and hypocentre coordinates
from the ZAMG bulletin. We model PGV caused by earthquake “e” and observed at
station “i” by a power law and station amplification factors. The power law con-
siders geometric spreading and damping of the maximum amplitude seismic waves,
the station amplification factors the local geological and technical conditions.

PGVe;i ¼ A0e ∗ rne;i ∗ SAi (1)

A0e... source strength of earthquake “e”.
re,i.... hypocentral distance of earthquake “e” to station “i”.
n .....constant.
SAi … ..amplification factor of station “i”.
We calculate the station amplification factors SA according to [10, 11]. The

unknown source strength is eliminated by the ratio of SA at stations “i” and “j”. We
calculate the mean ratio derived from the different earthquakes:

SAi=SAj ¼ MEAN PGVe,i=PGVe,j ∗ re,j=re,i
� �n� �

(2)

The logarithm of Eq. 2 forms a linear equation system for log(SA), which is
solved using least squares and the additional condition the geometrical mean of all
SA is unity. We vary the exponent “n” to minimize the standard deviation of
(PGVobserved – PGVcalculated). So far, the optimum exponent is n = �2.2 based on the
data available.

Next, we consider a single earthquake and omit the index “e”. Given the expo-
nent “n”, the hypocentral distance “ri” and the station amplification factor SAi, the
logarithm of the source strength related to station i can be estimated by Eq. 3.
The average of log10(A0i) over all stations defines the magnitude MSS_M of the
earthquake (Eq. 4).

log 10 A0ið Þ ¼ log 10 PGVið Þ– log 10 SAið Þ � n ∗ log 10 rið Þ (3)

MSS_M ¼ MEAN log 10 A0ið Þð Þ (4)

The units are PGV [nm/s] and r [deg] according to the definition of ML (local
magnitude).

Figure 7 shows a) log10(PGV) and log10(PGV/SA) reduced to MSS_M = 3 ver-
sus log10(r), and b) the histograms of log10(PGV) and log10(PGV/SA) reduced to
MSS_M = 3 and r = 10 km. The standard deviation (STD) derived from the histo-
gram data are σ0 = 0.332 and σ1 = 0.221, respectively. The STD σ1 quantifies the
accuracy of log10 (PGV/SA) calculated by Eq. 1, given A0, the exponent “n”, and
the hypocentral distance “r”. We calculate log10(r) from Eq. 3, given “A0”, “n”,
and PGV/SA, the STD σ1/n = 0.1 quantifies the uncertainty. The accuracy of the
hypocentral distance “r” calculation is therefore about 25% or +/� 5 km at
r � 20 km.

44

Earthquakes - From Tectonics to Buildings

5.2 P-wave travel time

The acquisition, processing and analysis of ground motion amplitudes is the
main task of the MSS network. However, the seismic traces show clear first P-wave
arrivals and frequently very distinct S-wave phases (see Figure 3a). Therefore, it is
worthwhile to analyze and evaluate these data.

We model the P-wave arrival times Tpi using the following linear relation:

Tpe,i ¼ T0e þ re,i=Vpþ SDpi (5)

T0e … focal time of earthquake “e”
Vp … constant P-wave velocity
SDpi ... P-wave station delay at station “i”
To calculate the station delays SDp, we eliminate T0 by considering differences

of Eq. 5.

SDpi � SDpj ¼ MEAN Tpe,i � Tpe,j– re,i–re,j
� �

=Vp
� �

(6)

Eq. 6 has the same form as the logarithm of Eq. 2. Therefore we proceed
analogue to the calculation of the station amplification factors SA and solve the
equation system by least squares and the condition SUM(SDpi) = 0. We apply SDp
to Tp and find the minimum standard deviation of (Tpobserved – Tpcalculated) with
Vp = 5700 m/s. With Vp and the station delays SDp given we calculate the focal
time of the earthquake e by equation Eq. 7:

T0e ¼ MEAN Tpe,i � re,i=Vp� SDpi
� �

(7)

Figure 8a and b show Tp and (Tp -SDp) reduced to T0 = 0 versus log10(r) and
the histograms of Tp and (Tp - SDp) reduced to T0 = 0 and r = 10 km. The STDs
derived from the histogram data are σ0 = 0.235 s for Tp and σ1 = 0.161 s for (Tp -
SDp). In case we want to calculate the hypocentral distances “r” from Tp observa-
tions at specific stations, we expect an error of about Vp*σ1 � 0.9 km.

5.3 P-wave to S-wave arrival time difference

Now, we focus on the P-wave to S-wave arrival time difference Tps. This value
is insensitive to the time drift of the MSS, which could occasionally occur if the

Figure 7.
(a) PGV and PGV/SA reduced to MSS_M = 3 over log10(r); (b) histograms of PGV and PGV/SA reduced to
MSS_M = 3 and r = 10 km.
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connection to NTP servers is interrupted. We assume that P- and S-waves are
generated simultaneously and the focal time difference Tps(r = 0) is zero. We
model Tps as follows:

Tpse,i ¼ re,i=Vpsþ SDpsi (8)

Vps = (1/Vs – 1/Vp)-1 … ..difference velocity
SDpsi .....P- wave to S-wave station delay at station “i”
The assumption Tps(r = 0) makes the calculation of the station delays SDps very

simple:

SDpsi ¼ MEAN Tpse,i � re,i=Vps
� �

(9)

As before with Tp, we apply the station delays SDps to Tps and find the
minimum standard deviation of (Tpsobserved - Tpscalculated) with Vps = 7300 m/s.
Figure 9 shows a) Tps and (Tps -SDps) versus log10(r) and b) the histograms of Tps
and (Tps - SDps) reduced to r = 10 km. The STDs derived from the histogram data
are σ0 = 0.212 s for Tps and σ1 = 0.183 s for (Tps – SDps). Consequently the error of
hypocenter distances r derived from Tps observations is about Vps*σ1 � 1.3 km.

6. Locating seismic events

In the following we consider amplitude and travel time data (PGV, Tp, Tsp) of
one particular seismic event (earthquake) after the application of station

Figure 8.
(a) Tp and Tp - SD reduced to T0 = 0 over log10(r); (b) histograms of T and Tp - SD reduced to T0 = 0 and
r = 10 km.

Figure 9.
(a) Tsp and Tsp - SDsp over hypocenter distance); (b) histograms of Tsp and Tsp - SDsp.
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corrections (SA, SDp, SDsp). We search for the hypocenter within a 3D grid,
centered at the maximum PGV or minimum travel time station. In our special
case the grid extends from �20 km to +20 km in W-E and S-N with a grid
spacing of 0.5 km around this center. We consider 17 hypocenter depth levels
from �16 km to 0 km. The indices of the grid in the east, north and upward
directions are (k, l, m).

6.1 Cost function methods

These methods share the definition of a proper cost function followed by the
search of its minimumwithin the 3D volume of a grid with the indexes (k, l, m) in X
(east), Y (north), and Z (upward) directions. The computational complexity com-
prises four nested loops, three over the grid dimensions (k, l, m) and one fourth
over the number of stations that recorded particular data. We present three cost
function methods based on each of the three data sets (PGV, Tp, Tps) described
before. We take the liberty to name the various methods after scientists who
defined the principles of the relevant cost functions.

6.1.1 Kanamori

Hiroo Kanamori [12] introduced earthquake locating based on amplitudes with
application to real-time seismology. He identified the optimum epi- or hypocenter
with the location of the minimum standard deviation of the magnitudes calculated
from the amplitudes recorded at the different seismic stations. He implemented an
empirical 1D model for the amplitude (acceleration) decay with distance. Thus, we
take PGV/SA and the amplitude – distance power law according to Eq. 1 and choose
the following cost function according to Eq. 3 and equivalent to Kanamori’s
principle:

cost function ¼ STD log 10 A0ið Þð Þ: (10)

6.1.2 Geiger

Ludwig Geiger [13] was the first to present a method to locate an earthquake
through minimization of the differences between observed and calculated arrival
times. The corresponding cost function for P-wave arrival times according our
notation Eq. 5 is:

cost function ¼ STD T0ið Þ ¼ STD Tpi � SDpi � ri=Vp
� �

(11)

6.1.3 Hopkins

In 1848, William Hopkins [14] identified two types of seismic waves
traveling with different velocities. He pointed out the relation between the
corresponding arrival time difference and the distance from the point of observa-
tion to the origin of seismic waves. At that time the great advantage of using time
differences derived from single recordings was the insensitivity to clock reading
errors. The definition of the time difference Tps Eq. 8 and the station delays SDps
Eq. 9 implies that (Tps - SDpsi) is zero at the origin. Hence, we define the following
cost function:

cost function ¼ MEAN ABS Tpsi � SDpsi � ri=Vps
� �� �

(12)
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corrections (SA, SDp, SDsp). We search for the hypocenter within a 3D grid,
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case the grid extends from �20 km to +20 km in W-E and S-N with a grid
spacing of 0.5 km around this center. We consider 17 hypocenter depth levels
from �16 km to 0 km. The indices of the grid in the east, north and upward
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function methods based on each of the three data sets (PGV, Tp, Tps) described
before. We take the liberty to name the various methods after scientists who
defined the principles of the relevant cost functions.
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application to real-time seismology. He identified the optimum epi- or hypocenter
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take PGV/SA and the amplitude – distance power law according to Eq. 1 and choose
the following cost function according to Eq. 3 and equivalent to Kanamori’s
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through minimization of the differences between observed and calculated arrival
times. The corresponding cost function for P-wave arrival times according our
notation Eq. 5 is:
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In 1848, William Hopkins [14] identified two types of seismic waves
traveling with different velocities. He pointed out the relation between the
corresponding arrival time difference and the distance from the point of observa-
tion to the origin of seismic waves. At that time the great advantage of using time
differences derived from single recordings was the insensitivity to clock reading
errors. The definition of the time difference Tps Eq. 8 and the station delays SDps
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6.2 Cell-hit methods

The cell-hit methods apply to the various graphical location methods. PGV or
arrival times observed at single or couples of seismic stations restrict the possible
hypocenter locations to surfaces within the 3D volume. Each surface may hit a
distinct assembly of cells of the 3D grid. The number of hits are added up for each
cell and the variety of 3D surfaces given by seismic data. The cell with the
maximum hit count is taken as the hypocenter location.

Graphical location methods are based on the simple PGV or travel-time distance
relations we derived in the previous section. In case the observed data are exactly
equal to data calculated by these relations, all surfaces would have one common
point and the hit count of the corresponding cell would be the number of surfaces.
In fact, the simple relations cannot exactly predict the observed data and these data
may also include observational errors. We consider these uncertainties by weighting
cell-hits according to their proximity to the surfaces containing the hypocenter.
Instead of rating cell-hits as either 1 or 0 we define the following Gaussian
weighting schema.

hitweight ¼ exp : �CD2= 2 ∗ sigma2
� �� �

(13)

Both, CD and sigma have the dimension of a length. CD quantifies the proximity
of the center of the grid cell [k, l, m] to the surface and will be specified for each
cell-hit method. The parameter sigma considers the data uncertainty.

6.2.1 Apollonius-circle

Given PGV-values at two stations, these values determine the ratio of the dis-
tances from these two stations to the hypocenter according to Eq. 1. The geometrical
loci of the hypocenters that fulfill this condition are Apollonius circles in 2D or
spheres in 3D [10]. The examination of the accuracy of the Apollonius circle
method suggests combining only stations with relative high PGV values with sta-
tions of similar or lower PGV values. The combination of low PGV stations does not
contribute to an accurate localization.

The proximity length CD of the Apollonius circle method is:

CD ¼ Rp � Dp,klm (14)

Rp… radius of index “p” Apollonius circle
Dp,klm…distance of the center of grid cell [k, l, m] to the Apollonius circle

center Cp

The formulae for how to calculate the Apollonius radii Rp and the coordinates of
the circle centers Cp are given in the Appendix.

6.2.2 Hyperbola

Next, we consider the application of the hyperbola method to P-wave travel
times Tp. This method dates back to the work of Andrija Mohorovičić ([15]) during
his analysis of the Kupa earthquake und the detection of the crust–mantle bound-
ary, the Moho. The travel time differences (Tpi -Tpj) between the stations i and j
define Lij, the difference in length of the ray paths from these stations to the
hypocenter. Assuming, that Vp = constant, the geometrical loci of the hypocenters
are hyperbolas in 2D, or hyperboloids in 3D. The proximity length CD for the
hyperbola method is:
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CD ¼ Lij �Dij,klm (15)

Lij = (Tpi -Tpj) * Vp...difference of the travel path lengths of stations i and j to
hypocenter

Dij,klm ...difference of the distances from the center of grid cell [k,l,m] to stations
i and j.

6.2.3 PS-circle

The PS-circle method is the graphical complement to the Hopkins cost function
method. The distance Ri of station i to the hypocenter follows from Eq. 8. The radius
Ri defines a circle, in 3D a sphere, which describes the geometrical loci of possible
hypocenters. The corresponding proximity length CD is:

CD ¼ Ri � Di,klm (16)

Ri = (Tpsi – SDpsi) * Vps...radius of the PS-circle
Di,klm.....distance of station i to the center of the grid cell [k,l,m].

6.2.4 Additional comment to cell-hit methods

In 3D Apollonius and PS-circles expand to spheres and hyperbolas to hyperbo-
loids. Spheres with radii smaller than the hypocenter depth do not reach that depth
level, and hyperboloids with high eccentricity may not intersect within the grid at
greater depth levels. We normalize the cell-hit counts by the sum of cell-hits at each
depth level to account for this characteristic.

6.3 Visual check of the location quality

The location methods presented in the previous subsection work without inter-
action of the user. Numeric output comprises the hypocenter coordinates (longi-
tude, latitude, focal depth) and in case of amplitude based methods (Kanamori,
Apollonius) the magnitude MSS_M. Focal time, which could be an output of the
Geiger and Hyperbola methods, is not documented because we use the trigger time
for event identification. However, it would be desirable to get information about
the uniqueness and accuracy of the solution. Professionally used location methods
like ‘HYPOELLIPSE’ [16] or ‘NonLinLoc’ [17] derive confidence ellipsoids from the
analysis of the linearization applied to solve the non-linear location problem or by
using the probability density function. Here, we content ourselves with visual
checks of the location quality.

The question is, how to visualize the 3D volume of the cost-function or the cell-
hit values in order to identify the global extremum and to value it against competing
local extremes. We chose presentation of the grid values in the different search grid
depth levels. First, we show these graphics with synthetic data for an earthquake in
the center of the MSS network and at focal depth of 8 km. We take the Kanamori
method as an example for the cost function methods (Figure 10a) and the Hyper-
bola method as a representative of the cell-hit method (Figure 10b). The cost
function low and the maximum cell-hit count areas are clearly und uniquely con-
fined. The visual identification of the optimum hypocenter depth is possible with an
accuracy of +/� 1 km. Of course, presuming synthetic PGV, Tp, Tps data and
correct program codes presumed, all six methods find the correct hypocentre.

Next, we test all six methods with PGV, Tp, and Tps data of the ML = 2.5
earthquake on 14th June 2020 in the center of the MSS-network. Figure 11 shows
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CD ¼ Lij �Dij,klm (15)
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depth slices of the search grid at each optimum depth level for all methods. The
visualization of the density of cell hits by Apollonius circles and PS-circles was
applied for the corresponding methods. The hypocenter solutions differ not only
between the methods based on the different data type, but also between the cost-
function and cell-hit methods using the same data. The latter discrepancy is due to
the different weighting of data by the cost function and cell-hit methods. Therefore
the variance of the hypocenter solutions obtained by minimum-cost and cell-hit
methods using the same data type may be an indicator of the accuracy or signifi-
cance of the focal solution. The epicenter localizations of the sample earthquake by
the six methods scatter within a circle with a radius of 1.6 km. The focal depth
varies between 6 km and 8 km.

6.4 Evaluation of the different location methods

At first we consider the epicenter solutions. Figure 12 shows a representative
sample of epicenter localizations by the six different methods (Kanamori,

Figure 10.
Depth slices through the search grid visualizing (a), the cost function calculated by the Kanamori method and
(b), the cell-hit count calculated by the hyperbola method; bright colors mark the cost function low and the cell
hit height.

Figure 11.
Location of the ML = 2.5 earthquake, 14th June 2019 by the (a) Kanamori, (b) Geiger, (c) Hopkins, (d)
Apollonius, (e) hyperbola, and (f) PS-circle methods; depth slices through the search grids at the optimum focal
depth levels are shown; data points (MSS-stations) and the extent of the search grid are marked; the cost
function is shown for (a), (b), and (c), the cell-hit count for (e); Apollonius circles (d) and PS-circles (f)
visualize the corresponding focal solutions.

50

Earthquakes - From Tectonics to Buildings

Apollonius, Geiger, Hyperbola, Hopkins, PS-circle) as described before. Subplots
centered up the average of these epicenters show the particular solutions. Further-
more, the bulletin epicenters published by ZAMG (epi_ZAMG) are included in the
subplots. Generally, the four epicenters based on the travel-time data Tp and Tps
(Geiger, Hyperbola, Hopkins, PS-circle) cluster together well. We calculate an
average of these solutions (epi_TpTps) and plot it on the map and the subplots. We
also calculate the mean of the two epicenter solutions based on PGV data
(Kanamori, Apollonius) and term it epi_PGV.

The epicenter data compiled in Figure 12 allow for a preliminary assessment of
the accuracy of the solutions presented. We take epi_TpTps as reference und cal-
culate the lateral distances to the four travel-time based epicenter solutions (Geiger,
Hyperbola, Hopkins, PS-circle), to epi_PGV and to epi_ZAMG. Statistical data
about these differences are compiled in Table 1.

Disregarding outliers, the statistics compiled in Table 1 indicates that the accu-
racy of epi_TpTps (mean of epi_Geiger, epi_Hyperbola, epi_Hopkins, epi_PS-
circle) mimics the spacing of the search grid spacing (�0.5 km). The accuracy of the
bulletin solution (epi_ZAMG) corresponds to the limitation to two decimals of
longitude and latitude [0.01°] in the report.

Next, we consider the focal depth solutions for ten selected events. Figure 13
shows the individual solutions gained by the six methods (Kanamori, Apollonius,
Geiger, Hyperbola, Hopkins, PS-circle), the mean value of the travel-time based
methods MSS_TpTps, and the bulletin focal depth values from ZAMG. The bulletin
solution fits to MSS_TpTps for seven earthquakes in the Vienna Basin near the
VBTF (Vienna BasinTransfer Fault) within the 1 km vertical spacing of the search
grid. Foci at depths more than 3 km deeper than MSS_TpTps are indicated by the

Figure 12.
Epicenter solutions of 10 earthquakes in the southern half of the MSS-network: EQ23 is the acronym of the
ML = 2.5 earthquake, 14th June 2019, addressed in Figures 3, 4, 5, and 11; triangles mark MSS-stations,
gridline spacing of insert plots is 2 km.
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VBTF (Vienna BasinTransfer Fault) within the 1 km vertical spacing of the search
grid. Foci at depths more than 3 km deeper than MSS_TpTps are indicated by the

Figure 12.
Epicenter solutions of 10 earthquakes in the southern half of the MSS-network: EQ23 is the acronym of the
ML = 2.5 earthquake, 14th June 2019, addressed in Figures 3, 4, 5, and 11; triangles mark MSS-stations,
gridline spacing of insert plots is 2 km.
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bulletin for two earthquakes within the Northern Calcareous Alps. The focal depths
resolved by the amplitude based methods (Kanamori and Apollonius) follow the
trend of MSS_TpTps but show systematically lower focal depths.

The locations by the Kanamori- and Apollonius methods include the determina-
tion of the magnitudes Eqs. 3, 4. We term the mean of both MSS_M. This magni-
tude correlates well (correlation coefficient 0.96) with ML (bulletin magnitude,
ZAMG). We derived the following relation:

ML ¼ 0:97 ∗MSS_M–0:36 (17)

The difference between ML and MSS_M could be explained by the constant
C = �0.30 used by ZAMG in the local magnitude formula and not added to our
magnitude calculation. The remainder may be caused by the difference in ground
coupling between the MSS in buildings and the seismometers at observatories. The
factor 0.97 instead of 1.00 may be due to the MSS frequency response limited by the
4.5 Hz geophones.

7. Conclusion

A low-cost seismic sensor network has been installed in the southern Vienna
basin, an area of moderate seismic hazard on a global scale, but high in Austria.
Students of polytechnics in Wiener Neustadt (Lower Austria) and Vienna have

Epicenter determination method Median Mean Maximum

Geiger, Hyperbola, Hopkins, and PS-circle 0.6 km 0.7 km 2.4 km

epi_ZAMG 0.8 km 1.0 km 2.0 km

epi_PGV (mean of epicenter solutions gained by Kanamori and
Apollonius method)

1.9 km 3.0 km 6.9 km

Table 1.
Statistics of distances from epi_TpTps to different epicenter solutions.

Figure 13.
Focal depth solutions for 10 events EQ3 – EQ42; dotted lines are the individual solutions determined by the six
methods, solid blue line (MSS_TpTps) is the mean of the travel-time based solution, solid red line focal depth
solutions from the ZAMG-bulletin.

52

Earthquakes - From Tectonics to Buildings

been integrated into the development and production of the sensors, called
‘MacroSeismic Sensors’ or MSS. The federal warning center of Lower Austria, local
authorities, one quarry operator, and private people supported the selection and
deployment of the MSS. We intentionally selected locations where citizens live or
work and would be able report about felt ground motion. Up until October 2020 a
total of 48 MSS were installed in our study area. All data collected by the MSS
network are principally accessible for the public.

Citizens willing to report on their perceptions of ground motion also want
immediately to know about the source of their perceptions. Civil defense authorities
need NRT information about the intensity and range of ground shaking for an
instananeous organization of possibly necessary mitigation measures. Other
authorities contacted are confronted with the problem of informing the public,
within a few minutes of the event, about the impact of the seismic waves on people
and infrastructure. We attempt to supply this information through the visualization
of the MSS-network data on the internet in an intuitively ascertainable format. NRT
observation of peak ground motion (PGV) at each MSS station is made possible by
the visualization in a map (Figure 3). In case specific robust trigger criteria are met
seismic data are defined as seismic events and archived. Some few seconds after the
maximum amplitude seismic waves spread over the network area visualizations of
the event PGV are available on internet. Interested parties and potential respon-
dents (such as officials and civil protection personnel) are able to immediately
assess the significance of the seismic event using the graphic facilities we offer
(https://www.macroseismicsensor.at/).

The correlation of instrumental data with intensity values based on reports
about felt ground motions and their effect on infrastructure or nature is a general
seismological issue and an essential task of our project. The conversion of PGV (or
peak ground acceleration) into intensity or vice versa is fundamental for the just-in-
time preparation of shake maps. So far, we have been able to correlate 120
macroseismic data points from 16 earthquakes with PGV data from the MSS net-
work in the intensity range II – V. The correlation used by the Swiss Seismological
Service for shake maps fits well with our relation at intensity V, but indicates higher
PGV for the intensity range II – IV. We interpret this discrepancy as a commitment
to extend our database in order to get a better knowledge of the correlation of PGV
with intensity. Of course, we need the contribution of citizens, who are ready to
report their perceptions of ground motion.

The integration of seismology in the curriculum at schools and in general is the
third main goal of our project. So far, classes at polytechnic schools have produced
several MSSs. They programmed the CNC-machine for the manufacturing of the
mechanical parts and assembled the ADC board keeping electronic industry stan-
dard. Finally they assembled and tested the complete sensor. Another polytechnical
class is still involved in programming of special add-on’s for the visualization of the
MSS data. During these courses, however, students focused more on general tech-
nical or technological skills (as the curriculum demanded) than on a deeper under-
standing of seismological phenomena. In order to compensate for this deficit we
presented in this chapter elementary methods for seismic data analysis. These
methods can be understood once principles in physics and mathematics at high
school level are acquired. Despite the easy theoretical background of these methods,
the simple amplitude-, or travel-time-distance relations, and computer codes, we
determined locations and magnitudes of earthquakes in the area of the MSS net-
work at an accuracy level comparable to the bulletin data of the ZAMG. We present
our solutions on the homepage and citizens involved in the maintenance should be
satisfied that their contributions to the installation and maintenance of the MSS
network lead to results of scientific value. A further step could be a regional
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initiative to supply volunteers with equipment to install and maintain a MSS-
station, to perform their own data analysis aided by our computer programs, and to
share “their” results with the community. We gladly support such initiatives.
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Appendix

We present the necessary formula to calculate the Apollonius circle centers und
radii. Please read [10] for a detailed description.

HI, LO...position vectors of the higher and lower PGV station
PGV_HI, PGV_LO...PGV/SA at the HI and LO stations
P...position vector of unknown source locations
From Eq. 1 follows:

ratio ¼ ∣HI–P∣=∣LO–P∣ ¼ PGV_HI=PGV_LOð Þ1=n

Please note that n is negative.

P1 ¼ HIþ ratio ∗LOð Þ= 1þ ratioð Þ
P2 ¼ HI� ratio ∗LOð Þ= 1� ratioð Þ

P1, P2...position vectors of possible source locations at the straight line
connecting the HI and LO stations

R = |P2 – P1| / 2...radius of the Apollonius circle or sphere
C = (P1 + P2) / 2...center of the Apollonius circle or sphere
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Chapter 4

Seismicity at Newdigate, Surrey,
during 2018–2019: A Candidate
Mechanism Indicating Causation
by Nearby Oil Production
Rob Westaway

Abstract

During 2018–2019, oil was intermittently produced from the Late Jurassic Upper
Portland Sandstone in the Weald Basin, southeast England, via the Horse Hill-1 and
Brockham-X2Y wells. Concurrently, a sequence of earthquakes of magnitude ≤3.25
occurred near Newdigate, �3 km and �8 km from these wells. The pattern, with
earthquakes concentrated during production from this Portland reservoir, suggests
a cause-and-effect connection. It is proposed that this seismicity occurred on a
patch of fault transecting permeable Dinantian limestone, beneath the Jurassic
succession of the Weald Basin, hydraulically connected to this reservoir via this
permeable fault and the permeable calcite ‘beef’ fabric within the Portland sand-
stone; oil production depressurizes this reservoir and draws groundwater from the
limestone, compacting it and ‘unclamping’ the fault, reaching the Mohr-Coulomb
failure criterion and causing seismicity. In principle this model is fully testable, but
required data, notably the history of pressure variations in the wells, are not cur-
rently in the public domain. Quantitative estimates are, nonetheless, made of the
magnitudes of the variations, arising from production from each well, in the state of
stress on the seismogenic Newdigate fault. The general principles of this model,
including the incorporation of poroelastic effects and effects of fault asperities into
Mohr-Coulomb failure calculations, may inform understanding of anthropogenic
seismicity in other settings.

Keywords: anthropogenic seismicity, geomechanics, calcite ‘beef’, Weald Basin,
Jurassic, surrey

1. Introduction

Highlights.
Earthquakes at Newdigate in 2018–2019 correlate with oil production from Portland sst.
A cause-and-effect relation via a high-permeability hydraulic connection is proposed.
The model seismogenic fault incorporates internal structure with asperities.
Testing by Mohr-Coulomb failure analysis incorporates effects of poroelasticity.
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The model seismogenic fault incorporates internal structure with asperities.
Testing by Mohr-Coulomb failure analysis incorporates effects of poroelasticity.
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A ‘swarm’ of earthquakes with magnitudes up to �3, starting on 1 April 2018,
has affected the Newdigate area of Surrey, in the Weald Basin of southeast England
(Figures 1–3). As is detailed in the online supplement, a potential connection with

Figure 1.
Map of the study area, modified from Figure 2(a) of Hicks et al. [1]. The original geographical (latitude-
longitude) co-ordinate system has been retained, but ‘greyed out’, with a new co-ordinate system added, indexed to
the British National Grid (BNG). Inset shows location. As is discussed in the main text, the original scale bar by
Hicks et al. [1] is much too small and has also been ‘greyed out’. Faults are identified thus: BF, Brockham fault;
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local oilfield activities, in the nearby Brockham-X2Y (BRX2Y) and Horse Hill-1
(HH1) wells, was immediately suspected, but dismissed by petroleum developers
(e.g., [2, 3]). Concerns about the possibility that activities in these oilfields were
indeed causing these earthquakes were raised through correspondence in The Times
newspaper in August 2018 [4]. A workshop, convened by the Oil & Gas Authority
(OGA), followed on 3 October 2018, the OGA being a UK government body with
responsibilities that include the licencing of exploration and development of
onshore oil and gas resources in England, including managing the risk of seismicity
from such operations. A summary of the proceedings of this workshop was reported
[5], including the statement that ‘the workshop participants concluded that, based
on the evidence presented, there was no causal link between the seismic events and
oil and gas activity although one participant was less certain and felt that this could
only be concluded on “the balance of probabilities” and would have liked to see
more detailed data on recent oil and gas surface and subsurface activity’ ([5], p. 1).
It has subsequently been argued that there is indeed no such cause and effect
connection (e.g., [1, 6]), developers having repeatedly issued strong public state-
ments to this effect (e.g., [3, 7, 8]). However, a major issue, not noted in any of the
above-mentioned works, is the clear temporal pattern of earthquake occurrence
(Figure 4), with earthquakes strongly concentrated at times when oil is being
produced from the Upper Portland Sandstone via the HH1 and/or BRX2Y wells.
Production will reduce the fluid pressure in the reservoir being pumped. Fluid
pressure changes within faults are well known as a cause of anthropogenic seismic-
ity (e.g., [9, 10]); however, rather than a decrease, the causative change is usually
an increase in fluid pressure as, for example, for the Preese Hall earthquake
sequence in 2011, caused by injection of water under pressure during ‘fracking’ for
shale gas (e.g., [11]).

Given the geology of the Weald Basin [12, 13], a conceptual model can be
envisaged whereby pressure reduction the Portland reservoir might bring nearby
faults to the Mohr-Coulomb condition for slip, as illustrated in Figure 5. As
summarised in the figure caption, this model also provides a natural explanation for
why production from the deeper Kimmeridge reservoir does not have an equivalent
effect. Nonetheless, testing this model is difficult, for several reasons. The map and
cross-section reported by Hicks et al. [1] provide the most detailed documentation
of the Newdigate seismicity available (Figures 1 and 2), and thus serve as a basis for
further discussion. However, a first reason why model testing is difficult is that use
of these outputs is problematic because of mistakes in their preparation; before they
can be used their geolocation has to be improved (as discussed in the present online
supplement, also below). A second reason is uncertainty in the hydraulic properties
of elements of the proposed model; this includes the distribution of the permeable
‘calcite “beef”’ fabric within clay-dominated lithologies that are otherwise imper-
meable. Each of these aspects will be investigated in this study. A third reason why

BHF, Box Hill fault; CF, Crawley fault; COF, ‘Collendean fault’; FGF, ‘Faygate fault’; HF, Holmbush fault;
HHF, Horse Hill fault; HKF, Hookwood fault; HWF, Holmwood fault; KFF, Kingsfold fault; LHF, Leigh fault;
NGF, Newdigate fault; OKF, Ockley fault; WB1F, and Whiteberry-1 fault. Most of these structures are depicted
as shown by Hicks et al. [1], although some are misplaced or misidentified, as discussed in the text. The Crawley
and Holmwood faults, not recognised by Hicks et al. [1], are shown schematically (from [15]) where they cross
seismic line TWLD-90-15, the southward continuation of which (beyond the excerpt shown in Figure 2) is also
shown schematically. The ‘Faygate fault’ is a mistaken concept by Hicks et al. [1], so is shown ‘greyed out’ (see text
and online supplement). Horse Hill 1 well track is from https://ukogl.org.uk/map/php/well_deviation_survey.ph
p?wellId=3041. Positions of seismic lines, including line TWLD-90-15, are from the schematic location map
provided by the UK onshore geophysical library (https://ukogl.org.uk/), which is indexed to the BNG, and was
transformed to geographical co-ordinates by Hicks et al. [1]. Seismograph station GATW ceased operation on 17
May 2019 due to equipment theft. It was replaced by station GAT2, �230 m northwest, from 6 June.
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Figure 2.
2-D seismic section along seismic line TWLD-90-15, modified from Figure 6 of Hicks et al. [1]. The original
was indexed by Hicks et al. [1] to the British National Grid (BNG), rather than the geographical co-ordinates
used for Figure 1; it has been geolocated for this study using documentation provided by the UKOGL.
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testing the proposed model is difficult is that key operational data, such as pressure
variations in oil wells and logs of wellsite activities that might affect reservoir
conditions, have been found to be unavailable. Indeed, preparation of this manu-
script was delayed pending an attempt to obtain such data from the OGA under UK
law using a Freedom of Information (FOI) request; this request was unsuccessful on
the basis that the OGA did not hold such data, notwithstanding the scope of their
statutory duties. In the absence of pressure data, testing the proposed model will be
limited to investigating the magnitudes of pressure variations (and associated
changes to the state of stress) that can be anticipated in the model fault and in each
well, as a result of operations in the other well, and the time delays for their
propagation, subject to the assumed hydraulic properties for each lithology, which
are informed by the limited available data.

2. Geological structure and stratigraphy

The study area is in southeast England, near the boundary between the counties
of Surrey andWest Sussex, �40 kmWSW of central London, on the northern flank
of the Weald Basin (Figures 1 and 6). The outcrop geology and shallow subsurface
structure of this area are documented by Dines and Edmunds [14] and Gallois and
Worssam [15]; Trueman [16], DECC [17], and others have discussed the history of
petroleum exploration. Many authors have discussed the origin and structure of the
Weald Basin, or Weald sub-basin of the wider Wessex Basin (e.g., [12, 13, 18–25]).
As these and many other works demonstrate, this basin has developed near the
northern margin of the Variscan orogenic belt, Variscan reverse faults having been
reactivated as normal faults during the Mesozoic. Chadwick [19] resolved two
phases of Mesozoic extension, during the Early Jurassic (Hettangian to Toarcian;
extension factor, β, 1.12) and Late Jurassic and earliest Cretaceous (late Oxfordian
to Valangian; β = 1.10). The Jurassic and Cretaceous sedimentary formations that
accompanied and followed this extension are documented in many works and
summarised in the British Geological Survey (BGS) stratigraphic lexicon (https://
www.bgs.ac.uk/lexicon/); Table 1 summarises the local stratigraphy, based on the
HH1 well record. This basin experienced Cenozoic inversion, when some of the
Mesozoic normal faults were reactivated as reverse faults (e.g., [23]; Figure 6). As a
result of this history, some faults have normal offsets within the syn-rift succession
but show reverse slip in younger sediments, as illustrated in Figure 2.

Most oil reservoirs in the study area are in the Upper Portland Sandstone, a
shallow marine sandstone of Upper Jurassic age, sealed above by the overlying
impermeable Purbeck Anhydrite, deposition of which reflects isolation of the
Weald Basin interior from the sea (e.g., [21]; Table 1). The oil–water contact for the
Horse Hill reservoir has been inferred as �580 m TVDSS [26], thus roughly at the
mid-point of the Upper Portland Sandstone. The modelled extent of this �3 km
square reservoir is illustrated in Figure 7; to the north and south it is sealed by

The labelled horizons were not explained by Hicks et al. [1], but appear to be the top Portland group, top
Kimmeridge clay formation, and top coralline Oolite formation (cf. Table 4). Faults designated by Hicks et al.
[1] are identified thus: COF, Collendean fault; LHF, Leigh fault; and NGF, Newdigate fault. CF denotes the
Crawley fault. The depth scale from Hicks et al. [1], which appears to be based on their velocity model for
earthquake location (Table 2), is ‘greyed out’, being now considered inaccurate. The new depth scale, using the
seismic interval velocities from well HH1 (Table 1) and now considered more accurate, is emphasised.
Additional interpretation has also been added, including the interpreted top Penarth group / base Lias group
reflector and its offset by the main strand of the Newdigate fault, and some of the additional lesser fault strands
forming the multi-stranded Newdigate fault zones, other strands being evident in Figure 3 and in the
uninterpreted version of this seismic section provided by Hicks et al. [1] in their online supplement.
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normal faults (the Horse Hill Fault and Hookwood Fault) across which the Purbeck
Anhydrite is downthrown, whereas in other directions it is sealed by the dip of the
impermeable cap rock. This reservoir, hydraulically connected to the HH1 and
HH2Z wells, from which production began in mid 2018 and late 2019, respectively
(see supplement), is thus much larger than the hydraulic ‘radius of influence’
depicted by Hicks et al. [1] in Figure 1. The neighbouring Collendean Farm reser-
voir is to the north, separated by the Collendean Farm Fault, was reached by the
Collendean Farm-1 (CF1) borehole (drilled in 1964; BGS ID TQ24SW1; at TQ 2480
4429; Figure 7). Oil has also been produced by the HH1 well from a deeper

Figure 3.
Excerpt from the record section for seismic line TWLD-90-15 between shot points 1400 and 2070, as provided
by UKOGL, illustrating the Newdigate fault. As geo-located using documentation provided by UKOGL, this
excerpt extends between BNG references TQ 21618 38952 and TQ 20381 46852, a distance of �8 km. The
location of this seismic line adjoining the Newdigate fault is illustrated in Figures 1 and 7.
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reservoir in the Kimmeridge Limestone (e.g., [26]) (the ‘Kimmeridge micrites’ in
Table 1). However, the production from this reservoir shows no correlation with
seismicity (Figure 4), indicating that this deeper reservoir is not hydraulically
connected to the seismogenic Newdigate Fault.

The smaller (�2 km � �1 km) Brockham reservoir (Figure 8) has a permeabil-
ity of up to �200 mD (e.g., [27]), its base at 582 m TVDSS [27]. As Figure 8 shows,
it is sealed to the southeast by the Brockham Fault and in other directions by the dip
of the Purbeck Anhydrite. However, although the Brockham Fault has �40 m of
throw and acts as an impermeable reservoir seal, �1 km farther SW, where the top
Portland Sandstone is deeper than the reservoir base, this fault has low throw and
the permeable sandstone is juxtaposed on both sides. This aspect of the fault geom-
etry (discussed in more detail in the supplement) is key to the proposed conceptual
model (Figure 5), as it makes possible a permeable hydraulic connection between
the Brockham reservoir and the seismogenic Newdigate Fault to the southeast. In
contrast, Hicks et al. [1] depicted the Brockham Fault as sealing the reservoir to the
SE for �3 km distance (Figure 1). Together with the different geometry of other
faults in the area, this portrayal would preclude the possibility of any permeable
hydraulic connection between this reservoir and the Newdigate Fault. The Angus
[27] fault reconstruction is favoured in the present study, being assessed as more
soundly based than either the Hicks et al. [1] version or the earlier interpretation by
Europa [28] (see supplement). As detailed in the supplement, during prolonged
production from Brockham well BRX2Y from 1998 to 2016, amounting to
36,900 m3 [11], the reservoir pressure had decreased from �900 to �500 psi.
Angus [29] reported that at the end of production in 2016 the reservoir pressure was
�490 psi or � 3.4 MPa, indicating a decline by �2.7 MPa below the expected
hydrostatic pressure of �6.1 MPa at its �622 m depth.

The geometry of the Newdigate Fault also differs radically between the Xodus
[26] and Hicks et al. [1] interpretations (Figures 1 and 7). Hicks et al. [1] depict it as
a continuous structure with total E-W length � 13 km, extending from the
Newdigate area to the vicinity of Horley, its eastern part thus forming the southern
seal to the Horse Hill reservoir. In contrast, Xodus [26] depicted it as dying out
eastwards �3 km SW of the HH1 well, at the eastern end of the Newdigate seis-
micity (Figure 7). In this interpretation the fault that forms the southern seal of the
Horse Hill reservoir (here designated the Hookwood Fault, HKF; Figure 7) is
separated from the Newdigate Fault (NGF) by a � 1 km ‘gap’ around Charlwood.
To investigate this difference, the records from seismic lines C79–36 and TWLD90–
21, which run N-S through this area, were obtained from the UK Onshore Geo-
physical Library (OGL; https://ukogl.org.uk/) archive. Neither seismic line shows
any stratigraphic offset transecting this area, favouring the Xodus [26] interpreta-
tion, thus also casting doubt on other aspects of the Hicks et al. [1] analysis where
they differ from other interpretations (such as for the aforementioned Brockham
Fault), and initiating thorough checking of their article, which identified other
problematic aspects (see Figure 1 caption, also below).

The base of the Jurassic sequence lies at �2100–2200 m depth in the study area
(e.g., [12, 13]; Figure 6). This sequence is locally underlain by thin Triassic deposits
overlying pre-Variscan (Palaeozoic) ‘basement’ at depths of > � 2200 m [30]. The
uppermost ‘basement’ in much of this area is known from borehole records to be
Dinantian (Early Carboniferous) limestone [13, 30]. Thus, the HH1 well log
(Table 1) indicates that the Jurassic Lias Group is underlain by �60 m of latest
Triassic Penarth Group (‘Rhaetic’) rocks, then �50 m of the Triassic Mercia Mud-
stone, then �10 m of dolomitic conglomerate of uncertain age, then �70 m of
Dinantian limestone, above a mudstone-dominated Upper Devonian succession.
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Figure 4.
Time series of Newdigate earthquakes and other activities affecting the Horse Hill 1 and Brockham X2 wells,
based on Figure 3 of Hicks et al. [1]. Note that their original Fig. 6(d) has been omitted as it depicts an incorrect
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Busby and Smith [30] estimated using gravity modelling that these Devonian rocks
are typically �1–2 km thick, their base at a typical depth of �3.5–4 km, being
underlain in the central Weald Basin by many kilometres of Lower Palaeozoic
metamorphic basement. Around the northern margin of the basin and the southern
margin of the adjoining London Platform the Dinantian limestone and underlying
Devonian rocks are well imaged seismically at <1 s two way time (TWT), indicat-
ing depth < �1500 m (e.g., [18]). Both these subdivisions are locally several
hundred metres thick, the limestone being relatively unreflective and the Devonian
succession highly reflective. Moving southward, as the overlying Mesozoic succes-
sion thickens, the Dinantian limestone gradually becomes thinner and its bound-
aries become more difficult to interpret seismically (e.g., [18]). Busby and Smith
[30] noted reports of this limestone in many boreholes beneath the Weald Basin; in
their view it persists southward beneath most of the basin, almost to the English
Channel coastline.

More recently, Pullan and Butler [13] have presented a new map (their Fig. 21)
showing the pre-Variscan subcrop beneath much of the Weald Basin (including
most of the area of Figure 1) as Devonian, the Dinantian limestone being inferred to
be absent. As interpreted by these workers, this limestone dies out �2.5 km SW of
the HH1 well, indicating that it is absent in the vicinity of the Newdigate fault and
the associated seismicity. However, seismic lines in this area (e.g., that in Figure 2,
which is part of line TWLD90–15), as well as lines C79–36 and TWLD90–21 that
have also been scrutinised as part of this study, do not clearly resolve whether this
limestone is present or not; as Pullan and Butler [13] showed, there is no well
control for �20 km distance SW of the HH1 well, so no direct evidence either way.
Pullan and Butler [13] noted dipmeter evidence that in the HH1 well this limestone
dips northward at�20–30°; their inference that it dies out not far away seems based
on structural projection given its thickness (Table 1) and assuming continued
northward dip. However, it is clear from other seismic sections (e.g., [18]) that in
other parts of the basin the Dinantian limestone is folded. At this stage it is unclear
whether this lithology is present across the study area or not. The proposed con-
ceptual model (Figure 5) requires a highly permeable lithology, such as this,
beneath the Mesozoic sediment in this area.

The two key issues already noted will now be addressed. The distribution and
properties of calcite ‘beef’ will first be discussed. Second, the geolocation of
features, mislocated by Hicks et al. [1], will be considered.

timeline for production at Brockham up to 2016: The correct timeline is shown in Fig. 11 of Angus [27].
(a) Installation dates of stations forming the local temporary seismic monitoring network. From Fig. 3(a) of
Hicks et al. [1]. (b) Detected earthquakes, cumulative number of events, and inferred variations in the
completeness threshold magnitude MC. From Fig. 3(b) of Hicks et al. [1]. Note that some of the magnitudes ML
depicted here differ slightly from those listed in supplementary Fig. S2 of Hicks et al. [1], which feature in
discussion in the text. (c) Summary timeline for activities at the Horse Hill 1 well, indicating (based on the
information sources discussed in the text and details in part (d)) the phases of production from each reservoir.
Notes refer to details discussed in the text, thus, regarding the HH1 well: 1, first known intervention affecting the
well, 5 April 2018; 2, removal of bridge plug that had isolated the Portland reservoir from the surface, 4 July
2018; 3, production from KL3; 4, production from KL4; and 5, ‘co-mingled’ production from both KL3 and
KL4. Regarding the BRX2Y well, based on the timeline reported by Hicks et al. [1]: 6 denotes the restart of
production on 22 march 2018; 7 denotes a later resumption, with injection of water starting on 25 June and
(net) production restarting on 28 June (but with both injection and production occurring on 27 June); and 8
denotes the end of production on 15 October 2018. (d) More detailed operations timeline for activities at the
Horse Hill 1 well, with flow-period averaged production and cumulative production over time. From Fig. 3(c)
of Hicks et al. [1], with further details, including dates, provided in their supplementary Table S4. The
information provided by Hicks et al. [1] is much more detailed than that which has been otherwise released
into the public domain, and must have been obtained from the developer. However, their reporting of the
information does not identify the hydrocarbon reservoirs to which the activities relate (see part (c)), which is
essential to reveal the pattern of correlation between seismicity and activities affecting the Portland reservoir
(see also the online supplement).
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2.1 Calcite ‘beef’ and its significance

Calcite ‘beef’, first reported in 1826 byWebster [31], consists of bedding-parallel
veins of diagenetic calcite (e.g., [32, 33]). In 1835, Buckland and De la Beche [34]
adopted this nomenclature for veins of fibrous calcite within claystone beds in what
is now known as the Purbeck Group in Dorset, the term ‘beef’ having originally

Figure 5.
Cartoons summarising the proposed conceptual model linking the Newdigate seismicity to reductions in fluid
pressure in oil wells. (a) Cross-section showing large-scale processes. Production of oil (1) will reduce the
pressure within the Portland reservoir near the production well. This will cause flow of oil towards the well from
more distal parts of the reservoir (2). This will be accompanied by flow of groundwater into the volume vacated
by the oil, which is inferred to be hydraulically connected (presumably by fractures) to the ‘hyper-permeable’
calcite ‘beef’ fabric in the underlying lower Portland sandstone a short distance below (3), which will cause flow
within this fabric (4). This ‘beef’ fabric is inferred to be continuous as far as the Newdigate fault zone. The flow
within it will therefore draw groundwater from greater depths (5), up one or more strands of this fault zone,
which is assumed permeable, reducing the pressure in the section where this fault transects the Dinantian
limestone. This pressure reduction will act to draw groundwater from the permeable Dinantian limestone into
the fault (6). The associated compaction of the Dinantian limestone will cause separation of its two surfaces
across the seismogenic fault (7). Surface interventions affecting the wells, such as bleeding pressure following
shut-in, will reduce the pressure inside the well and have a similar overall effect. In contrast, the Kimmeridge
reservoir is below the ‘beef’ layer, so no corresponding downward hydraulic connection from this reservoir exists,
therefore production from this reservoir causes no equivalent effect on the hydrology and state of stress within the
Dinantian limestone. (b) Plan view of a patch of the seismogenic fault showing processes on a micro-structural
scale on the seismogenic fault, where separation of the fault surfaces by a small distance Δx, from configuration
(i) to configuration (ii), affects three model asperities (1, 2 and 3). After this change, at asperity 1 the fault
surfaces are no longer in contact, at asperity 2 what was an interference fit between the fault surfaces has become
a clearance fit, and the rocks forming at asperity 3 have decompressed elastically, so they remain in contact but
with a reduced normal stress and thus a reduced limiting shear stress that can maintain fault stability.

68

Earthquakes - From Tectonics to Buildings

been used by quarry workers on account of similarity to the fibrous structure of
meat. This fabric (illustrated by many authors, including [35–37]), is now
recognised in mudstone formations worldwide (e.g., [35]). Following the above-
mentioned early reporting its mode of origin was widely debated; the view has
become accepted relatively recently that ‘beef’ develops by natural hydraulic frac-
turing associated with overpressure during hydrocarbon maturation and migration
(e.g., [32, 33, 35, 36, 38–41]; cf. [36, 42]). This fabric is indeed sometimes desig-
nated as ‘hydrocarbon-expulsion fractures’ (e.g., [43]). The conditions for calcite
‘beef’ development include palaeo-temperature � 70–120 °C [35]. In the central
Weald Basin, such conditions are expected throughout the Jurassic succession,

Figure 6.
Map of the structure of British National Grid 100 km � 100 km quadrangle TQ, showing the depth of base
Jurassic (in feet below O.D., with contours at 200 ft. or � 60 m intervals) and locations where the base Jurassic
is offset by faults. Faults in the vicinity of the present study area are named: C and M correspond to the Crawley
and Maplehurst faults [15]; B and H appear to denote the Box Hill and Holmwood faults (cf. Figure 1),
although the latter is misplaced. Modified from part of Fig. 4(a) of Butler and Pullan [12].
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Subdivision MD (m) TVDSS (m) TWT (s) VI (m s�1) Notes

Younger subdivisions (Early Cretaceous; Berriasian to Barremian)

Weald Clay 7.6 -66.9 NR ND
Hastings Beds 158.5 84.0 NR ND
Grinstead Clay 211.8 137.3 NR ND
Lower Tunbridge Wells Sands 234.7 160.2 NR ND
Wadhurst Clay 245.4 170.8 NR ND
Ashdown Beds 298.1 223.6 NR ND

Purbeck Group (latest Jurassic and earliest Cretaceous; Tithonian and Berriasian)

Purbeck Durlston Beds 396.8 322.3 NR ND 1
Purbeck Carbonates 464.8 390.3 NR ND
Purbeck Main Anhydrite 604.7 530.2 0.370 2500

Portland Group (Late Jurassic; Tithonian)

Upper Portland Sandstone 622.4 547.7 0.384 2531
Lower Portland Sandstone 708.4 632.5 0.451 5011

Ancholme Group (latest Middle Jurassic and Late Jurassic; Callovian to Tithonian)

Kimmeridge Clay 755.9 677.6 0.469 2787
Kimmeridgian Micrite 1 851.3 765.4 0.532 2861
Kimmeridgian Micrite 2 939.7 835.5 0.581 2961
Top Corallian 1359.1 1139.0 0.786 3289
Corallian Limestone 1523.7 1272.2 0.867 3743
Oxford Clay 1539.2 1285.3 0.874 3540
Kellaways Beds 1666.0 1403.9 0.941 3725

Great Oolite Group (Middle Jurassic; Bathonian and Callovian)

Cornbrash 1681.6 1418.8 0.949 2600 2
Main Great Oolite 1682.8 1420.1 0.950 5095
Fuller’s Earth 1732.8 1468.5 0.969 4886

Inferior Oolite Group (Middle Jurassic; Aalenian and Bajocian)

Inferior Oolite 1767.5 1502.7 0.983 5584

Lias Group (Early Jurassic; Hettangian to Toarcian)

Upper Lias 1941.6 1675.8 1.045 4244
Middle Lias 2048.0 1781.9 1.095 4796
Lower Lias 2158.3 1892.2 1.141 4301

Older subdivisions (Triassic and older)

Rhaetic 2470.1 2204.0 1.286 5318
Mercia Mudstone 2528.6 2262.5 1.308 4434 3
Dolomitic Conglomerate 2581.7 2315.6 NR ND
Carboniferous Limestone 2593.2 2326.8 1.337 ND
Upper Devonian 2659.4 2393.3 NR ND 4
TD 2686.8 2420.7 NR ND 5

Data for tops of stratigraphic subdivisions (as used by UKOGL; not all expressed using modern formal stratigraphic
nomenclature, which is available from https://www.bgs.ac.uk/lexicon) are from the online well log (https://ukogl.org.
uk/map/php/pdf.php?subfolder=wells\tops&filename=3041.pdf), supplemented by values from Pullan and Butler
[13], NR indicating ‘not reported’. Measured Depth (MD) is measured below a datum at 66.9 m O.D., below the local
ground level of 74.5 m O.D. at the wellhead, at TQ 25254 43600. TVDSS is True Vertical Depth below O.D.; TWT is
echo time. Values of interval velocity, VI, are determined in this study, ND indicating ‘not determined’. Notes: 1. The
Durlston Beds (or Durlston Formation) are nowadays regarded as earliest Cretaceous; the rest of the Purbeck Group is
Late Jurassic. 2. The Cornbrash Formation is too thin here for its interval velocity to be reliably determined. 3. Interval
velocities for the Mercia Mudstone and the Dolomitic Conglomerate combined. 4. TVDSS for the top Devonian
estimated given the vertical orientation of the deepest part of the well. 5. The well bottoms (at TD) in Upper Devonian
mudstone.

Table 1.
Stratigraphy of the Horse Hill 1 borehole.
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given the estimated ≥2 km of burial during the Cretaceous, before the Cenozoic
denudation (e.g., [18]). The idea that the properties of calcite ‘beef’ enable the
Newdigate Fault and neighbouring oil reservoirs to be hydraulically connected was
suggested by Geosierra [44], but the present study proposes a different physical
mechanism as the cause of the hydraulic connection (Figure 5).

In southern England, calcite ‘beef’ is best known in the Early Jurassic Shales-
With-Beef Member (https://www.bgs.ac.uk/lexicon/lexicon.cfm?pub=SHWB) of
the Charmouth Mudstone Formation, part of the Lias Group, which crops out
around Lyme Regis in Dorset (e.g., [36, 45–47]). Calcite ‘beef’ is also well known in
the Late Jurassic of the Weald Basin from both outcrop and borehole sections (e.g.,
[48]). In the Howett [48] stratigraphy, this fabric occurs within the ‘Shales with
Beef and Clay-ironstone’ unit, which occurs at the top of the Middle Purbeck
succession and is typically �20 m thick.

This fabric (reported as ‘calcite veining’) is also known from older Late Jurassic
deposits, for example in core recovered between 701 and 710 m depth (below
ground level 80.3 m O.D., so at 621–630 m TVDSS) in the Collendean Farm bore-
hole near the Horse Hill site (Figure 1), in glauconitic sandstone forming the lower
part of the Portland Group. Gallois and Worssam [15] placed this stratigraphic level
in what they regarded as the sandy upper part of the underlying Kimmeridge Clay
Formation. Nonetheless, in recent petroleum exploration reports (e.g., [26]), as in
Table 1, this glauconitic sandstone with calcite ‘beef’ is reinstated within the Lower
Portland Sandstone. Its inclusion within the Portland Group explains why this
group is portrayed as much thicker in the recent petroleum-oriented literature (e.g.,
�130 m thick in Table 1) than by Gallois and Worssam [15], who stated its thick-
ness as only 54 m at Collendean Farm. As these latter authors noted, the Portland
Group in the Weald Basin is not well correlated with the ‘type’ Portlandian of the
Portland area of Dorset, which is in the Portland – South Wight Basin (e.g., [21]).
The ‘type’ Portlandian includes the Portland Limestone (now known as the
Portland Stone Formation), an important building stone, the sediments of this age
not being sandstone-dominated as in the Weald Basin.

The significance of all the above for the present study is as follows. It has
previously been noted that the processes responsible for ‘beef’ formation will create
permeability anisotropy, permeability being far greater parallel to the fabric and
bedding than in the perpendicular direction (e.g., [39, 49]). Various workers have
estimated the permeability of such bedding-parallel fractures, the highest estimate
identified during the present work, �900 mD (�9 � 10�13 m2), being by Carey
et al. [50] for the Ordovician Utica Shale of eastern North America. This is many
orders-of-magnitude higher than the expected nanodarcy permeability of shale
perpendicular to bedding, and is quite a high value for rocks in general.

2.2 Geolocation

The study area has been illustrated using the map (Figure 1), and seismic cross-
section (Figure 2) from Hicks et al. [1]. However, the original versions of both
these figures have required significant amendment regarding accuracy issues.
This map was originally geolocated using geographical co-ordinates; to make it
easier to use British National Grid (BNG) co-ordinates have been added. This map
also shows seismic lines and faults. The information source for seismic lines,
including line TWLD90–15 that is illustrated in Figures 2 and 3, was not reported
by Hicks et al. [1]; it is evident that they are from the UKOGL location map. Hicks
et al. [1] also explained that (in lieu of using the existing literature) they identified
faults in the study area through their own interpretation of seismic lines. As already
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noted, regarding key aspects of the structure the existing interpretations are
favoured over these revisions by Hicks et al. [1].

The seismic section in Figure 2 clearly has higher resolution than older ones,
including those which informed earlier fault maps such as that by Butler and Pullan
[12] (Figure 6). Some of the faults depicted in Figure 2 are, thus, recognised for the
first time. However, additional faults are also evident in the uninterpreted version
provided by UKOGL (Figure 3). It is thus evident that in the lower part of the
Jurassic sediment and upper part of the underlying Palaeozoic basement, the
Newdigate Fault consists of multiple fault strands distributed across a zone with

Figure 7.
Structure contour map of the top Portland sandstone in the vicinity of the Horse Hill oilfield. Redrawn after
part of Fig. 6.6 of Xodus [26]. The contours within the range of reservoir depths are at 530.4, 536.4, 542.5,
548.6, 554.7, 560.8, 566.9 m, 573.0, and 579.1 m TVDSS. Faults are labelled thus: CFF, Collendean farm
fault; CFF2, northern strand of Collendean farm fault; HKF, Hookwood fault; NGF, Newdigate fault; and
NWF, Nalderswood fault. The key earthquakes depicted are those that initiated the first and third ‘bursts’ of
seismicity, for which analysis of subsurface pressure changes is undertaken: For the first at 11:10 on 1 April
2018 (B; TQ 21992 41976; depth 3.08 km; ML 2.66; MW 2.76); and for the third at 07:43 on 14 February
2019 (H; TQ 21959 41543; depth 2.05 km; ML 2.47; MW 2.52). The event that initiated the second ‘burst’ of
seismicity occurred at 12:28 on 27 June 2018 (TQ 23230 42421; depth 2.39 km; ML 2.52). Earthquake details
are after Hicks et al. [1]. Locations of seismic lines are from UKOGL.
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Figure 8.
Structure contour map of the top Portland sandstone in the vicinity of the Brockham oilfield. Redrawn after
part of Fig. 4 of Angus [27]. Faults are labelled thus: BF, Brockham fault; BHF, Box Hill fault; and HWF,
Holmwood fault.

H (km) VP (km s�1) VS (km s�1)

0.0 2.2 1.2

0.2 2.4 1.4

0.4 2.6 1.5

0.7 2.7 1.5

1.2 3.1 1.8

1.5 3.6 2.0

1.8 4.7 2.7

2.1 5.0 2.8

2.4 5.5 3.1

7.6 6.4 3.7

18.9 7.0 4.1

34.2 8.0 4.6

This velocity model was used by Hicks et al. [1] for earthquake relocation and moment tensor inversion. H denotes the depth to the top of each
layer; VP and VS denote the P-wave and S-wave velocities. Note that this velocity model is significantly slower that that in Table 1; it results in
a two-way time to depth 2326.8 m, corresponding to the top of the Carboniferous Limestone at Horse Hill, of 1.466 s rather than the actual
1.337 s.

Table 2.
Velocity Model from Hicks et al. [1]
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a two-way time to depth 2326.8 m, corresponding to the top of the Carboniferous Limestone at Horse Hill, of 1.466 s rather than the actual
1.337 s.

Table 2.
Velocity Model from Hicks et al. [1]
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N-S width approaching �2 km. Careful inspection of supplementary Figure S13 of
Hicks et al. [1] and Figure 3 indicates broken and offset seismic reflectors which
delineate these subsidiary strands of the Newdigate fault zone, some evidently near
the limit of seismic resolution (cf. [51]), which merge upwards by �0.5 s two way
time (TWT).

A significant issue to have emerged from checking the Hicks et al. [1] analysis
concerns their velocity model used for earthquake location (Table 2). As Figure 9
(a) shows, this is significantly slower than is expected from the sonic logs for wells
BR1, CF1 and HH1, and from the recent depth-conversion analysis by Pullan and
Butler [13]. The Hicks et al. [1] velocity model is also significantly slower that that
obtained from moveout analysis during the processing of seismic line TWLD90–21

Figure 9.
Comparisons of one-way time versus depth for different seismic velocity models. (a) Comparison of the Hicks
et al. [1] velocity model with the sonic logs from wells CF1, HH1, and BR1 (from [24], and UKOGL), the
velocity model (based on well HH1) adopted for this study, and a representative point from the analysis by
Pullan and Butler [13] where a � 600 ms one-way time corresponds to a depth of �2100 m. (b) Comparison
of the Hicks et al. [1] velocity model with velocity models derived from interval velocities obtained from
the moveout analysys of seismic line TWLD90–21 (Fig. 7), for a suite of representative CDPs. These
interval velocities were calculated in this study using Dix’s formula (e.g., [52, 53]) from root mean
square velocities provided by UKOGL. UKOGL did not have such data for the other seismic lines analysed
for this study.
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(Figure 9(b)). Hicks et al. [1] explained that they based their velocity model on
existing regional models, but ‘then improved [it] using sonic logs from the
Brockham and Horse Hill wells’. However, as Figure 9(a) shows, despite this
workflow, their velocity model is inconsistent with the records from these wells;
they evidently somehow made a mistake over this aspect. Being too slow, their
velocity model causes hypocentres to be mislocated too shallow. Figure 2 includes a
depth scale using the preferred velocity model in Table 1, based on the HH1 log. At
the position of the earthquakes, this depth scale is �400 m deeper than that pro-
vided by Hicks et al. [1]. Furthermore, as is discussed in the supplement, Hicks et al.
[1] appear to have depth-converted this seismic section using the same velocity
model (Table 2) that they used for earthquake location. As is also discussed in the
supplement, location of the earthquakes using the velocity model in Table 1 would
adjust their hypocentres downward by an estimated �400 m. The hypocentres are
thus positioned more-or-less correctly relative to the detail in the seismic section,
but they and this detail are now placed �400 m deeper than Hicks et al. [1]
envisaged. This adjustment moves the earthquake population from within the
Jurassic sedimentary section to within the Palaeozoic ‘basement’. These earthquakes
presumably occurred on one or more of the steeply north-dipping subsidiary
strands of the Newdigate fault zone, given the steeply north-dipping nodal planes,
identified as the fault planes, of the focal mechanisms (Figure 1 and Table 3),
rather than on the main Newdigate Fault that dips south.

3. Seismicity and its correlation with well activities

As already noted, multiple publications have already documented the 2018–2019
Newdigate ‘earthquake swarm’, notably those by Baptie and Luckett [54], Verdon
et al. [6], and Hicks et al. [1]. Baptie and Luckett [54] presented a preliminary
analysis of 14 earthquakes between 1 April and 18 August 2018; their results
informed the OGA workshop. The more extensive analysis by Hicks et al. [1] will
now be appraised. These latter authors determined hypocentres and other source
parameters for 168 earthquakes between 1 April 2018 and 28 June 2019, some with
local magnitude ML < �1, their location patterns and timeline being depicted in
Figures 1, 2 and 4 and summarised in Table 3, with Table 4 listing events that
post-date their study. The first nine earthquakes up to 10 July 2018 (including one
of the largest, with ML 3.02, on 5 July) were located before any local seismograph
stations were operational, using only data from regional stations. Hicks et al. [1]
explained that due to the limited available data these events were located by
assigning each a fixed focal depth. The resulting reported depths vary between 2.33
and 3.08 km (see Table S2 of [1]), it being unclear on what basis different depths
were assumed for different events. The next sixteen events, until 11 July, were
located conventionally but including data from local stations. For the rest of the
events, both ‘double difference’ relocations (after [55]) and conventional locations
were determined, using the velocity structure in Table 2. As detailed in Figures 1
and 2, most of the earthquakes in a zone �1.5 km long (E-W) by �300 m wide
(N-S). The compact width of this zone suggests that many patches of a single strand
of the Newdigate fault zone were reactivated.

Focal mechanisms were determined by Hicks et al. [1] for six events, including
the largest, of ML 3.18 and moment magnitude MW 3.25, on 27 February 2019, as
illustrated in Figure 1 and listed in Table 3. All six events have a nodal plane
striking roughly east–west and dipping steeply north. As already noted, this plane is
inferred to be the fault plane, indicating predominant right-lateral slip. Available
data regarding the state of stress in the Weald Basin are extremely limited; Kingdon
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et al. [56] and Fellgett et al. [57] provided syntheses of in situ stress data across
much of Britain. However, these authors wrote little about theWeald Basin, Fellgett
et al. [57] noting that many hydrocarbon wells in this area have yielded stress data
but these data had not yet been placed in the public domain. The stress dataset
available for the Weald Basin thus remains that presented by Evans and Brereton
[58]. As is detailed in the supplement, this limited dataset indicates a NW-SE
maximum principal stress and a NE–SW minimum principal stress. The Newdigate
focal mechanisms (Figure 1) are consistent with this stress field orientation, given
the standard requirement for the maximum principal stress to lie within dilatational
quadrants [59].

3.1 Temporal clustering

As detailed by Hicks et al. [1], the Newdigate seismicity between April 2018
and June 2019 involved four ‘bursts’ of activity (Figure 4). The first began at
11:10 on 1 April (ML 2.66), followed by two events later on the same day, another
on 9 April, and a final event on 28 April. The smallest of these events (on 9 April)

Date Time (UTC) Latitude
(°N)

Longitude
(°W)

BNG Depth
(km)

ML Note

9 June 2019 02:43:18.2 51.159 0.237 TQ 23382 41449 2.7 -0.5

9 June 2019 23:00:15.0 51.133 0.295 TQ 19393 38462 3.3 -0.1

6 July 2019 01:03:20.4 51.161 0.242 TQ 23027 41663 2.5 -0.7

6 July 2019 01:03:23.7 51.161 0.242 TQ 23027 41663 2.5 -0.7

6 July 2019 01:03:30.1 51.159 0.241 TQ 23102 41442 2.1 -0.8

6 July 2019 01:03:40.2 51.159 0.241 TQ 23102 41442 2.2 -0.7

6 July 2019 03:57:15.3 51.160 0.239 TQ 23239 41557 2.5 0.1

20 July 2019 22:02:26.0 51.158 0.251 TQ 22405 41315 2.1 -0.6

29 July 2019 03:35:25.5 51.160 0.242 TQ 23029 41552 2.2 -0.1

6 Aug 2019 02:32:00.9 51.157 0.239 TQ 23247 41223 2.2 -0.5

12 Aug 2019 00:46:46.6 51.160 0.241 TQ 23099 41554 2.1 -0.7

12 Aug 2019 00:46:49.2 51.160 0.241 TQ 23099 41554 2.1 -1.4

2 Sep 2019 05:13:04.9 51.160 0.237 TQ 23379 41560 2.0 1.1 1

3 Sep 2019 20:19:13.2 51.161 0.237 TQ 23376 41672 2.0 0.2

6 Sep 2019 07:09:45.5 51.161 0.237 TQ 23376 41672 2.0 1.0

21 Sep 2019 14:43:45.2 51.160 0.237 TQ 23379 41560 2.2 0.6

31 Oct 2019 19:25:16.4 51.160 0.238 TQ 23309 41558 2.0 0.8

29 Apr 2020 00:11:25.6 51.172 0.256 TQ 22019 42863 3.1 0.3

24 May 2020 15:16:56.9 51.157 0.250 TQ 22478 41205 2.4 0.6

Cataloguing here is complete to 27 August 2020. Data are from https://earthquakes.bgs.ac.uk; these earthquakes have
been located using standard BGS procedures, as reported by the International Seismological Centre (http://www.isc.ac
.uk). Co-ordinate transformations to the British National Grid, as part of this study, use https://www.bgs.ac.uk/data/
webservices/convertForm.cfm
Note: 1. Felt in Newdigate; maximum EMS intensity 2.

Table 4.
Newdigate seismicity since the start of June 2019.
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et al. [56] and Fellgett et al. [57] provided syntheses of in situ stress data across
much of Britain. However, these authors wrote little about theWeald Basin, Fellgett
et al. [57] noting that many hydrocarbon wells in this area have yielded stress data
but these data had not yet been placed in the public domain. The stress dataset
available for the Weald Basin thus remains that presented by Evans and Brereton
[58]. As is detailed in the supplement, this limited dataset indicates a NW-SE
maximum principal stress and a NE–SW minimum principal stress. The Newdigate
focal mechanisms (Figure 1) are consistent with this stress field orientation, given
the standard requirement for the maximum principal stress to lie within dilatational
quadrants [59].

3.1 Temporal clustering

As detailed by Hicks et al. [1], the Newdigate seismicity between April 2018
and June 2019 involved four ‘bursts’ of activity (Figure 4). The first began at
11:10 on 1 April (ML 2.66), followed by two events later on the same day, another
on 9 April, and a final event on 28 April. The smallest of these events (on 9 April)

Date Time (UTC) Latitude
(°N)

Longitude
(°W)

BNG Depth
(km)

ML Note

9 June 2019 02:43:18.2 51.159 0.237 TQ 23382 41449 2.7 -0.5

9 June 2019 23:00:15.0 51.133 0.295 TQ 19393 38462 3.3 -0.1

6 July 2019 01:03:20.4 51.161 0.242 TQ 23027 41663 2.5 -0.7

6 July 2019 01:03:23.7 51.161 0.242 TQ 23027 41663 2.5 -0.7

6 July 2019 01:03:30.1 51.159 0.241 TQ 23102 41442 2.1 -0.8

6 July 2019 01:03:40.2 51.159 0.241 TQ 23102 41442 2.2 -0.7

6 July 2019 03:57:15.3 51.160 0.239 TQ 23239 41557 2.5 0.1

20 July 2019 22:02:26.0 51.158 0.251 TQ 22405 41315 2.1 -0.6

29 July 2019 03:35:25.5 51.160 0.242 TQ 23029 41552 2.2 -0.1

6 Aug 2019 02:32:00.9 51.157 0.239 TQ 23247 41223 2.2 -0.5

12 Aug 2019 00:46:46.6 51.160 0.241 TQ 23099 41554 2.1 -0.7

12 Aug 2019 00:46:49.2 51.160 0.241 TQ 23099 41554 2.1 -1.4

2 Sep 2019 05:13:04.9 51.160 0.237 TQ 23379 41560 2.0 1.1 1

3 Sep 2019 20:19:13.2 51.161 0.237 TQ 23376 41672 2.0 0.2

6 Sep 2019 07:09:45.5 51.161 0.237 TQ 23376 41672 2.0 1.0

21 Sep 2019 14:43:45.2 51.160 0.237 TQ 23379 41560 2.2 0.6

31 Oct 2019 19:25:16.4 51.160 0.238 TQ 23309 41558 2.0 0.8

29 Apr 2020 00:11:25.6 51.172 0.256 TQ 22019 42863 3.1 0.3

24 May 2020 15:16:56.9 51.157 0.250 TQ 22478 41205 2.4 0.6

Cataloguing here is complete to 27 August 2020. Data are from https://earthquakes.bgs.ac.uk; these earthquakes have
been located using standard BGS procedures, as reported by the International Seismological Centre (http://www.isc.ac
.uk). Co-ordinate transformations to the British National Grid, as part of this study, use https://www.bgs.ac.uk/data/
webservices/convertForm.cfm
Note: 1. Felt in Newdigate; maximum EMS intensity 2.

Table 4.
Newdigate seismicity since the start of June 2019.
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had ML 1.28. No local seismograph stations were then in operation; Hicks et al. [1]
estimated that the completeness threshold for earthquake detection was circa ML 2,
so many smaller events were undoubtedly missed.
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events being thereafter detected and enabling use of the aforementioned relative
location procedure. After these initial relatively large events this ‘burst’ of earth-
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event at 07:43 (ML 2.47), followed by two other events of ML ≥ �2, at 17:03 on 19
February (ML 1.98) and at 03:42 on 27 February (ML 3.18), this being the largest
event of the overall sequence. After these initial relatively large events this ‘burst’
also tailed off, although two events with ML > 0 occurred during April 2019 (on 11
and 22 April; ML 0.73 and 0.56).

The fourth ‘burst’ (Figure 4) began with a relatively large event (ML 2.35) at
00:19 on 4 May 2019. As for the preceding ‘bursts’, this seismicity thereafter began
to tail off, although events with ML � 0 persisted until the end of June 2019.
Locations by BGS confirm the tailing-off trend through July and August 2019
(Table 4), with a ML 1.1 event on 2 September, three smaller events later that
month, one during October, and none more before the end of 2019 (Table 3).

Overall, this pattern of seismicity, consisting of ‘bursts’ of events, each involving
activity tailing off after a peak, with the largest event increasing during successive
‘bursts’, bears a striking resemblance to other earthquake swarms that are inferred
to be caused by fluid pressure changes in a fault (e.g., [60]). However, the
Newdigate earthquake population is insufficient to permit statistical testing of the
patterns expected for this mechanism.

3.2 Correlation of seismicity with well activities

Figure 4(c) indicates how these four ‘bursts’ of earthquakes correlate with
activities affecting the Portland reservoir in the HH1 or BRX2Y wells. Production
from well BRX2Y resumed in late March 2018: from Hicks et al. [1] �4.0 m3 (�25
barrels) of oil were produced on 23 March followed by �1.1, �0.9 and �1.0 m3

(�7, �6 and �6 barrels) on 25–27 March. Reservoir pressure during this and
subsequent production has not been reported, but from standard theory (e.g.,
[61, 62]) one expects it to have again decreased. This start of production occurred
nine days before the first Newdigate earthquake on 1 April 2018. Furthermore, as is
detailed in Figure 4 and in the online supplement, other brief ‘pulses’ of production
occurred from well BRX2Y in June, respectively 20, 19, 16 and 6 days before the
start of the second ‘burst’ of seismicity on 27 June.

Although the activities that were planned in the HH1 well in 2018 have been
disclosed [63], most of the actual activities that took place, and any associated
pressure variations in the well, have not been, other than in the very general terms
reported by Hicks et al. [1]. An attempt is made in the supplement to piece together
the sequence of events, based on fragments of information available. It is thus
evident that before 4 July 2018, the Portland reservoir was reported as isolated from
the surface by a removable bridge plug. Claims have been made that the reservoir
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might have been influenced before this date by surface activities and by activities in
the shallow part of the well [2]; if so, this would imply that the bridge plug had
failed.

It is evident from Figure 4 that production ceased from well BRX2Y in October
2018; production at HH1 switched from the Portland reservoir to the Kimmeridgian
reservoirs around the same time. Around this time, seismicity at Newdigate tailed
off significantly. The conceptual model in Figure 5 provides a natural explanation
for such a variation.

The seismicity then re-intensified as the third ‘burst’, recognised by Hicks et al.
[1], starting on 14 February 2019, which followed the resumption on 11 February
2019 of production from well HH1, now at rates of up to 220 bopd, from the
Portland reservoir. As is detailed in the online supplement, production from this
reservoir continued until late June 2019, after which it switched back to the
Kimmeridgian reservoir, then during December 2019 to the newly-completed hor-
izontal lateral, off well Horse Hill-2 (designated HH2Z), in the Portland reservoir.
Seismicity at Newdigate remained significant during this phase of production
from the Portland reservoir at HH1. However, production was not continuous;
Hicks et al. [1] reported shutdowns during 9–12 April and 4–10 May, the latter
corresponding to the start of the fourth ‘burst’ of seismicity as recognised by these
authors. Seismicity subsequently tailed off following the end of production at HH1
from the Portland reservoir in late June 2019 and the switch to production from the
Kimmeridgian reservoir in early July (Figure 4 and Table 4). Furthermore, seis-
micity did not resume during the initial flow testing of well HH2Z in December
2019, even though the production rates from the Portland reservoir were much
greater, up to 1087 barrels of fluid per day, than they had been from well HH1 (see
supplement).

Overall, the correlation between phases of production from the Portland reser-
voir, from well HH1 or well BRX2Y or both, and ‘bursts’ of seismicity has been
compelling (Figure 4). Hicks et al. [1] did not recognise this pattern, apparently
because they did not differentiate between the Portland and Kimmeridgian reser-
voirs as sources of production from well HH1, as is now done (based on details in
the supplement). There are particularly clear patterns for the first and third ‘bursts’:
the first began 9 days after the resumption of production from well BRX2Y in
March 2018; the third began 3 days after the resumption of production from well
HH1 in February 2019. However, the patterns are less clear for the other two
‘bursts’ of seismicity, nor has the flow testing of well HH2Z, starting in December
2019, been associated with any significant seismicity.

4. Conceptual geomechanical model

The conceptual geomechanical model already summarised (Figure 5), which
might account for seismicity beneath Newdigate, caused by pressure decreases in
the Portland reservoir resulting from production (or other activities) from the HH1
or BRX2Y wells, will now be developed quantitatively. The basis of this model
(Figure 5) is as follows. The Upper Portland Sandstone reservoir adjoining these
wells is assumed to make a subhorizontal hydraulic connection with the
seismogenic Newdigate fault zone via a permeable fabric formed in calcite ‘beef’ in
the stratigraphically adjacent Lower Portland Sandstone. The seismogenic fault is
assumed highly permeable and to provide a downward hydraulic connection to the
rocks beneath the Jurassic succession. These rocks are assumed to include the
dolomitic conglomerate and Dinantian limestone, as in the HH1 well (Table 1),
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which are themselves permeable. It is further assumed that the Newdigate seismic-
ity has occurred at locations where these permeable lithologies are in contact across
this fault. Pressure reduction in the Portland reservoir will thus be communicated
via the ‘beef’ fabric, reducing the fluid pressure in this fault, which will cause flow
from within the adjoining permeable lithologies into the fault. The associated
reduction in fluid volume within these lithologies will cause them to compact. This
will result in surfaces that were previously in contact across this fault to separate
slightly, reducing the normal stress across the fault. This will ‘unclamp’ the fault (as
in Figure 5(b)), moving it closer to the Mohr-Coulomb failure condition. The fault
is itself assumed to be ‘critically stressed’, already near this failure condition,
potentially enabling relatively small changes in the state of stress to cause coseismic
slip (cf. [64, 65]).

Regarding the assumptions thus made, the presence of calcite ‘beef’ within the
Portland Group sediments and its permeability have already been discussed. The
permeability of faults is a major issue in Earth science (e.g., [66–70]). There is no
information regarding the permeability of any strand of the Newdigate fault zone;
however, although counterexamples exist (e.g., faults made impermeable by
cemented fault gouge [71]), the view that faults are generally permeable, especially
when critically stressed (e.g., [72]) is widely accepted, as is the precautionary
principle that faults are assumed permeable, in the absence of contrary evidence,
when assessing the possibility of subsurface fluid migration (e.g., [73, 74]). In the
present study area, faults with offsets of tens of metres, where the permeable
Portland Sandstone is juxtaposed against the impermeable Purbeck Anhydrite, act
as seals for oil reservoirs (e.g., [26, 27]) and are obviously impermeable. However,
low-offset faults with the permeable Portland Sandstone juxtaposed on both sides
can be expected to be permeable. The question of the continuity of the Dinantian
limestone from the HH1 area to the vicinity of the seismogenic strand of the
Newdigate fault zone has already been discussed. The uncertainty regarding the
state of stress in the Weald Basin is considered in the online supplement. As will
become clear below, if the differential stress here is anything like as high as it is the
Preese Hall area (after [11]), then any fault with the orientation of that which
slipped will be very close to the Mohr-Coulomb failure condition.

The model thus includes three elements: pressure drawdown caused by
production in wells, and its communication via the ‘beef’ fabric; compaction of the
permeable rocks alongside the Newdigate fault caused by fluid withdrawal accom-
panying depressurization; and the associated Mohr-Coulomb failure analysis.

4.1 Pressure drawdown accompanying production

In general variations in fluid pressure, P, in a porous medium, are solutions to
the diffusion equation

∂P
∂t

¼ D ∇2P, (1)

where t is time, ∇2 is the Laplacian operator, and D is the hydraulic diffusivity of
the medium (e.g., [75]). The value of D depends on properties of the medium and
fluid and on solution details, such as boundary conditions for pressure and strain
(e.g., [76]). For pressure diffusion,

D � kM
η

(2)
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(e.g., [77]), where k and η are the permeability of the medium and viscosity of
the fluid and M is the Biot modulus of the fluid-rock combination. M can be
expressed as

1
M

� 1
BR

� BE

BR
2 þ ϕ

1
BF

� 1
BR

� �
, (3)

where BR and ϕ are the bulk modulus and porosity of the rock, BF is the bulk
modulus of the fluid, and BE is the ‘effective’ bulk modulus of the combination,
defined as

1
BE

� 1� ϕ

BR
þ ϕ

BW
: (4)

Costain [78] expressed D as

D � kBE

η
, (5)

which can be compared with Eq. (2); in practice, the difference in choice of
elastic modulus (BE or M) makes little practical difference (see below); from Eqs.
(3) and (4),

1
M

� 1
BE

� BE

BR
2 : (6)

The pressure variations in the calcite ‘beef’ layer hydraulically connected to, and
surrounding, the Brockham and Horse Hill Portland reservoirs can be assumed to
have circular symmetry; analysis in terms of cylindrical polar co-ordinates is thus
required. Thus, if the flow does not vary azimuthally or across the vertical extent h
of the ‘beef’, Eq. (1) reduces to

∂P
∂t

¼ D
∂
2P
∂r2

þ 1
r
∂P
∂r

� �
: (7)

As others (e.g., [79, 80]) have noted, if production at rate Q starts at time t = 0,
the variation in P, ΔP, after t = 0 takes the form

ΔP ¼ Q η

4π kB hB
E1

r2

4DB t

� �
, (8)

where the subscripts B denote values of D, h and k appropriate for the layer of
‘beef’. Here, E1 is the Exponential Integral Function, defined as

E1 xð Þ �
ð∞

x

exp �sð Þ
s

ds: (9)

E1 is not supported directly in Microsoft Excel, but using its relationship to other
functions (discussed, e.g., by [81]) it can be evaluated indirectly. This is possible
because

E1 xð Þ � lim ψ!0Γ ψ , xð Þ (10)
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where Γ(ψ, x) is the Upper Incomplete Gamma Function. As Schurman [82] has
noted, this means that an Excel formula providing a good approximation to E1(x)
can be written as

EXP GAMMALN B1ð Þð Þ ∗ 1� GAMMA:DISTð A1,B1, 1,TRUEð Þ (11)

where cell A1 contains x and cell B1 contains a small positive number (say,
10�8), representing ψ. Values of E1 thus calculated were checked against the tables
by Harris [83] and Stegun and Zucker [84] and against the power series approxi-
mations for E1(x) for the limit of x ≪ 1,

E1 xð Þ≈ � γ � ln xð Þ þ x� x2

4
þ⋯ (12)

(e.g., [79]), where γ = 0.5772156649… is Euler’s Constant, and for the limit
x ≫ 1,

E1 xð Þ≈ exp �xð Þ
x

1� 1
x
þ⋯

� �
(13)

(e.g., [85]), and were found to be accurate to four significant figures or better.
This method for evaluating E1(x) for all values of x is, thus, more accurate in
general than the overall approximation formula proposed by Barry et al. [85].

In the near-wellbore volume the pressure variation will be in the Portland
sandstone, not in the ‘beef’. Thus, from Eq. (8), at time t the variation at the well
rim, of radius rW, is ΔPW where

ΔPW ¼ Q η

4π kP hP
E1

rW2

4DP t

� �
, (14)

where the subscripts P denote values of D, h and k appropriate for the Portland
sandstone. Given the high value of DP for the Portland sandstone, for most of the
durations of the production pulses at BRX2Y and HH1, rW

2/(4 DP t) ≪ 1. One may
thus approximate E1(x) using Eq. (12). Indeed, x will be so small that only the
-ln(x) term need be considered. The resulting logarithmic dependence of ΔPW on t
means that ΔPW remains roughly constant, as observed during the HH1 well test
(see supplement).

Using the same general approach, a brief episode of production at rate Q starting
at time t = 0 and ending at time Δt causes a pressure variation given by

ΔP ¼ Q η

4π kB h
E1

r2

4DB t

� �
� E1

r2

4DB t� Δtð Þ
� �� �

: (15)

Using the definition of E1 in Eq. (9), for t ≫ Δt, Eq. (8) can be approximated as

ΔP≈
Q ηΔt
4π kB h t

exp
�r2

4DB t

� �
: (16)

This equation can be differentiated with respect to t; by setting the resulting
partial derivative to zero one may solve for the time delay tD for the maximum
pressure variation, thus:
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tD ¼ r2

4DB
: (17)

The maximum pressure variation ΔPM at distance r and time tD is thus

ΔPM rð Þ ¼ Q ηDBΔt
π kB her2

, (18)

indicating that ΔPM varies inversely with r2.

4.2 Compaction alongside the Newdigate fault

The Newdigate fault is envisaged as extremely permeable, such that a pressure
variation ΔP applied to any point of it by via the layer of ‘beef’ is transmitted
downward, with no significant time delay, to depths where it transects the perme-
able Dinantian limestone, the presumed seismogenic layer. This model fault is
vertical, the permeable seismogenic layer being assigned thickness HD, hydraulic
diffusivity DD, permeability kD, and porosity ϕD. Depressurization at the point
where the ‘beef’ layer intersects this fault is thus inferred to cause a reduction
in groundwater pressure ΔPO at each point below on the fault within the
permeable seismogenic layer. The resulting groundwater pressure variation in
the Dinantian limestone will be governed by Eq. (1). However, if this variation
is independent of vertical position and position parallel to the fault, the
one-dimensional variant

∂P
∂t

¼ D
∂
2P
∂x2

, (19)

will require solution, where t is time and x is distance from the fault.
As a solution to Eq. (19), the drawdown δP in groundwater pressure within such

a permeable layer is given (e.g., [78]) by

δP ¼ ΔPO erfc
x

2
ffiffiffiffiffiffiffiffiffiffi
Dtð Þp

 !
(20)

erfc() denoting the Complementary Gaussian Error Function. For z > 0, erfc(z)
decreases as z increases, reaching �0.0047 when z = 2. As Detournay and Cheng
[77] noted, this condition indicates an effective outer limit to significant pressure
variations, at distance xM from the model fault, where

xM ¼ 4
ffiffiffiffiffiffiffiffiffiffi
Dtð Þ

p
: (21)

As time progresses, as a result of continuing production from a well that is
hydraulically connected to the model fault, an ever-widening volume of rock, in the
x direction perpendicular to the model fault, will thus become depressurized, water
previously stored within this volume being released into the fault. Figure 10
illustrates this effect for D = 1 m2 s�1.

In general, poroelastic strain responses to changes in fluid pressure can be highly
complex (e.g., [77, 86–89]). Segall [87] noted that in the limit where Δσkk = 0, a
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reduction in fluid pressure by δP will cause a contractional strain ε = α δP / BE where
α is Biot’s coefficient, defined as

α � 1� BE

BR
: (22)

Contraction will occur in the vertical z direction as well as in the x direction.
Partitioning the contractional strain as Δεxx = γε and Δεzz = (1 - γ)ε,

Δεxx ¼ γ αδP
BE

: (23)

Many studies of poroelastic deformation have treated petroleum or geothermal
reservoirs as inclusions embedded in surrounding rocks and have treated faults as
idealised planes within the inclusion or its surroundings (e.g., [86, 88, 90, 91]).
Because the present study aims to explore the effect of fault asperities, the fault
cannot be treated in this idealised manner. The fault is instead envisaged as a
vertical ‘cut’ in the poroelastic medium, which has (distant) boundaries in both
directions perpendicular to the fault plane. In this configuration, with the outer
ends of the blocks on either side of the fault fixed or ‘pinned’, depressurization of
pore fluid will cause their inner ends, facing each other across the fault, to separate
slightly, by distance Δx, as depicted schematically in Figure 5(b). In contrast, if the

Figure 10.
Graphs of the predicted variation in pressure δP / ΔPO with distance x from the model seismogenic fault,
calculated using Eq. (20) for hydraulic diffusivity D = 1 m2 s�1, representing Dinantian limestone. (a) after
times t of 1 hour, 12 hours, 3 days and 2 weeks. (b) after times t of 2 months, 1 year, 5 years, and 20 years.
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rocks on either side of a vertical fault at the mid-point of a continuum model (such
as that by [88]) were depressurised, these rocks would move towards the fault, the
opposite sense of motion to what is required to provide the ability to make an
assessment of the effect of asperities on the fault. It is for this essential reason that
new theory is derived here for the pressure and stress response in the Dinantian
limestone, rather than using existing published theory.

Subject to the above model definition, Δx can be estimated as

Δx ¼ 2
ðx!∞

x¼0
Δεxxdx, (24)

the factor of 2 taking into account that the rocks on both sides of the fault will
move away from it. Evaluation of Δx requires the integral of erfc() (cf. Eq. (20)).
From Abramowicz and Stegun [92], p. 299 and Weisstein [93],

E xð Þ �
ðz¼x

z¼0
erfc zð Þdz ¼ xerfc xð Þ þ 1� exp �x2ð Þð Þffiffiffi

π
p (25)

so

E ∞ð Þ �
ðz!∞

z¼0
erfc zð Þdz ¼ 1ffiffiffi

π
p (26)

Using Eqs. (20), (23) and (26), one obtains.

Δx ¼ 4γ αΔPO

BE

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DT
π

� �s
, (27)

this quantity being positive for a reduction in pressure by ΔPO.
Costain [78] also showed that if, rather than persisting indefinitely, the pressure

change ΔPO imposed at x = 0 persists for durationδt, the resulting pressure varia-
tion δP is given by

δP x, tð Þ ¼ ΔPO erfc
x

2
ffiffiffiffiffiffiffiffiffiffi
Dtð Þp

 !
� erfc

x
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D t� δtð Þð Þp

 ! !
: (28)

At times t ≫ Δt, the pressure variation δP is given to a good approximation by

δP x, tð Þ ¼ ΔPODxδt exp �x2= 4Dtð Þð Þ
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π Dtð Þ3

q : (29)

The maximum pressure variation at distance x occurs after a time delay tD
given by

tD ¼ x2

6D
: (30)

It follows that the maximum pressure variation at distance x and time tD is given
by δPM where
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δPM x, tð Þ ¼ 3
ffiffiffi
6

p
ΔPODδtffiffiffiffiffiffiffiffiffiffiffi
π e3ð Þp

x2
: (31)

These results, in Eqs. (30) and (31), can be compared with those for the
radially symmetric case in Eqs. (17) and (18). In both cases, tD is proportional
to the square of distance and inversely proportional to D, but differs by a
numerical factor. Alternative empirical analysis by Hettema et al. [94], based
on ‘rules of thumb’ rather than derivation from first principles, predicts a value
for tD that likewise differs by a numerical factor, but does not predict pressure
variations. The pressure variation varies inversely with the square of distance
for both the radially symmetric case and for the one-dimensional case (cf. Eqs. (18)
and (31)).

Δx can thus be calculated using the exact formula for δP (Eq. (28)) as

Δx ¼ 4γ αΔPO

BE

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dt
π

� �
� D t� δtð Þ

π

� �� �s
, (32)

and using the approximate formula (Eq. (29)) as

Δx ¼ γαΔPO δt
BE

ffiffiffiffiffiffiffiffiffiffiffiffi
D
π t

� �s
: (33)

Segall [87] reported that, for the Δσkk = 0 boundary condition applicable for this
analysis,

D � k
η

2μ 1� νð Þ
1� 2νð Þ

B 1þ νð Þ
3α 1� νð Þ � 2Bα2 1� 2νð Þ , (34)

where μ is the shear modulus of the rock and B is its Skempton coefficient.
One may likewise quantify the loss of volume ΔV as a result of the vertical

compaction Δz of the Dinantian limestone. By analogy with Eq. (24), an upper
bound to Δz can be estimated as

Δz ¼
ðx¼H

x¼0

1� γð ÞαΔPO

BE
dz, (35)

where H is the thickness of the Dinantian limestone. If the volume of limestone
thus affected has dimensions Ly parallel to and Lx perpendicular to the model fault,
so ΔV = Lx � Ly � Δz or

ΔV ¼ 1� γð ÞαΔPOHLxLy

BE
: (36)

4.3 Mohr-Coulomb failure analysis

The tendency for coseismic slip on the seismogenic fault is analysed using the
standard Mohr-Coulomb approach. The Mohr-Coulomb failure parameter Φ:

Φ ¼ τ � c σN � Pð Þ, (37)
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will thus be evaluated where σN, τ and c are the resolved normal stress, shear
stress and coefficient of friction on the fault plane, and P is the fluid pressure in the
fault. Φ = 0 marks this condition, with Φ < 0 indicating frictional stability. This
analysis can also be visualised using the standard Mohr circle construction, as a
graph of τagainst effective normal stress σN’, defined as σN � P (see below).

From Eq. (37), other factors remaining constant, a decrease in P will ‘clamp’ a
fault, making it more stable, and an increase in P will ‘unclamp’ a fault, potentially
resulting in seismicity. The latter change is the accepted mechanism for the wide-
spread occurrence in recent years of seismicity caused by fluid injection (e.g., [95–
98]). On this basis, one might conclude that a decrease in the groundwater pressure
within the Newdigate fault cannot be the cause of the local seismicity.

However, it is generally accepted that the mechanics of faults, notably whether
they are stable or can slip seismically, are determined by the properties of strong
patches – asperities – where the opposing fault surfaces are in frictional contact
(e.g., [99]). A fault surface consisting, on a microstructural scale, of a fractal size
distribution of asperities with a small proportion of the fault surface in contact, in
proportion to the normal stress applied to the fault, can mimic the effect, on a
macroscopic scale, of a constant coefficient of friction (e.g., [100, 101]). Brown and
Scholz [102] showed that natural rock surfaces follow fractal scaling for surface
features of height up to �0.1 m. Laboratory simulations of faulting often include
asperities on a microstructural scale (e.g., [103, 104]). Most recently, the view has
gained ground that the physics of co-seismic faulting is likewise governed by pro-
cesses on a microstructural scale (e.g., [105, 106]). For example, McDermott et al.
[106] deduced that asperities can be patches of fault with areas of no more than a
few square metres, their properties being determined by mineral grains with
dimensions of microns. Because these strong patches with fault surfaces in contact
occupy only a small proportion of a fault surface, they act as stress concentrations.
For example, in the laboratory experiments by Selvadurai and Glaser [104],
millimetre-sized asperities with micron-sized heights occupy a very small propor-
tion of the fault area; in one experimental run, a decrease in the mean normal stress
across the fault area by �0.3 MPa caused decreases in the normal stress affecting
individual asperities by �10 MPa.

Figure 5(b) illustrates how a small increase in separation of fault surfaces, Δx,
can destabilise a fault through its effect on contact between asperities. Moving from
configuration (i) to configuration (ii), two of the three asperities depicted will no
longer contribute to fault stability. The third one will experience a significantly
reduced normal stress, as a result of the increased separation of the fault surfaces.
This will reduce the maximum shear stress that this asperity can sustain, in accor-
dance with Eq. (37), whereas the shear stress that it is required to sustain to keep
the fault stable will increase because the other asperities no longer contribute.
Overall, it can thus be seen how a small increase in separation of fault surfaces
might bring a fault significantly closer to the condition for slip, and might indeed
result in coseismic slip.

As others (e.g., [107, 108]) have noted, a general calculation of this ‘unclamping’
effect for a fault with a general size-distribution of asperities would be very com-
plex; this is thus not attempted here. A simplified calculation is instead presented,
assuming that a patch of fault is prevented from slipping by a single asperity. For
this patch, of area A, the normal stress and shear stress areσN and τ; the single
asperity has cross-sectional area a, uncompressed height b, and Young’s modulus E.
The effect of σN compresses this model asperity to height d (Figure 11). The tip of
this asperity will act as a stress concentration, with normal stress and shear stress
(A / a) σN and (A / a) τ and coefficient of friction c. The areas of fault where the
wall rocks are not in contact initially contain fluid with pressure PO (Figure 11(a)),
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the fault being stable with Φ = -ΔΦ. The reduction in fluid pressure to PO -ΔPO is
followed by poroelastic separation of the fault wall rocks by distance Δx, which
brings the fault to the condition for slip (Φ = 0). One may thus state versions of Eq.
(37) at the tip of the model asperity for these ‘before’ and ‘after’ conditions:

τ
A
a
� c E

b� dð Þ
b

� PO

� �
¼ �ΔΦ, (38)

and

τ
A
a
� c E

b� d� Δx=2ð Þ
b

� PO þ ΔPO

� �
¼ 0: (39)

Subtraction of Eq. (38) from Eq. (39) gives

ΔΦ ¼ �c ΔPO � ΔσNð Þ ¼ �c ΔPO � EΔx
2b

� �
, (40)

or, substituting Δx from Eq. (27),

ΔΦ ¼ cΔPO
Eα
bBE

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Dt
π

� �s
� 1

 !
: (41)

One may also combine Eqs. (27) and (40) by eliminating ΔPO, to obtain

Δx ¼ 2ΔΦ

c E
b � BE

2 γ α

ffiffiffiffiffiffiffiffiffi
π
D t

� �q� � : (42)

In the limit of high D t / b, at time t ≫ ts, where

ts ¼ π b2BE
2

4γ2 α2E2D
, (43)

this equation simplifies to

Δx≈
2bΔΦ
cE

, (44)

Figure 11.
Schematic model asperity used to calculate effects of poroelastic fault unclamping. (a) Initial state, with fluid
pressure within the fault PO and the asperity (of uncompressed height b and cross-sectional area a) compressed
to height d by the normal stress across the fault. (b) Modified state, with fluid pressure within the fault reduced
to PO-ΔPO and the asperity compressed to height d-Δx/2 as a result of the separation Δx between the wall rocks
on both sides of the fault caused by their poroelastic compaction.
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indicating that this poroelastic unclamping effect requires Δx / b to be compa-
rable to ΔΦ / E. Eq. (44) may also be rearranged, recalling from Eq. (40) that
ΔσN = E Δx / (2 b), to give

ΔΦ ¼ cΔσN: (45)

The geomechanical consequences of this model can now be illustrated using the
Mohr circle construction (Figure 12), for a model fault with c = 0.6. A model stress
field is adopted, similar to that deduced by Westaway [11] at 2400 m depth for the
Preese Hall case study, with σH = 64.488 MPa, σV = 54.300 MPa, and
σh = 37.880 MPa, with hydrostatic groundwater pressure P = 23.544 MPa. As Figure
12(a) indicates, the state of stress on a vertical model fault (characterised by
effective normal stress of magnitude σN’ = σN-P = 22.332 MPa and shear stress
τ = 12.199 MPa), with normal vector oriented at 57° to the maximum principal
stress, plots below the Coulomb failure envelope, indicating stability, the differen-
tial stress Δσ being 26.608 MPa. If P within this fault decreases by 10 kPa to
23.534 MPa and this causes, via the poroelastic mechanism described above, in a
reduction in the magnitude of σN’ by 2 MPa to 20.332 MPa, the resulting state of
stress is depicted in Figure 12(b). This condition, with τ still 12.199 MPa, now plots
on the Coulomb failure envelope, indicating instability. The fault normal vector is
now oriented at 60° to the maximum principal stress, reflecting the slight rotation
of the stress field in the vicinity of the fault, caused by the poroelastic reduction in
σN, which accompanies an increase in Δσ to 28.260 MPa. The state of stress on the
model fault has thus effectively shifted left by 2 MPa on the Mohr-Coulomb plot,
moving towards the failure envelope by 1.2 MPa, these adjustments being interre-
lated via Eq. (45) given c = 0.6. This poroelastic adjustment to the stress field thus
involves reducing the magnitude of σN’ keeping τ constant, rotating the near-fault
stress field and increasing Δσ. It is different from what occurs during ‘fracking’ of
impermeable rocks, where an increase in P causes a Mohr circle of constant diame-
ter (indicating constant Δσ) to shift leftward until part of its circumference touches
the failure envelope.

4.4 Estimation of model parameters

Application of the above theory to the Newdigate case study requires determi-
nation of many model parameters, representing properties of key lithologies
(Portland Sandstone, calcite ‘beef’, and Dinantian limestone) and of the Newdigate
fault. To facilitate this, it is noted that the elastic moduli that appear in the foregoing
analysis are interrelated via standard formulas, such as

E � 3BR 1� 2νð Þ (46)

and

μ � 3BR
1� 2ν
2 1� νð Þ : (47)

Hydraulic conductivity K and permeability k are also interrelated thus:

K � kρW g
η

(48)
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where g is the acceleration due to gravity. Different formulas for hydraulic
diffusivity D, subject to different boundary conditions, have already been noted.
However, the considerable uncertainty in model parameters for lithologies in the

Figure 12.
Mohr circle diagrams representing a model stress field at 2400 m depth, to indicate the sense of changes to the
state of stress envisaged as causing the Newdigate seismicity. (a) for a model stress field with σHO = 64.488 MPa,
σVO = 54.300 MPa, and σhO = 37.880 MPa, with σH oriented at 57° to the normal direction to the fault.
Hydrostatic groundwater pressure P = 23.544 MPa causes σH

’
O = 40.944 MPa, σV

’
O = 30.756 MPa, and

σh
’
O = 14.336 MPa, resulting in σL

’
O = 28.723 MPa and σM

’
O = 27.706 MPa. The resolved shear stress and

normal stress on the model fault, τ = 12.199 and σN’O = 22.332 MPa, plot below the coulomb failure line for
c = 0.6, with (from Eq. (37)) Φ = -1.2 MPa, indicating that the fault is stable under these conditions. (b) for
revised conditions consistent with the set of processes in Fig. 5. Groundwater pressure adjusts by ΔP = -10 kPa,
to Pf = 23.534 MPa, and the principal stresses adjust toσH = 65.130 MPa and σh = 36.870 MPa keeping
σV = σVO = 54.300 MPa, with σH now oriented at 60° to the fault normal. As a result, σH

’ = 41.596 MPa,
σV

’ = 30.766 MPa, and σh
’ = 13.336 MPa, resulting in σL

’ = 28.566 MPa and σM
’ = 27.466 MPa. The resolved

shear stress and normal stress on the fault, τ = 12.199 and σN’ = 20.332 MPa, now plot on the coulomb failure
line for c = 0.6, with Φ = 0, indicating that the fault is now frictionally unstable. The calculated increase in Φ
by 1.2 MPa, for ΔσN = 2 MPa with c = 0.6, is consistent with Eq. (45).
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present study region makes such distinctions moot; D will, therefore, be estimated
using Eq. (5).

For the Upper Portland Sandstone at Brockham, Angus [27] reported a 3 m thick
layer with ϕ0.25 and k 200 mD. Lee [109] reported BR 13 GPa as typical for dry
sandstone with ϕ0.25. Taking BW 2.15 GPa for water (from [110]), using Eq. (4), BE

for Portland Sandstone with pore space occupied by water is �6 GPa. At Horse Hill,
Xodus [26] reported a 35 foot or 11 m section in Portland Sandstone with permeabil-
ity up to 20 mD. The water in contact with the Portland reservoirs at both sites, at
�600 m depth, is at �25 °C (cf. [111]), for which η = 0.9 mPa s [112], with ρw
1000 kg m�3 and g 9.81 m s�2. Under these conditions the oil at Brockham has
η = 11 cP or 11 mPa s [27]. Using Eq. (5), with k 200mD, BE� 6 GPa, and η 0.9 mPa s,
D for Portland Sandstone is �1.3 m2 s�1, which can be rounded to 1 m2 s�1.

Many workers (e.g., [42, 113, 114]) have investigated the aperture, or width, of
bedding-parallel fractures (typically filled with ‘beef’) in shale, as a guide to its
hydraulic properties. In a study spanning several shale provinces, Wang [113] found
fractures with width between 15 μm and 87 mm. Many of the wider ones could be
seen to have opened by multiple increments, each adding a few tens of microns of
width, prior to cementation due to growth of calcite. Permeability and fracture
aperture can be interrelated by comparing the Darcy equation for laminar fluid
flow, Q = (k A / η) dP/dx, and the Poiseulle equation for laminar flow between
parallel boundaries, Q = (D W2 / (12 η)) dP/dx, which is a solution to the more
general Navier–Stokes equation for fluid flow (e.g., [115]). Here Q is the volume
flow rate, η the viscosity of the fluid, dP/dx the pressure gradient in the direction of
flow, k the permeability of the medium, A the cross-sectional area of the flow, and
W and D the width of the channel and its length in the direction perpendicular to
the flow. Combining these two formulae, equating A to D � W, gives k � W2/12.
This formula gives the permeability equivalent to W = 15 μm as �20 D
(�2 � 10�11 m2). Overall, it is inferred that the �900 mD value, from Carey et al.
[50], might be applicable to calcite ‘beef’ in the present study area. Identifying a
suitable representative value for BR, the bulk modulus for calcite ‘beef’, is problem-
atic, because of its strongly anisotropic character. ‘Beef’ is abundant within mud-
stones of the Neuquen Basin of Argentina (e.g., [116]). Sosa Massaro et al. [117]
estimated a representative vertical Young’s modulus and Poisson’s ratio for this
lithology as �15 GPa and � 0.25; using Eq. (46) these parameters yield a bulk
modulus of �10 GPa. Using Eq. (5), with k 900 mD, KB � 10 GPa, and η 0.9 mPa s,
D for calcite ‘beef’ can be estimated - subject to considerable uncertainty - as
�10 m2 s�1. The calcite ‘beef’, reported in the BGS borehole viewer online docu-
mentation as ‘veins of secondary calcite’, in the CF1 borehole occurred at depths of
2327–2329 feet or 709.3–709.9 m TVD, thus �626 m TVDSS. Although this interval
was cored, the core was not analysed for permeability; however, core between 2300
and 2301 feet TVD yielded k 1650 mD. The top Portland in this borehole is at
1753 feet or � 534 m TVDSS, the estimated base of the oil reservoir at �566 m
TVDSS (Figure 7); this ‘beef’ layer is thus�100 m below the top Portland. Based on
this information this layer is assigned a nominal thickness hB of 1 m for the purpose
of modelling.

Carbonate rocks such as the Dinantian limestone are likely to be complex, being
fractured, so water storage within them will be in part by opening of fractures and
in part by opening of pore space. Dinantian limestone typically has low matrix
porosity (e.g., [118]), its ability to store and transmit groundwater being largely via
fractures. Parameter values for Dinantian limestone include BR = 50 GPa and
ϕ = 0.04, along with Young’s modulus ER = 75 GPa and Poisson’s ratio ν = 0.25, from
Bell [119]. With this set of values, BE is �27 GPa, and α = 1–27/50 = 0.46 (Eq. (22)).
Poisson’s ratio ν ranges between 0.19 and 0.31 [119] so 0.25 is adopted, for which

91

Seismicity at Newdigate, Surrey, during 2018–2019: A Candidate Mechanism…

DOI: http://dx.doi.org/10.5772/intechopen.94923



present study region makes such distinctions moot; D will, therefore, be estimated
using Eq. (5).

For the Upper Portland Sandstone at Brockham, Angus [27] reported a 3 m thick
layer with ϕ0.25 and k 200 mD. Lee [109] reported BR 13 GPa as typical for dry
sandstone with ϕ0.25. Taking BW 2.15 GPa for water (from [110]), using Eq. (4), BE

for Portland Sandstone with pore space occupied by water is �6 GPa. At Horse Hill,
Xodus [26] reported a 35 foot or 11 m section in Portland Sandstone with permeabil-
ity up to 20 mD. The water in contact with the Portland reservoirs at both sites, at
�600 m depth, is at �25 °C (cf. [111]), for which η = 0.9 mPa s [112], with ρw
1000 kg m�3 and g 9.81 m s�2. Under these conditions the oil at Brockham has
η = 11 cP or 11 mPa s [27]. Using Eq. (5), with k 200mD, BE� 6 GPa, and η 0.9 mPa s,
D for Portland Sandstone is �1.3 m2 s�1, which can be rounded to 1 m2 s�1.

Many workers (e.g., [42, 113, 114]) have investigated the aperture, or width, of
bedding-parallel fractures (typically filled with ‘beef’) in shale, as a guide to its
hydraulic properties. In a study spanning several shale provinces, Wang [113] found
fractures with width between 15 μm and 87 mm. Many of the wider ones could be
seen to have opened by multiple increments, each adding a few tens of microns of
width, prior to cementation due to growth of calcite. Permeability and fracture
aperture can be interrelated by comparing the Darcy equation for laminar fluid
flow, Q = (k A / η) dP/dx, and the Poiseulle equation for laminar flow between
parallel boundaries, Q = (D W2 / (12 η)) dP/dx, which is a solution to the more
general Navier–Stokes equation for fluid flow (e.g., [115]). Here Q is the volume
flow rate, η the viscosity of the fluid, dP/dx the pressure gradient in the direction of
flow, k the permeability of the medium, A the cross-sectional area of the flow, and
W and D the width of the channel and its length in the direction perpendicular to
the flow. Combining these two formulae, equating A to D � W, gives k � W2/12.
This formula gives the permeability equivalent to W = 15 μm as �20 D
(�2 � 10�11 m2). Overall, it is inferred that the �900 mD value, from Carey et al.
[50], might be applicable to calcite ‘beef’ in the present study area. Identifying a
suitable representative value for BR, the bulk modulus for calcite ‘beef’, is problem-
atic, because of its strongly anisotropic character. ‘Beef’ is abundant within mud-
stones of the Neuquen Basin of Argentina (e.g., [116]). Sosa Massaro et al. [117]
estimated a representative vertical Young’s modulus and Poisson’s ratio for this
lithology as �15 GPa and � 0.25; using Eq. (46) these parameters yield a bulk
modulus of �10 GPa. Using Eq. (5), with k 900 mD, KB � 10 GPa, and η 0.9 mPa s,
D for calcite ‘beef’ can be estimated - subject to considerable uncertainty - as
�10 m2 s�1. The calcite ‘beef’, reported in the BGS borehole viewer online docu-
mentation as ‘veins of secondary calcite’, in the CF1 borehole occurred at depths of
2327–2329 feet or 709.3–709.9 m TVD, thus �626 m TVDSS. Although this interval
was cored, the core was not analysed for permeability; however, core between 2300
and 2301 feet TVD yielded k 1650 mD. The top Portland in this borehole is at
1753 feet or � 534 m TVDSS, the estimated base of the oil reservoir at �566 m
TVDSS (Figure 7); this ‘beef’ layer is thus�100 m below the top Portland. Based on
this information this layer is assigned a nominal thickness hB of 1 m for the purpose
of modelling.

Carbonate rocks such as the Dinantian limestone are likely to be complex, being
fractured, so water storage within them will be in part by opening of fractures and
in part by opening of pore space. Dinantian limestone typically has low matrix
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Bell [119]. With this set of values, BE is �27 GPa, and α = 1–27/50 = 0.46 (Eq. (22)).
Poisson’s ratio ν ranges between 0.19 and 0.31 [119] so 0.25 is adopted, for which

91

Seismicity at Newdigate, Surrey, during 2018–2019: A Candidate Mechanism…

DOI: http://dx.doi.org/10.5772/intechopen.94923



Figure 13.
Modelling of hydraulic consequences of the phase of production from well HH1 starting in February 2019. (a)
Graphs of -ΔP versus radial distance r within the layer of calcite ‘beef’ at �600 m depth, which is inferred to
connect the Horse Hill oil reservoir with the Newdigate fault, at different times t after the start of production.
Calculations use Eq. (8) with Q = 0.4 l s�1, η 0.9 mPa s, hB 1 m, and DB 10 m2 s�1. Dashed lines indicate, for
r = 3 km, ΔP = -6.5 kPa after t = 2.5 days and ΔP = -8.7 kPa after t = 3 days. (b) Graphs of -δP/ΔPO versus
distance x perpendicular to the Newdigate fault, at different times after the pressure variation in (a) reached
this fault. Calculations use Eq. (20) with DD 1 m2 s�1, for Dinantian limestone. (c) Graph of Δx versus time
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μ� B (Eq. (47)). No attempt is made here to determine the value of γ; a value of 0.5
will be assumed, consistent with depressurization causing closure of both vertical
and horizontal fractures to an equivalent extent. Skempton’s coefficient B has been
reported as �0.4 for many limestone samples (e.g., [120–122]). Bell [119] noted a
range of values of K for laboratory samples of Dinantian limestone, ranging from
0.07 � 10�9 m s�1 to 0.3 � 10�9 m s�1. Lewis et al. [123] reported much higher
values ranging from �10�6 m s�1 to �10�2 m s�1 in karstified regions, which
correspond (using Eq. (48)) to k ≥ 100 mD. Using the latter set of values, Eq. (2)
gives values for D ranging upward from �3 m2 s�1. For comparison, Shepley [124]
determined an upper bound to D for Dinantian limestone in the Peak District of
central England by modelling the hydrology of Meerbrook Sough, a disused mine
drainage adit that drains a � 40 km2 area. His analysis reported an upper bound of
50,000 m2 day�1 or � 0.6 m2 s�1. However, this analysis did not reproduce the
observed magnitude of seasonal fluctuations in flow, favouring a higher value of D.
Overall, it is inferred that that D � 1 m2 s�1 is appropriate for karstified Dinantian
limestone, subject to considerable uncertainty. For comparison, Hornbach et al.
[125] deduced that a poroelastic pressure pulse resulting from large-scale injection
of waste water propagated for up to �40 km through the Ellenburger Formation, a
karstified limestone of Ordovician age, in �6 years, resulting in earthquakes in the
vicinity of Dallas, Texas. Using Eq. (30) gives an upper bound to D for the
Ellenburger Formation of �1.4 m2 s�1, in reasonable agreement. Zhang et al. [126]
reported a nominal value of 1 m2 s�1 for this karstified Ordovician limestone.

For an ensemble of faults in different lithologies, Brodsky et al. [107] deduced
that the typical asperity height b in length L of a fault scales as

b ¼ bOLζ, (49)

where ζ = �0.6 and bO = �10�3 m0.4. For example, with L = 100 m, Eq. (49)
gives b � 16 mm.

To investigate the area of the patch of fault that slipped in each earthquake, and
to thus quantify the associated asperity height, seismic moment MO was first deter-
mined using the standard formula

log 10 Mo=Nmð Þ ¼ 9:05þ 1:5MW (50)

[127], where MW is moment magnitude. Next, the radius a of the equivalent
circular seismic source was determined from Mo, assuming a nominal coseismic
stress drop δσ:

Mo ¼ 16δσ 1� νð Þa3
3 2� νð Þ (51)

(e.g., [128]). The corresponding diameter 2a is equated to fault length L to
characterise asperity height. One thus obtains

L ¼ 2a ¼ 3 2� νð ÞMo

2δσ 1� νð Þ
� �1=3

: (52)

for the pressure variations depicted in (b). Calculations use Eq. (27) with ΔPO 8.7 kPa (from (a)), and BE
27 GPa, α = 0.46, and D again 1 m2 s�1, for Dinantian limestone. Dashed line indicates Δx = 0.00504 mm,
which arises after 0.25 hours or 15 minutes. (d) Graph of ΔΦ for the patch of the Newdigate fault that slipped
in the 14 February 2019 earthquake versus time for the variations in Δx depicted in (c). Calculations use
Eq. (44), with the same parameters as for (c) plus b 18.9 mm, c 0.6, and E 75 GPa for the model asperity on
the seismogenic patch of fault. Dashed line indicates ΔΦ = 6 MPa, which arises after 0.25 hours or 15 minutes.
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which arises after 0.25 hours or 15 minutes. (d) Graph of ΔΦ for the patch of the Newdigate fault that slipped
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4.5 Application of model: Horse Hill

The first topic to be assessed is the possibility that the resumption in February
2019 of production from the Portland reservoir in well HH1 caused the third ‘burst’
of Newdigate seismicity. This phase of production is inferred to have begun at
08:00 GMT on 11 February 2019 and caused earthquakes starting with the event
(MW 2.5; MO 6.8 � 1012 N m) at 07:43 GMT on 14 February 2019 (located at TQ
22959 41543, after [1], at a probable depth of �2400 m), event H in Figure 7. The
time delay in this instance was thus 3 days or � 72 hours, for a separation of �3 km
(Figures 1, 7), the HH1 well bottom being �2.85 km from nearest point where the
top Portland sandstone is transected by the Newdigate Fault and � 3.0 km from an
updip projection of the hypocentre to this cutoff. This production took place at
�220 barrels per day or � 0.40 l s�1. The pressure drawdown during this phase has
not been reported. However, as detailed in the online supplement, during the flow
testing of the Portland reservoir in well HH1 in July–August 2018, the developer
reported production at a sustained rate of �190 barrels per day or � 0.35 l s�1

(�140–160 barrels per day being of oil), with stable bottom hole pressures
�1.4 MPa below the initial reservoir pressure of �6.3 MPa; scaling in proportion
gives a � 1.6 MPa pressure drawdown at the HH1 well bottom in February 2019
(i.e., �1.4 MPa � 220/190). Using Eq. (52), with ν = 0.25 and δσ = 10 MPa, gives
L = 134 m; using Eq. (49) gives b = 18.9 mm.

Figure 13(a) shows the predicted pressure variation in the ‘beef’ layer that is
inferred to hydraulically connect the Horse Hill Portland reservoir and the
Newdigate fault. With the chosen parameter values, the resulting pressure decrease
at 3 km distance is calculated using Eq. (8) as �6.5 kPa after 2.5 days and � 8.7 kPa
after 3 days. Taking hP = 11 m, η = 0.9 mPa s, D = 1.3 m2 s�1, and kP = 35 mD
(somewhat higher than the 20 mD reported by Xodus [26], with rW = 88.9 mm
(appropriate for 7-inch diameter casing), using Eq. (14) the pressure decline at the
well bottom, 2–4 weeks after the start of production, would be �1.6 MPa, as
expected. If η were adjusted to 11 mPa s, to reflect oil rather than water,
kP � 430 mD would be required to match this pressure variation.

Figure 13(b) shows the variation in fluid pressure inside the Dinantian lime-
stone alongside the seismogenic part of the Newdigate fault, as a result of the
imposed pressure variation in the ‘beef’. Figure 13(c) shows the corresponding
variation in Δx, the poroelastic separation of the opposing faces of this fault, and
Figure 13(d) shows the corresponding variation in ΔΦ. The upper limit to ΔΦ is
taken as cδσ, or 6 MPa, the coseismic stress drop, δσ = 10 MPa, also being the
increase in shear stress during a complete earthquake cycle; this value of ΔΦ
corresponds (using Eq. (44)) to Δx = 0.005 mm. These conditions are taken as
indicating the condition for an earthquake to occur on the specified patch of fault. It
is evident that with the specified combination of parameter values, these changes
will occur very rapidly, in just 15 minutes after the idealised step onset of the
pressure variation in the fault. In reality, Figure 13(a) indicates a gradual onset of
this pressure variation, rather than an abrupt step, so the calculated changes Δx and
ΔΦ will occur gradually, leading to an earthquake at the calculated time, roughly
three days after the start of production from the well. This modelling demonstrates
that, with the parameter values adopted, production from the Portland reservoir by
well HH1 has been readily able to cause seismicity on the Newdigate fault.

4.6 Application of model: Brockham

The second topic assessed will be the possibility that the �4 m3 of production
from well BRX2Y on 23 March 2018, inferred to have started at 08:00 BST, caused

94

Earthquakes - From Tectonics to Buildings

earthquakes starting with the event (MW � 2.8; MO � 1.3 � 1013 N m) at 12:10 BST
on 1 April 2018 (located at TQ 21992 41976, after [1], also at a probable depth of
�2400 m), event B in Figure 7, with hypocentre close to the western or WNW limit
of the seismogenic part of the Newdigate fault. The time delay in this instance was
9 days �4 hours or � 220 hours. In a straight line, the BRX2Y well bottom is
�7.2 km NNW of the point, updip from this hypocentre, on the top Portland cutoff
of the Newdigate fault (between circa TQ 18440 48310 and circa TQ 22100 42200).
However, as already noted, it is possible that the high throw on the Brockham Fault
along this direct path blocks any high-permeability connection, in which case the
actual path length between these end points, through localities farther west with
low fault offsets (Figure 8), and around the western end of the Leigh Fault
(Figure 1), might be >1 km longer. Using Eq. (52), with ν = 0.25 and δσ = 10 MPa,
MO � 1.3� 1013 N m for the 1 April 2018 earthquake gives L = 166 m; using Eq. (49)
gives b = 21.5 mm.

Figure 14(a) shows the predicted variation in fluid pressure in the ‘beef’ layer
that is inferred to hydraulically connect the Brockham Portland oil reservoir and the
Newdigate fault, calculated using Eq. (15). With the chosen set of parameter values,
following 4 m3 of production the resulting pressure decrease at r = 8 km distance is
predicted to be �50 Pa after 9 days for DB = 10 m2 s�1. Assuming hP = 3 m,
η = 0.9 mPa s, DP = 1.3 m2 s�1, and kP = 200 mD, with rW = 88.9 mm (again
appropriate for 7-inch diameter casing), using Eq. (14) the pressure decline at the
well bottom at the end of production would be �530 kPa if the production took
4 hours or � 1.0 MPa if completed in 2 hours. Within an hour of this idealised
�50 Pa step pressure variation affecting the Dinantian limestone, Δx would be
�0.06 μm (Figure 14(b)). This would be sufficient to unclamp the Newdigate fault
by �60 kPa or � 1% of δσ (Figure 14(c)). With DB adjusted to 20 m2 s�1, the
pressure decrease at r = 8 km would peak, circa 9 days after this pulse of production,
at �150 Pa (Figure 14(d)). Within three quarters of an hour of this idealised
�150 Pa step pressure variation affecting the Dinantian limestone, Δx would be
�0.14 μm (Figure 14(e)). This would be sufficient to unclamp the Newdigate fault
by �150 kPa or � 2.5% of δσ (Figure 14(f)). Evidently, for such a small change in
the state of stress to have caused the observed seismicity, the patch of this fault that
slipped on 1 April 2018 must have already been within a very small proportion of δσ
of the Mohr-Coulomb condition for slip.

4.7 Application of model: interference between the wells

The final topic assessed will be pressure interference between the wells. Like the
path from the Brockham well to the Newdigate fault, the most permeable connec-
tion, through ‘beef’, between the two wells will exceed the straight line distance;
separation r = 10 km is adopted. Again calculated using Eq. (29), with DB = 10 m2 s�1

the 4 m3 of production from well BRX2Y would cause a maximum pressure decline
in the vicinity of well HH1 of �50 Pa after a � 1 month delay (Figure 15(a)). With
DB increased to 20 m2 s�1, this production would cause a maximum pressure decline
of �90 Pa after a � 15 day delay (Figure 15(b)). Variations in HH1 bottom hole
pressure of this order, developing and dissipating on timescales of weeks or months
in response to attempts at production from well BRX2Y, would be extremely diffi-
cult, if not impossible, to recognise given the >1 MPa pressure variations caused by
the production from this well. This is consistent with the statement by the OGA [5]
that no pressure variation at HH1 was detectable in response to the pulses of
production from BRX2Y.

A second test is possible, given that �20 years of production at Brockham
(followed by two years of shut-in, during 2016–2018) resulted in a bottom-hole
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the production from this well. This is consistent with the statement by the OGA [5]
that no pressure variation at HH1 was detectable in response to the pulses of
production from BRX2Y.

A second test is possible, given that �20 years of production at Brockham
(followed by two years of shut-in, during 2016–2018) resulted in a bottom-hole
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pressure of�3.4 MPa, roughly 3 MPa below hydrostatic, whereas the initial bottom-
hole pressure in well HH1 was �6.3 MPa, roughly hydrostatic. The pressure draw-
down at Brockham evidently had no significant effect on the pressure at HH1. It
might thus be inferred that the two wells are not hydraulically connected, in con-
trast with the arguments in the present study. To explore this issue, Eq. (8) is used
to calculate the effect of twenty years of production at the steady rate of
6 � 10�5 m3 s�1 to obtain the 36,900 m3 produced (Figure 15(c)). Taking into

Figure 14.
Modelling of hydraulic consequences of the pulse of production from well BRX2Y on 23 march 2018. (a)
Graphs of -ΔP versus radial distance r within the layer of calcite ‘beef’ at �600 m depth, which is inferred to
connect the Brockham oil reservoir with the Newdigate fault, at different times t after the start of the pulse of
production from well BRX2Y on 23 march 2018, time t being measured from the start of production.
Calculations using Eq. (15) assume 4 m3 produced volume, calculated as Q 1.39 � 10�4 m3 s�1 for Δt 8 hours,
η 0.9 mPa s, hB 1 m, kB 900 mD, and DB 10 m2 s�1. Dashed line indicates ΔP = -51 Pa for r = 8 km after
t = 9 days. (b) Graph of Δx versus time following a step pressure reduction within the Newdigate fault.
Calculations use Eq. (27) with ΔPO = 51 Pa (cf. (a)), with KD 27 GPa, and DD again 1 m2 s�1, for Dinantian
limestone. Dashed line indicates Δx = 0.057 μm, which arises after 0.95 hours or 57 minutes. (c) Graph of ΔΦ
for the patch of the Newdigate fault that slipped in the 1 April 2018 earthquake versus time for the variations
in Δx depicted in (b). Calculations use Eq. (44), with the same parameters as for (b) plus b 21.5 mm, c 0.6,
and E 75 GPa for the model asperity on the seismogenic patch of fault. Dashed line indicates ΔΦ = 60 kPa,
which arises after 0.95 hours or 57 minutes. (d) Graphs as for (a), except DB is now 20 m2 s�1. Dashed line
now indicates ΔP = -146 Pa for r = 8 km after t = 9 days. (e) Graph as for (b), except DB is now 20 m2 s�1.
Dashed line now indicates Δx = 0.143 μm, which arises after 0.72 hours or 43 minutes. (f) Graph as for (c),
except DB is now 20 m2 s�1. Dashed line indicates ΔΦ = 150 kPa, which arises after 0.72 hours or 43 minutes.
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Figure 15.
Modelling of pressure interference of production from well BRX2Y on well HH1. (a) Graphs of pressure
variations -ΔP in ‘beef’ adjoining well HH1 caused by the pulse of production from well BRX2Y on 23 March
2018, time t being measured from the start of production. Calculations using Eq. (15) assume 4 m3 produced
volume, calculated as Q 1.39� 10�4 m3 s�1 for Δt 8 hours, η 0.9 mPa s, hB 1 m, kB 900 mD, and DB 10 m2 s�1.
Horizontal dashed line indicates ΔP = -47 Pa for r = 10 km after t = 35 days. (b) Graphs as for (a), except
DB is now 20 m2 s�1. Horizontal dashed line now indicates ΔP = -93 Pa for r = 10 km after t = 35 days. (c)
Graphs illustrating the pressure drawdown caused by 20 years of production from well BRX2Y. Calculations
using Eq. (8) assume Q 6 � 10�5 m3 s�1, η 0.9 mPa s, and hB 1 m, for variable kB and DB. For
DB = 10 m2 s�1, kB = 900 mD; for other values of DB, kB is adjusted in proportion (cf. Eq. (5)). Horizontal
dashed line now indicates ΔP = -23.7 kPa for r = 10 km with DB = 10 m2 s�1. Using Eq. (8), with kP = 20 mD,
hP = 2 m, rw = 0.0889 m, and DP = 1 m2 s�1, gives a predicted bottom-hole pressure decline at well BRX2Y of
�2.9 MPa, roughly as observed.
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account the dependence of DB on permeability, it is evident that for DB � 10–
20 m2 s�1, as envisaged in the present study, the predicted pressure decline at HH1
was only a few tens of kilopascals, thus not significant in relation to the measured
pressure. The large difference in bottom-hole pressure between the two wells in
2018 is thus not evidence against the proposed model.

The production test from well HH1 that started on 11 February lasted until late
June 2019, some 140 days or 20 weeks, albeit with some intermittency (see supple-
ment). Using Eq. (8), the resulting pressure decline is depicted in Figure 16(a) for
DB = 10 m2 s�1 and in Figure 16(b) for DB = 20 m2 s�1. At r = 10 km, in the vicinity
of well BRX2Y, the maximum pressure decline is �40 kPa (Figure 16(a))
or� 60 kPa (Figure 16(b)). The production from well HH1 thus influenced bottom
hole pressure in well BRX2Y by three orders of magnitude more than for the effect

Figure 16.
Modelling of pressure interference of production from well HH1 on well BRX2Y. (a) Graphs of pressure
variations -ΔP in ‘beef’ adjoining well BRX2Y caused by the phase of production from well HH1 starting in
February 2019, time t being measured from the start of production. Calculations using Eq. (8) assume Q
4 � 10�3 m3 s�1, η 0.9 mPa s, hB 1 m, kB 900 mD, and DB 10 m2 s�1. Horizontal dashed line indicates
ΔP = -37.8 kPa for r = 10 km after t = 140 days. (b) Graphs as for (a), except DB is now 20 m2 s�1. Horizontal
dashed line now indicates ΔP = -56.6 kPa for r = 10 km after t = 140 days.
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of well BRX2Y on well HH1. The OGA [6] made no mention of any pressure data for
well BRX2Y that might be used to test this deduction.

5. Discussion

The proposed mechanism for the Newdigate seismicity depends on a pressure
drop within the Dinantian limestone alongside the seismogenic strand of the
Newdigate fault zone, as a result of depressurization of the water within this fault,
caused by oil production from neighbouring wells (Figure 5). For the production
from BRX2Y to have caused seismicity by this mechanism, the seismogenic fault
must already have been extremely close (maybe within �60 kPa; see above) to the
Mohr-Coulomb failure condition. It can be inferred that the same mechanism,
operating during the previous production from this well, contributed to creating
this state of stress by progressively depressurizing the Dinantian limestone. To test
this possibility, one may use Eq. (36), noting the 2.7 MPa depressurization of the
reservoir over �20 years and estimating from the previous analyses (e.g., Figure 15
(d)) that the resulting value of ΔP (and, thus, δP) within this limestone would be
�10 kPa. With BE = 27 GPa, α = 0.46, H = 70 m, andΔV = 36,900 m3 to balance the
production, depressurization of a � 6000 km2 area would be indicated; if roughly
equidimensional, this would have a radius of�40 km. However, in reality, it is to be
expected that such depressurization would be largely cancelled by recharge of water
into the Dinantian limestone from other directions, which is not incorporated into
the model. For example, if after this cumulative production, xM were � 6 km and
ΔPO were � 1 kPa, then substituting Eq. (21) into Eq. (41), and taking b � 0.1 m
(obtained for L = 1.5 km, the length of the seismogenic part of the Newdigate Fault,
using Eq. (49)), ΔΦ would be �6 MPa. Notwithstanding the approximations made
in the model, it is thus indeed plausible that the cumulative production at Brockham
brought this fault to the condition for shear failure, assuming that it was already
critically stressed before this production began.

In principle, testing of the proposed mechanism is possible, given the predicted
vertical compaction in the Dinantian limestone (Eq. (35)). Such compaction will
cause subsidence of the Earth’s surface, and so is in principle observable using
multiple techniques, including interferometric synthetic-aperture radar (InSAR)
and repeated gravity and GPS measurements. A combined dataset of this type has
been analysed for a region of southeast England, including the northern Weald
Basin, by Aldiss et al. [129]. At the October 2018 workshop attention was also drawn
to an InSAR-derived surface deformation map of Britain by GVL [130], spanning
October 2015 to October 2017. However, the predicted subsidence, resulting from
the two decades of production at Brockham, will be only a small fraction of 1 mm
(�36,900 m3 / �200 km2 ≈ 0.2 mm), even if none of the fluid withdrawal from this
limestone were recharged. The Aldiss et al. [129] analysis revealed vertical crustal
motions at �1 mm a�1, caused by processes such as extraction from or recharge of
shallow groundwater reservoirs. Such rates make it impossible to resolve the much
smaller effect expected from compaction of the Dinantian limestone at Newdigate.

Much has been made by participants in the OGA [5] workshop regarding the
extent to which the Newdigate earthquake ‘swarm’ might fit the standard criteria
identified by Davis and Frohlich [131] for establishing whether instances of seis-
micity are anthropogenic (e.g., [54]). UKOG [8] have argued that this set of criteria
is inapplicable as they relate to seismicity caused by fluid injection, which is not the
causal mechanism in this case. However, familiarity with the literature in this field
(e.g., [132]) indicates that these criteria are widely used irrespective of the
geomechanical cause of any particular anthropogenic earthquake. Verdon et al. [6]
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identified by Davis and Frohlich [131] for establishing whether instances of seis-
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proposed a different approach to assessing anthropogenic seismicity. This approach
appears problematic, since it replaces the objective (yes / no) criteria recommended
by Davis and Frohlich [131] with subjective numerical scores. The development of a
conceptual geomechanical model for the Newdigate earthquakes supersedes the
other Davis and Frohlich [131] criteria; nonetheless, an appraisal of this seismicity
in terms of these criteria is included in the online supplement.

Although fluid injection is nowadays recognised as a widespread cause of
induced seismicity, it is worth noting that reductions in fluid pressure caused by
fluid extraction has been linked to seismicity for far longer. The first instance
recognised is by Pratt and Johnson [133], for earthquakes accompanying oil pro-
duction near Houston, Texas. Other case studies subsequently recognised include
those by Calloi et al. [134], Kovach [135], Rothé and Lui [136], Simpson and Leith
[137], Pennington et al. [138], Wetmiller [139], Grasso and Wittlinger [140], Doser
et al. [141], Ottemöller et al. [142], Dahm et al. [143], and Hornbach et al. [144],
whereas works discussing physical mechanisms for such seismicity, including com-
paction of reservoir rocks, include those by Yerkes and Castle [145], Simpson et al.
[146], Segall [147], Segall and Fitzgerald [88], Ottemöller et al. [142], and
Soltanzadeh and Hawkes [90]. Some of the above works (e.g., [138]) have
recognised the significance of processes required in the present conceptual model
(e.g., compaction of limestone and failure of asperities), and others (e.g., [148–
150]) have recognised that highly permeable connections can cause seismicity at
significant distance from the source of the causative change in fluid pressure.
However, no previous case study known to the present author has proposed a
geometry between the source of depressurization and the seismogenic fault that
resembles the present conceptual model (Figure 5).

Hicks et al. [1] considered and rejected the possibility that the Newdigate seis-
micity was caused by compaction, as a result of depressurization caused by oil
production, from one of the oil reservoirs in the area. They reached this conclusion
on the basis of the strike-slip focal mechanisms (Figure 1), because in their view
compaction would be expected to cause dip-slip earthquakes; they thus argued that
these strike-slip earthquakes must be natural. They cited in support of this conclu-
sion work on the Groningen seismicity in the Netherlands, where gas field depletion
has caused many earthquakes, almost all with normal-faulting focal mechanisms
(e.g., [151]). Compaction was initially thought to be the cause of the Groningen
seismicity [152]. However, these events were later reinterpreted as caused by the
combined effects of compaction and poro-elastic changes to the state of stress on
faults [153], the normal faulting focal mechanisms thus reflecting the extensional
stress state in the Netherlands. There is therefore no contradiction between this
work and the occurrence at Newdigate of strike-slip earthquakes, the focal mecha-
nism orientation again consistent with the local state of stress. Differences between
the Newdigate and Groningen case studies concern, for the latter, the much larger
scale (reservoir area � 900 km2; surface subsidence �30 cm; cumulative produc-
tion �1010 m3 at reservoir pressure; [154]), and the lower hydraulic diffusivity and
elastic moduli (D 0.38 m2 s�1 and E � 8–25 GPa; [153, 155]). Regarding the
geomechanics, the principal differences are that the analysis for Groningen has
neglected consideration of fault asperities and has assumed that the elastic moduli
of the fault wall rocks vary over time following the start of compaction, relaxing
from short timescale to long timescale values (this effect being assumed to occur
over a characteristic timescale, specified as 7.3 years for no clear reason other than
to make the model work). In the present study, the time-dependence of the
response develops as a result of the time required for poroelastic compaction in the
Dinantian limestone to create fault opening Δx (Eq. (24)) comparable to the typical
fault asperity height b. This seems a more physically realistic approach, avoiding
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any arbitrary timescale parameter and in keeping with modern ideas (noted above)
that coseismic slip on faults is governed by interactions of asperities. Nonetheless,
as is evident, the present analysis makes many simplifying assumptions, not least
regarding the geometry of the fluid flow and its variations, for example: recharge of
the Dinantian limestone is neglected; and smooth variations in the pressure of the
fluid being drawn from the Newdigate Fault (as in Figure 13(a)) are approximated
as step changes (as in Figure 13(b)). Furthermore, as Segall [87] noted, the choice
of boundary conditions for analysis of the combined pressure and strain response in
the Dinantian limestone is one end member of a range of possibilities. The present
analysis is essentially a ‘proof-of-concept’, to demonstrate that it is plausible that oil
production caused the Newdigate seismicity and to shed light on the combination of
hydraulic properties that makes this possible; it does not, of course, prove that the
production caused this seismicity.

The remainder of this discussion will concentrate on geomechanical issues. Fol-
lowing each of the Newdigate earthquakes, the spatially averaged shear stress on the
patch of fault that slipped will reduce by a value equal to the coseismic stress drop
Δσ, moving the state of stress away from the Coulomb failure condition. The
decline in seismicity in late 2019 suggests that it had reached some form of limiting
state; the conditions governing this decline will now be assessed. To determine the
area of the patch of fault that slipped in each earthquake, seismic moment MO was
first calculated from MW using Eq. (50). For most of the Newdigate earthquakes,
MW values are unavailable from Hicks et al. [1], only ML has been determined.
Nonetheless, Deichmann [156] has shown that ML can serve as an equivalent proxy
of earthquake ‘size’ as MW, provided it is appropriately calibrated. Hicks et al. [1]
used the Luckett et al. [157] ML calibration, which in the UK has superseded the
more familiar Ottemöller and Sergeant [158] version. No calibration against MW of
the Luckett et al. [157] ML formula has been reported; nonetheless, for the
Newdigate events for which both MW and ML have been determined, both these
measures are in close agreement, so ML is used as here a proxy for MW. Next, the
radius a of the equivalent circular seismic source is determined from Mo, using Eq.
(51). The source area A = π a2 and the mean slip u = Mo / (μ A) are then calculated.
For an ideal circular earthquake source, u = 16 (1 – ν) a δσ / (3 (1 – ν) πμ) and the
maximum slip u’ is 8 (1 – ν) a δσ / ((1 – ν) πμ) (e.g., [128]), so u’ = 3 u / 2. Coseismic
stress drop δσ is set as 10 MPa (a plausible upper bound), Poisson’s ratio ν is set as
0.25, and shear modulus μ � BR for ν = 0.25 (Eq. (47)); as before BR = 50 GPa, from
Bell [119]. This task was carried out for the complete Hicks et al. [1] earthquake
dataset, plus the additional events listed in Table 4. The cumulative seismic
moment thus obtained was �1.5 � 1014 N m, equivalent to a single event of
MW � 3.4, with cumulative area of fault rupture �2.1 � 105 m2 and maximum
coseismic slip in the largest earthquake �3.4 cm.

Taking 1.5 km as the length of the seismogenic fault, from Figures 1 and 7, and
70 m as the thickness of the Dinantian limestone, the area of fault in this lithology is
�105 m2. Calculated on this basis, the total area of coseismic ruptures exceeds the
area of the fault, and would be even greater if lower δσ were adopted. Thus, either
patches of fault slipped more than once, or that the seismicity propagated into the
overlying and/or underlying lithologies, although the compact hypocentre ‘cloud’
(Figure 1) indicates no clear propagation in any direction. Nonetheless, the calcu-
lations indicate that the eight largest earthquakes (with MW ≥ 1.96) have source
diameters larger than the estimated 70 m thickness of the limestone; evidently,
these events either ruptured outside this layer or ruptured patches of fault that are
elongated horizontally. Assuming the latter explanation, and that the overall earth-
quake population was distributed to produce constant overall coseismic slip across
the seismogenic fault, this amount is determined as was �1.5 � 1014 N m /
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(50 GPa � 1500 m � 70 m) or �2.9 cm, roughly equal to the maximum slip in the
largest individual earthquake (�3.4 cm for MW 3.25) (the value would be �3.3 cm,
in better agreement, if the thickness of this lithology were taken as 60 m). It is thus
possible that the earthquake swarm was indeed ‘self-limiting’, and that once the full
extent of the seismogenic fault had slipped by this distance, the fault was effectively
‘de-stressed’ (δσ = 10 MPa having reduced ΔΦ by �6 MPa) and the activity died
out, consistent with its observed decline and near cessation in late 2019 (Table 4).
This seismogenic patch of fault is bounded to the east by the eastern end of the
Newdigate Fault, but has no obvious boundary to the west, although it is noted that
at its limit the downthrow of the top Portland sandstone is ≤�60 m (Figure 7),
comparable to the thickness of the Dinantian limestone; the state of stress must be
different, for some reason yet to be resolved, farther west along this fault. Further
analysis of this aspect is evidently warranted, given the possibility that significant
seismicity might resume (two very small earthquakes having occurred in the spring
of 2020; Table 4), as a result of pressure changes and fluid withdrawal arising from
the planned increase in production at the Horse Hill site. A simple approach to
mitigation, suggested by the present study, would be to ensure that oil production is
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activity began in 2013 in a locality that had experienced both injection (of industrial
wastewater) and production (of brine, oil and natural gas). The injection was
initially suspected as the cause, on account of its very large volume, but Hornbach
et al. [144] deduced that the pressure reduction caused by oil and gas production
was the most important individual factor. In other instances, for example that
discussed by Justinic et al. [162], authors have emphasised the proximity of
hypocentres to injection points to highlight the anthropogenic cause, when many
hypocentres are in fact rather deeper and indicate earthquakes within the underly-
ing impermeable basement. Hincks et al. [163] have noted that fluid injection into
faults or fractures in basement or near the contact with basement at the base of
permeable sediments is statistically much more likely to result in seismicity than
injection well above basement. Consideration of poroelasticity provides a natural
explanation for this empirical observation.

6. Conclusions

The seismicity at Newdigate, Surrey, during 2018–2019, has been reassessed,
amending aspects of the Hicks et al. [1] analysis. First-order correction of their
seismic velocity model, which was too slow for the local stratigraphy, adjusts the
hypocentres �400 m deeper than previously thought, to depths of �2400 m, plac-
ing them within the Palaeozoic ‘basement’ beneath the Weald Basin rather than
within its Jurassic sedimentary sequence. These earthquakes involved mainly right-
lateral slip on a steeply north dipping fault, part of the Newdigate fault zone
(Figure 2).

Oil was produced during 2018–2019 in this vicinity from the Upper Portland
Sandstone by the Brockham-X2Y and Horse Hill-1 wells. The correlation between
phases of production from this reservoir and ‘bursts’ of earthquake activity
(Figure 4) warrants consideration of potential geomechanical mechanisms. A con-
ceptual model that can account for this causal connection is indicated schematically
in Figure 5. It is thus suggested that the seismicity occurred within a thin (estimated
�70 m thick) layer of permeable Dinantian limestone, hydraulically connected to
the Portland reservoir via permeable strands of the Newdigate fault zone and by the
highly permeable calcite ‘beef’ fabric within the Portland sandstone. It is
hypothesised that past oil production at Brockham depressurized the Portland res-
ervoir around this well and drew groundwater from the Dinantian limestone, caus-
ing it to compact and ‘unclamp’ the seismogenic fault but not sufficiently to reach
the Mohr-Coulomb failure criterion to initiate coseismic slip. The resumption of
production at Brockham in March 2018 caused a negative pressure pulse to propa-
gate through the hydraulic connection to the Dinantian limestone, which, it is
suggested, reached the failure threshold, initiating the first ‘burst’ of Newdigate
seismicity in April 2018. Likewise, negative pressure pulse following resumption of
production from the Portland reservoir at Horse Hill in February 2019 initiated a
subsequent ‘burst’ of seismicity. This mechanism requires hydraulic diffusivity
�10–20 m2 s�1 in the calcite ‘beef’ and � 1 m2 s�1 in the Dinantian limestone; it
predicts unclamping of fault patches by many megapascals as a result of the Horse
Hill production in February 2019 and by up to�0.1 MPa as a result of the Brockham
production in March 2018. At other times, the complexity of production patterns
(e.g., from both BRX2Y and HH1 in summer 2018) and the absence of pressure data
prevent any detailed conclusions being drawn, although the general correlation of
seismicity with production from the Portland reservoir (Figure 4) is compelling.
The proposed ‘unclamping’ effect requires consideration of the roughness of the
seismogenic fault, determined by the height of its asperities and their response to
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compaction of the adjoining limestone. Such behaviour is particularly significant in
this instance because of the high permeability of the Dinantian limestone; in
impermeable rocks a reduction in pore pressure would cause fault clamping rather
than unclamping. In principle this model is fully testable, but required data, notably
the history of pressure variations in the oil wells, is not currently in the public
domain. The recognition that this instance of seismicity is arguably caused by
human activity, and the role of highly permeable hydraulic connections extending
for many kilometres, has significant implications for regulation to mitigate the
potential nuisance from future seismicity caused by oil production in the Weald
Basin, and may also inform the understanding of anthropogenic seismicity in other
settings.
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Chapter 5

S-Wave Site Amplification Factors 
from Observed Ground Motions 
in Japan: Validation of Delineated 
Velocity Structures and Proposal 
for Empirical Correction
Eri Ito, Kenichi Nakano, Shigeki Senna and Hiroshi Kawase

Abstract

We first derived site amplification factors (SAFs) from the observed strong 
motions by the Japanese nationwide networks, namely, K-NET and KiK-net of 
National Institute of Earthquake Research and Disaster Resilience and Shindokei 
(Instrumental Seismic Intensity) Network of Japan Meteorological Agency by 
using the so-called generalized spectral inversion technique. We can use these 
SAFs for strong motion prediction at these observation sites, however, we need at 
least observed weak motion or microtremor data to quantify SAF at an arbitrary 
site. So we tested the capability of the current velocity models in Japan whether 
they can reproduce or not the observed SAFs at the nearest grid of every 250 m as 
the one-dimensional theoretical transfer functions (TTF). We found that at about 
one-half of the sites the calculated 1D TTFs show more or less acceptable fit to the 
observed SAFs, however, the TTFs tend to underestimate the observed SAFs in 
general. Therefore, we propose a simple, empirical method to fill the gap between 
the observed SAFs and the calculated TTFs. Validation examples show that our 
proposed method effectively predict better SAFs than the direct substitute of TTFs 
at sites without observed data.

Keywords: site effect, generalized spectral inversion, strong motion, theoretical 
transfer function, velocity structure, seismological bedrock

1. Introduction

The quantitative strong motion prediction with a source- and site-specific 
scheme is very important for mitigation of earthquake disaster and seismic design 
of important structures. It is especially true in Japan where large mega-thrust 
earthquakes are expected to occur within the coming 30 years. That is why we have 
a couple of nation-wide strong-motion networks in which a considerable number of 
strong motion records have been accumulated since 1996 [1].

There are several ways to simulate strong-motions as waveforms on the surface 
at a target site located at an arbitrary position. One is a theoretical Green’s func-
tion method (TGF) in which wave generation at the source, propagation from the 
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source to the site, and amplification near the site are represented by the numerical 
modeling for the whole process from the source to the site. In this method we need 
a physical model of the medium to represent the wave propagation in the whole 
path. In other words, we need to calculate the theoretical Green’s function for a 
point source on the fault surface. The other is an empirical method in which we 
use observed ground motions of a small earthquake as a substitute for the Green’s 
function and sum up all the contributions from the elemental sources on the fault 
surface. It is called the empirical Green’s function method (EGF). If there are no 
appropriate small earthquake records to be used as the empirical Green’s function, 
we first generate synthetic waveforms based on many records of small earthquakes. 
It is called the statistical Green’s function method (SGF). Because the frequency 
range for the theoretical approach with coherent nature is limited to the lower end, 
usually below 1 Hz or lower, while the effective frequency range of EGF or SGF with 
inherent nature of stochasticity should be higher than that, a hybrid scheme with 
TGF and EGF or TGF and SGF are used naturally, as has been used in the current 
national project for strong motion predictions with specific sources [2].

After the deployment of the dense national strong motion observation 
networks, namely K-NET, KiK-net, and JMA Shindokei (Instrumental Seismic 
Intensity) network in Japan, a significant number of data has been accumulated. 
We can use these data to construct a model of SGF in a broadband frequency range. 
As long as we can generate the SGF for an arbitrary size of a small earthquake 
at an arbitrary location of a site in the frequency range of engineering interest, 
namely from 0.1 Hz to 20 Hz, we need not use a hybrid scheme. Thus we have 
been analyzing these strong-motion data in Japan by using the generalized spectral 
inversion technique (GIT) initially developed in 1980’s [3, 4] to delineate statistical 
properties of the three major terms, namely, the source term, path term, and site 
term [5–8]. The novelty of our approach is that the hypothesized (i.e., extracted) 
seismological bedrock spectra at a reference site, YMGH01, are used as a reference 
to calculate site amplification factors at all the other observed sites. Such a separa-
tion of observed spectra into three major terms is sufficient to generate SGF at 
these observed sites. However, strong-motion simulations for the whole region near 
the seismogenic fault would be still difficult by SGF because we cannot estimate the 
site term at an arbitrary location other than the observed sites used in GIT. Thus, 
we need to develop a method to evaluate the site term at an arbitrary location as 
precisely as possible.

When we look at the site term as a function of frequency evaluated at K-NET, 
KiK-net, and JMA Shindokei network, we found that they show strong spectral 
fluctuations from 1 to 10 as a normal range of fluctuations and from 1 to 50 at tens 
of extraordinary sites with various peak frequencies. Several attempts have been 
made to correlate the primary characteristics of the observed site amplification factor 
(SAF) with a site proxy or proxies such as the S-wave velocity (Vs) averaged over top 
xx m, Vs_xx (e.g., Vs30) or the depth to the layer with the S-wave velocity higher than 
y.y km/s, Z_y.y (e.g., Z1.0) [9–13], trying to reproduce primary characteristics of SAF 
such as the fundamental peak frequency f0 and its peak amplitude A0. Unfortunately, 
these extracted characteristics are not sufficient to reproduce synthetic seismograms 
needed in the SGF summation. We should find a different strategy.

In what follows, we first introduce the fundamental characteristics of the 
observed SAF in the horizontal component (hSAF) derived from GIT [7, 8]. Then, 
we show comparisons of these hSAFs with the 1D theoretical ones calculated from 
the recently established unified velocity model (UVM) of the National Research 
Institute for Earth Science and Disaster Resilience (NIED) in the Kanto and Tokai 
regions. Next, we obtain the modification ratios to reduce the gap between them at 
the observation points and propose a scheme to evaluate hSAF at an arbitrary point 
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by using the theoretical hSAF and the interpolated modification ratios, named FMR 
as the frequency modification ratio and AMR as the amplitude modification ratio. 
Finally, we propose an interpolation scheme to get hSAF in every 250 m grid point 
and validate the scheme at selected sites.

2. Observed SAF from GIT

In this section, we briefly introduce the observed horizontal SAF (hSAF) and 
vertical SAF (vSAF) derived from GIT [7, 8]. Here we introduce only their basic 
aspects because we are using their results as a starting point.

They restricted events and sites with the Japan Meteorological Agency (JMA)‘s 
magnitude MJMA ≥ 4.5; source depth ≤ 60 km; hypocentral distance ≤200 km; 
peak ground acceleration ≤ 2 m/s2; and a number of observation sites triggered 
simultaneously for one event ≥3. These selection criteria resulted in 150,468 
event-station pairs at 2,593 sites for 1,734 events. Only a relatively short duration of 
acceleration record from the onset of the S-wave was analyzed (5 s if 4.5 < MJMA ≤ 6; 
10 s if 6 < MJMA ≤ 7; 15 s if 7 < MJMA ≤ 8). A Parzen window of 0.1 Hz was used for 
a minimum level of smoothing. Note that the mainshock of the 2011 Off the Pacific 
Coast of Tohoku earthquake was excluded because the durations of those records 
are extraordinarily long.

As mentioned above, the most important feature of their GIT is that they 
determined the S-wave velocity structure at the reference site (YMGH01) using the 
transfer function (the spectral ratio and the phase difference) between the surface 
and the borehole 200 m below and that the observed Fourier spectra on the surface 
were deconvolved (divided by the amplification factor) to obtain the hypothesized 
outcrop spectra on the seismological bedrock with Vs of 3,450 m/s. The resultant 
S-wave velocity profile determined by the matching of the theoretical transfer 
function to the observed transfer function is quite similar to the original P-S logging 
data published by NIED [1], only with higher bedrock velocity of 3,450 m/s from 
3,100 m/s. After the determination of the velocity profile, Nakano et al. [7] cor-
rected (divided) all the observed spectra at YMGH01 by the calculated 1D S-wave 
site amplification factor on the surface with respect to the outcrop motion on the 
bedrock (=twice of the input) and used as the reference spectra in the subsequent 
GIT analyses, as if they were observed at YMGH01. Thus, their separated site terms, 
hSAF and vSAF, are considered to be the site amplification factors with respect to 
the outcrop seismological bedrock, on which there is virtually no site effect. Nakano 
et al. [7] successfully separated the source spectra and path terms as evidenced by 
their correspondence to the ω−2 source spectra shapes and Q values similar to the 
previous studies in Japan.

Figure 1 shows examples of the observed hSAF at four sites in the Tokai region. 
We can see significant differences from site to site. Although we did not show vSAF 
here, the amplitude and its fluctuation of vSAF is much smaller than hSAF, espe-
cially below 3 to 4 Hz, that is, below the fundamental peak frequency of vSAF. That 
is why the earthquake horizontal-to-vertical spectral ratio, eHVSR, which is equal 
to hSAF/vSAF, tends to be similar to hSAF until the fundamental peak frequency 
of vSAF. However, to get hSAF from eHVSR, we need to correct vSAF, as recently 
proposed by Ito et al. [14]. Please note that precisely speaking, vSAF in this paper 
should be referred to as vSAF* as in [14] because we use the same reference condi-
tion for both hSAF and vSAF as the seismological bedrock spectra in the horizontal 
component so that we need to have correction due to the vertical-to-horizontal 
spectral ratio on the seismological bedrock on top of the vertical-to-vertical  
(i.e., P-wave) site amplification.
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source to the site, and amplification near the site are represented by the numerical 
modeling for the whole process from the source to the site. In this method we need 
a physical model of the medium to represent the wave propagation in the whole 
path. In other words, we need to calculate the theoretical Green’s function for a 
point source on the fault surface. The other is an empirical method in which we 
use observed ground motions of a small earthquake as a substitute for the Green’s 
function and sum up all the contributions from the elemental sources on the fault 
surface. It is called the empirical Green’s function method (EGF). If there are no 
appropriate small earthquake records to be used as the empirical Green’s function, 
we first generate synthetic waveforms based on many records of small earthquakes. 
It is called the statistical Green’s function method (SGF). Because the frequency 
range for the theoretical approach with coherent nature is limited to the lower end, 
usually below 1 Hz or lower, while the effective frequency range of EGF or SGF with 
inherent nature of stochasticity should be higher than that, a hybrid scheme with 
TGF and EGF or TGF and SGF are used naturally, as has been used in the current 
national project for strong motion predictions with specific sources [2].

After the deployment of the dense national strong motion observation 
networks, namely K-NET, KiK-net, and JMA Shindokei (Instrumental Seismic 
Intensity) network in Japan, a significant number of data has been accumulated. 
We can use these data to construct a model of SGF in a broadband frequency range. 
As long as we can generate the SGF for an arbitrary size of a small earthquake 
at an arbitrary location of a site in the frequency range of engineering interest, 
namely from 0.1 Hz to 20 Hz, we need not use a hybrid scheme. Thus we have 
been analyzing these strong-motion data in Japan by using the generalized spectral 
inversion technique (GIT) initially developed in 1980’s [3, 4] to delineate statistical 
properties of the three major terms, namely, the source term, path term, and site 
term [5–8]. The novelty of our approach is that the hypothesized (i.e., extracted) 
seismological bedrock spectra at a reference site, YMGH01, are used as a reference 
to calculate site amplification factors at all the other observed sites. Such a separa-
tion of observed spectra into three major terms is sufficient to generate SGF at 
these observed sites. However, strong-motion simulations for the whole region near 
the seismogenic fault would be still difficult by SGF because we cannot estimate the 
site term at an arbitrary location other than the observed sites used in GIT. Thus, 
we need to develop a method to evaluate the site term at an arbitrary location as 
precisely as possible.

When we look at the site term as a function of frequency evaluated at K-NET, 
KiK-net, and JMA Shindokei network, we found that they show strong spectral 
fluctuations from 1 to 10 as a normal range of fluctuations and from 1 to 50 at tens 
of extraordinary sites with various peak frequencies. Several attempts have been 
made to correlate the primary characteristics of the observed site amplification factor 
(SAF) with a site proxy or proxies such as the S-wave velocity (Vs) averaged over top 
xx m, Vs_xx (e.g., Vs30) or the depth to the layer with the S-wave velocity higher than 
y.y km/s, Z_y.y (e.g., Z1.0) [9–13], trying to reproduce primary characteristics of SAF 
such as the fundamental peak frequency f0 and its peak amplitude A0. Unfortunately, 
these extracted characteristics are not sufficient to reproduce synthetic seismograms 
needed in the SGF summation. We should find a different strategy.

In what follows, we first introduce the fundamental characteristics of the 
observed SAF in the horizontal component (hSAF) derived from GIT [7, 8]. Then, 
we show comparisons of these hSAFs with the 1D theoretical ones calculated from 
the recently established unified velocity model (UVM) of the National Research 
Institute for Earth Science and Disaster Resilience (NIED) in the Kanto and Tokai 
regions. Next, we obtain the modification ratios to reduce the gap between them at 
the observation points and propose a scheme to evaluate hSAF at an arbitrary point 
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by using the theoretical hSAF and the interpolated modification ratios, named FMR 
as the frequency modification ratio and AMR as the amplitude modification ratio. 
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magnitude MJMA ≥ 4.5; source depth ≤ 60 km; hypocentral distance ≤200 km; 
peak ground acceleration ≤ 2 m/s2; and a number of observation sites triggered 
simultaneously for one event ≥3. These selection criteria resulted in 150,468 
event-station pairs at 2,593 sites for 1,734 events. Only a relatively short duration of 
acceleration record from the onset of the S-wave was analyzed (5 s if 4.5 < MJMA ≤ 6; 
10 s if 6 < MJMA ≤ 7; 15 s if 7 < MJMA ≤ 8). A Parzen window of 0.1 Hz was used for 
a minimum level of smoothing. Note that the mainshock of the 2011 Off the Pacific 
Coast of Tohoku earthquake was excluded because the durations of those records 
are extraordinarily long.

As mentioned above, the most important feature of their GIT is that they 
determined the S-wave velocity structure at the reference site (YMGH01) using the 
transfer function (the spectral ratio and the phase difference) between the surface 
and the borehole 200 m below and that the observed Fourier spectra on the surface 
were deconvolved (divided by the amplification factor) to obtain the hypothesized 
outcrop spectra on the seismological bedrock with Vs of 3,450 m/s. The resultant 
S-wave velocity profile determined by the matching of the theoretical transfer 
function to the observed transfer function is quite similar to the original P-S logging 
data published by NIED [1], only with higher bedrock velocity of 3,450 m/s from 
3,100 m/s. After the determination of the velocity profile, Nakano et al. [7] cor-
rected (divided) all the observed spectra at YMGH01 by the calculated 1D S-wave 
site amplification factor on the surface with respect to the outcrop motion on the 
bedrock (=twice of the input) and used as the reference spectra in the subsequent 
GIT analyses, as if they were observed at YMGH01. Thus, their separated site terms, 
hSAF and vSAF, are considered to be the site amplification factors with respect to 
the outcrop seismological bedrock, on which there is virtually no site effect. Nakano 
et al. [7] successfully separated the source spectra and path terms as evidenced by 
their correspondence to the ω−2 source spectra shapes and Q values similar to the 
previous studies in Japan.

Figure 1 shows examples of the observed hSAF at four sites in the Tokai region. 
We can see significant differences from site to site. Although we did not show vSAF 
here, the amplitude and its fluctuation of vSAF is much smaller than hSAF, espe-
cially below 3 to 4 Hz, that is, below the fundamental peak frequency of vSAF. That 
is why the earthquake horizontal-to-vertical spectral ratio, eHVSR, which is equal 
to hSAF/vSAF, tends to be similar to hSAF until the fundamental peak frequency 
of vSAF. However, to get hSAF from eHVSR, we need to correct vSAF, as recently 
proposed by Ito et al. [14]. Please note that precisely speaking, vSAF in this paper 
should be referred to as vSAF* as in [14] because we use the same reference condi-
tion for both hSAF and vSAF as the seismological bedrock spectra in the horizontal 
component so that we need to have correction due to the vertical-to-horizontal 
spectral ratio on the seismological bedrock on top of the vertical-to-vertical  
(i.e., P-wave) site amplification.
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3. Unified velocity model of NIED

To theoretically reproduce the observed hSAF and vSAF from GIT we need a 
velocity structure at each site from the seismological bedrock to the surface because 
they are the spectral ratios with respect to the outcrop spectra on the seismological 
bedrock. Note again that the seismological bedrock here is the surface of the crust 
on which we can assume no site amplification, whose S-wave velocity should be 
equal to or higher than 3 km/s. We have been delineating velocity structures in the 
deeper- and shallower-parts separately, primarily because we need to use differ-
ent methods to explore the velocity structures in different depths. The boundary 
between them is the so-called engineering bedrock, whose Vs would be in between 
350 m/s to 450 m/s. This is so beause we are using plenty of borehole information 
to constrain velocity structures in the shallower-parts, for which engineers need 
to gather information for their construction works. They usually need informa-
tion only down to the layer with Vs in between 350 m/s to 450 m/s. However, it is 
apparent that higher-mode contributions of reverberated S- and P-waves within the 
whole basin above the seismological bedrock should show up in the frequency range 
higher than the fundamental peak frequency [15]. Therefore, we need a unified 
velocity model that integrates both shallower- and deeper-parts.

To that end, the National Research Institute for Earth Science and Disaster 
Resilience (NIED) has developed a unified velocity model (UVM) by integrating 
shallower- and deeper-parts of the structures above the seismological bedrock 
in the Kanto and Tokai regions [16–18]. The procedure to develop the model was 
based on the “concept of creating a subsurface structure model” released by the 

Figure 1. 
Observed horizontal site amplification factor, hSAF, extracted from strong motions at K-NET, KiK-net, and 
JMA Shindokei network by GIT after [7].
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government agency, the Headquarters for Earthquake Research Promotion (HERP) 
[19]. Details of the procedure can be found in the papers referenced above, but the 
following is a brief description of the procedure.

An initial model of the shallow structure from the ground surface to the engi-
neering bedrock was created based on existing studies and continuously collected 
SPT values in the boring data. Meanwhile, an initial model of the deep structure 
from the engineering bedrock down to the seismological bedrock was created based 
on the velocity models developed in existing studies by HERP. Then, an initial UVM 
was created by connecting them at the engineering bedrock. Next, the initial UVM 
was adjusted by using S-wave velocity structures at the strong-motion sites in the 
regions and those of spatially uniform and dense array microtremor explorations 
conducted as a part of Japan’s national Strategic Innovation Promotion project. 
Finally, the adjusted UVM was verified by using earthquake data at the strong-
motion sites of NIED.

Examples of the important features of the resultant UVM are shown in 
Figures 2 and 3. Figure 2 shows the depth to the seismological bedrock with 
the Vs of 3.1 km/s (Z3.1) in the Tokai region, while Figure 3 shows the depth to 
the engineering bedrock with the Vs of 0.35 km/s (Z0.35), which is the interface 
between the shallower- and deeper-parts of the UVM in the Tokai region [18]. A 
similar map can be seen for the Kanto region in Senna et al. [16, 17].

Please note that in the following sections when we calculate theoretical one-
dimensional (1D) S-wave SAF, we use the following Q values for intrinsic and 
scattering attenuation:

Figure 2. 
Depth contour in meters to the seismological bedrock with Vs of 3.1 km/s after [18].
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government agency, the Headquarters for Earthquake Research Promotion (HERP) 
[19]. Details of the procedure can be found in the papers referenced above, but the 
following is a brief description of the procedure.

An initial model of the shallow structure from the ground surface to the engi-
neering bedrock was created based on existing studies and continuously collected 
SPT values in the boring data. Meanwhile, an initial model of the deep structure 
from the engineering bedrock down to the seismological bedrock was created based 
on the velocity models developed in existing studies by HERP. Then, an initial UVM 
was created by connecting them at the engineering bedrock. Next, the initial UVM 
was adjusted by using S-wave velocity structures at the strong-motion sites in the 
regions and those of spatially uniform and dense array microtremor explorations 
conducted as a part of Japan’s national Strategic Innovation Promotion project. 
Finally, the adjusted UVM was verified by using earthquake data at the strong-
motion sites of NIED.

Examples of the important features of the resultant UVM are shown in 
Figures 2 and 3. Figure 2 shows the depth to the seismological bedrock with 
the Vs of 3.1 km/s (Z3.1) in the Tokai region, while Figure 3 shows the depth to 
the engineering bedrock with the Vs of 0.35 km/s (Z0.35), which is the interface 
between the shallower- and deeper-parts of the UVM in the Tokai region [18]. A 
similar map can be seen for the Kanto region in Senna et al. [16, 17].

Please note that in the following sections when we calculate theoretical one-
dimensional (1D) S-wave SAF, we use the following Q values for intrinsic and 
scattering attenuation:
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Depth contour in meters to the seismological bedrock with Vs of 3.1 km/s after [18].
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The Q0 values for the deeper part are listed in Table 1, while those for the shallower 
part we assume Q0 = Vs/10.

To connect the bottommost layer of the shallower part Lsb with the topmost 
layer of the deeper part Ldt, we prioritize the shallower part if the depth Lsb is 
deeper than Ldt. If there is a gap between the two depths and Vs of Lsb is equal to or 
larger than Vs of Ldt, we extend Lsb down to Ldt. If Vs of Lsb is much smaller than 

Figure 3. 
Depth contour of the engineering bedrock with Vs of 350 m/s after [18].

No. Vp (m/s) Vs (m/s) Density (kg/m3) Q0

1 1600 350 1850 70

2 1600 400 1850 80

3 1700 450 1900 90

4 1800 500 1900 100

5 1800 550 1900 110

6 2000 600 1900 120

7 2000 650 1950 130

8 2100 700 2000 140

9 2100 750 2000 150

10 2200 800 2000 160

11 2300 850 2050 170
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Vs of Ldt, then we insert three layers with a gentle gradient of increasing Vs. Table 1 
shows the parameters of layers assumed commonly in the deeper part. The bedrock 
S-wave velocity of UVM, 3,200 m/s, is close enough to that of the hypothesized 
bedrock of 3,450 m/s in GIT so we can compare both SAFs directly.

4. Observed and theoretical SAF

As mentioned in the previous section, the UVM of NIED is considered to be the 
most reliable velocity model for the strong motion simulation because the UVM com-
bines all the available geophysical information to date related to the velocity struc-
tures from the ground surface to the seismological bedrock as densely sampled as 
possible. However, the actual S-wave SAF at a specific site, as shown in Figure 1, can 
be significantly different from the theoretical one calculated by a simple 1D S-wave 
multi-reflection theory for a stack of layers [20–22]. To see the difference, we plot in 
Figure 4 comparisons of the 1D theoretical hSAF with the observed hSAF at the same 
four sites in Figure 1. We calculate the theoretical hSAF as the 1D soil response on 
the surface of a combined velocity structure of the shallower- and deeper-parts with 
respect to the outcrop of the seismological bedrock motion (i.e., twice of the input 
at the bottom of the deeper part). Except for the site SZOH31, the theory tends to 
underestimate the observation.

The major reasons for discrepancy are twofold; one is due to an inevitable 
inaccuracy of the derived velocity structure, and the other is due to a too simplistic 
assumption of the 1D horizontally-flat layered model. In the former there are two 
possible causes; one is the inaccuracy of the referenced values to delineate the 

No. Vp (m/s) Vs (m/s) Density (kg/m3) Q0

12 2400 900 2050 180

13 2400 950 2100 190

14 2500 1000 2100 200

15 2500 1100 2150 220

16 2600 1200 2150 240

17 2700 1300 2200 260

18 3000 1400 2250 280

19 3200 1500 2250 300

20 3400 1600 2300 320

21 3500 1700 2300 340

22 3600 1800 2350 360

23 3700 1900 2350 380

24 3800 2000 2400 400

25 4000 2100 2400 420

26 5000 2700 2500 540

27 4600 2900 2550 580

28 5500 3100 2600 620

29 5500 3200 2650 640

Table 1. 
Assumed layer profiles for the deeper part of UVM after [18].
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No. Vp (m/s) Vs (m/s) Density (kg/m3) Q0
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Vs of Ldt, then we insert three layers with a gentle gradient of increasing Vs. Table 1 
shows the parameters of layers assumed commonly in the deeper part. The bedrock 
S-wave velocity of UVM, 3,200 m/s, is close enough to that of the hypothesized 
bedrock of 3,450 m/s in GIT so we can compare both SAFs directly.

4. Observed and theoretical SAF

As mentioned in the previous section, the UVM of NIED is considered to be the 
most reliable velocity model for the strong motion simulation because the UVM com-
bines all the available geophysical information to date related to the velocity struc-
tures from the ground surface to the seismological bedrock as densely sampled as 
possible. However, the actual S-wave SAF at a specific site, as shown in Figure 1, can 
be significantly different from the theoretical one calculated by a simple 1D S-wave 
multi-reflection theory for a stack of layers [20–22]. To see the difference, we plot in 
Figure 4 comparisons of the 1D theoretical hSAF with the observed hSAF at the same 
four sites in Figure 1. We calculate the theoretical hSAF as the 1D soil response on 
the surface of a combined velocity structure of the shallower- and deeper-parts with 
respect to the outcrop of the seismological bedrock motion (i.e., twice of the input 
at the bottom of the deeper part). Except for the site SZOH31, the theory tends to 
underestimate the observation.

The major reasons for discrepancy are twofold; one is due to an inevitable 
inaccuracy of the derived velocity structure, and the other is due to a too simplistic 
assumption of the 1D horizontally-flat layered model. In the former there are two 
possible causes; one is the inaccuracy of the referenced values to delineate the 

No. Vp (m/s) Vs (m/s) Density (kg/m3) Q0

12 2400 900 2050 180

13 2400 950 2100 190

14 2500 1000 2100 200

15 2500 1100 2150 220

16 2600 1200 2150 240

17 2700 1300 2200 260

18 3000 1400 2250 280

19 3200 1500 2250 300

20 3400 1600 2300 320

21 3500 1700 2300 340

22 3600 1800 2350 360

23 3700 1900 2350 380

24 3800 2000 2400 400

25 4000 2100 2400 420

26 5000 2700 2500 540

27 4600 2900 2550 580

28 5500 3100 2600 620

29 5500 3200 2650 640

Table 1. 
Assumed layer profiles for the deeper part of UVM after [18].
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structure including the assumed Q-values, and the other is the rapid spatial varia-
tions within the 250 m grid. In the latter there are two possible causes; one is the 
additional amplification due to the basin-induced surface waves generated at the 
edge of two or three-dimensional (2D or 3D) basins (see for example [23–25]) and 
the other is the topographic effects near the surface of irregular shapes such as a 
hill, a valley, or a cliff (see Kawase [26]).

To account for the effects of the basin-induced surface waves inside sedimen-
tary basins, Nakano [8] and Nakano et al. [27] proposed to use an empirical ratio 
called the whole-wave-to-S-wave ratio (WSR), where the spectral ratios of the 
whole duration with respect to the S-wave portion with relatively short duration 
(5 to 15 s depending on the source magnitude as used in GIT) are averaged over all 
the observed events at a site. They found that the WSR tends to be close to unity 
irrespective of frequency for a site on hard rock, whereas it can easily exceed 10 
in the lower frequency range for a site inside a soft sedimentary basin. Even for 
such a site, WSR will converge to unity in a higher frequency range above a few Hz. 
Because the spatial variation of WSR at one specific frequency highly correlates 
with that of the basin depths, as seen in Nakano et al. [27], Nakano [8] proposed a 
scheme to interpolate WSRs to make it possible to calculate a scenario-type hazard 
map with much higher spatial density than those of the strong motion observation 
sites. This WSR correction is a simple, empirical way to account for the additional 
amplification due to basin-induced surface waves.

However, other than the contributions of basin-induced surface waves through 
the modeling of WSR on top of hSAF as proposed by Nakano [8], it is difficult 
to account for the physical cause of the discrepancy between observation and 
theory at every sites as seen in Figure 4. We have been attempting to fill the gap 

Figure 4. 
Observed hSAF extracted by GIT and 1D theoretical hSAF from UVM after [18]. Fundamental characteristics 
are well reproduced, however, the theoretical hSAF tends to underestimate the observed hSAF.
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by inverting the velocity structures from observed horizontal-to-vertical spectral 
ratios (HVSRs) of earthquakes under the diffuse field assumption [28–30], which 
is quite successful to reproduce observed HVSRs (and consequently also hSAF). 
This approach can provide us an equivalent 1D structure that will reproduce the 
observed hSAF at the target site quite precisely, however, the method is valid only 
for a site with either earthquake or microtremor records. We need a different strat-
egy to evaluate hSAF as precisely as possible at an arbitrary site without any records. 
Because the velocity structure in the UVM of NIED is obtained with the spatial 
density of the 250 m grid, we want to reflect the fundamental characteristics of the 
theoretical transfer function of that structure, yet the resultant hSAF for strong 
motion simulation should be close enough to the observed hSAF.

5. Frequency and amplitude modification ratio

To overcome the difficulty to obtain better velocity models through physical 
parametrization of the underground structure at the sites without observed records, 
we would like to propose a different but simple approach here.

Suppose that a theoretical 1D hSAF from the UVM at a certain site deviates 
from the true hSAF by one of the aforementioned causes or their combination, 
the difference of the theoretical hSAF would be manifested in both the frequency 
axis and the amplitude axis. If we have stiffer or thinner layers in reality than the 
assumed profile in UVM, then the frequency characteristics would be all shifted 
towards the higher side. Or if we have a stronger velocity gradient within layers 
in reality, then the peak amplitudes would be all shifted towards the higher side. 
Thus, we have two different ways to adjust the theoretical hSAF to make it closer to 
the observed hSAF, one in the frequency axis and the other in the amplitude axis. 
Here is a simple way of correction for the theoretical hSAF, HSAFthe:

 ( ) ( )mod theHSAF f AMR HSAF f FMR= ∗ / ,   (2)

where FMR is the frequency modification ratio and AMR is the amplitude modi-
fication ratio. HSAFmod is the resultant hSAF after both modifications as a function 
of frequency f. We need to determine FMR and AMR to make RES, the residual 
between HSAFmod and the observed hSAF (HSAFobs), minimum:
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−
= ∑   (3)

where fmin and fmax are the minimum and maximum frequencies of inter-
est and we set them 0.12 Hz and 20 Hz, respectively. Here we use frequency f as a 
weight because the higher the frequency the denser the data in the linear space.

5.1 Grid search scheme

Because the calculation of Eq. (2) is quite easy, we use the grid search to obtain 
the best FMR and AMR combination. However, after several experiments, we found 
that the evaluation function in Eq. (2) seems too weak to determine FMR and AMR 
in a reasonable range because there is a trade-off between them. Therefore, we 
introduce the correlation function between HSAFmod and HSAFobs as an additional 
constraint. Then the target function to be maximized, GOF, becomes.

 ( ) ( )min maxGOF RES RES FMR AMR COR FMR COR= ∗/ , /   (4)
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structure including the assumed Q-values, and the other is the rapid spatial varia-
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Figure 4. 
Observed hSAF extracted by GIT and 1D theoretical hSAF from UVM after [18]. Fundamental characteristics 
are well reproduced, however, the theoretical hSAF tends to underestimate the observed hSAF.
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where RESmin is the minimum residual in the searching range, RES(FMR, AMR) 
is the residual shown in Eq. (2) as a function of FMR and AMR, COR(FMR) is the 
correlation coefficient between HSAFmod and HSAFobs, which is a function of only 
FMR, not a function of AMR, and CORmax is the maximum correlation coefficient 
in the searching range. Thus 1.0 is the maximum of GOF.

We set the searching range for FMR depending on the original correlation 
without frequency modulation, which is COR(1.0), as follows:

 
( )

( )
( )

If 0.6 1.0 , 0.80 1.25
If 0.4 1.0 0.6, 0.67 1.50

If 1.0 0.4, 0.50 2.00

COR FMR
COR FMR

COR FMR

≤ ≤
< ≤ ≤

< ≤ ≤


  (5)

We use these searching ranges because if the correlation of the original model is 
sufficiently high, we should not modify its frequency characteristics so much. For 
AMR we set the searching range to be 0.333 ≤ AMR ≤ 3.00 irrespective of COR(1.0) 
because there are a few tens of sites with those amplitude differences as high as 3 
times or as low as 1/3 and AMR does not alter COR(1.0). To efficiently search the 
best FMR and AMR with the precision of two digits, we employ the two-step grid 
search; first with every 0.1 increments, then with every 0.01 increments around the 
best FMR and AMR in the first step.

5.2 Evaluated FMR and AMR

Figure 5 shows examples of the resultant HSAFmod in comparison with HSAFobs 
and HSAFthe at the same K-NET, KiK-net, or JMA Shindokei network sites shown 
in Figures 1 and 4. As we can see, HSAFmod determined by the grid search are quite 
close to HSAFobs in both frequency fluctuations and amplitudes.

Figure 6 shows the resultant optimal values of FMR and AMR at all the 546 
sites used. We can see a very weak correlation between them. As for the search-
ing range of AMR, namely 1/3 to 3, looks sufficient. On the other hand, we see a 
significant concentration of sites near the searching range boundary, 1/2 or 2 for 
FMR. This means that we could obtain better residuals and correlations if we search 
the optimal FMR in the frequency range wider than those limits. However, when 
we increase the searching range for FMR too much, we will see some cases where 
the reverberated fluctuations by the 1D resonance within the sediments seem to be 
shifted to the next overtone.

5.3 Correlation and residual improvement

If no improvement to the matching with the observed hSAF is achieved, our 
correction method does not have any merit. Therefore, we need to check if we can 
see significant improvement or not.

Figure 7 shows the distributions of the obtained correlation and the averaged 
residuals between HSAFmod and HSAFobs. We can see most of the site shows residuals 
less than 1.5 and correlations higher than 0.5. Table 2 shows the percentage of the 
sites in different categories in terms of the goodness of fit to HSAFobs. When we com-
pare the matching seen in Figure 5 and the distribution of these data in Figure 7, we 
can see that the average residual is more important than the correlation in terms of 
the quality of the modified hSAF because the correlation can be deteriorated  easily 
by small fluctuations at different frequencies.

Figure 8 shows significant improvements in the correlations from the original 
ones to the modified ones. There is no data with decreased correlations, however, 
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there still remain 7 sites with the correlations less than zero, which was decreased 
from 84. Figure 9 also shows correlation improvements but as a function of FMR. 
We can see a clear concentration of FMR near the boundaries at 0.8 and 1.25, the 
boundaries of the searching range if the original correlation is larger than 0.6 as 
shown in Eq. (4). We can see a smaller improvement in this FMR range for higher 
correlation sites, in comparison to those with lower correlations.

5.4 Spatial interpolation

Now we have more than 500 sites in the Kanto and Tokai regions where we have 
determined modification ratios for frequency and amplitude, FMR and AMR. There 
are various ways to utilize these ratios for the prediction of site amplifications with 
much denser spatial resolutions based on the UVM in the 250 m grid. One way is 
to establish relationships of these modification ratios with respect to a site proxy 
or proxies such as Vs30 or Z1.0 as mentioned in the introduction. As seen in a lot 
of previous studies for site effects based on such relationships, however, we need 
to accept large deviations from the average relationships from site to site because it 
is the nature of the site amplification. We also face the possibility of the inaccurate 
choice of a site proxy in UVM for an arbitrary site used for modification ratios.

Therefore, we decide to use a direct spatial interpolation scheme as Nakano 
[8] proposed for WSR. In this scheme, we employ first GMT’s “surface” function 
[31, 32] in which the curvature minimization scheme is used together with the 

Figure 5. 
Modified hSAF (HSAFmod) by using FMR and AMR in comparison with observed hSAF (HSAFobs) extracted 
by GIT and 1D theoretical hSAF (HSAFthe) from the velocity structure taken from UVM after [18] at the 
same sites in Figures 1 and 4. The optimal values of FMR and AMR for each site are shown in the upper-right 
corner.
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in Figures 1 and 4. As we can see, HSAFmod determined by the grid search are quite 
close to HSAFobs in both frequency fluctuations and amplitudes.

Figure 6 shows the resultant optimal values of FMR and AMR at all the 546 
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ing range of AMR, namely 1/3 to 3, looks sufficient. On the other hand, we see a 
significant concentration of sites near the searching range boundary, 1/2 or 2 for 
FMR. This means that we could obtain better residuals and correlations if we search 
the optimal FMR in the frequency range wider than those limits. However, when 
we increase the searching range for FMR too much, we will see some cases where 
the reverberated fluctuations by the 1D resonance within the sediments seem to be 
shifted to the next overtone.
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If no improvement to the matching with the observed hSAF is achieved, our 
correction method does not have any merit. Therefore, we need to check if we can 
see significant improvement or not.

Figure 7 shows the distributions of the obtained correlation and the averaged 
residuals between HSAFmod and HSAFobs. We can see most of the site shows residuals 
less than 1.5 and correlations higher than 0.5. Table 2 shows the percentage of the 
sites in different categories in terms of the goodness of fit to HSAFobs. When we com-
pare the matching seen in Figure 5 and the distribution of these data in Figure 7, we 
can see that the average residual is more important than the correlation in terms of 
the quality of the modified hSAF because the correlation can be deteriorated  easily 
by small fluctuations at different frequencies.

Figure 8 shows significant improvements in the correlations from the original 
ones to the modified ones. There is no data with decreased correlations, however, 

129

S-Wave Site Amplification Factors from Observed Ground Motions in Japan: Validation…
DOI: http://dx.doi.org/10.5772/intechopen.95478

there still remain 7 sites with the correlations less than zero, which was decreased 
from 84. Figure 9 also shows correlation improvements but as a function of FMR. 
We can see a clear concentration of FMR near the boundaries at 0.8 and 1.25, the 
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shown in Eq. (4). We can see a smaller improvement in this FMR range for higher 
correlation sites, in comparison to those with lower correlations.
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Now we have more than 500 sites in the Kanto and Tokai regions where we have 
determined modification ratios for frequency and amplitude, FMR and AMR. There 
are various ways to utilize these ratios for the prediction of site amplifications with 
much denser spatial resolutions based on the UVM in the 250 m grid. One way is 
to establish relationships of these modification ratios with respect to a site proxy 
or proxies such as Vs30 or Z1.0 as mentioned in the introduction. As seen in a lot 
of previous studies for site effects based on such relationships, however, we need 
to accept large deviations from the average relationships from site to site because it 
is the nature of the site amplification. We also face the possibility of the inaccurate 
choice of a site proxy in UVM for an arbitrary site used for modification ratios.

Therefore, we decide to use a direct spatial interpolation scheme as Nakano 
[8] proposed for WSR. In this scheme, we employ first GMT’s “surface” function 
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Modified hSAF (HSAFmod) by using FMR and AMR in comparison with observed hSAF (HSAFobs) extracted 
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smoothing constraint of an elastic shell with the tension factor of 0.25. In this 
Step-1 interpolation, we use the 3 km equal-spaced grid. Then in Step-2, we use the 
250 m grid to interpolate further by using the modified Shepard’s method [33].

Figure 7. 
Distributions of the correlation of HSAFmod versus the averaged residual (the averaged spectral ratio between 
HSAFmod and HSAFobs) for the same 546 sites shown in Figure 6. Triangles are values at the sites shown in 
Figure 5.

Figure 6. 
Resultant values of FMR and AMR after the grid search for 546 sites in the Kanto and Tokai regions. Red 
triangles are those for the sites in Figure 5.
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Figure 10 shows the comparison of interpolated values in Step-1 with those 
used as targets for (a) FMR and (b) AMR. Interpolation in AMR is better because 
its spatial variation is smoother than FMR as shown later. Although we see tens of 
sites in Figure 10a away from the 1:1 line, the average deviation from unity for FMR 
is about 10% (1.1 or 0.9 times) and 91% of the interpolated values are within the 
range between 1/1.25 and 1.25 times of the original FMR. The number of outliers is 
misleading because we use the “blockmedian” command of GMT to refer to only the 
median value if we have plural sites in the same 3 km grid.

Similarly, Figure 11 shows the comparison of interpolated values in Step-2 
with those used as targets from Step-1 for (a) FMR and (b) AMR. In Step-2 the 

Residual Before After Correlation Before After

<1.25 5 43 <0.0 84 7

1.25–1.50 175 389 0.0–0.4 227 86

1.50–2.00 286 108 0.4–0.6 116 186

2.00–3.00 77 6 0.6–0.8 85 193

3.00< 3 0 0.8–1.0 34 74

Total 546 546 Total 546 546

Table 2. 
Residual and correlation improvement in terms of the number of sites in each range before and after the 
correction.

Figure 8. 
Improvement from the original correlations of HSAFthe to the modified ones of HSAFmod. Triangles are values 
at the sites shown in Figure 5.
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interpolation is performed from the 3 km grid in Step-1 to the 250 m grid. The 
linearity of interpolation in Step-2 is much higher than that in Step-1 in the case of 
FMR, whereas that of Step-2 is as high as that of Step-1 in the case of AMR.

We can see the spatial stability of the interpolation scheme as a gross picture 
shown in Figure 12 for FMR and AMR. These are the results of Step-2 with a spa-
tial resolution of 250 m. Apparently, AMR is much smoother than FMR in terms 
of spatial variability so that the interpolation for AMR should be much easier 
and precise than FMR. On average, the Kanto region needs smaller correction 
values in FMR than those in the Tokai region, although it needs relatively larger 
correction values in AMR inside the whole soft-sedimentary areas in the north of 
Tokyo Bay.

Figure 10. 
Comparison of the original FMR and AMR used as targets of interpolations and those of interpolated values 
in Step-1 at strong motion observation sites. Red broken lines are linear regression lines whose inclinations and 
coefficients of determination R2 are listed inside. (a) FMR and (b) AMR.

Figure 9. 
Improvement from the original correlations of HSAFthe (before) to those of HSAFmod (after) as a function 
of FMR. Data after the correction are concentrated near the boundaries of the searching range (0.8 and 1.25) 
when the original correlation is more than 0.6 because of the setting used. Note that FMR in the vertical axis of 
this figure is common for both before and after the correction.
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5.5 Validation

So far we show that a simple two-step scheme of interpolation works to calculate 
modification ratios for both frequency and amplitude, namely, FMR and AMR 
from 546 strong motion stations in the Kanto and Tokai regions in a grid as small as 
250 m. Because the UVM in these regions has a spatial resolution of 250 m, we can 
directly use these interpolated modification ratios once we calculate 1D theoretical 
hSAF at any of these grid points. To validate the method, we take four sites shown 
in Figure 5 out from the control points used for interpolation and let the program 
interpolate the modification ratios there and see how it works.

Figure 13 shows contour maps of FMR and AMR without four points used as 
examples in Figure 5. We can see smooth interpolation is achieved at these four 
points. Figure 14 shows the correspondence of original and interpolated values 
of FMR and AMR for the cases with and without four points. In case of FMR, the 

Figure 11. 
Comparison of Step-1 FMR and AMR used as targets of interpolations in Step-2 interpolation and those of 
interpolated values in Step-2 at strong motion observation sites. Red broken lines are linear regression lines 
whose inclinations and coefficients of determination R2 are listed inside. (a) FMR and (b) AMR.

Figure 12. 
Interpolated contour maps of FMR (left) and AMR (right) after the Step-2 interpolation with the spatial 
resolution of 250 m.
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original and interpolated values are close to the 1:1 line and the pure interpolation 
values at three sites out of four are close to the original ones. We should note that 
the worst site of the interpolated FMR, AIC001, and the JMA site ___E34 were 
very close to each other as shown in Figure 13. In case of AMR, at three sites the 

Figure 13. 
Interpolated contour maps of FMR (top) and AMR (bottom) after the Step-2 interpolation without four points 
shown by triangles. Inside the triangles interpolated values at these sites are shown by color-coded circles.
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interpolation values without four sites were not as good as those with four sites. Still 
the deviation from the original values are within the range of 1.5 or 1/1.5 times.

Finally, we compare the corrected hSAF at those four sites not used in the 
spatial interpolation as references but used as the targets of the interpolation 
with the observed hSAF in Figure 15. Although the corrections by the original 
FMR and AMR seen in Figure 5 are much better than the corrections by these 

Figure 14. 
Comparison of the original FMR and AMR used as targets of interpolations and those of interpolated values 
in Step-2 with and without four example sites in Figure 5. Black crosses are original values at four sites and 
red circles are interpolated values without referring to those original values, that is to say, purely interpolated 
values. Except for one site for FMR (AIC001), our interpolation scheme works.
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interpolated FMR and AMR in this figure, the interpolated corrections still make 
theoretical hSAF closer to the observed hSAF.

6. Conclusions

In order to evaluate an equivalent 1D S-wave site amplification factor at an 
arbitrary point, we propose an empirical method of correction on to the theoreti-
cal site amplification factor calculated from the unified velocity model of NIED for 
the Kanto and Tokai regions where the shallower- and deeper parts of the velocity 
structure are combined. First, we check how well the current unified velocity 
model in Japan can reproduce horizontal site amplification factors derived from 
the observed strong motions in the form of the equivalent 1D S-wave theoretical 
transfer functions at the nearest grid of every 250 m. The observed site amplifica-
tion factors were obtained by GIT relative to the reference spectra extracted as 
the outcrop motions on the seismological bedrock. To be consistent with these 
observed site amplification factors, the theoretical transfer functions are calcu-
lated relative to the outcrop motions (twice of the input) on the seismological 
bedrock. We find that at about one-half of the sites the calculated 1D amplification 
factors show more or less acceptable fit to the observed ones, however, they tend 
to underestimate the observed amplifications in general. Therefore, we propose a 
simple, empirical method to fill the gap between the observed site amplification 
factors and the calculated ones based on the frequency and amplitude modification 

Figure 15. 
Modified hSAF (HSAFmod) by using FMR and AMR after interpolation (without using these four site) in 
comparison with observed hSAF (HSAFobs) extracted by GIT and 1D theoretical hSAF (HSAFthe) from the 
velocity structure taken from UVM at the same sites in Figures 1, 4 and 5. The values of FMR and AMR by 
interpolation for each site are shown in the upper-right corner.

137

S-Wave Site Amplification Factors from Observed Ground Motions in Japan: Validation…
DOI: http://dx.doi.org/10.5772/intechopen.95478

Author details

Eri Ito1*, Kenichi Nakano2, Shigeki Senna3 and Hiroshi Kawase1

1 DPRI, Kyoto University, Kyoto, Japan

2 HAZAMA ANDO CORPORATION, Tsukuba, Japan

3 National Research Institute for Earth Science and Disaster Resilience, Tsukuba, 
Japan

*Address all correspondence to: ito@sere.dpri.kyoto-u.ac.jp

ratios. Once we obtain these modification ratios at 546 observed sites, we can 
interpolate them in space to obtain the modification ratios at an arbitrary point. 
Validation examples show that our proposed method effectively predict better site 
amplifications than the direct substitute of theoretical amplification factors at a 
site without observed data.

In the future investigation, we will apply the proposed correction method to the 
sites where we have observed records of either earthquakes or microtremors but we 
do not include them in the delineation of the modification ratios in order to further 
validate the effectiveness of the proposed method.
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Chapter 6

Assessing Seismic Site Response at
Areas Characterized by a Thick
Buried Low-Velocity Layer
Daniela Farrugia, Pauline Galea and Sebastiano D’Amico

Abstract

Earthquake ground motion is dependent on various factors, including local
ground conditions. Whilst many studies have characterized the effect of having
outcropping “soft” geological layers which have the ability to amplify ground
motion, there is minimal literature on the effect of having such layers embedded
between two harder layers. This situation creates a seismic wave velocity inversion.
The Maltese islands (Central Mediterranean) present a good opportunity for the
study of velocity inversion as almost half of the islands are characterized by a thick
buried layer of clay. The results presented in this chapter are a combination of
studies which have been conducted on the Maltese islands, using non-invasive
geophysical prospecting techniques in areas characterized by a thick buried low-
velocity layer, to characterize the response of earthquake ground shaking in such
geological situations.

Keywords: low-velocity layers, site response analysis, shear-wave velocity
profiling, VS30, seismic building codes

1. Introduction

It is presently well-established that earthquake ground shaking at a particular
site is a function of a set of physical parameters and phenomena including the soil
conditions beneath the site. Sites characterized by geological layers with a signifi-
cant impedance contrast are prone to increasing the amplitude of ground motion,
changing the frequency content and also lengthening the duration of the
earthquake.

Various studies have investigated the effect of outcropping soft geological layers
on earthquake ground motion both experimentally and theoretically [1–4]. How-
ever, whilst it is usually assumed that the shear-wave velocity (VS) increases with
depth, soft geological layers with low-velocity “sandwiched” between higher
velocity layers can also be present. Such situations create what is known as a
velocity inversion.

The presence of a buried thick low-velocity layer is not uncommon, especially in
sedimentary environments encompassing clay deposits. However, the effects of
such stratigraphies on site effects are not often studied or documented. Moreover,
seismic building codes such as the Eurocode 8 (EC8), suggest the use of the average
shear-wave velocity in the upper 30 m (VS30) to classify sites in different categories.
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Chapter 6

Assessing Seismic Site Response at
Areas Characterized by a Thick
Buried Low-Velocity Layer
Daniela Farrugia, Pauline Galea and Sebastiano D’Amico

Abstract

Earthquake ground motion is dependent on various factors, including local
ground conditions. Whilst many studies have characterized the effect of having
outcropping “soft” geological layers which have the ability to amplify ground
motion, there is minimal literature on the effect of having such layers embedded
between two harder layers. This situation creates a seismic wave velocity inversion.
The Maltese islands (Central Mediterranean) present a good opportunity for the
study of velocity inversion as almost half of the islands are characterized by a thick
buried layer of clay. The results presented in this chapter are a combination of
studies which have been conducted on the Maltese islands, using non-invasive
geophysical prospecting techniques in areas characterized by a thick buried low-
velocity layer, to characterize the response of earthquake ground shaking in such
geological situations.

Keywords: low-velocity layers, site response analysis, shear-wave velocity
profiling, VS30, seismic building codes
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Hypothetically this approach is not viable for sites characterised by buried low-
velocity layers because the first 30 m could be characterised by high velocity
geological material.

The Maltese islands (Central Mediterranean) present the perfect case for study-
ing the effect of buried low-velocity layers. The islands are characterised by a four-
layer sequence of limestones and clays [5] (Figure 1). While the eastern half of the
archipelago is characterised by limestone layers, the western half exhibits limestone
plateaux and hillcaps, ranging in thickness from thickness from 2 m up 162 m,
covering a clay layer which can be up to 75 m thick [6].

The research presented in this chapter was motivated by the following problems
related to the Maltese islands:

• the lack of information about average VS values of different lithotypes making
up the Maltese islands;

• the lack of site response studies on a national scale;

• the lack of knowledge about the effect of the buried clay on site response;

• the VS30 might not be the right proxy for site response;

• the lack of a national annex for the Eurocode8.

Even though this study is based and intended for the Maltese islands, results
from it can still shed light on the effect of low-velocity layers in any context
globally. To tackle the above-mentioned issues, a two-fold process was taken: firstly
VS profiles were obtained using ambient-noise techniques at various sites around

Figure 1.
(a) A geological map of the Maltese islands with the location of the studied sites; (b) the location of the Maltese
islands in the Central Mediterranean; (c) schematic showing the geological formations of the Maltese islands.

142

Earthquakes - From Tectonics to Buildings

the islands characterised by buried clay and secondly, these profiles were used as an
input to the equivalent-linear site response analysis programme SHAKE2000 to
determine the site response.

2. The geology of the Maltese islands

The Maltese archipelago, which consists of three main islands (Malta, Gozo and
Comino) and covers an area of around 316 km2, was formed as marine sediments
during the Oligocene and Miocene epochs. The islands lie in the Sicily Channel
(Figure 1b) on a relatively stable plateau of the African foreland, known as the
Pelagian Platform, about 200 km south of the convergent segment of the Europe-
Africa plate boundary that runs through Sicily.

Geologically, the islands are made up of four main strata of lime-rich sedimen-
tary rocks, with the composition and texture of each layer depending among other
things, on the grain size of the sediment and depth of deposition [7]. Starting from
the oldest and the bottom-most layer, the formations are: the Lower Coralline
Limestone (LCL), the Globigerina Limestone (GL), the Blue Clay (BC) and the
Upper Coralline Limestone (UCL) (Figure 1c).

The compact LCL forms most of Malta’s southern and south-western coastline
along with some inland outcrops associated with faults. The base of the LCL cannot
be seen above sea-level and it is exposed through a thickness of up to 140 m. It is
non-homogeneous and composed of five different ‘facies’ according to depositional
environment of the sediments [7, 8]. The GL covers large areas of central and
southern Malta and Gozo [9]. It is a chalky and soft yellowish fine-grained lime-
stone, which is further subdivided into three layers separated by two thin
hardground conglomerate layers. Its thickness can vary from as little as 20 m to over
200 m [5].

The BC layer is the softest in the layer package making it easily erodible. It is
mostly found beneath the UCL which is the youngest of the layers. The latter can
have variable characteristics, ranging from fractured and friable to highly compact.
These two formations are absent in the central and eastern parts of Malta, whereas
the western half of Malta and some areas in Gozo retain the full sedimentary
sequence. In limited areas, on the uppermost part of the BC layer, one can find a
thin layer (between 1 m and 11 m), known as Greensand Formation which is made
up of bioclastic limestones rich in the mineral glauconite.

3. Derivation of shear-wave velocities in Maltese rocks using joint
inversion of H/V and ESAC curves

Twenty sites have been chosen for this investigation (14 in Malta, 5 in Gozo and
1 in Comino, shown in Figure 1a), all of which are characterised by the full sedi-
mentary sequence i.e. the Blue Clay is embedded between the Upper Coralline
Limestone above and the Globigerina Limestone below. Since the sites all have
similar stratigraphy, any spatial geophysical variations within a particular stratum
can also be investigated.

At each site, single-station ambient noise measurements were conducted jointly
with geophone array measurements. The sites were chosen not to have any major
topographical slopes or irregularities so as to fulfil the 1-D assumption of the array
methods. For reasons of clarity, the more detailed results in the next sub-sections
are presented only for eight representative sites with a range of stratigraphical
characteristics.
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These two formations are absent in the central and eastern parts of Malta, whereas
the western half of Malta and some areas in Gozo retain the full sedimentary
sequence. In limited areas, on the uppermost part of the BC layer, one can find a
thin layer (between 1 m and 11 m), known as Greensand Formation which is made
up of bioclastic limestones rich in the mineral glauconite.
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inversion of H/V and ESAC curves
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1 in Comino, shown in Figure 1a), all of which are characterised by the full sedi-
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3.1 Single-station measurements

Single-station measurements were used to obtain the Horizontal-to-Vertical
Spectral Ratio (H/V) for ambient seismic noise. The H/V curve is known to give a
peak that matches the S-wave resonance frequency of a site, f0, which is linked to
the S-wave velocity (VS) of the sedimentary layer and its thickness H by:

f 0 ¼ Vs

4H

Time-series of 20 minutes each, sampled at 128 Hz, were recorded using the
Micromed Tromino™ and analysed using the software Grilla™ to obtain H/V
curves in the frequency range of 0.5–64 Hz. The time-series were divided into 60
non-overlapping windows, each 20 s long, as suggested by the SESAME guidelines
[10]. Before the analysis, windows which contain any spurious signals were
removed to reduce the standard deviation. The H/V curve was obtained by averag-
ing the horizontal spectra using the geometric mean and dividing the mean by the
vertical spectrum for each time window. The curves for each window were then
averaged to get the final H/V curve [11].

Figure 2 shows the H/V curves obtained at eight representative sites. All curves
exhibit a peak between 1 and 2 Hz, the amplitude of which varies between 2 and 5.
Previous studies utilising H/V analysis in such areas have also obtained this peak
[12–15], which is presumably associated with the boundary separating the BC and
the GL [16]. This peak is immediately followed by a drop below 1 in the H/V
spectrum over a wide frequency range. This feature has been attributed to the
presence of a buried low-velocity layer by [17, 18] and is also evident and consistent
in all previous studies of areas of similar lithostratigraphy on the islands.

3.2 Array measurements

The passive seismic array measurements were conducted using Micromed
SoilSpy Rosina™ seismic digital acquisition system equipped with 4.5 Hz vertical
geophones. The noise signals detected are interpreted as plane Rayleigh waves in
their fundamental and higher propagation modes. The number of geophones used
varied between 17 and 42 which were placed either in an L- or C-shaped configura-
tion with a regular interstation distance of 5 m, for the majority of the cases. This
decision depended on the space available and the expected thickness of the shallow
layers. On average the total length of the array was around 150 m and the depth of
exploration exceeded 100 m only at a couple of locations. The recordings, each
20 minutes long and sampled at 256 Hz, were analysed using the Extended Spatial

Figure 2.
The H/V curves obtained at eight of the investigated sites.
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Auto-Correlation (ESAC) technique and the curves automatically picked by the
provided code [19–22].

The ESAC method outputs an effective (or apparent) dispersion curve which in
the presence of higher modes, will include a combination of the dispersion curves
relative to the relevant modal components [23]. The results for the eight chosen
sites are shown in Figure 3.

The curves, except in the Mellieha case, exhibit “normal” dispersion character-
istics in the low frequency range whereby the effective Rayleigh-wave phase veloc-
ity decreases with increasing frequency. At higher frequencies, this trend changes to
an inversely dispersive one. This represents an increase in velocity with increasing
frequency or decreasing depth. This shape of the effective curves is indicative of the
presence of higher modes of surface waves and has been attributed to the presence
of a stiff layer overlying a softer one (i.e. UCL and BC, in this case) by various
authors (e.g. [23, 24]). In Mellieha, only an inversely dispersive curve was obtained
suggesting that the combined thickness of the UCL and BC layers is too high for the
GL to be adequately sampled with the given array configuration.

3.3 Data inversion

The H/V and effective dispersion curves were jointly inverted using a Genetic
Algorithm (GA; [25]) approach to obtain one-dimensional VS profiles. The range of
allowed values of the most important parameters in the inversion, namely layer
thickness and shear-wave velocity, for each site inversion were guided by previous
knowledge of the site geology, from geological maps or previous publications.
However, the shear-wave velocity in each layer was allowed to vary over a wide
range of values, and no indication of where the low-velocity layer is found was
given. This was done to assess the ability of the GA to correctly identify and
characterize the shear-wave velocity inversion. Up to 10 higher modes were taken
into account.

Initially 100 models were randomly generated on which genetic operators
(cross-over, mutation and elite selection) are applied for the selection and creation
of a second generation of models. The processes were repeated through 150 itera-
tions. For each site, ten separate inversions were run outputting 10 different best-
fitting profiles, one from each inversion run. The one profile with the least misfit
value from the best 10 profiles was then chosen as the representative profile for the
site. The other 9 profiles are useful to estimate the variability and robustness of the
final result. Figures 4 and 5 shows the results of the joint inversion for the eight
sites. The VS30 was also calculated for each site and is displayed in the figure.

Figure 3.
The effective dispersion curves (Rayleigh-wave vs. frequency) obtained at eight of the investigated sites.
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In general a good match between the theoretical and experimental effective
dispersion curves and H/V peak can be observed in all cases. A significantly impor-
tant feature is that all the final 10 profiles for each site, are in agreement on both the

Figure 4.
The joint inversion results and stratigraphic interpretation (lower panel) for Bahrija, Mdina, Mellieha and
Mgarr sites. For each site, the best profiles from each of the 10 inversions are shown, with the red profile
representing the one with the lowest misfit. The profiles in green are those characterized by a misfit which is
within 50% of the best model’s misfit value; the yellow ones are characterized by a misfit greater than 150% of
the best model’s misfit value. The GL layers are displayed in grey since the values are not reliably constrained by
the data. Shown in the upper panel for each site are (from left to right) the effective dispersion and H/V curves.
The blue curve is the experimental curve, the red curve shows the best-fitting theoretical curve while the rest
(green and yellow) correspond to the other nine profiles. The calculated VS30 for each site is displayed in the top
right corner. The colours used in the stratigraphic interpretation correspond to the colours in the geological map
(Figure 1) [11].
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position and S-wave velocity of the low-velocity layer (the Blue Clay layer). Keep-
ing in mind that broad exploration ranges were set in the parametrisations, such an
agreement highlights the robustness of the inversion and the sensitivity of the
curves to the presence and properties of the low-velocity layer. In addition, this
justifies the use of global search methods, such as the GA, which are able to retrieve
reasonable profiles without the need of an initial profile close to the solution.

This consistency between the models for a particular site diminishes in the
prediction of the velocity of the UCL and more so of the GL layer, where, for
example, values between 700 and 1800/s were obtained for the latter. This

Figure 5.
The joint inversion results for Nadur, Selmun, Victoria 1 and Xemxija sites.
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inconsistency can be attributed to different facts such as the available array condi-
tions, especially length and resonance frequency of geophones which limit the
observable depth and the soft BC layer acting as a high-pass filter.

Lithotype VS range (m/s)

UCL 550–1100

BC 350–600

GL 700–1400

Table 1.
The VS ranges for each lithotype obtained from all the studied sites.

Figure 6.
A graph showing the variation of the BC shear-wave velocity with increasing UCL thickness.

Figure 7.
Comparison of the observed Rayleigh-wave phase velocities (black dots) with the theoretical effective phase
velocities and the first three Rayleigh-wave modes for the Bahrija and Mdina sites [11].
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The obtained ranges for VS and thickness for each layer from all the 20 tested
sites are shown in Table 1. The VS profiles reveal a variation in the shear-wave
velocities of the geological layers at the different sites. Variations in the UCL shear-
wave velocities are expected given the fact that the UCL exhibits considerable
variation over the islands, ranging from very compact to highly fractured. The VS in
clay varies between 350 and 600 m/s which contrasts with values obtained at sites
with outcropping BC layer (between 300 and 400 m/s) [12, 14]. Figure 6 shows the
variation of BC shear-wave velocity with thickness of the overlying UCL consider-
ing all the 20 profiles. A trend is clearly visible whereby the higher the thickness of
the UCL layer, the higher the shear-wave velocity of the BC layer. This phenome-
non can presumably be related to the overburden of the hard UCL layer on the BC,
increasing the compactness of the particles, and thus the VS of the layer.

Finally, in Figure 7 we show the theoretical individual Rayleigh-wave dispersion
curves up to the second higher mode for the best fit models compared with the
observed effective dispersion curve for the Bahrija and Mdina models. The com-
puted theoretical effective dispersion curve is also plotted and it can be observed
that it fits very well with the observed data. These plots confirm that the effective
Rayleigh mode is indeed the superposition of different modes with the higher
modes playing an important role in the frequency range when this curve shows an
inversely dispersive character [11].

4. Site-specific response analysis

Numerical site-specific response analysis was carried out using the equivalent-linear
earthquake site response analysis programme SHAKE2000 [26]. The SHAKE2000
software computes the propagation of shear waves incident vertically on a package of
horizontal layers, in which the wave-field in each layer is composed of upward and
downward moving waves, whose amplitudes are dependent on the reflectivity/
transmission matrices. The programme requires the following three main inputs:

• the soil layer properties (namely the VS profile);

• the modulus reduction and damping curves for each material;

• the ground motion time-history including the layer number to which the input
will be applied.

The VS profiles obtained from the ambient noise measurements (Figures 4, 5
and 8) were used as input for the soil layer properties for each site. The GL layer
was chosen as the bedrock reference layer given that its velocity is generally more
than 800 m/s. The modulus reduction and damping curves were chosen from the
set of available curves within the package itself after consulting with local geotech-
nical experts. The chosen curves are displayed in Figure 9.

As for ground motion time-history, it is recommended that a suite of records is
chosen which are compatible with the national seismic hazard parameters. From the
probabilistic seismic hazard analysis conducted by [28], a plausible value for the
mean peak ground acceleration (PGA) on rock sites corresponding to a 475-year
return period is 0.08 g. [28] also note that from the study of historical seismicity and
seismotectonic background it is indicated that the seismic hazard of the Maltese
islands is related to both moderate magnitude events (M = 5.0–6.0) at short dis-
tances (d = 10–40 km) as well as high magnitude events (M = 6.5–8.0) at distances
larger than 90 km. In this chapter, the far-field scenario of high magnitude events at

149

Assessing Seismic Site Response at Areas Characterized by a Thick Buried Low-Velocity Layer
DOI: http://dx.doi.org/10.5772/intechopen.95277



inconsistency can be attributed to different facts such as the available array condi-
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Figure 6.
A graph showing the variation of the BC shear-wave velocity with increasing UCL thickness.

Figure 7.
Comparison of the observed Rayleigh-wave phase velocities (black dots) with the theoretical effective phase
velocities and the first three Rayleigh-wave modes for the Bahrija and Mdina sites [11].
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distances larger than 90 km will be presented considering that the worst case
scenario earthquake which has hit the island was the 1693 M7.4 Sicily earthquake.

Since no real data of such earthquakes were ever recorded on the Maltese
islands, the “spectrum matching” technique was used to find a suite of seven real
accelerograms whose average spectra matched closely a chosen target spectrum.
The REXEL code [29], which integrates the European Strong Motion Database, was

Figure 8.
The best VS profiles obtained for the 12 sites not shown in Figures 4 and 5. The procedure of obtaining these
profiles is the same as described in Section 3. The coloured bar represents a stratigraphical interpretation using
the same colours as in Figures 4 and 5.

Figure 9.
The modulus reduction (left) and damping (right) curves used for the different layers in the simulation [27].
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utilised for this purpose. The EC8 Type 1 spectrum, anchored at a PGA of 0.08 gwas
used as a reference spectrum and the lower and upper limit were set to 90% and
130% of the reference curve respectively (as recommended in the EC8). The search
was conducted for magnitudes between 6.5 and 8.0 and distances between 60 and
200 km [28]. Only earthquake records at stations installed on class A sites,
according to the EC8, were chosen. The possibility of scaling was allowed with a
mean scaling factor not exceeding 5.

Plots of the scaled spectra of the chosen earthquakes together with the EC8
target spectra are presented in Figure 10. Table 2 displays the information about
the chosen suite of records.

All the required parameters were inputted in SHAKE2000 and the simulations
were run. The software outputs various parameters however we will be focussing
mainly on response spectra, PGA values and the theoretical transfer function.

4.1 The response spectra

The 5% damped elastic response spectra were grouped according to the
corresponding EC8 site class (based on the VS30) and are displayed in Figure 11.
Considering the class A sites, it can be observed that all spectra demonstrate a
higher response than the EC8 curve at periods longer than 0.5 s with Ahrax and

Figure 10.
The response spectra of the compatible combination of acceleration time-histories for the considered scenario.
Event information is given in Table 2 [27].

Code Earthquake
Name

Date MW Epicentral Distance
(km)

Fault
Mechanism

Scale
Factor

200xa Montenegro 15/04/1979 6.9 65 Thrust 0.36

201ya Montenegro 15/04/1979 6.9 105 Thrust 1.07

302ya Campano 23/11/1990 6.9 92 Normal 5.08

1256xa Izmit 17/08/1999 7.6 92 Strike-slip 2.27

5675xa Montenegro 15/04/1979 6.9 180 Thrust 3.67

5820ya Strofades 18/11/1997 6.6 136 Oblique 0.87

5826xa Strofades 18/11/1997 6.6 90 Oblique 1.21

Table 2.
Details of the chosen acceleration-time histories [27].
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Siggiewi showing a well-defined peak reaching up to 150% of the EC8 target spec-
trum for site class A. On the contrary, at shorter periods (less than 0.2 s), the
majority of the sites lie below the EC8 target spectrum. The PGA (spectral acceler-
ation at T = 0 s) is also lower than the EC8 target spectrum at almost all the sites.
This behaviour is also similar for many of the Class B sites. As regards the class C
site (Victoria 1, in Gozo), it is clear that the resulting spectrum is above the EC8
spectrum for a wide period range.

The behaviour highlighted here questions the VS30 criterion for site classification
and its applicability in such geological settings especially in the context of the design
of taller buildings that respond to higher periods of ground shaking.

Figure 11.
The response spectra obtained at each site compared to the EC8 recommended site spectra.

Figure 12.
The transfer functions of the eight sites chosen in Section 3.
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Figure 12 shows the resulting transfer functions for the eight chosen sites in
Section 3. The fundamental frequency obtained from the 1D transfer function
(peak) and the H/V peak frequency obtained for all the sites are tabulated in
Table 3. The predominant period, which is the period at which the response spectra
(Figure 11) is the highest, is also tabulated. The fundamental frequencies obtained
are in the range 1–2 Hz except for Siggiewi, for which a value slightly higher than 2
was obtained. These are in agreement with the values obtained using the H/V
method. The resulting predominant periods range between 0.15 s and 0.75 s. Both
the fundamental and predominant periods obtained fall in the range of resonance
frequencies of typical 2–10 storey buildings [30, 31], which are becoming increas-
ingly common in the northern part of the islands where the clay is present. Conse-
quently, these buildings might suffer significant damage when this scenario is
considered.

4.2 The amplification factors

In order to obtain a comparative measure of the amplification characteristics
of different sites from the response spectra, the amplification factors FPGA, FA
and FV were calculated, as suggested by [32]. The amplification factors are defined
as follows:

Site H/V peak Frequency
(Hz)

Fundamental frequency
(Hz)

Predominant period (s)/
Predominant frequency

Ahrax 1.5 1.63 0.58/1.72

Bahrija 1.25 1.75 0.52/1.92

Bingemma 1.47 1.5 0.16/6.25

Comino 0.94 1.25 0.14/7.14

Dingli 1.66 1.5 0.38/2.63

Ghajnsielem 1.34 1.5 0.23/4.35

Majjistral 1.22 1.38 0.68/1.47

Manikata 1.38 1.75 0.52/1.92

Mdina 1.84 1.88 0.41/2.44

Mellieha 1.38 1.25 0.21/4.76

Mgarr 1.75 1.75 0.52/1.92

Mtahleb 1.34 1.75 0.57/1.75

Nadur 1.38 1.13 0.74/1.35

Red Tower 1.41 1.63 0.52/1.92

Selmun 1.47 1.63 0.52/1.92

Siggiewi 1.50 2.13 0.41/2.44

Victoria 1 1.47 1.5 0.57/1.75

Victoria 2 1.41 1.63 0.23/4.35

Xaghra 1.31 1.5 0.31/3.23

Xemxija 1.31 1.5 0.23/4.35

Table 3.
The experimental H/V peak frequency, the fundamental frequency and the predominant period obtained for
each study site [27].
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FPGA ¼ PGAoutput

PGAinput
;

FA ¼ SAoutput

SAinput
;

FV ¼ SVoutput

SVinput

where the input values are obtained from the mean spectrum in Figure 10 while
the output values are obtained from the mean output spectra shown in Figure 11.
SA and SV are obtained as follows:

SA ¼
Ð 1:5TA
0:5TASa dT

TA

where TA is the period at which the spectral acceleration (Sa) is maximum (also
called the predominant period in Section 4.1 above); and

SV ¼
Ð 1:2TV
0:8TVSv dT
0:4TV

with TV representing the period at which the velocity response spectrum (Sv) is
maximum.

It can be noted that TA is generally smaller than TV, and that the integral in SA
is generally determined over a range that includes shorter periods. In fact [33]
deduce that FA is more relevant at shorter periods (< 0.5 s) while FV may be
related to the behaviour at longer periods, and thus more relevant in the case of
taller buildings. The values of FPGA, FA and FV are mapped in Figure 13.

The FPGA and FA values are in the majority of the cases both larger than 1 which
implies that amplification is expected. However in a few cases values less than 1
were obtained, indicating that these sites are capable of deamplifying the input
ground motion. FPGA values are less than 1 at sites which are characterised by a UCL
thickness greater than 48 m and are thus classified as class A according to the EC8

Figure 13.
Maps showing the three amplification factors at the studied sites: (a) FPGA; (b) FA and (c) FV [27].
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site classification. It is worth noting however that even though the Bingemma site is
characterised by 52 m of UCL, the PGA is still slightly amplified. This could be due
to the fact that the UCL is ‘layered’ into two strata with the upper layer having an
average VS of 600 m/s. In contrast, the highest FPGA values were obtained for those
sites where a thin layer of UCL limestone (less than 10 m) outcrops. This is also
similar for the amplification factor FA.

In contrast, the amplification factor FV is greater than 1 at all sites, indicating
that amplification is expected at longer periods. This is also in agreement with [33]
where high FV amplification values were obtained for sites characterised by a low-
velocity layer. In general, the same relationship was obtained for FA and FV: sites
with thicker UCL exhibited lower amplification values. However, other character-
istics of the VS profiles also play an important role. For example, a higher FV value
was obtained at the Majjistral site, which is characterised by a UCL thickness of
24 m, compared to sites which have a thinner UCL layer (e.g. Mdina which has a
UCL thickness of 7 m). This could be interpreted as being due to the high imped-
ance contrast (around 4) between the BC and GL layer at the Majjistral site.

To investigate possible correlations between the amplification factors and vari-
ous parameters of the VS profiles, the three amplification factors were plotted
against: the thickness and VS of the UCL and BC, the impedance contrast between
the BC and underlying GL layer and the VS30. The results are shown in Figure 14.
The BC thickness exhibits no clear trend with any of the amplification factors. On
the other hand, the FV values are seen to increase significantly with decreasing UCL
thickness as well as with decreasing UCL and BC shear-wave velocities. These
trends are also clear for FPGA and FA, particularly with respect to BC shear-wave
velocity. A clear trend can also be observed between FV and the impedance con-
trast, whereby the FV increases with impedance contrast. Lastly, the three amplifi-
cation factors can be seen to decrease with an increase in VS30. These observations
highlight the role that the different properties which constitute the VS profile play
in site amplification and the difficulty in classifying the sites in rigid groups
according to the properties of their upper 30 m of subsoil.

4.3 The in/adequacy of VS30, VSbedrock and site classification of building codes

Many authors [34, 35] have argued that the VS30 is not an adequate proxy to
characterize the amplification potential of a site, especially in the type of geological
situation being considered here. Since the low-velocity layer is found at a depth
which is usually not considered in the VS30 calculation, these authors have suggested
the use of the travel-time average shear-wave velocity down to the bedrock
(VSbedrock) as an alternative.

To assess the reliability of the VS30 and VSbedrock parameters and site classifica-
tion schemes as proxies for site effects, a number of different shear-wave velocity
profiles, all having the same VS30 (670 m/s +/� 15 m/s) and VSbedrock (625 m/s +/�
15 m/s) were randomly constructed. According to the VS30 values, these profiles
classify as EC8 Class B sites. Within the profiles, the shear-wave velocity and
thickness of each layer (UCL, BC, UCL) were constrained to be within the ranges of
values measured in the study, shown in Table 1. The numerical analysis was
conducted again for each of these profiles and the resulting spectra for 4 such
profiles, together with the Type 1 EC8 spectra for the different site classes, are
presented in Figure 15.

Significant differences can be seen between the different response spectra at a
wide period range. In particular, the PGA varies from 0.68 g to 0.1 g and the
maximum spectral acceleration varies from 0.2 g to almost 0.35 g. As regards the
EC8 design spectra, profile 2 is the only profile whose response is comparable with
the EC8 site class B design spectrum. The spectrum of profile 4 can be compared
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with the site class A spectrum, profile 3 with site class C, while profile 1 can be seen
to exceed the response of a class E site. These results imply that both the VS30 and
VSbedrock proxies are not the ideal parameters to use for site response approximations
and neither is the use of rigid classes represented by one design spectrum. On the
contrary, this continues to support the idea that site-specific response analysis is
required, especially for sites characterised by a buried low-velocity layer.

5. Conclusion

Low-velocity layers are known to have the ability to amplify and lengthen the
duration of earthquake ground motion. However, their effect when found buried

Figure 14.
Graphs showing the variation of the amplification factors with VS profile characteristics [27].

Figure 15.
Left: The hypothetical VS profiles used for the test. Right: The resulting 5% damped response spectra of the used
profiles and the EC8 design spectra.
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between two geologically harder layers is not well documented. The fact that the
Maltese islands are characterized by a thick buried low-velocity layer in almost half
of their span provides a good opportunity to study the effect of this type of strati-
graphic sequence in a deeper manner. One of the main motivations for this study
was the long-standing lack of knowledge within the local scientific and engineering
community of how the present, highly densified building stock would fare in the
case of a major earthquake in the region. However, the results from this study also
provide an important contribution to the international seismological and earth-
quake engineering community.

A comprehensive investigation was carried out by obtaining VS profiles at vari-
ous sites around the islands which were then used as an input to the equivalent-
linear site response analysis programme SHAKE2000. The H/V, ESAC and genetic
inversion algorithm were used for obtaining VS profiles at 20 sites and they have
been shown to perform very well, particularly in resolving both the presence and
the characteristics of a low-velocity layer in the stratigraphy.

The VS profiles together with dynamic soil properties and design acceleration
time histories were then used as inputs to SHAKE2000 to provide the acceleration
response spectra at each site. Significant differences were obtained between the EC8
design spectra and some of the site response spectra at various periods. In particu-
lar, the response spectrum of the majority of the sites significantly exceeds the EC8
spectra at the plateau, and longer periods of the design spectrum for the site class
based on VS30. The predominant period and fundamental frequencies obtained
from the transfer function coincide with resonance frequencies of typical 2–10
storey buildings, which are becoming increasingly common in areas where such
stratigraphic sequence is present.

From the calculated amplification factors (FPGA, FA and FV), it has been observed
that sites with a thin capping of UCL above the clay layer exhibit high amplification
factors. However, it was also noted that the other properties of the VS profiles such
as the impedance contrast also contribute to high FV amplification values.

Finally, the inadequacy of using VS30 or VSbedrock to generalize the behaviour of
different sites using one design response spectrum was shown by creating layered
structures having the same VS30 and VSbedrock but a different VS profile. The
resulting response spectra varied even by a factor of 2 or more at certain periods.

Whereas a site with outcropping clay is normally perceived as vulnerable within
the local construction industry, sites on outcropping UCL may often be regarded as
“rock sites”without adequate consideration of the effect of the underlying clay. The
results here highlight the importance of carrying out site-specific response investi-
gations in areas with buried low-velocity layers, and the need for care in the use of
VS30 as a proxy for site amplification. The use of non-invasive ambient noise mea-
surements allows a more cost-effective way of obtaining knowledge about the
deeper VS structure, which may influence earthquake response at the site.
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Chapter 7

Elucidation of Seismic Soil
Liquefaction Significant Factors
Mahmood Ahmad, Xiaowei Tang, Feezan Ahmad,
Marijana Hadzima-Nyarko, Ahsan Nawaz and Asim Farooq

Abstract

The paper develops a framework to analyze the interactions among seismic soil
liquefaction significant factors using the interpretive structural model (ISM)
approach based on cone penetration test. To identify the contextual relationships
among the significant factors, systematic literature review approach was used bear-
ing in mind the selection principle. Since multiple factors influence seismic soil
liquefaction, determining all factors in soil liquefaction would be extremely diffi-
cult, as even a few seismic soil liquefaction factors are not easy to deal with. This
study highlighted two main characteristics of seismic soil liquefaction factors. First,
the seismic soil liquefaction factors–peak ground acceleration F2 (amax), equivalent
clean sand penetration resistance F5 (qc1Ncs), and thickness of soil layer F11 (Ts)
influenced soil liquefaction directly and were located at level 2 (top level) in the
ISM model, meaning they require additional seismic soil liquefaction factors except
thickness of soil layer F11 (Ts) to collaboratively impact on soil liquefaction poten-
tial. The multilevel hierarchy reveals that depth of soil deposit F10 (Ds) is formed
the base of ISM hierarchy. Secondly, Matrice d’impacts croisés multiplication
appliqués à un classement (MICMAC) analysis has been employed for evaluating
these identified factors in accordance with driving power and dependence power.
Factors with a higher driving power should be given special consideration. Autono-
mous soil liquefaction factors have no reliance on other soil liquefaction factors and
interfere less. In order to identify the significant factors that affect seismic soil
liquefaction susceptibility, the model built in this study clearly illustrates the
complex relationships between factors and demonstrates the direct and indirect
relationships.

Keywords: Soil liquefaction, Interpretive structural modeling, MICMAC,
Cone penetration test

1. Introduction

Seismic soil liquefaction is one of the most complicated geotechnical earthquake
engineering problems due to the variability and complexity of site conditions, soil
parameters and seismic parameters. All those parameters having a number of fac-
tors that cause liquefaction, all of which are of varying importance. Estimating
accurate and effective soil liquefaction risks, required identification and
benchmarking of the most influential factors that control soil liquefaction need to
be comprehensively examined. Limited research has been conducted in the past to
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relationships.
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1. Introduction

Seismic soil liquefaction is one of the most complicated geotechnical earthquake
engineering problems due to the variability and complexity of site conditions, soil
parameters and seismic parameters. All those parameters having a number of fac-
tors that cause liquefaction, all of which are of varying importance. Estimating
accurate and effective soil liquefaction risks, required identification and
benchmarking of the most influential factors that control soil liquefaction need to
be comprehensively examined. Limited research has been conducted in the past to
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identify important parameters of soil liquefaction. Dalvi et al. [1] used the Analytic
Hierarchy Process and entropy methods to identify important parameters among 16
factors of soil liquefaction. Zhu [2] analyzed fifteen influencing factors of soil
liquefaction by mathematical statistics method. Tang et al. [3] and Ahmad et al. [4]
identified significant soil liquefaction factors by employing bibliometric and sys-
tematic literature review techniques based on standard penetration test respectively
through interpretive structural modeling (ISM) approach. Most of these studies
considered the quantification rather than the qualitative information of soil lique-
faction factors from scientific publications.

Seismic parameter, soil parameter and site conditions contain variety of factors
that trigger liquefaction and discussed in detail in Section 3. As literature review
search is the first step in the ISM technique to identify the important factors and
their underlying relationships. Therefore, a systematic literature review (SLR)
approach is used for this purpose which is described by Okoli and Schabram [5]
and Tranfield et al. [6] is used. Warfield developed the ISM method between
1971 and 1974 [7], and it is based on the pair-wise comparison theory. ISM has
seen some progress in terms of applications and techniques over the years [8].
Michel Godet and François Bourse introduced the Matrice d’impacts croisés
multiplication appliqués à un classement (MICMAC) method. The creation of a
graph that classifies factors based on driving power and dependency power is called
MICMAC.

In this chapter, ISM and MICMAC methodologies are used to establish and
analyze the structural hierarchical relationship and to examine the strength of the
relationship between seismic soil liquefaction significant factors based on their
driving power and dependence power.

2. Methodology

2.1 Interpretive structural modeling: a qualitative technique

ISM methodology, as interpretive in judgment, can be used as a systematic
means of recognizing the contextual relationships between the elements associated
with an issue to be examined [9]. The ISM approach has been effectively utilized in
diversified set of problems, for instance, risk management in supply chains [10] and
energy conversation [11]. ISM can be illustrated in the following steps for the
present study, as suggested by Sushil [8]:

Step 1: Identification of factors related to the problem or issue through literature
review etc.

Step 2: Using domain information, fix contextual relationships between defined
factors (e.g. V–row factor influences the column factor; A–column factor influences
the row factor; O–no relationship between the row and column factors; or X–both
direction relations from row to column and column to row factors).

Step 3: Construct a structural self-interaction matrix (SSIM) based on pair-wise
comparison between factors of system which denotes direct relationship between
two factors.

Step 4: SSIM is converted to initial reachability matrix, by replacing 1 or 0 for
the original symbols–V, A, X and O as per the rules for transformation (see
Table 1).

Step 5: The transitivity of initial reachability matrix is checked in order to
develop the final reachability matrix. The transitive relationships mean that if
variable “x” is associated with variable “y” and variable “y” is associated with
variable “z”, then variable “x” is certainly associated to variable “z”.

164

Earthquakes - From Tectonics to Buildings

Step 6: The reachability and antecedent sets of factors are developed from the
final reachability matrix. The reachability set for a particular factor includes the
factor itself and other factors which it may help to achieve, and antecedent set
includes factor itself and other factors that can help in achieving it. Subsequently,
the intersection of these sets is found for the entire factors. The factor for which
reachability and intersection sets are identical is listed in the first level. This factor is
then separated from other factors for the next iteration process. Repeat the same
level of iteration process until all levels of each factor are established.

Step 7: Remove the transitivity links and draw a directed graph (digraph) from
the final reachability matrix.

Step 8: Convert the digraph into an ISM-based hierarchical model by replacing
the nodes with statements.

Step 9: The conceptual discrepancy of model is verified and improved for
necessary modifications and corrections.

2.2 MICMAC analysis

The creation of a graph that classifies factors based on driving and dependency
power is a part of the MICMAC study. To arrive at the study’s findings and conclu-
sions, MICMAC analysis is used to identify the factors and validate the interpretive
structural model factors.

Factors are divided into four clusters based on their driving power and depen-
dency power in MICMAC analysis. The clusters are: Cluster I: Autonomous factors
—those that are relatively cut off from the rest of the system and have little or no
dependency on others; Cluster II: Dependent factors—cluster II factors are primar-
ily dependent of other factors; Cluster III: Linkage factors—the connecting factors
that are unstable and have strong driving power and strong dependence power; and
Cluster IV: Independent factors—these factors have weak influence from others
factors and have to be paid maximum attention owing to the strong driving power.

3. Application to the case of illustration

3.1 Interpretive structural model of seismic soil liquefaction significant factors

In the ISM technique, a first endeavor is made to ascertain the significant seismic
of soil liquefaction factors from the literature using systematic literature review
(SLR) approach which is recommended by Okoli and Schabram [5]. The SLR is a
systematic, explicit, and reproducible method for identifying, evaluating, and syn-
thesizing the existing body of completed and recorded work published by
researchers, scholars, and practitioners [12].

If the (i, j) entry in the SSIM is Entry in the initial reachability matrix

(i, j) (j, i)

V 1 0

A 0 1

X 1 1

O 0 0

Table 1.
Rules for transformation.
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comparison between factors of system which denotes direct relationship between
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develop the final reachability matrix. The transitive relationships mean that if
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Step 7: Remove the transitivity links and draw a directed graph (digraph) from
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Step 8: Convert the digraph into an ISM-based hierarchical model by replacing
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Step 9: The conceptual discrepancy of model is verified and improved for
necessary modifications and corrections.

2.2 MICMAC analysis

The creation of a graph that classifies factors based on driving and dependency
power is a part of the MICMAC study. To arrive at the study’s findings and conclu-
sions, MICMAC analysis is used to identify the factors and validate the interpretive
structural model factors.

Factors are divided into four clusters based on their driving power and depen-
dency power in MICMAC analysis. The clusters are: Cluster I: Autonomous factors
—those that are relatively cut off from the rest of the system and have little or no
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ily dependent of other factors; Cluster III: Linkage factors—the connecting factors
that are unstable and have strong driving power and strong dependence power; and
Cluster IV: Independent factors—these factors have weak influence from others
factors and have to be paid maximum attention owing to the strong driving power.

3. Application to the case of illustration

3.1 Interpretive structural model of seismic soil liquefaction significant factors

In the ISM technique, a first endeavor is made to ascertain the significant seismic
of soil liquefaction factors from the literature using systematic literature review
(SLR) approach which is recommended by Okoli and Schabram [5]. The SLR is a
systematic, explicit, and reproducible method for identifying, evaluating, and syn-
thesizing the existing body of completed and recorded work published by
researchers, scholars, and practitioners [12].

If the (i, j) entry in the SSIM is Entry in the initial reachability matrix

(i, j) (j, i)
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There are three groups of parameters that govern the soil liquefaction phenom-
enon, according to published research papers, namely seismic parameters, site
conditions, and soil parameters [13–18]. Each of these contains a wide range of
factors that characterize liquefaction, to a varying degree of significance. The details
of these parameters are given below.

3.1.1 Seismic parameter

The vulnerability of any cohesionless soil to liquefaction during an earthquake
depends on the magnitude and number of cycles of stresses or strains caused by the
seismic excitation. These in turn are correlated to the intensity, duration of ground
shaking and predominant frequency. The degree of soil liquefaction varies with the
different earthquake magnitude. Based on on-site observations and a simple para-
metric study, Green and Bommer [19] have concluded that a small earthquake with
a moment magnitude of 4.5 will trigger liquefaction in highly susceptible soil
deposits. However, for soil profiles suitable for building structures, the minimum
earthquake magnitude is about 5 that cause liquefaction. Tesfamariam and Liu [20]
considered the Stark and Olson [21] earthquake liquefaction datasets and intuited
that with increase in M and amax, the likelihood of liquefaction increases. Peak
ground acceleration (PGA) is a function of earthquake magnitude, site to fault
distance, fault type and soil type as per Boore et al. [22] and usually used to quantify
the ground motion intensity.

Pirhadi et al. [14] used closest distance to rupture surface which is among the
other seismic parameters such as earthquake magnitude and peak ground accelera-
tion as an influence factor and concluded that among the seismic parameters earth-
quake magnitude, peak ground acceleration and closest distance to rupture surface
illustrate lesser effects on liquefaction triggering as compared to the cumulative
absolute velocity. It is generally agreed, that earthquake magnitude, peak ground
acceleration, and closest distance to rupture surface are the three major factors that
affect the seismic intensity at the site.

3.1.2 Soil parameter

Liquefaction is usually observed in shallow, loose, saturated cohesionless soils
subjected to strong ground motions. In case of in-situ cone penetration test, soil
behavior type index is used to classify soils based on fines content presented by
Robertson and Wride [23]. The liquefaction susceptibility depends on soil type,
where fine-size particles are easier to liquefaction than coarse particles.

The type of soil that is more prone to liquefaction is one in which deformation
resistance is mobilized by particle friction. When other factors like grain shape,
uniformity coefficient, and relative density are held constant, the frictional resis-
tance of cohesion less soils decreases as grain size decreases. Gravelly soils mobilize
more strength during shearing and dissipate excess pore pressures more quickly
than sandy soils. There are some case histories [24–26] that show liquefaction in
loose gravelly soils during severe ground shaking or when the gravel layer is
confined by an impervious layer.

The strength of soil liquefaction may vary depending on the fines content.
Several studies have found that fines content has a significant impact on soil sus-
ceptibility to liquefaction [24–26]. Soil liquefaction potential increases as fines
content exceeds 30%. When fines content exceeds 50%, however, the soil’s lique-
faction potential is reduced [27].

Zhou et al. [27] concluded that the cone tip resistance (qc) factor is sensitive
among the predictor variables in CPT in-situ test method, which provides
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meaningful guiding significance for the subsequent prediction of seismic liquefac-
tion potential. Furthermore Ahmad et al. [18] concluded that cone tip resistance
(qc) has a considerable influence on liquefaction triggering. Furthermore, Ahmad
et al. [28] used the equivalent clean sand penetration resistance (qc1Ncs) to decrease
uncertainty and has found the strongest influence on liquefaction potential.

3.1.3 Site condition

It is widely known that the increase in the vertical effective stress increases the
bearing capacity and shear strength of soil, and consequently increases the shear
stress required to cause liquefaction and decreases the potential for liquefaction.
Many researchers have reported that saturated sands deeper than 15 to 18 m are not
probably to liquefy [29]. These depths are in general agreement to Kishada [30],
who states that a saturated sandy soil is not liquefiable if the value of the vertical
effective stress exceeds 190 kN/m2. It is reported that an increase in the overburden
pressure the occurrence of liquefaction decreases [31, 32]. Tesfamariam and Liu
[20] considered the Stark and Olson [21] earthquake liquefaction datasets and,
intuited that, with a decrease in vertical effective stress, the likelihood of soil
liquefaction increases. As vertical effective stress is conditioned on total vertical
stress therefore accordingly, total and vertical effective stresses are included in the
proposed model as governing factors.

In order to induce extensive damage at ground surface level due to liquefaction,
the liquefied soil layer must be sufficient thick thereby resulting uplift pressure and
amount of water expelled from the liquefied layer can result in ground damage such
as sand boiling and fissuring (Ishihara [26]; Dobry [33]). If the liquefied sand layer is
thin and deposited within the soil profile, the presence of a non-liquefiable surface
layer may prevent the effects of the at-depth liquefaction from reaching the surface.
Ishihara [26] established a standard that specifies a threshold value for the thickness
of a non-liquefiable surface layer to avoid ground damage due to liquefaction.

It was intuited in the survey report prepared by Japan society of Civil Engineers
that the big-sized earthquake liquefied the sand layer when the thickness is more
than 3.0 m. When the thickness of the liquefied layer is very thin, the presence of a
non-liquefiable surface layer may prevent the effects of the in-depth liquefaction
from reaching the surface.

The resistance of soil to liquefaction is weakened as groundwater levels rise. The
effect on soil liquefaction potential increases as groundwater levels rise above 2 m
[34]. The water table regime must be minimized as one of the design criteria against
seismic soil liquefaction [35]. The vertical effective stress is closely related to the
depth of soil deposit. The vertical effective stress increases as the depth of the soil
deposit increases. Increased vertical stress has been shown to improve the soil’s
bearing capacity and shear strength, reducing the risk of liquefaction. Even liquefac-
tion from very loose sand is almost impossible for over 15 m of overburden, according
to Florin and Ivanov [36], and Satyam [37] concluded the same for the preliminary
assessment of the soil liquefaction potential in a seismically active region.

The significant factors of seismic soil liquefaction that are identified through
SLR approach are presented in Table 2.

Field experts’ examined and analyzed the preliminary list and they believed that
the soil liquefaction factors retrieved from the literature were important for
expanding exploratory research by developing structural self-interaction matrix for
interpretive structural modeling. The set of liquefaction factors identified in
Table 2 for seismic soil liquefaction potential was used to develop the model which
represented the correlation between eleven seismic soil liquefaction factors. In the
ISM model, for the development of the structural self-interaction matrix (SSIM),
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meaningful guiding significance for the subsequent prediction of seismic liquefac-
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[34]. The water table regime must be minimized as one of the design criteria against
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tion from very loose sand is almost impossible for over 15 m of overburden, according
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Table 2 for seismic soil liquefaction potential was used to develop the model which
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pair-wise comparison were made by the correlation criteria and four symbols V, A,
X, or O were used (see Table 3). For example, earthquake magnitude F1 (M)–row
factor influences the peak ground acceleration, F2 (amax)– column factor so the
symbol used is V. Groundwater table depth F9 (Dw)–column factor influences the
vertical effective stress, F7 (σ0v)–row factor so the symbol used is A. Earthquake
magnitude F1 (M)–row factor has no relation with the thickness of soil layer F11
(Ts)–column factor so the symbol used is O. Field experts’ made consensus on the
pair-wise comparison and the results are shown in Table 3.

SSIM is converted to a binary matrix called the initial reachability matrix by
replacing the original symbols V, A, X, and O with 1 or 0 (Table 4) as per the rule
illustrated in Table 1. When pair of the same factor, i.e., F1 (M) with F1 (M) is
formed, it is represented by 1. The concept of transitivity is introduced in Table 4

Factor (Fi) code Significant factor

F1 Earthquake magnitude, (M)

F2 Peak ground acceleration, (amax)

F3 Closest distance to rupture surface, (R/rrup)

F4 Fines content, (FC)

F5 Equivalent clean sand penetration resistance, (qc1Ncs)

F6 Soil behavior type index, (Ic)

F7 Vertical effective stress, (σ0v)

F8 Total vertical stress, (σv)

F9 Groundwater table, (Dw)

F10 Depth of soil deposit, (Ds)

F11 Thickness of soil layer, (Ts)

Table 2.
List of significant factors of seismic soil liquefaction.

F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 Fi

V O O O O O O O O O V F1

A O O A O O O O O V F2

O O O O O O O O V F3

V V O O O O O V F4

A A O A A O V F5

A A O O O V F6

A A A O V F7

O A O V F8

O O V F9

O V F10

V F11

F12

Note: V–row factor influences the column factor; A–column factor influences the row factor; O–no relationship
between the row and column factors.

Table 3.
Structural self-interaction matrix for seismic soil liquefaction factors.
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when the initial reachability matrix has been obtained and is presented in final
reachability matrix (Table 5), wherein entries marked (*) show the transitivity. For
example, in Table 4, the initial reachability matrix shows that F4 (FC) is related to
F6 (Ic), and F6 (Ic) is related to F2 (amax), then the interaction F4 (FC) and F2 (amax)
having 0 value is transformed into 1* in Table 5. The reachability sets are deter-
mined from the factor itself and other factors which have influence in the horizon-
tal direction, while the antecedent sets consist of the factor itself and other factors
which have influence in the vertical direction for each significant soil liquefaction

Fi F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12

F1 1 1 0 0 0 0 0 0 0 0 0 1

F2 0 1 0 0 0 0 0 0 0 0 0 1

F3 0 1 1 0 0 0 0 0 0 0 0 1

F4 0 0 0 1 1 1 0 0 0 0 0 1

F5 0 0 0 0 1 0 0 0 0 0 0 1

F6 0 1 0 0 1 1 0 0 0 0 0 1

F7 0 0 0 0 1 1 1 0 0 0 0 1

F8 0 0 0 0 0 1 1 1 0 0 0 1

F9 0 0 0 0 1 0 1 0 1 0 0 1

F10 0 0 0 0 1 0 1 1 0 1 0 1

F11 0 0 0 0 0 0 0 0 0 0 1 1

F12 0 0 0 0 0 0 0 0 0 0 0 1

Table 4.
Initial reachability matrix.

Fi F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 Dri. Rank

F1 1 1 0 0 0 0 0 0 0 0 0 1 3 III

F2 0 1 0 0 0 0 0 0 0 0 0 1 2 II

F3 0 1 1 0 0 0 0 0 0 0 0 1 3 III

F4 0 1* 0 1 1 1 0 0 0 0 0 1 5 V

F5 0 0 0 0 1 0 0 0 0 0 0 1 2 II

F6 0 1 0 0 1 1 0 0 0 0 0 1 4 IV

F7 0 1* 0 0 1 1 1 0 0 0 0 1 5 V

F8 0 1* 0 0 1* 1 1 1 0 0 0 1 6 VI

F9 0 0 0 0 1 1* 1 0 1 0 0 1 5 V

F10 0 0 0 0 1 1* 1 1 0 1 0 1 6 VI

F11 0 0 0 0 0 0 0 0 0 0 1 1 2 II

F12 0 0 0 0 0 0 0 0 0 0 0 1 1 I

Dep. 1 7 1 1 7 6 4 2 1 1 1 12 44/44

Rank VI II VI VI II III IV V VI VI VI I VI/VI

Note: 1* indicates the values after applying transitivity; Dep. represents dependence power; Dri. represents driving
power.

Table 5.
Final reachability matrix.
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pair-wise comparison were made by the correlation criteria and four symbols V, A,
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factor influences the peak ground acceleration, F2 (amax)– column factor so the
symbol used is V. Groundwater table depth F9 (Dw)–column factor influences the
vertical effective stress, F7 (σ0v)–row factor so the symbol used is A. Earthquake
magnitude F1 (M)–row factor has no relation with the thickness of soil layer F11
(Ts)–column factor so the symbol used is O. Field experts’ made consensus on the
pair-wise comparison and the results are shown in Table 3.

SSIM is converted to a binary matrix called the initial reachability matrix by
replacing the original symbols V, A, X, and O with 1 or 0 (Table 4) as per the rule
illustrated in Table 1. When pair of the same factor, i.e., F1 (M) with F1 (M) is
formed, it is represented by 1. The concept of transitivity is introduced in Table 4

Factor (Fi) code Significant factor

F1 Earthquake magnitude, (M)

F2 Peak ground acceleration, (amax)

F3 Closest distance to rupture surface, (R/rrup)

F4 Fines content, (FC)

F5 Equivalent clean sand penetration resistance, (qc1Ncs)

F6 Soil behavior type index, (Ic)

F7 Vertical effective stress, (σ0v)

F8 Total vertical stress, (σv)

F9 Groundwater table, (Dw)

F10 Depth of soil deposit, (Ds)

F11 Thickness of soil layer, (Ts)

Table 2.
List of significant factors of seismic soil liquefaction.

F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 Fi

V O O O O O O O O O V F1

A O O A O O O O O V F2

O O O O O O O O V F3

V V O O O O O V F4

A A O A A O V F5

A A O O O V F6

A A A O V F7

O A O V F8

O O V F9

O V F10

V F11

F12

Note: V–row factor influences the column factor; A–column factor influences the row factor; O–no relationship
between the row and column factors.

Table 3.
Structural self-interaction matrix for seismic soil liquefaction factors.
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when the initial reachability matrix has been obtained and is presented in final
reachability matrix (Table 5), wherein entries marked (*) show the transitivity. For
example, in Table 4, the initial reachability matrix shows that F4 (FC) is related to
F6 (Ic), and F6 (Ic) is related to F2 (amax), then the interaction F4 (FC) and F2 (amax)
having 0 value is transformed into 1* in Table 5. The reachability sets are deter-
mined from the factor itself and other factors which have influence in the horizon-
tal direction, while the antecedent sets consist of the factor itself and other factors
which have influence in the vertical direction for each significant soil liquefaction

Fi F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12

F1 1 1 0 0 0 0 0 0 0 0 0 1

F2 0 1 0 0 0 0 0 0 0 0 0 1

F3 0 1 1 0 0 0 0 0 0 0 0 1

F4 0 0 0 1 1 1 0 0 0 0 0 1

F5 0 0 0 0 1 0 0 0 0 0 0 1

F6 0 1 0 0 1 1 0 0 0 0 0 1

F7 0 0 0 0 1 1 1 0 0 0 0 1

F8 0 0 0 0 0 1 1 1 0 0 0 1

F9 0 0 0 0 1 0 1 0 1 0 0 1

F10 0 0 0 0 1 0 1 1 0 1 0 1

F11 0 0 0 0 0 0 0 0 0 0 1 1

F12 0 0 0 0 0 0 0 0 0 0 0 1

Table 4.
Initial reachability matrix.

Fi F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 Dri. Rank

F1 1 1 0 0 0 0 0 0 0 0 0 1 3 III

F2 0 1 0 0 0 0 0 0 0 0 0 1 2 II

F3 0 1 1 0 0 0 0 0 0 0 0 1 3 III

F4 0 1* 0 1 1 1 0 0 0 0 0 1 5 V

F5 0 0 0 0 1 0 0 0 0 0 0 1 2 II

F6 0 1 0 0 1 1 0 0 0 0 0 1 4 IV

F7 0 1* 0 0 1 1 1 0 0 0 0 1 5 V

F8 0 1* 0 0 1* 1 1 1 0 0 0 1 6 VI

F9 0 0 0 0 1 1* 1 0 1 0 0 1 5 V

F10 0 0 0 0 1 1* 1 1 0 1 0 1 6 VI

F11 0 0 0 0 0 0 0 0 0 0 1 1 2 II

F12 0 0 0 0 0 0 0 0 0 0 0 1 1 I

Dep. 1 7 1 1 7 6 4 2 1 1 1 12 44/44

Rank VI II VI VI II III IV V VI VI VI I VI/VI

Note: 1* indicates the values after applying transitivity; Dep. represents dependence power; Dri. represents driving
power.

Table 5.
Final reachability matrix.
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factor. For example, in the case of F1 (M) in the final reachability matrix (Table 5),
the reachability set will be all factors with values of 1 or 1* in the row intersections
with F1 (M): F1 (M), F2 (amax), and F12 (LP). The antecedent set is all factors with
values of 1 or 1* in the column intersections with F1 (M): F1 (M) only. When the
intersection and reachability sets appear in the same intersection and reachability
columns, then the corresponding factor is confirmed at a level (e.g. F12 (LP) as level
1) and the factor in that level is separated out, e.g. F12 (LP) from the other factors
for the next level-iteration process.

The same level-iteration process is repeated until the level of each seismic soil
liquefaction factor is established. Level partitioning of the soil liquefaction factors is
accomplished in six iterations and shown in Tables 6–11. The ISM model is
developed on the level partitions basis from Tables 6–11.

Factor (Fі) Reachability set R(Fі) Antecedent set A(Fi) Intersection set R(Fi)∩A(Fi) Level Li

F1 F1,F2,F12 F1 F1

F2 F2,F12 F1,F2,F3,F4,F6,F7,F8 F2

F3 F2,F3,F12 F3 F3

F4 F2,F4,F5,F6,F12 F4 F4

F5 F5,F12 F4,F5,F6,F7,F8,F9,F10 F5

F6 F2,F5,F6,F12 F4,F6,F7,F8,F9,F10 F6

F7 F2,F5,F6,F7,F12 F7,F8,F9,F10 F7

F8 F2,F5,F6,F7,F8,F12 F8,F10 F8

F9 F5,F6,F7,F9,F12 F9 F9

F10 F5,F6,F7,F8,F10,F12 F10 F10

F11 F11,F12 F11 F11

F12 F12 F1,F2,F3,F4,F5,F6,F7,
F8,F9,F10,F11,F12

F12 L1

Table 6.
Level partition—Iteration 1.

Factor (Fі) Reachability set R(Fі) Antecedent set A(Fi) Intersection set R(Fi)∩A(Fi) Level Li

F1 F1,F2 F1 F1

F2 F2 F1,F2,F3,F4,F6,F7,F8 F2 L2

F3 F2,F3 F3 F3

F4 F2,F4,F5,F6 F4 F4

F5 F5 F4,F5,F6,F7,F8,F9,F10 F5 L2

F6 F2,F5,F6 F4,F6,F7,F8,F9,F10 F6

F7 F2,F5,F6,F7 F7,F8,F9,F10 F7

F8 F2,F5,F6,F7,F8 F8,F10 F8

F9 F5,F6,F7,F9 F9 F9

F10 F5,F6,F7,F8,F10 F10 F10

F11 F11 F11 F11 L2

Table 7.
Level partition—Iteration 2.
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The digraph is developed from final reachability matrix by removing the transi-
tivity links and on the level partitions basis from Tables 6–11. The digraph is
converted in to an ISM-based hierarchical model by replacing nodes with state-
ments. Each seismic soil liquefaction factor is positioned as per the consequent level
and the relationships of the soil liquefaction factors are fixed from the bottom (level
6) to the top of the model (level 1). The seismic soil liquefaction factors are
connected by arrows from the bottom of the model (higher-level) to the top of
model (lower-level). The multilevel hierarchy model developed with identified
relations between the significant factors of seismic soil liquefaction potential (LP) is
shown in Figure 1.

Factor (Fі) Reachability set R(Fі) Antecedent set A(Fi) Intersection set R(Fi)∩A(Fi) Level Li

F1 F1 F1 F1 L3

F3 F3 F3 F3 L3

F4 F4,F6 F4 F4

F6 F6 F4,F6,F7,F8,F9,F10 F6 L3

F7 F6,F7 F7,F8,F9,F10 F7

F8 F6,F7,F8 F8,F10 F8

F9 F6,F7,F9 F9 F9

F10 F6,F7,F8,F10 F10 F10

Table 8.
Level partition—Iteration 3.

Factor (Fі) Reachability set R(Fі) Antecedent set A(Fi) Intersection set R(Fi)∩A(Fi) Level Li

F4 F4 F4 F4 L4

F7 F7 F7,F8,F9,F10 F7 L4

F8 F7,F8 F8,F10 F8

F9 F7,F9 F9 F9

F10 F7,F8,F10 F10 F10

Table 9.
Level partition—Iteration 4.

Factor (Fі) Reachability set R(Fі) Antecedent set A(Fi) Intersection set R(Fi)∩A(Fi) Level Li

F8 F8 F8,F10 F8 L5

F9 F9 F9 F9 L5

F10 F8,F10 F10 F10

Table 10.
Level partition—Iteration 5.

Factor (Fі) Reachability set R(Fі) Antecedent set A(Fi) Intersection set R(Fi)∩A(Fi) Level Li

F10 F10 F10 F10 L6

Table 11.
Level partition—Iteration 6.
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factor. For example, in the case of F1 (M) in the final reachability matrix (Table 5),
the reachability set will be all factors with values of 1 or 1* in the row intersections
with F1 (M): F1 (M), F2 (amax), and F12 (LP). The antecedent set is all factors with
values of 1 or 1* in the column intersections with F1 (M): F1 (M) only. When the
intersection and reachability sets appear in the same intersection and reachability
columns, then the corresponding factor is confirmed at a level (e.g. F12 (LP) as level
1) and the factor in that level is separated out, e.g. F12 (LP) from the other factors
for the next level-iteration process.

The same level-iteration process is repeated until the level of each seismic soil
liquefaction factor is established. Level partitioning of the soil liquefaction factors is
accomplished in six iterations and shown in Tables 6–11. The ISM model is
developed on the level partitions basis from Tables 6–11.
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F9 F5,F6,F7,F9,F12 F9 F9
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F11 F11,F12 F11 F11

F12 F12 F1,F2,F3,F4,F5,F6,F7,
F8,F9,F10,F11,F12

F12 L1

Table 6.
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The digraph is developed from final reachability matrix by removing the transi-
tivity links and on the level partitions basis from Tables 6–11. The digraph is
converted in to an ISM-based hierarchical model by replacing nodes with state-
ments. Each seismic soil liquefaction factor is positioned as per the consequent level
and the relationships of the soil liquefaction factors are fixed from the bottom (level
6) to the top of the model (level 1). The seismic soil liquefaction factors are
connected by arrows from the bottom of the model (higher-level) to the top of
model (lower-level). The multilevel hierarchy model developed with identified
relations between the significant factors of seismic soil liquefaction potential (LP) is
shown in Figure 1.
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3.2 MICMAC analysis: classification of CPT-based seismic soil liquefaction
significant factors

The driving power and dependency power of each variable was measured using
the final reachability matrix to analyze the strength of the relationship between
seismic soil liquefaction significant factors. Driving power is characterized as an
activity that propels other activities, while dependency power is defined as an
activity that is driven by other activities. The driving power and dependency power
are determined from the final reachability matrix by adding the sum of all ‘1’s in
that factor’s corresponding row and column.

This is considered as an input to build a graph to classify the factors into four
clusters i.e., Autonomous, Dependent, Linkage, and Independent factors (see
Figure 2). Autonomous factors (first cluster) have weak driving power and weak
dependence power. Dependent factors (second cluster) have weak driving power
and strong dependence power. Linkage factors (third cluster) have strong driving
power and strong dependence power. In the dependent factors (fourth cluster)
acquires strong driving power and weak dependence power. The soil liquefaction
factors have been categorized based on these aforementioned clusters. The four
clusters of soil liquefaction factors are:

3.2.1 Cluster I: autonomous factors

Cluster I, represents autonomous factors and consists of soil liquefaction
factors which have weak driving power and dependence power. This cluster has
six seismic soil liquefaction factors (55%). Cluster I factors are relatively discon-
nected from the system. Autonomous factors in cluster I are earthquake magnitude
F1 (M), closest distance to rupture surface F3 (R/rrup), fines content F4 (FC),
vertical effective stress F7 (σ0v), groundwater table F9 (Dw), and thickness of soil
layer F11 (Ts).

Figure 1.
Model depicting the relationships between seismic soil liquefaction significant factors based on ISM technique.
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3.2.2 Cluster II: dependence factors

Dependence factors have a strong dependence power and weak driving power.
This dependence cluster has two seismic soil liquefaction factors (18%) except
liquefaction potential that including peak ground acceleration F2 (amax) and equiv-
alent clean sand penetration resistance F5 (qc1Ncs), while, the liquefaction potential
F12 (LP) falls in this cluster is not an influence factor of earthquake liquefaction, but
a discriminate index. It is just proved that the driving power is poor and needs to
rely on other factors to discernment liquefaction. In the ISM model, these factors
form the top levels which need other soil liquefaction factors that collectively act to
influence soil liquefaction.

3.2.3 Cluster III: linkage factors

Linkage factors have a strong driving power as well as strong dependence power.
The factors affect each other and directly affect the liquefaction system. Therefore,
the factors in this cluster are unstable. No factor in this model fall into this cluster,
which indicates that the liquefaction influencing factors in this model are relatively
stable.

3.2.4 Cluster IV: independent/driving factors

In this cluster, factors have strong driving power but weak dependence power. It
is often the most critical factors of the system and also the essential factors. No
factor in this model fall in this cluster.

A special case can be observed on factors that are depth of soil deposit F10, (Ds)
and total vertical stress F8, (σv), on the middle between independent and autono-
mous factors whereas soil behavior type index F6, (Ic), on the middle between
dependence and autonomous factors. Factors that are depth of soil deposit F10, (Ds)
and total vertical stress F8, (σv), are lower on dependence but higher on driving

Figure 2.
MICMAC Analysis of seismic soil liquefaction factors.
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power, are located between two clusters, I and IV. Similarly, soil behavior type
index F6, (Ic), factor is intermediate on dependence but lower driving power, but
is located between two clusters, I and II. These factors need attention owing to
establish and provide a more accurate and caution way of selecting significant
factors for seismic soil liquefaction potential and its induced-hazards risk
lassessment modeling.

4. Discussion and conclusions

The intention of this research study is the identification and benchmarking the
seismic soil liquefaction factors of seismic soil liquefaction and the understanding of
their relationship. ISM-based hierarchical model has been developed to examine the
cone penetration test based significant factors of seismic soil liquefaction potential.
The ISM model presents the relationships between seismic soil liquefaction factors
and their benchmarking position from higher to lower-level significant factors in
hierarchy. The results provide a more accurate and caution way for establishment of
seismic soil liquefaction potential and liquefaction-induced hazards risk assessment
models. Seismic soil liquefaction factors located on top level hierarchy are greatly
influenced by the interconnection of left-over factors. It is evident from the ISM
model that the factor depth of soil deposit, F10 (Ds) at level 6, forms the base of the
ISM hierarchy and has high driving power and low dependence power, whereas
peak ground acceleration F2 (amax), equivalent clean sand penetration resistance F5
(qc1Ncs), and thickness of soil layer F11 (Ts), in the second level directly influence
liquefaction potential. The other soil liquefaction potential factors are earthquake
magnitude F1 (M), closest distance to rupture surface F3 (R/rrup), and soil behavior
type index F6 (Ic) at level 3, fines content F4 (FC) and vertical effective stress
F7 (σ0v) at level 4, total vertical stress F8 (σv) and groundwater table depth F9 (Dw)
at level 5, as per the outcomes of the ISM hierarchical model and are classified as
indirect factors that affect soil liquefaction.

By performing MICMAC analysis, the dependence-driving diagram is plotted
which offers information about the relative significance and the interdependencies
among various factors of seismic soil liquefaction. It is found in this study, that
there exists no independent and linkage factor. Among the 11 factors studied, 2
factors are falling in dependent quadrant in the dependence-driving diagram and it
is recognized that these particular factors will depend on other factors. Further, 6
factors fall under the autonomous quadrant. Rest of the 3 factors, in which 2 of
them i.e., depth of soil deposit F10, (Ds) and total vertical stress F8, (σv), are located
between two clusters, I and IV owing to intermediate diving power. Similarly, soil
behavior type index F6, (Ic), is located between two clusters, I and II owing to
intermediate dependence power. These factors i.e., depth of soil deposit, total
vertical stress and soil behavior type index need attention owing to provide a more
accurate and caution way for further establishment of seismic soil liquefaction
potential and liquefaction-induced hazards risk assessment models.
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power, are located between two clusters, I and IV. Similarly, soil behavior type
index F6, (Ic), factor is intermediate on dependence but lower driving power, but
is located between two clusters, I and II. These factors need attention owing to
establish and provide a more accurate and caution way of selecting significant
factors for seismic soil liquefaction potential and its induced-hazards risk
lassessment modeling.

4. Discussion and conclusions
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seismic soil liquefaction factors of seismic soil liquefaction and the understanding of
their relationship. ISM-based hierarchical model has been developed to examine the
cone penetration test based significant factors of seismic soil liquefaction potential.
The ISM model presents the relationships between seismic soil liquefaction factors
and their benchmarking position from higher to lower-level significant factors in
hierarchy. The results provide a more accurate and caution way for establishment of
seismic soil liquefaction potential and liquefaction-induced hazards risk assessment
models. Seismic soil liquefaction factors located on top level hierarchy are greatly
influenced by the interconnection of left-over factors. It is evident from the ISM
model that the factor depth of soil deposit, F10 (Ds) at level 6, forms the base of the
ISM hierarchy and has high driving power and low dependence power, whereas
peak ground acceleration F2 (amax), equivalent clean sand penetration resistance F5
(qc1Ncs), and thickness of soil layer F11 (Ts), in the second level directly influence
liquefaction potential. The other soil liquefaction potential factors are earthquake
magnitude F1 (M), closest distance to rupture surface F3 (R/rrup), and soil behavior
type index F6 (Ic) at level 3, fines content F4 (FC) and vertical effective stress
F7 (σ0v) at level 4, total vertical stress F8 (σv) and groundwater table depth F9 (Dw)
at level 5, as per the outcomes of the ISM hierarchical model and are classified as
indirect factors that affect soil liquefaction.

By performing MICMAC analysis, the dependence-driving diagram is plotted
which offers information about the relative significance and the interdependencies
among various factors of seismic soil liquefaction. It is found in this study, that
there exists no independent and linkage factor. Among the 11 factors studied, 2
factors are falling in dependent quadrant in the dependence-driving diagram and it
is recognized that these particular factors will depend on other factors. Further, 6
factors fall under the autonomous quadrant. Rest of the 3 factors, in which 2 of
them i.e., depth of soil deposit F10, (Ds) and total vertical stress F8, (σv), are located
between two clusters, I and IV owing to intermediate diving power. Similarly, soil
behavior type index F6, (Ic), is located between two clusters, I and II owing to
intermediate dependence power. These factors i.e., depth of soil deposit, total
vertical stress and soil behavior type index need attention owing to provide a more
accurate and caution way for further establishment of seismic soil liquefaction
potential and liquefaction-induced hazards risk assessment models.
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Chapter 8

The Dynamic Behaviour of 
Pile Foundations in Seismically 
Liquefiable Soils: Failure 
Mechanisms, Analysis, 
Re-Qualification
Rohollah Rostami, Slobodan B. Mickovski, 
Nicholas Hytiris and Subhamoy Bhattacharya

Abstract

This chapter presents a concise overview of the mechanics of failure, analysis 
and requalification procedures of pile foundations in liquefiable soils during earth-
quakes. The aim is to build a strong conceptual and technical interpretation in order 
to gain insight into the mechanisms governing the failure of structures in liquefac-
tion and specify effective requalification techniques. In this regard, several most 
common failure mechanisms of piles during seismic liquefaction such as bending 
(flexural), buckling instability and dynamic failure of the pile are introduced. 
Furthermore, the dynamic response commentary is provided by critically review-
ing experimental investigations carried out using a shaking table and centrifuge 
modelling procedures. The emphasis is placed on delineating the concept of seismic 
design loads and important aspects of the dynamic behaviour of piles in liquefiable 
soils. In this context, using Winkler foundation approach with the proposed p–y 
curves and finite-element analyses in conjunction with numerical analysis methods, 
are outlined. Moreover, the feasibility of successful remediation techniques for 
earthquake resistance is briefly reviewed in light of the pile behaviour and failure. 
Finally, practical recommendations for achieving enhanced resistance of the seismic 
response of pile foundation in liquefiable soil are provided.

Keywords: liquefaction, dynamic behaviour, pile, failure mechanisms, 
requalification

1. Introduction (Characterisation of liquefaction behaviour)

The liquefaction of loose, saturated sands, particularly cohesionless soils is 
caused by earthquake shaking or cyclic (monotonically increasing) undrained 
loading. The early work in liquefaction soil in the laboratory apparently emerged 
from the experience of the Fukui earthquake in 1948 in Japan [1]. It was regarded 
as a milestone from researchers since its devastating failures were prevalent fol-
lowing the major earthquakes in Niigata, Japan and Alaska, USA, in 1964 [2–4]. 
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Soil liquefaction has been responsible for extremely damaged structures and 
foundation piles of bridges and buildings and has resulted in severe loss of strength 
and stiffness of saturated cohesionless soil. Liquefaction was first introduced by 
Hazen [5] that he used to describe the 1918 collapse of Calaveras Dam in California 
[6]. Typically, liquefaction occurs when a deposit of loose saturated sand layers are 
subject to shaking during a seismic event, the progressive build-up of excess pore 
water pressure and the stiffness of the liquefied soil drops to a value of near-zero. 
The reduction in strength and stiffness of liquefied soil often leads to permanent 
deformation in sloping grounds, commonly termed as lateral spreading (a few 
centimetres or metres) or flow failure (hundreds of meters). Flow failures have 
been observed in a number of hydraulically filled earth dams, constructed tailings 
dams and in coastal and/or offshore areas [6]. This hydraulic problem was observed 
as secondary and progressive liquefaction surrounding the majority of slides as 
a result of the generation of excess pore pressure and the upward flow of water 
almost immediately prior to the initiation of the slide flow [6]. This also may lead 
to formation of sand boils, which have been illustrated by Ishihara [7] in terms 
of the relative thicknesses of liquefiable and overlying non-liquefiable layers in 
case history data from the 1976 Tangshan and 1983 Nihonkai earthquakes. In this 
respect, Huang and Yu [8] also classified the liquefaction related damage to soils 
and foundations during earthquakes in the first part of the twenty-first century in: 
ground subsidence, lateral spread, and damage induced by buoyancy (uplift).

Laboratory studies carried out to investigate the liquefaction susceptibility and 
conventionally evaluate the undrained behaviour of sandy soils under monotonic 
shearing. This tendency is generally expressed in terms of void ratio (e) and relative 
density (Dr). In this state, sand is flowing under constant shear stress at constant 
effective minor principal stress and at constant volume [6, 9–11]. Poulos [11] 
included the requirement of constant velocity, the “steady-state of deformation,” 
and the relationship between the steady-state effective stress and the void ratio 
i.e. the “steady-state” line. The response for very loose sand shows fully contrac-
tive behaviour is reached at large strains, as delineated in Figure 1. This behaviour 
reported as “spontaneous liquefaction” and also known as flow. In in the case of 
sand with slightly higher density, the strain softening is followed by the strain hard-
ening and the sand recovers its strength and restores stability. This type of behav-
iour was first called “limited liquefaction” by Castro [9] and known as limited flow.

In medium-dense and dense sands exhibiting dilative behaviour, ever-increasing 
shear stress is needed to induce shear strain and eventually obtain the steady state 

Figure 1. 
Monotonic behaviour of different sands: (a) effective stress path; (b) shear stress–shear strain relation [12].
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of deformation (no flow) [12]. Kramer et al. [6] indicated that at relative densi-
ties greater than those corresponding to the steady state line (slightly greater than 
44%), the soil exhibit dilative behaviour, with no potential for liquefaction.

Figure 2a and b illustrate a typical cyclic loading test on loose sand (2a) and 
dense sand (2b) using a torsional shear apparatus. The upper graphs describe the 
time history of cyclic shear stress ratio applied to constant-amplitude cyclic loading, 
while the lower graphs show the development of shear strain and the generation 
of excess pore pressure with time. In the early stages of loading the effective stress 
path moves to the left and the shear strain is negligible. However, as the loading 
progresses, the pore pressure builds up until the stress path begins to cross the phase 
transformation line identified by Ishihara [7] and eventually reaches a value equal 
to the initial confining pressure, which is called cyclic mobility. It can be seen that in 
both sand the effective confining stress decreases, but the shear strain increases in a 
slower manner for dense sand.

The liquefaction potential of the soil is generally estimated by comparing the 
anticipated earthquake loading and its inherent liquefaction resistance. This com-
parison is most commonly base on cyclic shear stress amplitude usually normalised 
by initial vertical effective stress and known as a cyclic stress ratio (CSR) for 
loading and a cyclic resistance ratio (CRR) for resistance. The potential for liquefac-
tion is expressed in terms of a factor of safety against liquefaction, FL = CRR/CSR. 
If the FL > 1.0 soil profile can be safe against liquefaction. Standard penetration 
test (SPT) and cone penetration test (CPT) are the two empirical methods that use 
to obtain the cyclic resistance to liquefaction. The susceptibility of soil deposits to 
liquefaction is determined by a combination of various factors such as soil proper-
ties, geological conditions and ground motion characteristics. The soil’s CRR is 
also affected by the duration of shaking (which is correlated to the earthquake 
magnitude scaling factor, MSF) and effective overburden stress (which is expressed 
through a Kσ factor). The evaluating of the soil liquefaction potential based on the 
SPT and CPT values are well explained in [12].

The seismic response of a soil profile is strongly influenced by the effective stress 
of an earthquake ground motions. The nature of ground motions at sites containing 
potentially liquefiable soils can affect the potential damage to pile foundations. The 

Figure 2. 
Stress path behaviour and stress–strain curve of (2a) loose sand and (2b) dense sand from the cyclic torsion 
shear test (Ishihara, [7]) (Dr: Relative density of the soil, K0: Coefficient of earth pressure, γ : Shear strain, 

0τ σ ´/d : Shear stress ratio).
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of deformation (no flow) [12]. Kramer et al. [6] indicated that at relative densi-
ties greater than those corresponding to the steady state line (slightly greater than 
44%), the soil exhibit dilative behaviour, with no potential for liquefaction.

Figure 2a and b illustrate a typical cyclic loading test on loose sand (2a) and 
dense sand (2b) using a torsional shear apparatus. The upper graphs describe the 
time history of cyclic shear stress ratio applied to constant-amplitude cyclic loading, 
while the lower graphs show the development of shear strain and the generation 
of excess pore pressure with time. In the early stages of loading the effective stress 
path moves to the left and the shear strain is negligible. However, as the loading 
progresses, the pore pressure builds up until the stress path begins to cross the phase 
transformation line identified by Ishihara [7] and eventually reaches a value equal 
to the initial confining pressure, which is called cyclic mobility. It can be seen that in 
both sand the effective confining stress decreases, but the shear strain increases in a 
slower manner for dense sand.

The liquefaction potential of the soil is generally estimated by comparing the 
anticipated earthquake loading and its inherent liquefaction resistance. This com-
parison is most commonly base on cyclic shear stress amplitude usually normalised 
by initial vertical effective stress and known as a cyclic stress ratio (CSR) for 
loading and a cyclic resistance ratio (CRR) for resistance. The potential for liquefac-
tion is expressed in terms of a factor of safety against liquefaction, FL = CRR/CSR. 
If the FL > 1.0 soil profile can be safe against liquefaction. Standard penetration 
test (SPT) and cone penetration test (CPT) are the two empirical methods that use 
to obtain the cyclic resistance to liquefaction. The susceptibility of soil deposits to 
liquefaction is determined by a combination of various factors such as soil proper-
ties, geological conditions and ground motion characteristics. The soil’s CRR is 
also affected by the duration of shaking (which is correlated to the earthquake 
magnitude scaling factor, MSF) and effective overburden stress (which is expressed 
through a Kσ factor). The evaluating of the soil liquefaction potential based on the 
SPT and CPT values are well explained in [12].

The seismic response of a soil profile is strongly influenced by the effective stress 
of an earthquake ground motions. The nature of ground motions at sites containing 
potentially liquefiable soils can affect the potential damage to pile foundations. The 

Figure 2. 
Stress path behaviour and stress–strain curve of (2a) loose sand and (2b) dense sand from the cyclic torsion 
shear test (Ishihara, [7]) (Dr: Relative density of the soil, K0: Coefficient of earth pressure, γ : Shear strain, 

0τ σ ´/d : Shear stress ratio).
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relevant characteristics of ground motions are the frequency content, amplitude, and 
duration, and they can provide insight into the effects of ground motion duration on 
liquefaction hazards. The initial characteristic site period for a simple layer (ground 
of thickness H) with constant initial shear wave velocity, Vso, is given by Tso = 4 H/
Vso. The velocity is related to frequency f and wavelength λ by v = fλ . The relation 
between vs and the SPT N value indicates the soil type [12]. The effects of liquefac-
tion and generation positive of pore pressure leads to decrease in the effective stresses 
and the shear modulus of the soil. As a result, there is a reduction in soil stiffness 
which, in turn, increases prevalence of low frequency motions. The accelerations 
recorded of the Wildlife liquefaction array in the 1987 Superstition Hills earthquake 
(NS component) at the ground surface and at 7.5 m depth and the associated excess 
pore water pressure measured at 2.9 m depth are shown in Figure 3.

In each case, a clear and gradual stiffness degradation associated with an 
increase in the pore water pressure can be observed. Acceleration time history of 
the surface record showing clear visual evidence of the high-frequency portion 
of the motion from the beginning of the record (about 18 s); which is consistent 
with a series of isolated high-frequency pulses of acceleration (see numbers) 
[12]. Kramer et al. [14] reported that these pulses have amplitudes smaller 
than those of the pulses that occur prior to liquefaction, but in some cases, the 
peak ground acceleration of the entire motion is produced by a strong dilation 
pulse occurring near, or even after, the initiation of liquefaction. Hall et al. [15] 
examined the transient vibration characteristics of two 2 × 2 pile-group models 
based on the wavelet. They found that liquefaction causes a decrease in structural 
frequency, whose reduction depends on the rate of excess pore pressure build-up, 
whereby high rates (“fast liquefaction”) lead to greater reduction, i.e. up to 51%. 

Figure 3. 
Acceleration time histories time histories and associated pore water pressure of north–south components 
at wildlife site during the 1987 Superstition Hills earthquake (Zeghal and Elgamal, [13]) (numbers show 
high-frequency pulses of acceleration).

185

The Dynamic Behaviour of Pile Foundations in Seismically Liquefiable Soils: Failure…
DOI: http://dx.doi.org/10.5772/intechopen.94936

Ozener et al. [16] used of Stockwell spectrograms and indicated that as a result of 
the changes in stiffness; the response of a liquefied soil is often markedly differ-
ent before and after triggering of liquefaction.

The liquefaction potential index (LPI) of Iwasaki et al. [17] is an integral 
number of factors of safety (FS) values weighted by depths of soil layers, which has 
increasingly been used for assessing the severity of liquefaction hazards [17, 18]. 
This is expressed by Eq. (1):

 ( )
20

0

.LPI F w z dz= ∫   (1)

Where z is the depth (0–20 m) and w(z) = weighting function (10–0.5z) and F 
is a function of the liquefaction resistance. Sites with LPI > 15 have increasing sus-
ceptibility to liquefaction and potential for severe damage. The risk of liquefaction 
tends to decrease with depth while if LPI < 5, the effects are minor due to increasing 
effective stress.

2. Pile failure

Piles are a particular type of deep foundation generally constructed to support 
heavily loaded structures to transfer the loads from superstructures to the deeper 
layers of soil, relying on both skin friction and tip resistance [19]. Piles are also used 
in seismic-prone zones comprising loose to medium-dense sandy soil or soft clay. 
However, during earthquake shaking when the soil around the pile loses much of 
its stiffness and strength due to liquefaction, the pile will act like a long laterally 
unsupported column and could buckle under the high axial load from the super-
structure, affecting the foundations. Collapse and damage of pile-supported struc-
tures due to liquefaction have been observed after many major earthquakes [2–4]. 
The observations from many historic cases indicated that the failure of foundations 
occurred at unexpected locations (see Figure 4).

During earthquakes, the response of pile-supported structures to liquefiable 
soils would depend of the stiffness of the pile foundation type, the response of the 
soil surrounding the pile, and the soil-pile interaction effects. The analysis of this 
response requires accurate characterisation of the interaction effects include the 
inertial loading exerted by the superstructure and the kinematic loading induced by 
the soil surrounding the pile. Figure 5 illustrates four critical stages of loading on 
the piles during a seismic liquefaction-induced event.

Figure 4. 
(a), (b) Buildings in Niigata city and (c) Building in Kobe city [12].
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Before, or just at the onset of the earthquake, the axial load on the piles can be 
estimated based on static equilibrium. Upon commencement of the seismic vibration, 
and before the excess pore water pressure build-up, this axial compressive load may 
increase/decrease further due to the inertial effect of the superstructure (due to oscil-
lation of superstructure) and the kinematic effects of the soil flow past the founda-
tion (due to ground movement). This change in loading can be transient (during the 
vibration, due to the dynamic effects of the soil mass) and residual (after the vibra-
tion, due to soil flow, often known as “lateral spreading” [21]). However, at this stage, 
with pore water pressure built up (at full liquefaction, the excess pore water pressures 
reach the overburden vertical effective stress), the soil loses its strength and stiff-
ness, and the pile acts as an unsupported slender columns over the liquefied depth. 
Most of the efforts have been made to greatly improve understanding of pile failure 
mechanism due to liquefaction [20–24]. Two plausible mechanisms of pile failure: 
bending (due to inertia of the superstructure and/or kinematic loads due to lateral 
soil pressure) and buckling (due to axial load), have been studied in detail separately. 
However, dynamic failure (bending–buckling interaction) of a pile foundation may 
also occur in a seismically liquefiable soil deposits and lead to failure of the structure.

2.1 Bending failure

The bending failure mechanism due to liquefaction-induced lateral spreading 
of soil is often demonstrated as one of the predominant causes of pile foundation 
failures during earthquakes [21–24]. The bending failure mechanism can occur 
when soil liquefies and loses much of its stiffness, causing the piles to act as unsup-
ported slender columns. Piles can exhibit bending failure as a result of one or 
both of two mechanisms. First, during seismic shaking the lateral flow of soils at a 
particular depth induces additional forces on piles and simultaneously the bending 
moment is generated in the pile due to the summation of inertia and kinematic 
loads. Second, at the end of the shaking, the bending moment is expected only 
due to kinematic flow as a result of the full dissipation of pore pressure [25]. The 
bending behaviour of a pile depends on the bending strength (e.g. yielding of the 
pile materials) and the flexural stiffness (changes in geometry of the moment-
resisting pile section) [26]. Most of the current design methods, such as JRA [27], 
NEHRP [28], IS:1893 [29], and Eurocode 8 [30] focus on bending strength of the 
pile to avoid bending failure due to lateral loads (combination of inertia and/or 
lateral spreading). When pile-supported structures are embedded deep enough 

Figure 5. 
Different stages of loading and failure mechanism of pile during earthquake [20].
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to move with the non-liquefiable layer, the displacement at the pile cap is equal to 
the ground displacement, and this condition yields maximum bending moments 
different from the free-end condition. Hwang et al. [31] evaluated the influence 
of liquefied ground flow on the pile behaviour. It was found that by increasing the 
slope angle of the liquefying ground, the shear force, the bending moment, and the 
lateral displacement of the pile increased. For the pile head condition, the bending 
moment also increased with depth. However, for the fixed pile head condition, 
the maximum bending moment of free head was about 1.5 times greater than that 
under the fixed pile head condition. The head supports for numerical analysis will 
be explained in Section 3.3.2.

2.2 Buckling failure

The second mechanism is the buckling instability under the interaction of axial 
and lateral loads, and piles acting as beam-columns under both axial and lateral 
loading [32–35]. Bhattacharya [35] argued this failure mechanism and suggested 
piles become laterally unsupported in the liquefiable zone during strong shaking 
which the axial load applied on pile and the soil around the pile liquefies loses of 
its stiffness and strength. Next, the piles act as unsupported long slender columns, 
and soils cannot support the corresponding action. Buckling failure depends on the 
geometrical properties of the member (i.e. slenderness ratio). The buckling mecha-
nism is in the length of in touch with liquefied soil. The lateral loads for structural 
elements, due to slope movement increase lateral spread displacement demands, 
which in can cause plastic hinge to form and reducing the buckling load.

Extensive research has been carried out on the buckling instability of pile in 
liquefied soils. One early method for the stability of beams on elastic foundations 
proposed by Hetenyi [36] may be the base of the buckling analysis of pile founda-
tions. The lateral loads, due to inertia or lateral spreading, could increase the lateral 
deflection of pile and thus reduce the buckling load [35]. On the other hand, there 
will always be confining pressure around the pile even if the soil has fully liquefied, 
and it could provide some lateral support to the pile and increase the buckling load 
[37]. As observed by Bhattacharya et al. [24], Knappett and Madabhushi [32], and 
Zhang et al. [38], buckling failure of the end-bearing pile normally occurs when 
the soil is fully liquefied. And pile buckling in partially liquefied soil would require 
a higher buckling load than that in the fully liquefied soil. In other words, when 
predicting the critical buckling load of pile in liquefiable soils, only the soil that has 
fully been liquefied needs to be considered. Zhang et al. [38] found that the critical 
buckling load of piles in liquefied soils increases with the increase of soil relative 
density and flexural rigidity of the pile and decreases with the increase of initial 
geometric imperfections of the pile and pier height. Shanker et al. [39] proposed an 
analytic method to predict the critical buckling load of pile under partial to full loss 
of lateral support.

2.3 Dynamic failure (bending–buckling)

A collapse of pile-supported structures in liquefiable deposits may occur under 
the combined action of lateral load and axial load. Bhattacharya et al. [37] included 
the dynamics failure on the combined axial and lateral loads on a pile foundation. 
In this mechanism, piles are subjected to both axial and lateral loads during seismic 
shaking and piles act like beam-column members (Figure 6).

As a result of this combination (axial- and lateral-loading) on piles during 
a seismic liquefaction-induced event, the influence of the axial load, P, in piles 
causes a loss of lateral stiffness (y is the lateral displacement) until the axial load 
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the dynamics failure on the combined axial and lateral loads on a pile foundation. 
In this mechanism, piles are subjected to both axial and lateral loads during seismic 
shaking and piles act like beam-column members (Figure 6).

As a result of this combination (axial- and lateral-loading) on piles during 
a seismic liquefaction-induced event, the influence of the axial load, P, in piles 
causes a loss of lateral stiffness (y is the lateral displacement) until the axial load 
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approaches the critical value (P=Pcr). The loss of lateral stiffness in association 
with the axial load (i.e., pile deflection), Δ, is dominated by the excessive moment 
caused by the P-Δ effect (see Section 3.3.1). Subsequently, the large deflection of the 
beam may then induce plasticity in the beam resulting in an early failure. The same 
failure point of the pile is also possible when bending moment reaches Mp and pile 
continues to deflect without any additional loading.

Dash et al. [40] investigated the importance of bending–buckling interaction 
in seismic design of piles in liquefiable soils using numerical techniques. They 
concluded that if a pile is designed for bending and buckling criteria separately 
and safe for these individual design criteria, it may fail due to their combined 
effect. Recently, this is also suggested by Zhang et al. [41] to consider the buck-
ling mechanism together with the effect of lateral load. It is hence important for 
the designers to consider a possible boundary for safe design to avoid failure of 
the pile.

3. Dynamic behaviour of pile

A variety of design procedures have been adopted by design guidelines and 
codes for assessing the behaviour of piles in liquefiable ground. Dynamic loading 
during earthquake be superimposed onto the working loads of the piles. Predicting 
seismic response of pile foundations in liquefied soil layers is much more complex 
due to uncertainties in the mechanisms involved in soil–pile-superstructure interac-
tion (different dynamic loads, the stiffness and shear strength of the surrounding 
soil and pore water pressure generation). In practice, different design procedures 
have been used for the seismic design of pile-supported structures. The Japanese 
Highway Code of Practice (JRA) [27], for example, advises the practicing engineers 
to consider both of the loading conditions mentioned above. However, it suggests 
a separate bending failure check for the effects of kinematic and inertial forces. 
Similarly, BS EN ISO 2008 [30] advises pile design against bending due to inertial 
and kinematic forces arising from the deformation of the surrounding soil. In the 
event of liquefaction, Eurocode 8 also suggests that “the side resistance of soil layers 

Figure 6. 
Schematic of the effect of bending–buckling interaction on the response of pile foundation [40].
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that are susceptible to liquefaction or to substantial strength degradation shall be 
ignored”. The NEHRP [28], on the other hand, focuses on the bending strength of 
the piles by treating them as laterally loaded beams and assuming that the lateral 
load due to inertia and soil movement causes bending failure.

Since the mid-1960s, significant research has been conducted to understand the 
dynamic behaviour of pile foundations in liquefiable soils using various experimen-
tal techniques as well as various numerical modelling methods. These investigations 
can be divided into three categories: field observations (case histories), laboratory 
tests (dynamic centrifuge experiments, shaking table tests and full-scale field 
tests), and numerical modelling (Winkler analyses with linear-elastic or hysteretic 
soil behaviour, finite-element analyses). These will be discussed in detail in the 
following subsections.

3.1 Field observations (case histories)

This section provides a brief review of case histories. This can help to appro-
priately understand the phenomena involved and to identify important aspects of 
pile-soil-interaction behaviour. These case histories are primarily from the past 50 
to 60 years, which describes the observed of some of the damaged piled founda-
tions from the literature (see Table 1).

Iwasaki [51] reported the results of investigations on seismic damages to high-
way bridges during major eight earthquakes in Japan (occurred in 1923 to 1983). 
Their observation described that many of reinforced concrete buildings, highway 
bridges and other structures sustained considerable damage due to liquefaction of 
sandy soils (e.g., Showa Bridge 1964, Yuriage Bridge 1978, Shizunai Bridge 1982, 
Gomyoko Bridge 1983). The Showa bridge collapse has been a case history of 
interest in many publications and it was as an iconic example of the detrimental 
effects of liquefaction-induced lateral spreading on the ground. Hamada [2] argued 
that a more plausible explanation could be offered based on the ground displace-
ments suffered due to liquefaction induced lateral spreading. In this respect, the 
JRA code [27] tried to formalise this research and presented methods of estimating 
the loading due to lateral spreading ground on pile foundations. This problem was 
revisited by Yoshida et al. [52] and they collated a number of eye-witness accounts 
to establish the timing of the bridge collapse as well as the lateral spreading of the 
river banks. It was suggested that lateral spreading of the surrounding ground 
started after the bridge had collapsed. Madabhushi and Bhattacharya [21] reanal-
ysed the bridge and showed that lateral spreading hypothesis could not explain the 
failure of the bridge. A similar explanation was reported by Kerciku et al. [53]. As 
a final remark, Bhattacharya et al. [12, 54] and Mohanty et al. [55] suggested that 
the Showa Bridge could have collapsed because of bending, buckling, and combined 
action of bending of pile foundations.

The Niigata Family Court House building was a four-storey building constructed 
on concrete pile foundations. Hamada [2] suggested that one pile suffered relatively 
modest damage, as it did not penetrate into the deeper, non-liquefied ground. 
Madabhushi et al. [56] concluded that the laterally spreading ground around the 
piles caused the observed distress in these piles.

Further example on the probability of identifying collapse mechanisms is the 
Kandla Port one of the largest ports in India, located in the western state of Gujarat. 
Following the Bhuj earthquake of 2001, there was some damage to the port facilities 
[49]. Dash et al. [57] used conventional analysis of a single pile or a pile group to 
predict collapse. They concluded that the foundation mats over the non-liquefied 
crust shared a considerable amount of load of the superstructure and resisted the 
complete collapse of the building.
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Bhattacharya et al. [33] collated 15 case histories of pile earthquake performance 
and classified them according to their Euler buckling load when the soil was fully 
liquefied. In most of the cases where the axial load in the pile was 50% or more of 
the buckling loads, the foundation suffered significant damage.

Based on these observations, the failure of pile foundations occurred in both 
laterally spreading ground and in level ground where no lateral spreading would be 
anticipated. The cracks observed were near the bottom and at interfaces between 
liquefied and non-liquefied layers and often at the pile head. Additionally, severe 
damage had also formed at the boundaries of the liquefiable and non-liquefiable 
layers and at various depths between. The plastic hinge formation occurred at the 
boundaries of the liquefiable and non-liquefiable layers and at various depths.

3.2 Laboratory testing

Laboratory studies are also critical to elucidate the failure mechanisms and the 
behaviour of soil–pile interaction in liquefiable soils and its relevant fundamental 
parameters such as relative density, confining pressure, shear strength, frequency 
content and amplitude, damping ratio, pile bending moment, and deformed shape 
of the soil profile. Therefore, while the aim of the work presented in this section 
is to review and provide well-interpreted field of the dynamic response of piles by 
different physical model tests that can be used to evaluate analytical procedures 
and design methods. Many studies have investigated the seismic response of pile, 
soil and superstructure using shake-table experiments [58–63], dynamic centrifuge 
experiments [19, 64, 65], and full-scale field tests that utilise blast-induced lique-
faction [66, 67]. The requirements for a model container for carrying out seismic 
soil-structure interactions (SSI) at 1-g (shaking table) and N-g (geotechnical 
centrifuge at N times earth’s gravity) are well introduced in [68].

3.2.1 Shaking table tests

Iwasaki et al., [69] used a shaking table to estimate the liquefaction potential 
by using fundamental properties of the soil. Meymand [70] carried out a set of 
soil-pile interaction tests using the large shaking table operated by U.C. Berkeley. It 
was reported that damping for the single piles computed from 10 to 20%. Yao et al., 
[71] highlighted that the transient state prior to soil liquefaction was important 
in the design of piles due to dynamic earth pressure showed peak response in this 
state. Tokimatsu et al. [72] investigated pile under the combination of inertial and 
kinematic forces and reported that the pile foundation response depends on the 
time period of the ground as well as the superstructure. Cubrinovski et al. [73] 
discussed the behaviour of pile foundations under lateral spreading. Chau et al. [74] 
suggested that seismic pounding between the laterally compressed soil and the pile 
near the pile cap level can be one of the probable causes of pile damages. Motamed 
& Towhata [75] carried out a series of 1 g small-scale shake table model tests on a 
3 × 3 pile group located behind a sheet-pile quay wall. It reported that fixed-end 
mitigating sheet pile can reduce the bending moment of pile. This is depended on 
the pile position within the group [76]. Gao et al. [61] studied the dynamic interac-
tive behaviour of soil–pile foundations in liquefying ground under different shaking 
frequency and amplitude. They reported that the frequency of motion does not have 
a significant effect on the pile and soil response; however, these responses depend 
on the shaking amplitude. Besides, Lombardi & Bhattacharya [34] concluded that 
natural frequency of pile foundation decreases due to liquefaction; also they found 
that the damping ratio may increase due to liquefaction in excess of 20% (Figure 7).
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A similar observation was reported by Tang and Ling [62] and Tang et al. 
[63], which conducted a shaking table experiment to investigate the dynamic 
behaviour of a reinforced-concrete (RC) elevated cap pile foundation during 
(and prior to) soil liquefaction. These works indicated decreasing the frequency 
and increasing the amplitude of earthquake excitation. Next to this, Chen et al. 
[77] suggested that the seismic response of the soil and structure depends on 
input motion with richer low frequency components. On the other hand, Su et al. 
[58] document thicker pile having higher displacement. Likewise, the work per-
formed by Liu et al. [78] was demonstrated that pile group bending moment was 
able to increase dramatically as the diameter increases. Four large laminar-box 
shaking table experiments used by Ebeido et al. [59] to examine pile response due 
to the mechanism of liquefaction-induced lateral spreading. They concluded that 
the highest pile lateral loads occurred at the initial stages of lateral deformation. 
Zhang et al. [41] reported that a pile collapsed due to buckling instability, which 
happened after the soil fully liquefied.

3.2.2 Centrifuge tests

Similar to the shaking table test, centrifuge test enables to address liquefaction, 
lateral spreading, and their effect on pile foundations by the simulation of gravity-
induced stress conditions in scale models of soil structures at N times earth’s gravity. 
Conceptually, this technique consists of the linear dimensions in the model soil by 
a factor 1/N and the confining stress is identical by a factor of unity. Thus, scale 
models law to simulate the behaviour of full-scale earth structures by reduced scale 
and provide data applicable to full-scale problems [68].

Several experimental studies have investigated of piles subject to liquefaction 
by using centrifuge method testing. McVay et al. [79] analysed the behaviour 
of the laterally loaded on pile group in sand with different pile group models. 
They reported that by changing the size of the group, there was no change in the 
group’s lateral resistance, but only was a function of row position. Wilson [80] and 
Wilson et al. [81] performed dynamic centrifuge tests on the soil-pile interaction 
(Figure 8), which was directly obtained from the observed p-y response through 
back analysis of a single pile. This analyse presented the first dynamic characterisa-
tion of p–y behaviour of pile foundations in liquefying sand.

Figure 7. 
(a) The shaking table test and (b) elevation view of test [34].
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Abdoun et al. [82] estimated the peak subgrade reaction values in liquefiable 
sand from centrifuge tests and concluded that the largest free head pile bending 
moment occurred at the boundary between the liquefied and non-liquefied strata. 
Similarly, a large displacement due to the liquefaction of the backfill soil was 
observed between the rubble mound and the bearing stratum, which produced a 
large bending moment at the top of the pile [83]. Brandenberg et al. [84] conducted 
various aspects of bending failure mechanism. In contrast, Bhattacharya et al. [85] 
proposed buckling instability failure mechanism as a new theory of pile failure 
mechanism verified by dynamic centrifuge tests. Another experiment concluded 
that an increase in excess pore pressure around and beneath end-bearing piles 
might induce the instability failure caused by liquefaction [86]. A similar observa-
tion was reported to clarify the buckling instability failure mechanism by Knappett 
and Madabhushi [32]. Recently, Garala et al. [19] conducted unexplored aspects of 
kinematic pile bending.

3.3 Numerical modelling

The numerical simulation tools have been prominent for analysing liquefac-
tion problems in the light of potential disadvantages of physical models used in 
experimental simulation. This section presents different numerical platforms used 
in modelling of pile foundations under dynamic loading and their capabilities and 
limitations. Review of the recent relevant works delineates the important aspects of 
the seismic analysis of piles in liquefiable soils.

Numerical modelling can be divided into three categories: Beam on nonlinear 
Winkler Foundation (BNWF) approach with the proposed p–y curves, two-
dimensional numerical modelling and the full three-dimensionality of model. Due 
to computationally complex and time-consuming of two- and three-dimensional 
numerical modelling, most of the researchers prefer to use the pseudo-static analyse 
is based on Winkler method for the seismic analysis of pile foundations. Winkler 
models are approximately capable of predicting maximum lateral displacement and 
maximum bending moment of pile foundations in liquefied soils. However, it is not 
able to simulate the prototype model accurately because it is difficult to estimate 
the accurate values for the springs and dashpots coefficients, which considerably 
change over time, especially during strong shaking.

Figure 8. 
Layout of the centrifuge test setup by Wilson [80].
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3.3.1 p–y curves

The beam-on-nonlinear-Winkler-foundation (BNWF) method (also known as 
p-y method or Winkler method) is widely used in the modelling of soil–pile–struc-
ture interaction due to its simplicity in modelling and computational efficiency. This 
method is based on the hypothesis that the reaction exerted by the soil at a given 
depth on the pile shaft is proportional to the relative pile–soil lateral deflection. In the 
BNWF method, soil-pile interactions are modelled by a set of nonlinear soil springs, 
whereas the horizontal responses are analysed using p-y spring, for simulating shaft 
friction controlling vertical loading characteristics by t-z spring and end-bearing at 
the bottom of the piles responses are represented via the q-z spring (Figure 9). Each 
spring can be defined by means of a non-linear relationship between the soil reaction 
(per unit length of the pile) p and the corresponding relative soil–pile displacement.

This method is based on the beam on elastic foundation approach of Hetényi 
[36] and Winkler [88]. The p–y curves have been used to model the reaction of the 
foundation with consideration of inertial effects and seismic soil–pile interaction. 
Guidelines for the p – y curves as prescribed by current codes of practice are based 
on the works of Matlock [89] for soft clay, Reese [90] for cohesionless soils and Cox 
et al. [91] and O’Neill and Murchison [92] for sand, published by API [93] and DNV 
[94]. A different approach based on the assumption that the liquefied soil behaves 
like soft clay applied to account for the effects of liquefaction on the p–y curves, 
which is known as “residual strength” method [95]. However, applications of these 
curves were developed from a number of field tests with relatively few inherent limi-
tations. Therefore, numerous works have been carried out to evaluate p–y curves for 
laterally loaded piles in liquefiable soils, such as Dobry et al. [96], Yasuda et al., [97], 
Sivathayalan and Vaid [98] and Rollins et al. [99]. Subsequently, the p–y method 
was extended to liquefiable soils by applying a “p multiplier” [96, 100], which is 
a reduction factor (mp). Combining the force- and displacement-based methods, 

Figure 9. 
Method of pile analysis using p-y curves, Dash et al. [87].
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Cubrinovski et al. [100] proposed to use limit pressures for non-liquefied crust layers 
and linear springs with a “stiffness degradation factor” (known as the p-multiplier) 
for liquefied layers during liquefaction-induced lateral spreading. Several analyses of 
the full-scale tests [81, 101–103] conducted and observed the actual shape of post-
cyclic stress–strain response of liquefied soils. They suggested an S-curve shape of 
the “p–y” curve for liquefied soil. Similarly, the post-liquefaction behaviour of sands 
observed in element tests by [104, 105]. Lombardi et al. [106] and Dash et al. [107] 
adopted a new set of p–y curves that can be obtained by modifying the conventional 
p–y curves (for non-liquefied soils) in such a way that replicates the strain hardening 
behaviour with practically-zero stiffness at low strain.

3.3.2 Two- and three-dimensional numerical modelling

To gain further insight into the field of simulation of the soil–pile interaction, 
the general design process is presented here. Finn and Fujita [108] developed and 
recently reviewed [109] an approximate method for nonlinear, three-dimensional 
analysis of pile foundations using PILE-3D. Constitutive models for simulating the 
nonlinear behaviour of pile in liquefiable soil have been proposed and typically 
implemented through the finite-element using two- or three-dimensional numerical 
modelling. Some of the more popular computer programs used are FLAC (Itasca), 
DIANA (DIANA Analysis) and PLAXIS. Many researchers have been using the Open 
System for Earthquake Engineering Simulation (OpenSees) (Mazzoni et al., [110]) as 
a ground response analysis tool. However, the main challenge of numerical model-
ling remains the simultaneous numerical prediction of accelerations, generation and 
redistribution of excess pore pressures, and the resulting of deformations [111]. Yu 
et al. [112] suggested that the finite element method (FEM) based on solid mechanics 
can accurately simulate the soil behaviour (for the initial stage) and the smoothed 
particle hydrodynamics (SPH) method in the framework of fluid dynamics is more 
suitable (for the flow stage). In this regard, Finite difference numerical models were 
developed using ABAQUS/Explicit, SAP2000, FLAC 3D, SANISAND and PDMY02 
models or FEM using DBLEAVES code. The bounding surface constitutive model 
simple anisotropic sand (SANISAND) developed by Dafalias and Manzari [113] and 
implemented in OpenSees by Ghofrani and Arduino [114], was utilised to represent 
the behaviour of the liquefiable soil layer. Pressure-Dependent multiyield surface 
constitutive model version 02 (PDMY02) developed and implemented in OpenSees 
by Elgamal et al. [115] and Yang et al. [116] to simulate soil behaviour. Ramirez et al. 
[111] compared the predictive capabilities of PDMY02 and SANISAND platforms. 
Furthermore, Drucker-Prager [117] and Mohr-Coulomb plasticity [118] models are 
also soil constitutive modelling approaches in 3D analyses of soil-foundation systems.

Some of the recent numerical studies on pile foundations in liquefiable soil are 
listed in Table 2.

A fully coupled formulation (u–P or u–P–U) has been used to analyse soil 
displacements and pore water pressures [136]. The u–P formulation (called 
EightNodeBrick–u–P element in OpenSees framework) is the simplification of the 
u-p-U approach, which captures the movements of the soil skeleton (u) and the 
change of the pore pressure (P). More detail about description, formulation and 
implementation of this theory can be found in [120–122]. Figure 10 is an example 
of three numerical modelling of pile in liquefiable of soil.

BNWF analyses of piles and pile groups have been exclusively employed for 
modelling case histories. Dash et al. [57] created 3D non-linear model of Tower 
of Kandla Port by using a finite element program SAP2000. A good agreement 
between the analytical and field observations analysis was reported. Similarly, Dash 
et al. [40] investigated the bending-buckling mechanism by exploring the Showa 
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References Analysis 
type

Test type Soil 
type

Pile 
configuration

Pile type Pile head 
condition

Cubrinovski 
et al. [119]

3D DIANA Shaking 
table

Sand 3 × 3 Stainless 
steel

Fixed

Cheng and 
Jeremic´ [120]

3D (u-p-U)
FEM

Full scale Sand Single Aluminium Free

Dash et al. [57] 3D (p-y)
SAP2000

Full scale Clay 
soil

3 × 4 Concrete Fixed

McGann 
et al. [117]

3D (p-y)
FEM

Full scale Sand Single Reinforced
Concrete

Free and 
Fixed

Rahmani and 
Pak [121]

3D (p-u)
OpenSees

Centrifuge Sand Single Concrete Free and 
Fixed

Wang 
et al. [122]

3D (p-u)
OpenSees

Centrifuge Sand Single Concrete Fixed

Valsamis 
et al. [123]

p-y
NASTRAN

Full scale Sand Single Concrete Fixed

Bhowmik 
et al. [124]

3D Abaqus Full scale Sandy 
clay

Single steel Fixed

Wang and 
Orense [125]

2D (p-y)
OpenSees

Centrifuge Sand Single Steel
pipe

Fixed

Finn [109] PILE3-D Full scale Sand 4 × 4 Concrete Free and 
Fixed

Sextos 
et al. [126]

3D (p-y) 
SAP2000

Full scale silty 
sands

2 × 2, 4 × 4 Reinforced
concrete

Fixed

Hamayoon 
et al. [127]

3D FEM Shaking 
table

Sand 3 × 3 Aluminium 
pipes

Fixed

Li and 
Motamed [128]

2D (p-y)
OpenSees

Shaking 
table

Silica 
sand

3 × 3 Steel Fixed

Lombardi and 
Bhattacharya 
[129]

2D (p-y)
SAP2000

Shaking 
table

Sand Single, 2 × 2 Aluminium Free and 
Fixed

Rostami 
et al. [118]

3D (p-y) 
Abaqus

Shaking 
table

Sand Single Reinforced 
concrete

Free and 
Fixed

Zhang 
et al. [130]

3D (p-u)
OpenSees

Centrifuge Sand Single Concrete 
pipe pile

Free

Wang et al. [131] 2D (p-y)
OpenSees

Centrifuge Sand 3 × 2 Concrete Fixed

López Jiménez 
et al. [132]

3D Flac 
SANISAND

Full scale Sand 3 × 4 Concrete Fixed

Li et al. [133] 3D Flac Full scale Sand 3 × 3 XCC pile Fixed

Zhang et al. [41] 2D (p-y)
OpenSees

Shaking 
table

Sand Single Aluminium Free

Kazemi Esfeh 
and Kaynia 
[134]

3D Flac 
SANISAND

Centrifuge Ottawa 
sand

OWT Monopile Fixed

Rajeswari 
and Sarkar  
[135]

3D (p-u)
OpenSees

Full scale Nevada 
sand

Single Concrete Fixed

Table 2. 
Summary of recent numerical studies on pile foundation in liquefiable soil.
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bridge pile failure in 1964 Niigata earthquake. In this context, McGann et al. [117] 
proposed a simplified procedure for the analysis of single piles subject to lateral 
spreading based on a parametric study. Moreover, the values of degradation factors 
of p-y curves in liquefiable soils computed in 3D FEM using OpenSees [137].

Two-dimensional models have been used to study soil-structure interac-
tion in the majority of the numerical analyses using OpenSees. Haldar and 
Babu [138] examined the failure mechanism in piles and observed the failure 
mode was greatly dependent on the depth of the liquefiable soil layer. Zhang 
and Hutchinson [139] proposed a strategy by integrating the calculated plastic 
curvature at all integration points along the pile shaft. It was reported that the 
plastic hinge length of piles extending through liquefiable layers is about 1.4 
times larger than that of non-liquefiable conditions. However, the location of 
plastic hinges can be affected by a variety of factors, such as material properties, 
pile length and thickness of the liquefied soil layer [118]. Wang and Orense [125] 
used a 2DBNWF finite element model implemented via Open Sees to analyse the 
response of raked pile foundations in liquefying ground. Bhowmik et al. [124] 
investigated the nonlinear behaviour of single hollow pile in layered soil sub-
jected to varying levels of horizontal dynamic load. It found that separation of 
pile from the surrounding soil considerably affects the resonance frequency and 
amplitude of the pile foundations. Finn [109] compered different factors that can 
take into the behaviour of pile foundations during earthquakes in both liquefi-
able and non-liquefiable soils. Through a 2D nonlinear dynamic finite element 
(FE) modelling, Li and Motamed [128] presented a large-scale shake table test. It 
demonstrated that the FE model was able to reproduce the shaking table model 
behaviour with reasonable accuracy.

Three-dimensional analysis has become more common in the analysis of a full 
behaviour soil–pile–superstructure system with the greatest potential for accurately 
and certainly using either solid elements or beam-column elements. Zhang and Liu 
[140] performed a total of 90 3D finite element analyses using ABAQUS/Explicit 
to investigate the seismic response of different pile-raft-superstructure systems 
constructed on soft clay subjected to far-field ground motions. Zhang et al. [130] 
reported a good agreement between the numerical and the experimental data. 
Jiménez et al. [132] analysed the effects of this interaction, numerical models with 
a 3-storey reinforced concrete building using Flac 3D. Esfeh and Kaynia [134] used 
the software FLAC3D and the SANISAND constitutive model to conduct the non-
linear dynamic analyses for Offshore Wind Turbines. It was found that SANISAND 

Figure 10. 
An example of three numerical modelling of pile in liquefiable of soil [118]. (a) Deformed shape of model of 
unimproved soil with 3 m thickness of liquefiable soil; (b) pile deformation.
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model is capable of simulating the pore pressure generation in the free-field as 
observed in a recent centrifuge test. Recently, Manzari et al. [141] compered 11 
sets of Type-B numerical simulations with the results of a selected set of centrifuge 
tests conducted in the LEAP- 2017 project. They obtained a good match trends in a 
number of numerical simulations with their experimental results.

4. Remediation schemes

Various ground improvement techniques have been developed for remediation 
of piled foundations in liquefiable soils over the past few decades. New techniques 
are introduced either to prevent liquefaction or to minimise the resulting settle-
ments. Piled foundations of existing buildings are often difficult to access for 
retrofitting and, in addition, any procedure must ensure that the superstructure 
is not damaged during remediation [142]. Remediation of liquefiable soils for pile 
foundations needs to meet the several design performances required [143]. First, 
the most appropriate method for remediation should be selected for a specific por-
tion or area (e.g. ground improvement). Next, the effective of the remedial measure 
should be appropriately determined to eliminate liquefaction and the associated 
ground deformations (lateral spreading and settlement). Moreover, the economic 
viability of the scheme should be evaluated to reduce or avoid potential structural 
damage caused by liquefied soil. The most common remediation techniques for pile 
foundations founded in liquefiable soils are summarised in Figure 11.

Installation of drains (e.g., using stone columns, sand compaction piles, pre-
fabricated vertical drains (PVDs)) can prevent or delay liquefaction by enhancing 
dissipation of excess pore pressures and preventing void redistribution and the 
formation of a water lens below a low permeability crust [144–147]. However, 
deviatoric deformation and volumetric strains due to localised drainage during 
shaking significantly influenced the effectiveness of drains [148].

A number of densification techniques (e.g., using deep dynamic compaction, 
vibro-compaction, compaction piles) have been widely studied, because these 
techniques are relatively simple and practical, and the resulting remediation success 
can be easily verified by using in-situ penetration techniques [149–152]. However, 
Rayamajhi et al. [153, 154] reported that the densification and drainage techniques 
of improvement are often ineffective while the soil-cement columns were relatively 

Figure 11. 
Summary of the most common remediation techniques.
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ineffective in reducing the potential for liquefaction triggering in saturated silty 
soils. This method also may not reduce permanent and transient tilt [148]. In this 
regard, Olarte et al. [155] compared drainage, densification and reinforcement 
with in-ground structural walls techniques. It was reported that both drainage and 
densification can reduce excess pore pressures and permanent foundation settle-
ment and the performance of the reinforcement wall depended on the properties of 
the earthquake motion.

The soil stiffness of the liquefiable layer must be chosen carefully for a reliable 
analysis because it significantly affects the pile response.

Solidification methods (e.g., using deep soil mixing, jet grouting, walls, deep 
soil-mixed (DSM), sheet piles or lattice-shaped walls) are promising ground 
improvement methods which have proven to be effective in stabilising poten-
tially liquefiable soil at several sites during earthquakes not only in controlling 
lateral spread but also in preventing liquefaction [20, 156–159]. This method 
was confirmed by a three-dimensional finite difference model using FLAC3D 
[157]. Moreover, the foundation ground of the 14-storey Meriken Park Hotel was 
improved using the deep cement mixing (DCM) method and it had good per-
formance and survived the Kobe earthquake without damage [160]. In addition, 
authors [20] proposed a seismic requalification methodology of a pile-supported 
structure based on numerical simulations. It was recommended to use cementation 
or/and lattice structure techniques for reducing liquefaction hazard.

5. Summary

Procedures for identifying pile failure mechanisms due to liquefaction have 
been developed by reviewing of case histories data, experimental and numerical 
techniques. Examination of dynamic behaviour of pile foundations in seismically 
liquefiable soils led to the following practical recommendations:

• In order to consider a possible boundary for safe design and avoid failure of 
the pile, it is suggested to consider the buckling mechanism together with the 
effect of lateral load.

• Lessons from case histories reported that plastic hinge formation occurred at 
various locations which cannot be predicted with certainty. However, it was 
emphasised that, pile foundations could have collapsed because of bending, 
buckling, and combined action of bending of pile foundations.

• The review of results from various physical modelling techniques indicated 
that the dynamic behaviour of pile foundations depends not only on the 
site-specific characteristics (e.g., frequency of input motion, the amplitude, 
etc.), but also on the dynamic (modal) characteristics of the system (fixity of 
the pile head, the pile tip, pile position within the group, thickness of liquefy-
ing soil layer, etc.), which considerably affect piles performance in liquefied 
grounds.

• Overall, numerical modelling is capable of representing the most important 
aspects of pile failure mechanisms. The results obtained from different 
studies reported a good match in a number of numerical simulations com-
pared to their experimental observations. In this respect, 3D analysis, in 
particular,  favourably performed in the pursuit of identifying pile failure 
mechanisms.
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• Various remediation techniques are available to mitigate the pile foundations 
on deposits of liquefiable sand. Nevertheless, despite being convenient for this 
purpose, it should be noted that considering one or more methods combined 
can provide economical solutions for liquefaction remediation problems. 
It would be rational to consider the remediation methods that have been 
implemented at many sites or tested/modelled by few large-scale earthquakes, 
which performed well. The above reasoning recommends using a combination 
of solidification methods.
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