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Preface

Geophysics is the study of the Earth, oceans, atmosphere, and near-space through applying the physics properties and increasing our knowledge about their properties. Geophysics has been useful in many economic applications such as hydrocarbon, ores, and minerals exploration. Also, it is applied in engineering, environmental, archaeological, and deep-Earth investigations.

This book is divided into nine chapters organized into two sections named “Geophysics” and “Ocean Waves Studies”.

The first section, “Geophysics”, consists of four chapters by scientists and researchers from different countries. It demonstrates the importance of using different geophysics methods in exploration. The first chapter (Essa and Elhussein, 2020) presents a combined formula for gravity and self-potential methods to interpret the buried geologic structures represented by simple models. The second chapter (Lile, 2020) used EM Turam measurements in mining exploration. The third chapter (Dvorkin, 2020) presents the history and basics of rock physics, the effect of pore fluid on rock properties, and the multiple variables affecting rock properties. The fourth chapter (Ragab and Mansour, 2020) demonstrates the enhanced oil recovery phase during oil reservoir production after the water/gas injection and discusses the chemical enhanced oil recovery that reduces the residual oil saturation.

The second section, “Ocean Waves Studies”, describes that open seas, enclosed basins, and coastal areas are of utmost importance for human activities. Hence, since the last world war, scientists and engineers have spent much effort in gaining insight on the main (and actually quite fascinating) physical phenomena that occurs in such a water body: surface waves. Long waves, wind waves, infragravity waves, earthquake-induced tsunamis, landslide-induced impulse waves are only a few examples of the wide range of water oscillations that engineers, with the help of scientists, need to face to guide the sustainable use of natural resources. The new sensitivity to climate change and integrated management are only two examples of new challenges to be faced. Mathematical modeling, either analytical or numerical, and experimental investigations are valuable tools that can be used to gain insight into wave generation, propagation, and interaction with the boundaries of water bodies and that are continuously and rapidly improving thanks to technological advances.

The “Ocean Waves Studies” section of this book presents five chapters covering the modeling of wind and surface gravity waves, the storm surge forecast and hindcast, the modeling of the landslide-generated tsunami, and the hydrodynamics of breaking waves.
The section is intended to provide the reader with a detailed description of the latest developments on physical and numerical descriptions of wind-generated and long waves, including some new features discovered in the last few years. The section is organized with the aim to accompany the reader from offshore to nearshore phenomena including a description of wave dissipation including large-scale phenomena (i.e., storm surge and landslide-induced tsunamis).

The first chapter (Chalikov, 2020) in this section describes a set of numerical experiments with a three-dimensional phase-resolving model, aimed to investigate the correct reproduction of surface waves under wind action. Particular attention has been paid by the author to the investigation of the correct reproduction of the energy input and dissipation.

On the theme of numerical simulation of ocean surface waves, and in particular, on the description of input and dissipation source function, the second chapter (Fan et al., 2020) proposes a review on the use of third-generation wave models used in the prediction of tropical cyclone generated surface waves. They also focused on the latest developments in the growing field of coupled atmosphere-wave-ocean modeling with a particular focus on tropical cyclone predictions.

Moving from short to long wave fields, the third chapter (Pasquali, 2020) proposes a review of the storm surge forecast and hindcast in semi-enclosed basins. The main aim of the work is to present a simplified strategy in storm surge modeling using a mixed approach in which results provided by numerical models have been corrected through statistical techniques (i.e., neural network) or by physical parameters (i.e., the inverse barometric effect) to give fast prediction/hindcast with a low computational cost, thus maintaining acceptable reliability.

In the context of long waves, the fourth chapter (Romano, 2020) illustrates a review of physical and numerical modeling of landslide-generated tsunamis with particular attention paid to the most important results achieved in the last ten years. A particular focus is dedicated to the use of Computational Fluid Dynamics (CFD) techniques and approaches in the landslide-generated tsunami modeling highlighting the more recent improvements in the field.

Shifting the attention from the wave description and propagation to the breaking phenomena, the fifth chapter (De Padova and Mossa, 2020) closes the section of the book proposing a Weakly Compressible Smoothed Particles Hydrodynamics (WCSPH) model. They highlight the ability of meshless methods with a $k-\epsilon$ turbulence closure model in describing different breaker types. Moreover, the performances of the proposed model have been validated against a set of dedicated physical experiments.
Finally, this edited book will encourage readers, scientists, researchers, geologists, and geophysicists to look further into the frontier topics of Geophysics and Ocean Waves and inspire new research ways for further novel development.
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Professor,
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Cairo University,
Egypt
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Italy
Section 1

Geophysics
Chapter 1

Combined Gravity or Self-Potential Anomaly Formula for Mineral Exploration

Khalid S. Essa and Mahmoud Elhussein

Abstract

A combined gravity and/or self-potential anomaly formula is utilized to estimate the model parameters of the buried geologic structures represented by simple geometric. The simple geometric shapes (spheres, cylinders, and sheets) are not really found but often applied to reduce the nonuniqueness in interpreting the gravity and self-potential data. Numerous approaches through the combined formula such as least squares, Werner deconvolution, and the particle swarm optimization method are used. The application of these methods was demonstrated by applying a synthetic gravity and self-potential example without and with 10% random noise to compare their efficiency in estimating the model parameters of the buried structures. Besides, they were applied to two field data for mineral exploration. The appraised model parameter values from each method were compared together and with those published in literature.

Keywords: gravity and/or self-potential, model parameters, noise, mineral exploration

1. Introduction

Minerals exploration is vital in many countries to increase the income of their people and their economy relies upon discovering minerals. The minerals or ores mined have different variety according to its important in the economy. Geophysical passive method such as gravity and self-potential play an important role in discovering these minerals or ores [1–5]. The gravity method based on measuring the variations in the Earth’s gravitational field resulting from the density differences between the subsurface rocks while the self-potential method depended on the electrical potential that develops on the earth’s surface due to flow of the natural electrical current on the subsurface [6, 7]. The interpretation of gravity and self-potential data falls on the main two categories as follows: the first category depends on three-dimensional and two-dimensional data elucidation [8–13], the second category is depending using the simple geometric-shaped model such as spheres, cylinders, and sheets which are playing a vital role in interpreting the subsurface structures to reach the priors information that help in more investigations [14–20]. In addition, methods depend on the global optimization algorithms such as genetic algorithm [21–24], particle swarm [25, 26], simulated annealing [27–32], flower pollination [33], memory-based hybrid dragonfly [34], differential evolution [35, 36].
Here, a combined formula for both gravity and self-potential [37] is applied to construct this chapter. Moreover, this formula is used to calculate the buried model parameters, for example in case of self-potential data, the parameters are the electric dipole moment or the amplitude coefficient ($K$), the polarization angle ($\theta$), the depth ($z$), the shape ($q$), and the origin location ($x_o$) while in case of gravity data, the parameters are the amplitude coefficient ($K$), the depth ($z$), the shape ($q$), and the origin location ($x_o$) for the buried simple-geometric shapes. Three approaches are suggested to interpret the gravity or self-potential anomaly profile through the combined formula. These methods are least squares, Werner deconvolution, and the particle swarm optimization. The advantage of each method is demonstrated by applying a synthetic example for gravity and self-potential data without and with a 10% random noise to compare their efficiency in deducing the buried model parameters. In addition, they tested on two field example for mineral exploration.

2. The suggested combined gravity or self-potential formula

Firstly, the gravity anomaly formula due to simple geometric shapes is [15, 16, 18]

$$g(x_i, z, q) = K \frac{z^m}{(x_i - x_o)^2 + z^2}.$$  (1)

Secondly, the self-potential anomaly formula for the same simple geometric models is [14]

$$V(x_i, z, \theta, q) = K \frac{x \cos \theta + z \sin \theta}{(x_i - x_o)^2 + z^2}.$$  (2)

In Refs. [1, 37], Eqs. (1) and (2) were used to join together to produce a combined gravity or self-potential formula for the simple geometric structures such as a semi-infinite vertical cylinder, a dike, a horizontal cylinder, and a sphere (Figure 1) as follows:

$$J(x_i) = K \frac{cx_i (\cos \theta)^n + z^p (\sin \theta)^m}{(x_i - x_o)^2 + z^2},$$  (3)

where $K$ is the amplitude coefficient, which depends on the shape of the buried model, $z$ is the depth, $\theta$ is the polarization angle, $x_i$ is the horizontal coordinates, $x_o$ is the origin location of the buried structure, $q$ is the shape (i.e., equals 1.5 for a sphere, 1.0 for a horizontal cylinder, and 0.5 for a semi-infinite vertical cylinder), $c, n, p,$ and $m$ are constants, which depend on the shape [37]. Eq. (3) is the combined formula for interpreting gravity or self-potential data. So, three suggested approaches were applied to estimate the unknown model parameters as follows:

2.1 The least-squares approach

Essa [37] developed this approach, which was relied on solving the problem of finding the depth from the measured data by solving a nonlinear form $F(z) = 0$ by minimizing it in a least-squares sense. After that, the estimated depth was used in estimating other parameters (the polarization angle and the dipole moment for...
self-potential data or the amplitude coefficient for gravity data) via suggesting the shape of the buried structure (the semi-infinite vertical cylinder, the dike, the horizontal cylinder and the sphere) at the lowest root-mean-squared error. This approach is a semi-automatic because that need assuming the shape of the buried structures (a priori information needed) and applied all observed points in estimating the model parameters.

2.2 Werner deconvolution approach

Werner deconvolution was proposed by Werner in 1953 [38]. This approach is used to estimate mainly the origin location and the depth of the buried structures.

Figure 1.
A sketch diagram for the simple geometric bodies as follows: a sphere model (top panel), a horizontal cylinder model (middle panel), and a semi-infinite vertical cylinder model (bottom panel).
Werner proposed to transform the equation of unknown parameters into a rational function. Eq. (3) can be rewritten in linear form follow:

\[ J(x_i) \left( (x_i - x_o)^2 + z^2 \right)^q - Kc x_i (\cos \theta)^n + Kz^m (\sin \theta)^m = 0, \]  

(4)

\[ J(x_i) \left( (x_i - e_1)^2 + e_2 \right)^q - e_3 x_i + e_4 = 0, \]  

(5)

where \( e_1 = x_o, e_2 = z^2, e_3 = Kc (\cos \theta)^n, e_4 = Kz^m (\sin \theta)^m. \)

Eq. (5) is linear form in the four variables \( e_1, e_2, e_3, \) and \( e_4, \) so that a mathematically unique solution can be found for them from evaluating the equation at four points by assuming the shape of the buried structure.

2.3 The particle swarm approach

The particle swarm was suggested by [39] and has many various applications, for example, in geophysics [40–42]. For more detail in this approach, you find it many published literature [43, 44]. The model parameters values of the unknowns are relied upon the objective function, so that every problem can be resolved. In this approach, the particles represent the parameter which we are invert. In the beginning, each particle has a location and velocity. After that each particle changes its location (\( P_{best} \)) at every iteration until reach the optimum location (\( J_{best} \)). This operation is done by using the following forms:

\[ V_{i}^{k+1} = c_3 V_{i}^k + c_1 rand (P_{best} - x_{i}^{k+1}) + c_2 rand (J_{best} - x_{i}^{k+1}), \]  

(6)

\[ x_{i}^{k+1} = x_{i}^k + V_{i}^{k+1}, \]  

(7)

where \( V_{i}^k \) is the velocity of the particle \( i \) at the \( k \)th cycle, \( x_{i}^k \) is the current \( i \) modeling at the \( k \)th cycle, rand is the random number between \([0, 1]\), \( c_1 \) and \( c_2 \) are positive constant numbers and equal 2, \( c_3 \) is the inertial coefficient which control the velocity of the particle and usually taken less than 1, \( x_{i}^k \) is the positioning of the particle \( i \) at the \( k \)th cycle.

The five source parameters (\( K, z, \theta, x_o, \) and \( q \)) can be assessed by using the particle swarm approach on the subsequent objective function (\( Obj \)):

\[ Obj = \sqrt{\frac{\sum_{j=1}^{N} (J_j^o - J_j^f)^2}{N}}, \]  

(8)

where \( N \) is the data points number, \( J_j^o \) is the observed gravity or self-potential anomaly, and \( J_j^f \) is the estimated anomaly at the point \( x_j. \)

3. Synthetic example

To test the ability of each suggested approach in assessing the buried model parameters for the simple geometric shapes such as spheres, cylinders, and sheets. Two synthetic examples are suggested for these interpretation. First one is belonging to use the gravity data and second is applying the self-potential data.

3.1 Gravity anomaly model

A gravity anomaly of a horizontal cylinder model is generated using the following parameters \( K = 200 \text{ mGal} \times \text{m}, z = 5 \text{ m}, x_o = 0, q = 1.0, \) and profile length = 100 m
The procedures of interpreting the forward model are done using three steps as follows:

First step: using the least-squares approach to interpret the gravity anomaly yielding from the above mentioned parameters for different s-values for the three suggested shape bodies, i.e., \( q = 0.5 \), \( q = 1.0 \), and \( q = 1.5 \), after that the RMS is

![Figure 2](image)

A gravity model due to horizontal cylinder without and with a 10% of random noise (\( K = 200 \text{ mGal} \times \text{m} \), \( z = 5 \text{ m} \), \( x_0 = 0 \), \( q = 1 \), and profile length = 100 m).

(Figure 2). The procedures of interpreting the forward model are done using three steps as follows:

First step: using the least-squares approach to interpret the gravity anomaly yielding from the above mentioned parameters for different s-values for the three suggested shape bodies, i.e., \( q = 0.5 \), \( q = 1.0 \), and \( q = 1.5 \), after that the RMS is

<table>
<thead>
<tr>
<th>s-values (m)</th>
<th>J(x) (mGal)</th>
<th>( q = 0.5 )</th>
<th>( q = 1.0 )</th>
<th>( q = 1.5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( K ) (mGal/m)</td>
<td>( z ) (m)</td>
<td>( K ) (mGal/m)</td>
<td>( z ) (m)</td>
</tr>
<tr>
<td>( +1 )</td>
<td>38.46</td>
<td>50</td>
<td>2.4</td>
<td>200</td>
</tr>
<tr>
<td>( -1 )</td>
<td>38.46</td>
<td>50</td>
<td>2.4</td>
<td>200</td>
</tr>
<tr>
<td>( +2 )</td>
<td>34.48</td>
<td>50</td>
<td>2.4</td>
<td>200</td>
</tr>
<tr>
<td>( -2 )</td>
<td>34.48</td>
<td>50</td>
<td>2.4</td>
<td>200</td>
</tr>
<tr>
<td>( +3 )</td>
<td>29.41</td>
<td>50</td>
<td>2.4</td>
<td>200</td>
</tr>
<tr>
<td>( -3 )</td>
<td>29.41</td>
<td>50</td>
<td>2.4</td>
<td>200</td>
</tr>
<tr>
<td>( +4 )</td>
<td>24.39</td>
<td>50</td>
<td>2.4</td>
<td>200</td>
</tr>
<tr>
<td>( -4 )</td>
<td>24.39</td>
<td>50</td>
<td>2.4</td>
<td>200</td>
</tr>
<tr>
<td>Average</td>
<td>50</td>
<td>2.4</td>
<td>200</td>
<td>5</td>
</tr>
<tr>
<td>RMS (mGal)</td>
<td>5.7</td>
<td>0</td>
<td>4.1</td>
<td></td>
</tr>
</tbody>
</table>

For synthetic data with 10% noise

<table>
<thead>
<tr>
<th>s-values (m)</th>
<th>J(x) (mGal)</th>
<th>( q = 0.5 )</th>
<th>( q = 1.0 )</th>
<th>( q = 1.5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( K ) (mGal/m)</td>
<td>( z ) (m)</td>
<td>( K ) (mGal/m)</td>
<td>( z ) (m)</td>
</tr>
<tr>
<td>( +1 )</td>
<td>38.01</td>
<td>48.6</td>
<td>2.3</td>
<td>195.6</td>
</tr>
<tr>
<td>( -1 )</td>
<td>37.92</td>
<td>48.5</td>
<td>2.3</td>
<td>196.1</td>
</tr>
<tr>
<td>( +2 )</td>
<td>34.64</td>
<td>48.5</td>
<td>2.3</td>
<td>195.8</td>
</tr>
<tr>
<td>( -2 )</td>
<td>34.15</td>
<td>47.9</td>
<td>2.4</td>
<td>195.8</td>
</tr>
<tr>
<td>( +3 )</td>
<td>29.15</td>
<td>47.9</td>
<td>2.4</td>
<td>195.9</td>
</tr>
<tr>
<td>( -3 )</td>
<td>28.75</td>
<td>48.9</td>
<td>2.3</td>
<td>195.9</td>
</tr>
<tr>
<td>( +4 )</td>
<td>24.68</td>
<td>48.6</td>
<td>2.3</td>
<td>195.8</td>
</tr>
<tr>
<td>( -4 )</td>
<td>24.40</td>
<td>48.5</td>
<td>2.3</td>
<td>195.8</td>
</tr>
<tr>
<td>Average</td>
<td>48.5</td>
<td>2.3</td>
<td>195.8</td>
<td>4.9</td>
</tr>
<tr>
<td>RMS (mGal)</td>
<td>5.8</td>
<td>1.0</td>
<td>4.2</td>
<td></td>
</tr>
</tbody>
</table>

Table 1.

Numerical results using the least-squares approach for a gravity model due to horizontal cylinder without and with a 10% of random noise (\( K = 200 \text{ mGal} \times \text{m} \), \( z = 5 \text{ m} \), \( x_0 = 0 \), \( q = 1 \), and profile length = 100 m).
calculated to execute the best-fit parameters (happens at the lowest RMS) (Table 1). Second step: Werner deconvolution approach is utilized to infer the same gravity data. An 11 clustered solutions to determine in the average evaluated depth (4.9 m) (Figure 2). Third step: the particle swarm method is applied to obtain the parameters (Table 2).

Moreover, a 10% random noise added to the synthetic gravity data mentioned above (Figure 2) to test the efficiency of the suggested approaches in interpreting the gravity data. Also, the three approaches are used for this data as mentioned in

<table>
<thead>
<tr>
<th>Type of body</th>
<th>Parameters</th>
<th>Used ranges</th>
<th>Result</th>
<th>RMS (mGal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizontal cylinder model</td>
<td>K (mGal/m)</td>
<td>100-700</td>
<td>200</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>z (m)</td>
<td>2-12</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>q</td>
<td>0-3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>x₀ (m)</td>
<td>-20-50</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>For synthetic data with 0% noise</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K (mGal/m)</td>
<td>100-700</td>
<td>197</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>z (m)</td>
<td>2-12</td>
<td>4.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>q</td>
<td>0-3</td>
<td>1.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>x₀ (m)</td>
<td>-20-50</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>For synthetic data with 10% noise</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.
Numerical results using the particle swarm approach for a gravity model due to horizontal cylinder without and with a 10% of random noise (K = 200 mGal×m, z = 5 m, x₀ = 0, q = 1, and profile length = 100 m).

Figure 3.
Werner deconvolution solutions for a gravity model due to horizontal cylinder without and with a 10% of random noise (K = 200 mGal×m, z = 5 m, x₀ = 0, q = 1, and profile length = 100 m).
Table 1 (the least-squares approach results), Figure 3 (Werner deconvolution results), and Table 2 (the particle swarm results). Finally, the estimated parameters are in all case are in good agreement with the true parameters.

![Figure 4](image)

**Figure 4.**
A self-potential model due to horizontal cylinder without and with a 10% of random noise ($K = 200 \text{ mV} \times \text{m}$, $z = 5 \text{ m}$, $\theta = 45^\circ$, $x_0 = 0$, $q = 1$, and profile length = 100 m).

<table>
<thead>
<tr>
<th>$s$-values (m)</th>
<th>$J(x)$ (mV)</th>
<th>$q = 0.5$</th>
<th>$q = 1.0$</th>
<th>$q = 1.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$K$ (mV)</td>
<td>$z$ (m)</td>
<td>$\theta$ (°)</td>
</tr>
<tr>
<td>+1</td>
<td>38.46</td>
<td>48.9</td>
<td>1.6</td>
<td>67.2</td>
</tr>
<tr>
<td>+2</td>
<td>34.48</td>
<td>48.9</td>
<td>1.6</td>
<td>67.2</td>
</tr>
<tr>
<td>+3</td>
<td>29.41</td>
<td>48.9</td>
<td>1.6</td>
<td>67.2</td>
</tr>
<tr>
<td>+4</td>
<td>24.39</td>
<td>48.9</td>
<td>1.6</td>
<td>67.2</td>
</tr>
</tbody>
</table>

Average 48.9 1.6 67.2 200 5 45 1565.3 6.4 29.7

For synthetic data with 0% noise

RMS (mV) 12.8 0 4.1

For synthetic data with 10% noise

<table>
<thead>
<tr>
<th>$s$-values (m)</th>
<th>$J(x)$ (mV)</th>
<th>$q = 0.5$</th>
<th>$q = 1.0$</th>
<th>$q = 1.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$K$ (mV)</td>
<td>$z$ (m)</td>
<td>$\theta$ (°)</td>
</tr>
<tr>
<td>+1</td>
<td>38.01</td>
<td>46.5</td>
<td>1.5</td>
<td>64.8</td>
</tr>
<tr>
<td>+2</td>
<td>34.64</td>
<td>47.1</td>
<td>1.6</td>
<td>65.3</td>
</tr>
<tr>
<td>+3</td>
<td>29.15</td>
<td>46.7</td>
<td>1.6</td>
<td>66.4</td>
</tr>
<tr>
<td>+4</td>
<td>24.68</td>
<td>47.4</td>
<td>1.4</td>
<td>65.9</td>
</tr>
</tbody>
</table>

Average 46.9 1.5 65.6 195.8 4.9 4.8 1520.7 5.9 27.6

RMS (mV) 13.0 1.1 4.2

Table 3.
Numerical results using the least-squares approach for a self-potential model due to horizontal cylinder without and with a 10% of random noise ($K = 200 \text{ mV} \times \text{m}$, $z = 5 \text{ m}$, $\theta = 45^\circ$, $x_0 = 0$, $q = 1$, and profile length = 100 m).
3.2 Self-potential anomaly model

A self-potential anomaly of a horizontal cylinder model is generated using the following parameters $K = 200 \text{ mV}\times\text{m}$, $z = 5 \text{ m}$, $\theta = 45^\circ$, $q = 1.0$, and profile length = 100 m (Figure 4). The similar interpretation procedures mentioned above are used

![Image](image.png)

**Figure 5.** Werner deconvolution solutions for a self-potential model due to horizontal cylinder without and with a 10% of random noise ($K = 200 \text{ mV}\times\text{m}$, $z = 5 \text{ m}$, $\theta = 45^\circ$, $x_o = 0$, $q = 1$, and profile length = 100 m).

<table>
<thead>
<tr>
<th>Type of body</th>
<th>Parameters</th>
<th>Used ranges</th>
<th>Result</th>
<th>RMS (mV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Horizontal</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cylinder model</td>
<td>$K$ (mV\times m)</td>
<td>100-700</td>
<td>200</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$z$ (m)</td>
<td>2-12</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\theta$ (°)</td>
<td>5-85</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$q$</td>
<td>0-3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$x_o$ (m)</td>
<td>-20-50</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$K$ (mV\times m)</td>
<td>100-700</td>
<td>195</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>$z$ (m)</td>
<td>2-12</td>
<td>4.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\theta$ (°)</td>
<td>5-85</td>
<td>43.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$q$</td>
<td>0-3</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$x_o$ (m)</td>
<td>-20-50</td>
<td>-0.02</td>
<td></td>
</tr>
</tbody>
</table>

**Table 4.** Numerical results using the particle swarm approach for a self-potential model due to horizontal cylinder without and with a 10% of random noise ($K = 200 \text{ mV}\times\text{m}$, $z = 5 \text{ m}$, $\theta = 45^\circ$, $x_o = 0$, $q = 1$, and profile length = 100 m).
as follows: first, the least-squares approach is applied to interpret the self-potential data using various s-values for the three suggested shape bodies, i.e., $q = 0.5$, $q = 1.0$, and $q = 1.5$, after that the RMS is calculated to execute the best-fit parameters (happens at the lowest RMS) (Table 3). Secondly, the Werner deconvolution approach is utilized to infer the same self-potential data using 11 clustered solutions to determine in the average evaluated depth (4.9 m) (Figure 5). Third step: the particle swarm method is applied to obtain the parameters (Table 4). Besides, a 10% random noise was added to this data (Figure 3) to test the efficiency of the suggested approaches in interpretation. Furthermore, the results from applying the three approaches are mentioned in Table 3 (the least-squares approach results), Figure 5 (Werner deconvolution results), and Table 4 (the particle swarm results). Finally, the estimated parameters are in all case are in good agreement with the actual parameters.

4. Field examples

The three suggested approaches have been organized to inspect the gravity and self-potential anomalies due to three simple bodies of various structures, e.g., sheets, cylinders, and spheres. Two mineral field examples from India and Turkey have been interpreted to study the reliability of the suggested approaches. The relevant model parameters ($K$, $z$, $\theta$, $x_0$, and $q$) are evaluated in an integrated way with the existing geological and geophysical results.

4.1 Gravity anomaly of manganese ore body

Figure 6 shows a gravity anomaly was collected over a manganese deposit near Nagpur, India [45]. This gravity profile has a length of 333 m and digitized with an interval of 27 m. This gravity anomaly is subjected to the three interpretation approaches as discussed earlier. Firstly, the interpreted results due to applying the least-squares approach are shown in Table 5 for various s-values. Besides, the use of
Table 5.
Numerical results using the least-squares approach for a manganese field example, India.

<table>
<thead>
<tr>
<th>s-values (m)</th>
<th>J(s) (mGal)</th>
<th>q = 0.5</th>
<th>Q = 1.0</th>
<th>q = 1.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>+27</td>
<td>0.225</td>
<td>124.6</td>
<td>24.8</td>
<td>342.4</td>
</tr>
<tr>
<td>-27</td>
<td>0.233</td>
<td>18.4</td>
<td>63.2</td>
<td>112.8</td>
</tr>
<tr>
<td>+54</td>
<td>0.155</td>
<td>156.1</td>
<td>21.9</td>
<td>25.3</td>
</tr>
<tr>
<td>-54</td>
<td>0.199</td>
<td>25.7</td>
<td>22.1</td>
<td>57.4</td>
</tr>
<tr>
<td>+81</td>
<td>0.095</td>
<td>178.3</td>
<td>21.9</td>
<td>22.1</td>
</tr>
<tr>
<td>-81</td>
<td>0.107</td>
<td>25.7</td>
<td>22.1</td>
<td>57.4</td>
</tr>
<tr>
<td>Average</td>
<td>153</td>
<td>22</td>
<td>24.1</td>
<td>61.6</td>
</tr>
<tr>
<td>RMS (mGal)</td>
<td>49.3</td>
<td>2.7</td>
<td>6.2</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.
Numerical results using the particle swarm approach for a manganese field example, India.

<table>
<thead>
<tr>
<th>Type of body</th>
<th>Parameters</th>
<th>Used ranges</th>
<th>Result</th>
<th>RMS (mGal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizontal cylinder model</td>
<td>K (mGal·m)</td>
<td>1-100</td>
<td>17.3</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>z (m)</td>
<td>1-100</td>
<td>57.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>q</td>
<td>0-3</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>κ_o (m)</td>
<td>-10-10</td>
<td>0.8</td>
<td></td>
</tr>
</tbody>
</table>

Figure 7.
A self-potential anomaly due to a Weiss copper ore body, Turkey.
Werner deconvolution approach, the interpretive results obtained are $z = 56.8$ m and $x_o = 0.6$ m. Finally, the depth and the other model parameters evaluated by using the particle swarm approach are presented in Table 6.

### 4.2 Self-potential anomaly of manganese ore body

**Figure 7** demonstrates a self-potential anomaly over a Weiss copper ore body in the Ergani copper district, Turkey [46]. The Weiss self-potential anomaly profile has a length of 144 m and digitized with an interval of 7.7 m. This anomaly has subjected to the three interpretation approaches as discussed earlier. Firstly, the interpreted results due to applying the least-squares approach are shown in Table 7 for various s-values. Also, the applying of the Werner deconvolution approach, the interpretive results obtained are $z = 36.9$ m and $x_o = -2.1$ m. Finally, the depth and the other model parameters evaluated by using the particle swarm approach are presented in Table 8.

### 5. Conclusions

The three geophysical approaches (the least-squares approach, Werner deconvolution approach, and the particle swarm approach) discussed here to interpret gravity or self-potential data using a combined formula for the simple
geometric models (spheres, cylinders, and dikes) are stable and give a good results. The stability of these approaches has been confirmed and tested applying two synthetic examples with a 10% and without random noise and two field data for mineral explorations. The estimated parameters in all cases demonstrated the importance of these approaches in interpreting the gravity or self-potential data.
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Chapter 2

Long Wire Electromagnetic Measurements (Turam EM)

Ole Bernt Lile

Abstract

In Scandinavia, EM measurements have traditionally been popular in sulfide ore exploration. The EM methods using a stationary cable loop or a long wire on the ground surface were called Turam. The wire was grounded by electrodes at the ends. The name, Turam meaning two coils, got the name after the measurement system using two coils measuring the quotient and the phase difference of the vertical field. The measurements were performed in the frequency domain, with frequencies around 400 Hz. Using a large cable loop or a long wire grounded at both ends has advantages as energizing transmitter, which should be utilized in deep exploration. The fall-off rate for the primary field is small, and the electric field can be directed in line with strike direction or the direction of the axis of the mineralization. Examples of the interaction between the energizing cable and the conducting half-space are illustrated by computed models. The grounding points can be shifted with repeated measurements for each grounding position. Both man-made and geological noise can be reduced in this way. Field examples are given in the chapter.

Keywords: EM Turam, electromagnetic, cable configurations, gathered current

1. Introduction

In Scandinavia, electromagnetic measurements have been the dominating class of methods in exploration for metal sulfides since the 1920s. Moving source-moving receiver, Slingram, a lightweight instrument system, became very popular. It was applied for reconnaissance mapping of outcropping conductors under a relatively thin overburden and was successful in the discovery of several orebodies in Sweden.

The other EM method that became popular was Turam. This method used a stationary EM source, large wire loops on the ground, or a long single wire, which was grounded by electrodes at each end. In this chapter, we shall look at the principle of coupling between the wire and a conducting half-space and of coupling between a good conductor (orebody) and the conducting half-space.

2. Long wire electromagnetic measurements (Turam EM)

The electromagnetic method using a long wire or a large loop on the ground surface as energizing device was developed in the 1920s. The advantage using either a large square loop or a single grounded wire is lower fall-off rate of the primary field...
and thereby larger depth penetration. Current gathering in long conductors is also an advantage in deep exploration [1]. Due to the measurement technique using two coils, the method was called Turam, meaning two coils in old Swedish [2, 3]. There are several publications describing both the theory and field results of this method [4–6]. The measurements were carried out in the frequency domain with a fixed frequency. During the last 40–50 years, there has been a revolutionary development of electronic instrumentation making it possible to work on several frequencies simultaneously in the frequency domain or applying short transmitted pulses and record the response in several channels representing windows with increasing time delays during the pause between the pulses. The time it takes to transmit one pulse and record several channels is in the order of milliseconds, and therefore, a large number of pulses can be used at one measurement station, and the responses in all the channels are stacked. The stacking improves the signal/noise ratio considerably. Physically, there is no difference between frequency domain measurements with several frequencies and time domain measurements in several time delay channels. Short delay channels correspond to high frequencies in the frequency domain and vice versa.

This article will only deal with measurements in the frequency domain.

3. A long wire on the surface of a conductive half space

A single wire grounded at both ends and connected to an alternating current (AC) generator will set up an alternating magnetic field (primary field), which will induce a voltage in the ground. This will in turn produce inductive currents in the

![Figure 1.](image)

The total magnetic field from a cable on the surface of a conducting half-space with a conductor [6].
Long Wire Electromagnetic Measurements (Turam EM)
DOI: http://dx.doi.org/10.5772/intechopen.91387

Conductive half-space with its own magnetic field (secondary field). This secondary magnetic field is opposing the primary field in the ground, thus weakening the magnetic field from the wire. The resulting field will not penetrate as deep into the ground as in free space and will be phase-shifted relative to the primary field. Figure 1 shows the resultant field calculated for a two-dimensional model of the half-space and a conductor [6].

The secondary magnetic field alone can be computed and displayed. Figure 2 shows the induced magnetic field from currents in a conducting half-space without conductor [6]. The induced currents in the ground create a circular pattern of the magnetic field with the vortex below the cable. The depth of the vortex is approximately half the skin depth.

4. Current gathering

Current gathering in long conductors is one of the main advantages with the Turam energizing techniques. This makes deep exploration possible. If it is possible to obtain galvanic contact with a conductor in the ground, one should use this as one of the grounding electrodes of the energizing cable. Lile et al. [6] investigated how gathered currents could be modeled by a two-dimensional computer model. Figure 3 shows how the anomalous magnetic field lines in the ground are influenced by gathered current in a nearby conductor.

In field measurements, we usually want as much gathered current as possible. Therefore, it is preferable to connect one of the electrodes to the mineralization. However, in some cases, the field from gathered currents can mask anomalies, which may be more interesting. By using grounded electrodes, it is possible to have full control of the current distribution in the half-space and in the mineralization.

In Figure 4, the amount of current in the conductive body is 5% of the total current in the half-space. In this case, the edges of the body are outlined. With shallow flat conductors, it is important to have strong induced current at the edges of
the body to be able to outline the conductor. The gathered current in the conductor should in such cases be weaker. A cable loop on the ground surface can serve as the transmitter of the primary field.
5. Variable grounding points

In areas where man-made or geological noise is present, interpretation of the data may be difficult. Man-made noise may be conducting structures in the ground or on the surface, which creates anomalies which mask anomalies one is looking for. Geological noise may be varying thickness of conducting overburden or shallow conductive structures in the ground. One method to neutralize such anomalies may be to do measurements at the same stations twice, with variable grounding of the energizing cable.

Lile et al. [1] investigated this technique in a mining area where the orebody was cut by a large fault and the goal was to find the down faulted continuation. The conditions regarding man-made noise were extremely difficult. The exploration area was cut by a main road with heavy traffic, and a railway was situated in parallel and close by the road.

The wire could not be laid parallel to the strike direction because we could not cross the railway and the main road (E6).

In this example, we needed to detect the secondary magnetic field from a sulfide conductor at great depth. Long grounded cables were chosen for energizing the half-space in the exploration area.

**Figure 5** shows that we could use a deep ventilation shaft to make two grounding electrodes in weak sulfide zones at approximately 350 m depth. In addition, we made two grounding points at the ground surface, one far away grounding to the north (E) and one to the west, close to the mine (E(0)).

![Figure 5](image)

*This is a map showing the situation. The orebody was cut by a NS-fault, dipping 55° to the east, outcropping a couple of 100 m to the west of the railway, and cutting the orebody at 350 m depth. The exploration area was within the grid to the east. The generator was situated at the mine. The picture shows four grounding points. The electrodes to the north (E) and to the west (E(0)) are at the ground surface. The primary magnetic field created by the current in the wire on the surface is needed for the measurements in the grid to the east of the road. The current wire to electrodes E(I) and E(II) goes through a ventilation shaft to a weak sulfide zones at 350 m depth.*
The primary field in the grid came from the long cable between the mine and the electrode to the north (E).

Here only one profile is presented. Profile 600 EV is situated approximately in the middle of the grid. The grounding point to the north (E) was used for all the measurements. A normal vertical field, $V(0)$, was measured with the cable between electrode E and electrode E(0) on the ground surface to the west. At the same points in the grid, the vertical field was measured with the grounding electrodes in the mine, E(I) and E(II), connected to weak sulfide zones. These measurements were then normalized with $V(0)$ as reference and displayed in percentage (Figure 6).
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Chapter 3
Rock Physics: Recent History and Advances

Jack Dvorkin

Abstract

This chapter presents the basics of rock physics, the science exploring quantitative relations between various properties (attributes) of the holistic object we call natural rock. This chapter includes several sections, starting with the history and basics; proceeding to the effects of the pore fluid on rock properties; discussing several variables that influence the elastic properties of rocks; presenting selected theories that relate the elastic properties to the porosity, mineralogy, and texture of rocks; and introducing the latest development, digital rock physics. Data examples shown here illustrate qualitative reasoning. Equations are presented as well to mathematically express the conceptual theories discussed. Most importantly, rock physics references are listed to help the reader become willing to delve deeper into the topic and start applying rock physics theories, concepts, and ideas to field data.

Keywords: rock physics, elastic-wave velocities, mineralogy, porosity, permeability, effective medium models

1. Introduction: subject of rock physics, background, and brief history

Rock physics is often called a “velocity-porosity” science. The idea behind this name is to predict the elastic-wave velocities in porous rock from its porosity or implement an inverse operation and interpret the velocity measured in a well or using seismic tomography or reflection techniques for the porosity of rock. It is important to mention that the elastic-wave velocities are related to the elastic moduli of rock as follows:

\[ V_p = \sqrt{\frac{K + 4/3G}{\rho_b}}; \quad V_s = \sqrt{\frac{G}{\rho_b}}, \] (1)

where \( V_p \) and \( V_s \) are the P- and S-wave velocities, respectively; \( K \) and \( G \) are the bulk and shear moduli, respectively; and \( \rho_b \) is the bulk density. The latter quantity is related to the total porosity \( \phi \) as

\[ \rho_b = (1 - \phi)\rho_s + \phi\rho_f, \] (2)

where \( \rho_s \) is the density of the mineral matrix also called the solid component of the rock, while \( \rho_f \) is the density of the pore fluid.
Important elastic constants used in rock physics are the bulk ($K$), shear ($G$), and compressional ($M$) moduli, as well as the P-wave ($I_p$) and S-wave ($I_s$) impedances and Poisson’s ratio ($\nu$):

$$
M = \rho_b V_p^2; \quad G = \rho_b V_s^2; \quad K = M - \frac{4}{3}G; \\
I_p = \rho_b V_p; \quad I_s = \rho_b V_s; \quad \nu = \frac{1}{2} \left( \frac{V_p}{V_s} \right)^2 - 2 \frac{\left( \frac{V_p}{V_s} \right)^2 - 2}{\left( \frac{V_p}{V_s} \right)^2 - 1}.
$$

(3)

Most of natural rocks contain more than one mineral. In this situation, $\rho$ can be computed as the arithmetic average of the densities of the individual components:

$$
\rho_i = \sum_{i=1}^{N} f_i \rho_i,
$$

(4)

where $f_i$ is the volume fraction of the $i$-th mineral component in the mineral matrix and $\rho_i$ is its density. These individual densities can be found in handbooks, such as Mavko et al. [1]. They can vary between, e.g., 2.58 g/cc in clay and 4.93 g/cc in pyrite.

The same rule applies to the density of the pore fluid:

$$
\rho_f = S_w \rho_w + S_o \rho_o + S_g \rho_g,
$$

(5)

where $S_w$, $S_o$, and $S_g$ are the water, oil, and gas saturations in the pore space, respectively, and $\rho_w$, $\rho_o$, and $\rho_g$ are the densities of these pore fluid components. Of course, it is required that

$$
\sum_{i=1}^{N} f_i = 1
$$

(6)

and

$$
S_w + S_o + S_g = 1.
$$

(7)

Because of the link between the elastic-wave velocities and elastic moduli as given by Eq. (1), it is often instructive to relate these elastic moduli to porosity. Such approach opens an avenue to using the so-called effective medium theories where the elastic moduli are theoretically related to porosity and the geometry of rock, referring to the spatial arrangement of pores and grains, as well as shapes of these pores and grains.

It has been discovered early that the velocity and elastic moduli not only depend on porosity, but also on the properties of the mineral frame. A rule of thumb is that at the same porosity, the softer the mineral frame, the smaller the elastic moduli of rock. For example, at the same porosity, rocks containing soft clays have velocities smaller than rocks dominated by stiffer quartz. Hence, rock physics is not only a “velocity-porosity” science but also a “velocity-porosity-mineralogy” science.

The situation becomes more complex if we consider the effects of the pore fluid on the elastic moduli (and velocities) of a porous composite. It is intuitively clear that the less compressible the pore fluid (water versus gas), the stiffer the entire rock, meaning that its bulk modulus is higher. Now we are talking about “velocity-porosity-mineralogy-fluid.”
The science of rock physics also includes understanding and quantification of other rock properties, such as hydraulic permeability and electrical resistivity, and their relation to other attributes, namely, porosity, rock texture, and mineralogy.

Generally, contemporary rock physics treats natural rock as a holistic object whose various properties (attributes) are extracted from experiments simulating processes, such as elastic-wave propagation, fluid and electrical transport, nuclear magnetic resonance (NMR), and breakage. We seek a theoretical understanding of interrelations between such attributes and their mathematical quantification. Such relations are also called rock physics models (RPM) or transforms. Needless to say that such quantification has to be “as simple as possible but not simpler.”

Finally, the newest branch of rock physics is digital rock physics (DRP) whose mandate is to “image and compute,” image rock at the pore scale and digitally simulate various processes within the digital image. For example, simulations of viscous fluid flow yield permeability, simulations of electrical charge transport yield resistivity, and simulations of deformation under stress yield the elastic moduli.

Let us now review some of historic developments in rock physics.

Arguably, the first rock physics velocity-porosity transform was introduced by Wyllie et al. [2]. It simply states that the total P-wave traveltime through rock with porosity $\phi$ is the sum of the travel times through the mineral and fluid parts of the rock. This is why it is called the time-average equation. In terms of the P-wave velocities, this formulation is

$$\frac{1}{V_p} = \frac{1 - \phi}{V_{ps}} + \frac{\phi}{V_{pf}},$$

where $V_p$ is the P-wave velocity, $V_{ps}$ is the velocity in the mineral phase, and $V_{pf}$ is that in the fluid phase. Examples for 100% quartz and 100% dolomite rock are shown in Figure 1. Also shown is an example for rock with mixed 50% quartz and 50% dolomite mineralogy. At the same porosity, $V_p$ is highest in stiffer dolomite, lowest in softer quartz, and falls in between for the mixed mineralogy. The pore fluid was water with $V_{pf} = 1500$ m/s.

Equation (8) is purely empirical in spite of its physically meaningful form. Indeed, in real rock, the mineral and fluid parts are not arranged in layers to enable a simple summation of the respective traveltimes. Still, this equation gives a reasonably accurate approximation for $V_p$ in “fast” sediments as discussed in Mavko et al. [1]. Also note that it can only work for rock with liquid since in vacuum dry rock, $V_{pf} = 0$. Yet, as have been shown by seismic experiments on the moon, $V_p$ in such sediment is finite.

![Figure 1.](image)

$V_p$ versus porosity according to the Wyllie et al. [2] and Raymer et al. [3] transforms for quartz, dolomite, and mixed mineralogy. Legend in the middle refers to all plots.
Equation (8) has dominated petrophysical interpretation of velocity for porosity for a long time. It gave rise to the so-called sonic porosity computed from wireline velocity data as

$$\phi = \frac{V_p^{-1} - V_{ps}^{-1}}{V_{pf}^{-1} - V_{ps}^{-1}}. \hspace{1cm} (9)$$

The next historic equation was introduced by Raymer et al. [3]:

$$V_p = (1 - \phi)^2 V_{ps} + \phi V_{pf}. \hspace{1cm} (10)$$

As Eq. (8), it is purely empirical, derived from wireline data. Still, it is very meaningful as it can be applied to rock with any fluid inside, even where $V_{pf} = 0$. As shown in Dvorkin et al. [4], it is more accurate than the Wyllie et al. [2] time average if applied to “fast” consolidated sediments. Velocity-porosity examples according to this equation are also shown in Figure 1.

We conclude this section by presenting equations relating the electrical resistivity to porosity and absolute hydraulic permeability to porosity.

The former transform relates the resistivity $R_t$ of rock fully saturated with conductive fluid (brine) with resistivity $R_w$ as

$$F = \frac{R_t}{R_w} = \frac{1}{\phi^m}, \hspace{1cm} (11)$$

where $F$ is called the formation factor and $m$ is the cementation exponent. In many sandstones $m$ is approximately 2; however it may be much larger in carbonates [1]. Figure 2 shows experimental data for Fontainebleau sandstone [5] with Eq. (11) curves for $m = 1.5, 2.0, \text{ and } 2.5$ superimposed.

At partial brine saturation, $S_w < 1$, the resistivity of rock $R_{IS}$ not only depends on porosity but also on saturation $S_w$ as

$$\frac{R_{IS}}{R_w} = \frac{1}{\phi^m S_w} = \frac{F}{S_w}, \hspace{1cm} (12)$$

Figure 2.

Left: $F$ versus porosity according to Eq. (11) for $m = 1.5, 2.0, \text{ and } 2.5$ with Fontainebleau experimental data shown as symbols. Right: $R_{IS}/R_w$ ratio versus water saturation for $\phi = 0.2$ and $m = n = 2.0$ (Eq. (12)).
where $n$ is the saturation exponent. This exponent is much more elusive than $m$ since laboratory experiments measuring resistivity at partial saturation are scarce. Generally, $n$ should be larger than 1.0 and approach 2.0. An example of $R_{IS}/R_w$ versus $S_w$ is shown in Figure 2 for porosity 0.2, $m = 2.0$, and $n = 2.0$.

Both Eqs. (11) and (12) were discovered by Archie in 1942 [6] and remain the cornerstone of resistivity interpretation for hydrocarbon saturation in the wellbore. Various modifications of these equations dealing with resistivity interpretation in sediments containing clays and shales are discussed in Mavko et al. [1].

The historic absolute permeability prediction equation is called the Kozeny-Carman [7] formula. It is based on an extremely idealized representation of pores as a set of parallel pipes inclined to the direction of pore pressure gradient at an angle $\alpha$. The tortuosity $\tau$ of these pores is defined as

$$\tau = 1 / \cos \alpha \geq 1.$$  \hspace{1cm} (13)

The permeability $k$ is also a function of the specific surface area $S$ defined as the ratio of surface of the pore space $S_{Pore}$ to the total volume $V$ of the rock sample:

$$S = S_{Pore} / V.$$  \hspace{1cm} (14)

A variable alternative to $S$ is the grain size (or grain diameter) $d$.

The Kozeny-Carman equation reads [1]

$$k = \frac{1}{2} \frac{\phi^3}{S^2 \tau^2} = \frac{1}{72} d^2 \frac{\phi^3}{(1 - \phi)^2 \tau^2}.$$  \hspace{1cm} (15)

A modified version of this equation is based on the assumption that $k$ becomes zero not at zero porosity but at a finite and very small porosity value $\phi_p$ called the percolation porosity:
It follows from Eq. (15) that the unit of absolute permeability is length squared. However, traditionally, the permeability unit is Darcy (D) or milli-Darcy (mD). One D is $10^{-13}$ m$^2$, while one mD = $10^{-15}$ m$^2$.

Figure 3 shows experimental permeability data for Fountainebleau sandstone and two North Sea sand sets with an Eq. (16) curve superimposed for $d = 0.25$ mm, $\tau = 2.5$, and $\phi_p = 0.02$. This theoretical curve matches the Fountainebleau data, while the permeability from the other two datasets falls below this curve. The reason is the varying grain size as discussed in Mavko et al. [1].

2. Effect of pore fluid on elastic properties

Laboratory experiments measuring the elastic-wave velocities in rock often show that the presence of the fluid in the pores strongly affects the elastic properties (Figure 4). Such dramatic results, especially for $V_p$, are in part due to the fact that such experiments are commonly conducted at very high frequencies, on the order of 1 MHz. In this frequency range, the fluid in the pores is “unrelaxed” and acts to strongly reinforce the soft mineral frame, thus increasing the bulk modulus (e.g., [1]).

Arguably, the most important contribution to rock physics is Gassmann’s fluid substitution theory [9]. This theory allows us to compute the bulk modulus of porous rock filled with Fluid A if this modulus is known (measured) in the same rock but filled with Fluid B. These derivations were conducted under the assumption that the wave-induced pore pressure oscillations equilibrate within the sample over the wave period, meaning that Gassmann’s is a low-frequency theory. Hence, it is applicable at the wireline and seismic frequency ranges. It helps predict the seismic response of rock filled with any hypothetical fluid if it is measured in situ where the pore fluid is known. For example, if the elastic properties of rock are measured in situ in rock 100% filled with water, we can predict these properties in the same rock but filled with oil or gas.

Figure 4. $V_p$ (left) and $V_s$ (right) of high-porosity unconsolidated sand versus hydrostatic confining pressure. The pore pressure is constant 0.1 MPa. Squares are data obtained in ultrasonic pulse transmission experiments on the water-saturated sample. Circles are for the room-dry sample (after Zimmer [8]).
Gassmann’s theory provides the bulk modulus in fluid-saturated rock (\(K_{\text{Sat}}\)) as a function of the dry rock bulk modulus (\(K_{\text{Dry}}\)), the bulk modulus of the solid phase (\(K_s\)), that of the pore fluid (\(K_f\)), and total porosity (\(\phi\)). It assumes that the shear modulus is fluid-independent

\[
K_{\text{Sat}} = K_s \frac{\phi K_{\text{Dry}} - (1 + \phi)K_f K_{\text{Dry}}/K_s + K_f}{(1 - \phi)K_f + \phi K_s - K_f K_{\text{Dry}}/K_s}, \quad G_{\text{Sat}} = G_{\text{Dry}}. \tag{17}
\]

The latter equation can be rearranged as follows:

\[
K_{\text{Dry}} = K_s \frac{1 - (1 - \phi)K_{\text{Sat}}/K_s - \phi K_{\text{Sat}}/K_f}{1 + \phi - \phi K_s/K_f - K_{\text{Sat}}/K_s}, \quad G_{\text{Dry}} = G_{\text{Sat}}. \tag{18}
\]

Equations (17) and (18) provide us with a fluid substitution recipe as follows. Assume that we know the bulk modulus \(K_{\text{Sat}}\) of rock saturated with Fluid A whose bulk modulus is \(K_f^A\) and density is \(\rho_f^A\). Then from Eq. (17), we obtain:

\[
K_{\text{Dry}} = K_s \frac{1 - (1 - \phi)K_{\text{Sat}}^A/K_s - \phi K_{\text{Sat}}^A/K_f^A}{1 + \phi - \phi K_s^A/K_f^A - K_{\text{Sat}}^A/K_s}. \tag{19}
\]

The bulk modulus \(K_{\text{Sat}}\) of the same rock saturated with Fluid B is (Eq. (17)):

\[
K_{\text{Sat}}^B = K_s \frac{\phi K_{\text{Dry}} - (1 + \phi)K_f^B K_{\text{Dry}}/K_s + K_f^B}{(1 - \phi)K_f^B + \phi K_s - K_f^B K_{\text{Dry}}/K_s}, \tag{20}
\]

where \(K_f^B\) is the bulk modulus of Fluid B.

Of course, the shear modulus of the rock remains the same, no matter what fluid it is saturated with.

It is important to remember that the bulk density \(\rho_b\) of the rock is also a function of the pore fluid. It depends on the porosity and density of the fluid (\(\rho_f^A\) or \(\rho_f^B\)):

\[
\rho_b^B = \rho_b^A - \phi \rho_f^A + \phi \rho_f^B, \tag{21}
\]

where \(\rho_b^A\) and \(\rho_b^B\) are the bulk densities of the rock with the two pore fluids, respectively.

Finally, we can compute the elastic-wave velocities, as well as other seismic attributes, once we know the elastic moduli:

\[
V_{pB} = \sqrt{\frac{K_{\text{Sat}}^B + 4/3G_{\text{Dry}}}{\rho_b^B}}; \quad V_{iB} = \sqrt{\frac{G_{\text{Dry}}}{\rho_b^B}}, \tag{22}
\]

and

\[
I_{pB} = \rho_b^B V_{pB}; \quad \nu_B = \frac{1}{2} \left( \frac{V_{pB}}{V_{iB}} \right)^2 - 2 \left( \frac{V_{pB}}{V_{iB}} \right)^2 - 1, \tag{23}
\]

where \(I_{pB}\) and \(\nu_B\) are the P-wave impedance and Poisson’s ratio of the rock filled with Fluid B, respectively. Although the shear modulus \(G\) is pore-fluid-independent, \(V_i\) is since the bulk density varies with varying fluid.

Let us refer to a later important development in theoretical fluid substitution. It stemmed from the fact that Gassmann’s theory [9] requires the knowledge of the
bulk modulus that can only be computed using Eq. (1) if both \( V_p \) and \( V_s \) (and the bulk density \( \rho_b \)) are known. In practice, the shear wave velocity may not be available. To address this issue, Mavko et al. [10] derived an approximate (but quite accurate) \( V_p \)—only fluid substitution theory that uses the compressional modulus \( M = \rho_b V_p^2 \) instead of the bulk modulus \( K \). The functional form in this theory is the same as that in Gassmann's:

\[
M_{\text{Sat}} \approx M_i \frac{\phi M_{\text{Dry}} - (1 + \phi)K_f M_{\text{Dry}}/M_i + K_f}{(1 - \phi)K_f + \phi M_i - K_f M_{\text{Dry}}/M_i},
\]

\[
M_{\text{Dry}} \approx M_i \frac{1 - (1 - \phi)M_{\text{Sat}}/M_i - \phi M_{\text{Sat}}/K_f}{1 + \phi - \phi M_i/K_f - M_{\text{Sat}}/M_i}.
\]

Figure 5 shows an example of the results of fluid substitution (pure water) on the elastic properties of high-porosity sand measured in the laboratory [11] at room-dry conditions. Clearly, the pore fluid has a dramatic effect on Poisson’s ratio. Such plots are basis for in situ fluid identification from seismic data.

Let us finally describe the details required in practical fluid substitution, specifically the computation of \( K_s, \rho_s, K_f, \) and \( \rho_f \).

The elastic moduli of the multi-mineral rock matrix \( K_s \) and \( G_s \) can be obtained using Hill’s average (e.g., [1]) as

\[
K_s = \frac{K_V + K_R}{2}, \quad G_s = \frac{G_V + G_R}{2},
\]

where

\[
K_V = \sum_{i=1}^{N} f_i K_i, \quad G_V = \sum_{i=1}^{N} f_i G_i,
\]

\[
K_R^{-1} = \sum_{i=1}^{N} f_i K_i^{-1}, \quad G_R^{-1} = \sum_{i=1}^{N} f_i G_i^{-1},
\]

where \( N \) is the number of the mineral components, \( f_i \) is the volume fraction of \( i^{th} \) mineral, and \( K_i \) and \( G_i \) are the bulk and shear moduli of the \( i^{th} \) component. The pure-mineral elastic moduli, as well as their densities, can be found in various sources, including Mavko et al. [1].

The bulk modulus of the pore fluid is
\[ \frac{1}{K_f} = \frac{S_w}{K_w} + \frac{S_o}{K_o} + \frac{S_g}{K_g}, \]  

(27)

where \( K_w, K_o, \) and \( K_g \) are the bulk moduli of water, oil, and gas, respectively. To estimate these moduli, as well as the densities used in Eq. (5), we refer to [12].

3. Variables influencing the elastic properties of rocks

In addition to the pore fluid, there are two more important variables influencing the elastic properties of rocks, their mineralogy and the differential pressure \( P_{\text{Diff}} \) (or stress) defined as the difference between the confining \( P_{\text{Confining}} \) (the overburden) and pore pressure \( P_{\text{Pore}} \):

\[ P_{\text{Diff}} = P_{\text{Confining}} - P_{\text{Pore}}. \]  

(28)

Of course there are other influencing factors, such as rock texture (clastics versus carbonates versus unconventional shale), temperature, and diagenetic history. Here we only concentrate on the abovementioned two.

Mineralogy. As an example, let us examine the Han [13] laboratory dataset obtained on a large suite of sandstones with porosity ranging from zero to 30% and clay content between zero and 50%. Figure 6 shows \( V_p \) and \( V_s \) versus porosity and color-coded by the clay content.

![Figure 6](image-url)
Obviously, the clay content plays a dramatic role acting to reduce both $V_p$ and $V_s$ at the same porosity. Also notice that the velocity-porosity-mineralogy trends are much more pronounced at 50 MPa. This is a commonly observed effect due to much clearer manifestations of key rock properties at high confining stress. The high-porosity data point in Figure 6 at porosity about 0.33 is for unconsolidated Ottawa sand sample. The effect of pressure on its velocities is very strong, similar to what we observe in Figure 5 for a sand of different provenance.

Another striking example of velocity discrimination due to mineralogy comes from unconventional shale with data obtained by wireline logging in a vertical well (Figure 7). The data shown in this figure is for 100% wet rock, obtained by fluid substitution from in situ conditions. The velocity-porosity dataset forms an amorphous cloud (Figure 7, top) with both $V_p$ and $V_s$ varying by almost 1.5 km/s at the same porosity. However, as soon as we introduce a third variable, the sum of the clay and kerogen contents, we observe a clear velocity discrimination with the velocity decreasing as the fraction of this softest component of the solid matrix increasing (Figure 7, bottom).

The Raymer et al. [3] model also predicts a strong dependence of the velocity on mineralogy (Figure 8), as well as the pore fluid, the latter well pronounced at higher porosity.

**Stress.** The effect of the confining pressure on the velocity in sand can be clearly seen in Figure 5 with $V_p$ in dry rock increasing by about 2.0 km/s and $V_s$ by 1.5 km/s as $P_{\text{Diff}}$ varies from almost zero to 50 MPa. Two more examples are shown in
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**Figure 7.**
100% wet rock $V_p$ (left) and $V_s$ (right) without accounting for mineralogy (top) and color-coded by the sum of clay and kerogen contents (bottom) (adopted from Dvorkin et al. [14]).
Figure 8. $V_p$ versus porosity according to the Raymer et al. [3] model for dry rock (left) and 100% water-saturated rock (right). The mineralogy is quartz and clay. The upper curves is for zero clay content, while the bottom curve is for 100% clay. The in-between curves are for gradually increasing clay content with increment 10% (top to bottom).

Figure 9. $V_p$ (left) and $V_s$ (right) versus pressure for two dry sandstone samples from the North Sea (top) and Gulf of Mexico (bottom).

Figure 9, one for a sandstone from the North Sea and the other from the Gulf of Mexico.

The velocity in carbonate rocks is often not as affected by stress as it is in clastic samples. The magnitude of this effect is often influenced by the presence of compliant cracks in the rock. Such cracks act to strongly affect the velocity at low
pressure while they are open. As the pressure increases, these cracks close acting to increase the velocity (Figure 10, Sample A). In samples where the cracks are absent, the velocity hardly varies as a function of pressure (Figure 10, Sample B).

Notice that both historic velocity-porosity model by Wyllie et al. [2] and Raymer et al. [3] do not account for the dependence of the elastic-wave velocities on the confining stress. Both models are suitable for predicting the elastic properties at high, but not at low stress.

The velocity-stress dependence is important in understanding and predicting the seismic responses during hydrocarbon recovery, a process where the differential pressure may increase during production if the reservoir is depleted and the pore pressure is reduced, while the overburden remains constant. This differential pressure may decrease during enhanced oil recovery where water or gas are injected into the reservoir at high pressure, acting to reduce the difference between the overburden and pore pressure. Plots similar to that shown in Figure 5 (right-hand frame) are useful in simultaneously assessing the effects of the pore fluid and differential pressure on the elastic attributes.

4. Theoretical velocity-porosity models

There are two kinds of elastic moduli versus porosity effective medium models: (a) inclusion models and (b) grain-based models. The first kind models build a rock from the zero-porosity endpoint by placing inclusions into the solid matrix [1]. These models are perhaps relevant to some carbonate rocks where the pores appear as inclusions in calcite or dolomite matrix. The second kind assumes that the rock is formed by solid grains which comprise an uncemented grain pack at the high-porosity endpoint (also called the critical porosity) and, as the porosity is reduced, the original pack is altered either by grain contact cement or by smaller grains deposited in the pore space between the original larger grains, or a combination of these two processes.

As an example of the inclusion models, consider the differential effective medium model (DEM), where spheroidal pores are placed inside the solid matrix. A spheroid is an ellipsoid with two large diameters equal to each other and the third diameter smaller or equal to these two. The ratio of the small to large diameter is called the aspect ratio \( \alpha \leq 1 \). If the spheroid is a sphere, \( \alpha = 1 \). The inputs are the bulk and shear moduli of the mineral matrix and those of the inclusions.
**Figure 11** (top) shows how the bulk and shear moduli depend on the total porosity for pure calcite rock with the bulk and shear moduli of the mineral 76.8 and 32.0 GPa, respectively, and its density 2.71 g/cc. The pores are empty, meaning the bulk and shear moduli of the inclusions are zero. In the same figure (bottom), we plot the respective $V_p$ and $V_s$. The aspect ratio is different for each of the curves shown. It is 1.00 for the upper curves and gradually decreases to 0.50, 0.20, 0.10, and 0.01 for the curves below. The smaller the aspect ratio, the smaller the elastic moduli and velocities at a fixed porosity.

**Figure 12** is the same as **Figure 11** except that we use a single aspect ratio 0.10 and compare the results for empty inclusions with those for water-filled inclusions where the bulk modulus is 2.25 GPa and density is 1.00 g/cc.

We observe that both the bulk and shear moduli increase for pores filled with water as compared to empty pores. So do $V_p$ and $V_s$. This means that DEM is not consistent with Gassmann’s fluid substitution theory [9] which predicts that the shear modulus is pore-fluid-independent and $V_s$ reduces upon saturation due to increasing bulk density.

Notice that DEM curves connect two endpoints, one at zero porosity where the elastic moduli of rock are those of the mineral matrix and the other at 100% porosity where the elastic moduli are those of the inclusions (fluid in the pores).

About three decades ago, Nur observed that most natural rocks simply do not exist in the entire zero to 100% porosity range. The maximum geologically plausible porosity for clastic rocks (sands and sandstones) is about 0.40. It may be higher in
carbonates, such as chalks, that can have porosity up to 0.50. This porosity can be even higher for foam-like formations, such as volcanic rock (pumice) or artificially manufactured glass foam. This maximum porosity is called the **critical porosity**. This concept was formalized in Nur et al. [15].

One implication of the critical porosity concept is that the high-porosity end-point should be at the critical porosity rather than at 100% porosity. It gave rise to the so-called modified elastic bounds. The simplest example is based on the upper elastic bound (also called the Voigt bound) for a composite made of two elastic components (“1” and “2”) with the compressional and shear moduli $M_1$, $G_1$ and $M_2$, $G_2$, respectively.

Assume that $M_2 = G_2 = 0$. Then the respective moduli of this composite ($M$ and $G$) at porosity $\phi$ cannot exceed

\[
M = (1 - \phi)M_1; \quad G = (1 - \phi)G_1.
\]

These two curves are plotted in Figure 13. In the same figure, we plot Han’s [13] data for low-clay-content samples at 50 MPa confining pressure. These data fall way below the upper bound curves for pure quartz with $M_1 = 96.6$ GPa and $G_1 = 45.0$ GPa.

The modified bounds use the same equations, but with porosity scaled by the critical porosity $\phi_c$:

\[
M = (1 - \phi/\phi_c)M_1; \quad G = (1 - \phi/\phi_c)G_1; \quad \phi \leq \phi_c,
\]

giving modified curves that are much closer to the data (Figure 13).
All grain-based theories exploit the critical porosity concept. We start with the contact-cement theory where it is assumed that the grains are not subjected to any confining stress at \( \phi_c \), and, as a result, the elastic moduli are zero, and porosity reduction is due to cement rims enveloping the grains (Figure 14). Such contact cement acts to rapidly increase the elastic moduli of the grain pack due to the dramatically expanding contact areas between the grains as porosity decreases, as explained in Dvorkin et al. [4], where the theoretical equations are given as well. This model is only valid in the very high-porosity range.

The soft-sand model assumes that at the critical porosity and the elastic properties of the grain pack are given by the Hertz-Mindlin [16] contact theory. This theory assumes that the grain pack is made of identical spherical grains whose elastic properties are those of the mineral (solid) matrix as given by Eq. (25). Combined with the mean field approximation that assumes that all grains are subject to identical local stresses and have the same average number of contacts per
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*Figure 13.*
Upper and modified upper elastic bounds for the compressional (left) and shear (right) moduli versus porosity. The critical porosity is 0.36. Data are from Han’s [13] sandstone dataset for the clay content below 7% and with the elastic-wave velocities measured on dry samples at 50 MPa confining pressure.

*Figure 14.*
Schematic modes of porosity reduction. From top to bottom: Contact-cement and stiff-sand model; soft-sand model; and constant-cement model (adopted from Dvorkin et al. [4]).
grain $n$ (also called the coordination number), the respective dry rock bulk ($K_{HM}$) and shear ($G_{HM}$) moduli are

\[
K_{HM} = \left[ \frac{n^2(1 - \phi_c)^2G_s^2}{18\pi^2(1 - \nu_s)^2P} \right]^{\frac{1}{3}}, \quad G_{HM} = \frac{5 - 4\nu_s}{5(2 - \nu_s)} \left[ \frac{3n^2(1 - \phi_c)^2G_s^2}{2\pi^2(1 - \nu_s)^2P} \right]^{\frac{1}{3}},
\]

where $P$ is the differential pressure (Eq. (28)) and $G_s$ and $\nu_s$ are the shear modulus and Poisson’s ratio of the solid matrix, respectively. This model implies that porosity reduction is not due to contact-cement deposition but instead due to smaller particles deposited away from grain contacts (Figure 14).

The coordination number $n$ in an identical grain pack at the critical porosity is about 6.

It is assumed in Eq. (31) that the grains have infinite friction (no slip) at their contacts. If we allow only the fraction $f$ of these contacts to have infinite friction while the rest of the contacts are frictionless and can slip, the equation for $K_{HM}$ does not change but $G_{HM}$ becomes now

\[
G_{HM} = \frac{2 + 3f - \nu(1 + 3f)}{5(2 - \nu)} \left[ \frac{3n^2(1 - \phi_c)^2G_s^2}{2\pi^2(1 - \nu_s)^2P} \right]^{\frac{1}{3}}.
\]

This parameter $f$ is called the shear stiffness correction factor.

Finally, to obtain the dry rock bulk ($K_{Soft}$) and shear ($G_{Soft}$) moduli at any porosity $\phi < \phi_c$, we use the modified (critical porosity scaled) lower Hashin-Shtrikman bound (e.g., [4]):

\[
K_{Soft} = \left[ \frac{\phi/\phi_c}{K_{HM} + \frac{4}{3}G_{HM}} + \frac{1 - \phi/\phi_c}{K + \frac{4}{3}G_{HM}} \right]^{-1} - \frac{4}{3}G_{HM},
\]

\[
G_{Soft} = \left[ \frac{\phi/\phi_c}{G_{HM} + \varepsilon_{HM}} + \frac{1 - \phi/\phi_c}{G + \varepsilon_{HM}} \right]^{-1} - \varepsilon_{HM}, \quad \varepsilon_{HM} = \frac{G_{HM}}{6} \left( \frac{9K_{HM} + 8G_{HM}}{K_{HM} + 2G_{HM}} \right).
\]

It is important to emphasize that the critical porosity endpoints here do not necessarily have to be given by the Hertz-Mindlin contact theory. Alternatively, these values can be selected from experimental data. What is most important in this model is the usage of the “soft” connection between the two porosity endpoints.

An alternative “stiff” connection between the aforementioned endpoints is given by the modified upper Hashin-Shtrikman bound as

\[
K_{Stiff} = \left[ \frac{\phi/\phi_c}{K_{HM} + \frac{4}{3}G_s} + \frac{1 - \phi/\phi_c}{K + \frac{4}{3}G_s} \right]^{-1} - \frac{4}{3}G_s,
\]

\[
G_{Stiff} = \left[ \frac{\phi/\phi_c}{G_{HM} + \varepsilon} + \frac{1 - \phi/\phi_c}{G_s + \varepsilon} \right]^{-1} - \varepsilon, \quad \varepsilon = \frac{G_s}{6} \left( \frac{9G_s + 8G_s}{K_s + 2G_s} \right),
\]

where, once again, $G_s$ and $K_s$ are the shear and bulk moduli of the solid matrix, respectively.

This stiff connection, also called the stiff-sand model, can serve to connect the contact-cement curve with the zero-porosity endpoint.

Yet another model belonging to this family is the constant-cement model. It assumes that the grains have initial contact cementation with further porosity.
reduction due to the placement of small particles away from grain contacts (Figure 14). The functional form of this model is the same as in the soft-sand model (Eq. (33)) but with artificially high coordination number.

Examples of velocity-porosity curves according to the aforementioned grain-based theories are shown in Figure 15, where we assumed that both the grain and cement materials are pure quartz; $n$ for the soft-sand model is 6, while it is 20 for the constant-cement model; and the differential pressure is 20 MPa. The shear stiffness correction factor is 1.

Figure 16 shows an example of using the constant-cement model to describe the elastic behavior of unconventional gas shale, while Figure 17 is an example of applying the stiff-sand model to carbonate reservoirs. The parameters of the models are provided in the captions. These two examples show that the grain-based theories given here are appropriate not only for clastic sediments but also in very different lithological settings.

Figure 18 shows laboratory data obtained at 30 MPa confining pressure on dry high-porosity, almost pure-quartz sand samples from the North Sea. In this classic example, the higher-velocity dataset is contact-cemented turbidite sand, while the
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**Figure 15.** Velocity-porosity curves according to the soft-sand, stiff-sand, contact-cement, and constant-cement models as explained in the text.

![Figure 16](image2.png)

**Figure 16.** $V_p$ (left) and $V_s$ (right) versus porosity for gas shale from wireline data adjusted for 100% water saturation. The color code is the sum of the clay and kerogen volume fractions (red for high and blue for low). The model curves are computed to bound the data. These curves are from the constant-cement model with the coordination number 12, differential pressure 26 MPa, critical porosity 0.40, and shear stiffness correction factor 1 (adopted from Dvorkin et al. [14]).
lower-velocity dataset is friable and virtually uncemented sand. The former data can be matched by the contact-cement curves transitioning into the stiff-sand trajectories. The latter data are matched by the soft-sand curves.

5. Digital rock physics

Digital rock physics is based on the concept “image and compute,” image rock at the pore scale (Figure 19) and then simulate in the computer various processes in such an image to arrive at a desired rock property. These simulations include viscous fluid flow to arrive at hydraulic permeability, electrical charge flow to arrive at electrical resistivity, as well as elastic deformation to arrive at the elastic moduli and velocities.

The advantage of such digital approach is that the same sample can be reused multiple times, unlike in physical experiments where a sample is altered after every test; the sample can be digitally altered by, e.g., introducing digenetic cementation, which is hardly possible in physical experiments, as well as subsampling of a digital volume to investigate how various rock properties vary within the volume and how relations between rock properties depend on the spatial scale of investigation.
Although the aforementioned concept is simple, its implementation is not. First, the imaging has to be conducted at the appropriate scale and resolution to reveal the salient features of natural rock relevant to the process under examination. Second, the image has to be segmented to separate minerals from pores and segregate various minerals within the solid matrix, as well as fluid phases inside the pores. Third, powerful computational engines have to be utilized and verified to simulate processes relevant to the physical experiment.

In spite of these complexities, during the last decade, DRP has emerged as a powerful technique complementing (if not replacing) physical testing, mostly due to the recent advances in imaging hardware and image processing and computational software, the latter combined with steadily improving computational power. Not only DRP has become a novel research tool in academia and national labs, but it has also been adopted by leading oil and service companies.

There is one more inherent feature of DRP that needs to be accounted for. Pore-scale rock images are only a few mm in size, and the higher the resolution needed to reveal the salient features, the smaller the field of view. At the same time, these computational results have to be relevant at much larger spatial scales of feet for wireline measurement interpretations in the well or tens and hundreds of feet in seismic prospecting. Even such basic property as porosity may be different if measured on an inch-sized sample and on mm-sized fragment of the same sample.

One way out of this conundrum is instead of directly comparing data points generated by different methods of measurement, compare trends formed by such data points, such as permeability versus porosity trends. Dvorkin et al. [18] show that such trends are often hidden inside a very small digital sample and can be derived by subsampling it. Moreover, these computational trends often match

Figure 19.
Segmented digital images of loose sand (porosity about 30%), sandstone (porosity about 20%), and carbonate (porosity about 15%) showing the mineral matrix and pores. The images are a few mm across.

Figure 20.
Illustration of the subsampling approach.
relevant physical trends and/or theoretical rock physics transforms, hence validating computational results and making them relevant at much coarser spatial scales.

The approach is to subsample a digital volume into $2^3$, $3^3$, or $4^3$ subvolumes (Figure 20) and then compute the desired property pairs (e.g., porosity and permeability) on each of these subvolumes. Very often, the property pairs thus computed form a meaningful trend supported by physical measurements and/or theories (see examples in Figures 21–23). We can call this subsampling approach “to see the rock in a grain of sand.”

These results open ways to a meaningful utilization of DRP in research and industry. Publications related to DRP are many and the number is growing. We refer the reader to Kameda and Dvorkin [19], Dvorkin et al. [20], Dvorkin and Derzhi [21], and Andra et al. [22, 23].

Figure 21.
Permeability versus porosity in Fontainebleau sandstone. Left: Laboratory data matched with a Kozeny-Carman theoretical curve. Right: Multiple permeability versus porosity data points computed from a few digital Fontainebleau samples and subsamples thereof (adopted from Dvorkin et al. [18]).

Figure 22.
Formation factor versus porosity computed on carbonate cuttings. The curves are from Archie’s equation with the cementation exponent $m = 2.0, 2.5, and 3.0$ (bottom to top) (adopted from Dvorkin et al. [18]).
6. Conclusion

This chapter presents an overview of rock physics, starting with its history and ending with the most recent development, the digital rock physics. This chapter can be used as a basic reference pointing towards published sources where the topic is developed in-depth and detailed equations, tables, and experimental results are given. One of such comprehensive sources is the third edition of the *Rock Physics Handbook* [24].

Rock physics remains a key component in interpreting seismic and other remote sensing data for the underlying properties and conditions of the subsurface. A plethora of such practical results has appeared and continues to appear in geophysical journals, such as *Geophysics* (Society of Exploration Geophysicists), *Journal of Geophysical Research* (American Geophysical Union), and *First Break* (European Association of Geoscientists and Engineers), as well as presented at conferences worldwide.

An important topic not addressed in this chapter is a simultaneous interpretation of different remote sensing sources, such as seismic prospecting, electric and electromagnetic sensing, and gravity methods. Once again, such materials can be found in the proceedings and books from the aforementioned professional societies.

We feel that the material presented can serve as a detailed introduction into the extensive field of physics of rocks and be of use to graduate students, as well as advanced professional in earth and environmental sciences.
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Chapter 4

Enhanced Oil Recovery: Chemical Flooding

Ahmed Ragab and Eman M. Mansour

Abstract

The enhanced oil recovery phase of oil reservoirs production usually comes after the water/gas injection (secondary recovery) phase. The main objective of EOR application is to mobilize the remaining oil through enhancing the oil displacement and volumetric sweep efficiency. The oil displacement efficiency enhances by reducing the oil viscosity and/or by reducing the interfacial tension, while the volumetric sweep efficiency improves by developing a favorable mobility ratio between the displacing fluid and the remaining oil. It is important to identify remaining oil and the production mechanisms that are necessary to improve oil recovery prior to implementing an EOR phase. Chemical enhanced oil recovery is one of the major EOR methods that reduces the residual oil saturation by lowering water-oil interfacial tension (surfactant/alkaline) and increases the volumetric sweep efficiency by reducing the water-oil mobility ratio (polymer). In this chapter, the basic mechanisms of different chemical methods have been discussed including the interactions of different chemicals with the reservoir rocks and fluids. In addition, an up-to-date status of chemical flooding at the laboratory scale, pilot projects and field applications have been reported.

Keywords: enhanced oil recovery, EOR, chemical flooding, alkaline, surfactant, polymer, interfacial tension, IFT

1. Introduction

The Average oil recovery after the primary recovery phase is about 5–20% of the original oil in place (OOIP) and can be increased by applying the secondary recovery phase up to 40%. Usually, the EOR application stage will be after the secondary recovery when the main challenge is not the reservoir pressure only, but also the reservoir fluids relative mobility compared to the injected fluids during the secondary recovery phase [1].

There are different EOR methods such as thermal recovery, miscible Gas Injection, Chemical flooding and Microbial EOR as shown in Figure 1. This chapter covers the fundamentals and the mechanisms of the recovery enhancement of the chemical flooding EOR as one of the main EOR methods [2]. The feasibility study and design for EOR projects require integrated work between different disciplines such as reservoir engineers, petroleum geologists, petrophysists, geomodellers, chemical engineers, and production engineers whom are responsible to start with the screening phase of the different EOR methods and come up with the shortlisted one in order to go for the next step which is lab testing phase that requires PVT/core labs capable to implement the various EOR lab tests,
then, analyze the lab scale results to be coupled with the reservoir simulation model in order to estimate the incremental recovery for the different EOR methods under study. For any EOR project, the initial stage is the screening criteria in order to identify the best EOR application for the candidate reservoirs in terms of incremental recovery that will be added and the economics of the project [3]. For any EOR project, the initial stage is the screening criteria in order to identify the best EOR application for the candidate reservoirs in terms of incremental recovery that will be added and the economics of the project. The screening criteria is based on both reservoir rock and fluids properties such as oil gravity, oil viscosity, oil composition, remaining oil saturation (target), formation type, reservoir thickness, depth, and temperature. In Table 1, a summary of screening criteria for the chemical EOR methods based on lab and applied field data. So, in this chapter we are assuming that the screening criteria was done and it has been found that the chemical flooding is the optimum EOR method that can be applied for the reservoir under study [4].

### Table 1
A summary of screening criteria for the chemical EOR methods.

<table>
<thead>
<tr>
<th>EOR Method</th>
<th>Oil Gravity (°API)</th>
<th>Viscosity (cP)</th>
<th>Oil Saturation (%)</th>
<th>Formation Type</th>
<th>Reservoir Thickness (ft)</th>
<th>Average Permeability (mD)</th>
<th>Depth (ft)</th>
<th>Temperature (°F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polymer Flooding</td>
<td>&gt; 35</td>
<td>&lt;150 &amp; &gt;10</td>
<td>&gt;50</td>
<td>Sandstone is preferred</td>
<td>NC</td>
<td>&gt;10</td>
<td>&gt;9000</td>
<td>&gt;200</td>
</tr>
<tr>
<td>Miscelle-Polymer, ASP, and Alkaline flooding</td>
<td>&gt; 20</td>
<td>&lt;35</td>
<td>&gt;35</td>
<td>Sandstone is preferred</td>
<td>NC</td>
<td>&gt;10</td>
<td>&gt;9000</td>
<td>&gt;200</td>
</tr>
</tbody>
</table>
2. Chemical EOR flooding classification

The chemical flooding EOR can be categorized into the following:

1. Polymer flooding.
2. Surfactant flooding.
4. Alkaline flooding.
5. Alkaline-surfactant-polymer flooding.

The next sections of this chapter will discuss individually each method in order to illustrate the fundamentals, the reservoir-fluids interactions processes, and the field applications [5].

2.1 Polymer flooding

In concept, a water-soluble polymer is used to reduce the mobility ratio of water-oil by increasing the water viscosity which improves the volumetric sweep efficiency. The mechanism of polymer flooding is to increase the water viscosity and also to reduce the permeability of the rock to water, in other words, to reduce the water-oil mobility ratio close to unity or less [6]. Over the past years, polymer floods projects have been applied over a wide range of conditions:

- Reservoir temperatures [46–235]°F.
- Average reservoir permeability [0.6–15,000] mD.
- Oil viscosity [0.01–1494] cP.
- Remaining oil at start-up [36–97] % of OOIP.

Polymers have been used in oil production in three modes; as near-well treatments to improve the performance of water injectors or watered out producers by blocking off high conductivity zones, agents that may be cross-linked in situ to plug high conductivity zones at depth in the reservoir and agents to lower water mobility or water-oil mobility ratio. Polymer flooding is suited for reservoirs where normal water floods fail due to one of the two reasons: High Heterogeneity and High oil water mobility ratio which is targeting the oil in areas of the reservoir that have not been contacted efficiently [7]. The main economic limitation is the cost of polymers is. For example, if the cost of acrylamide/acrylate copolymers and xanthan polymers were substantially lower and higher polymer concentrations with larger polymer flood bank sizes could be granted in a given application. It would improve oil-recovery efficiencies, wider ranges of potential applications, and higher profits. Polymer flooding is showing promising results, specifically, if flooding projects are started at high remaining oil saturations. Polymer flooding has been conducted in sandstone and carbonate reservoirs, and oil-wet, water-wet, and mixed-wettability reservoirs [8].
2.1.1 Mechanism

The main effect of the polymer is the enhancement of the water-oil mobility ratio to be unity or less, the mobility ratio is defined as the ratio of the mobility of displacing phase to the mobility of displaced phase which is calculated from the following equation [6].

\[ M_{w-o} = \frac{M_w}{M_o} = \frac{K_w \cdot \mu_o}{K_o \cdot \mu_w} = \frac{K_{rw}}{K_{ro}} \cdot \frac{\mu_o}{\mu_w} \]  (1)

where
- \(M_{w-o}\): the water – oil mobility ratio
- \(M_w\): the water mobility
- \(M_o\): the oil mobility
- \(K_w\): the effective permeability to water, mD
- \(K_o\): the effective mobility to oil, mD
- \(\mu_o\): the oil viscosity, cP
- \(\mu_w\): the water viscosity, cP
- \(K_{rw}\): the relative permeability to water
- \(K_{ro}\): the relative permeability to oil

As per this equation, it is clear that in order to drive the mobility ratio to be unity or less, the water viscosity is increased by adding the water-soluble polymers to the injected water as shown in Figure 2, when the displacing fluid (water) viscosity is lower than the oil, the recovery efficiency decreases as the remaining oil after this flooding is about 45% of the OOIP at 0.1 viscosity ratio. On the other hand, once the viscosity ratio reached to 1 (polymer added to water) the remaining oil after the flooding will be reduced to 20% of the OOIP. As summary, the highest viscosity ratio is the highest oil recovery [9].

2.1.2 Polymer flooding advantages

The advantages of polymer flooding could be summarized as following [10]:

I. Applicable over a wide range of conditions.

II. A reduction in the quantity of water required to reduce the oil saturation to its residual value in the swept portion of the reservoir.

III. An increase in the areal and vertical coverage in the reservoir due to a reduced water flood mobility ratio.

IV. Diverting the injected from swept zones.

V. Promising for heavy oil application.

VI. Cost-effective.

Polymer flooding limitations are:

I. High oil viscosities require a higher polymer concentration.

II. Results are normally better if the polymer flood is started before the water-oil ratio becomes excessively high.
III. Clays increase polymer adsorption.

IV. Some heterogeneity are acceptable, but avoid extensive fractures.

V. Lower injectivity than with water can adversely affect oil production rates in the early stages of the polymer flood.

VI. Xanthan gum polymers cost more, are subject to microbial degradation, and have a greater potential for wellbore plugging.

2.1.3 Field projects statistical data of some polymer flooding

A summary statistical data for field projects of polymer flooding as shown in Table 2.

2.2 Surfactant flooding

Correctly designed surfactants can create micro emulsions at the interface between oil and water phases, which cause a reduction in the interfacial tension (IFT) that consequently will mobilize the residual oil which improving the oil recovery as shown in Figure 3. This method of EOR is a challenging one by many factors such as rock adsorption of the surfactant and co-surfactant, and the chromatographic separation of the surfactant during the injection in the reservoir. The designed surfactants should be resistant and active at reservoir conditions which could by at higher pressure, temperature and water salinities [11]. In the surfactant flooding the phase behavior is the most important factor to make it successful. Currently, there is no EOS model to describe the phase behavior in these systems. Consequently, phase behavior studies should be observed experimentally which is challenging to mimic the reservoir conditions. Surfactants solutions are used to reduce the oil-water IFT, while the co-surfactants are mixed with these solutions in order to enhance the properties of the surfactant solutions. The co-surfactants added to the solutions are serving as an active agent or a promoter.

![Figure 2. Effect of viscosity ratio on the fractional flow curve.](image_url)
in the mixed solution in order to enhance the surfactant effectiveness with respect to temperature and water salinity as it is well known that surfactant flooding is sensitive to reservoir temperature and salinity [6].

2.2.1 Mechanism

A surfactant is added to an aqueous fluid and co-surfactant is also added in order to prepare the surfactant solution and injected into the reservoirs as surfactant flooding reduces the interfacial tension between the oil and water phases and also alters the wettability of the reservoir rock in order to mobilize the residual oil trapped in the reservoir which improves the oil recovery as shown in Figure 3 [12].

The surfactant selection is a critical stage in designing the surfactant flooding projects as the Anionic surfactants preferred due to the following reasons [13]:

- Low adsorption at neutral to high pH on both sandstones and carbonates.
- Can be tailored to a wide range of conditions.
• Widely available at low cost in special cases.
• Sulfates for low temperature applications.
• Sulfonates for high temperature applications.
• Cationic can be used as co-surfactants.

On the other hand, the Non-ionic surfactants have not performed as well for EOR as anionic surfactants. Sulfonated hydrocarbons such as alcohol propoxylate sulfate or alcohol propoxylate sulfonate are commonly used for Surfactant flooding.

2.2.2 Surfactant flooding advantages

The surfactant flooding has several advantages and some of them are listed below [5]:

1. Very effective in lab test [high oil recovery].
2. Surfactant modeling is relatively simple with only a few well-designed experiments needed to provide the most important simulation parameters.
3. Current high-performance surfactants cost less than $2/lb. of pure surfactant.
4. Recent developments in surfactants solutions for EOR have effectively reduced the required surfactant concentration which lowering the chemical costs required.
5. Recently, new and effective surfactants are derived from plant resources such as sunflower oil, soy and corn oil. It is non-toxic, non-hazardous, and readily biodegradable.

The disadvantages of surfactant flooding could be listed as following:

1. Complex and expensive system.
2. Possibility of chromatographic separation of chemicals.
3. High adsorption of surfactant.
4. Losing its effectiveness at higher pressure, temperature, and salinity.

2.2.3 Field projects of the surfactant flooding

Many technically successful pilots have been done in addition to several small commercial projects have been completed and several more are in progress. Relatively, homogeneous reservoir formation is preferred. The presence of high amounts of clays, gypsum, or anhydrite is undesirable. For commercially available surfactants, formation-water chlorides should be less than 20,000 ppm and divalent ions (Ca^{++} and Mg^{++}) should be less than 500 ppm. The problems encountered with some of the old pilots are well understood and have been solved and the new generation surfactants will tolerate high salinity and high hardness so there is no practical limit for high salinity reservoirs [14].
2.3 Surfactant-polymer (SP) flooding

Surfactant-polymer flooding process is injecting a chemical slug that contains water, surfactant, electrolyte (salt), usually a co-surfactant (alcohol), followed by polymer-thickened water. In this process a surfactant is added to the polymer solution that has the affinity for both water and oil. The use of the micellar solution is to reduce the interfacial tension of the water-oil system in the reservoir in order to displace the residual oil [15]. SP flooding method was patented for Marathon oil co. by Gogarty and Tosch known as Mara-flood. The injection profile of the method consists of injecting a pre-flush (to achieve the desired salinity environment), followed by micellar slug (surfactant, co-surfactant, electrolyte), and followed by polymer solution along with drive water.

The micellar solution composition that ensures a gradual transition from the displacement water to the displaced oil without interface is as following [13]:

- Surfactant 10–15%.
- Water 20–60%.
- Oil 25–70%.
- Co-surfactant 3–4%.

Usually, the co-surfactant is alcohol which enhances the possibility for the micellar solution to include oil or water. This surfactant-polymer flooding reduces the oil-water IFT through the surfactant portion and reduces the mobility ratio through presence of polymer.

2.3.1 Mechanism

The micellar solution is prepared using inorganic salts (water-soluble electrolytes) in order to gain better viscosity control of the solution. A polymer slug is used to drive the micellar solution slug in order to get a mobility control. The injection process is shown in Figure 4. The technique establishes low oil-water IFT and controls the mobility ratio which forming a considerable oil bank to be produced [11].

2.3.2 Surfactant-polymer flooding advantages

The SP flooding advantages are listed below:

- Interfacial tension reduction (improves displacement sweep efficiency).
- Mobility control (improves volumetric sweep efficiency).
- Reduce adsorption of expensive surfactants.

The disadvantages could be as follows:

- Complex and expensive system.
- Possibility of chromatographic separation of chemicals.
2.3.3 Field project of the surfactant-polymer flooding

Since 1990, polymer flood and SP flood have been applied in a few field pilots and expanded field tests.

2.4 Alkaline flooding

Alkaline flooding is one of the EOR methods in which alkaline agents are injected into the reservoir to produce in situ surfactants, so the alkaline flooding will eventually have the same effect of the surfactant flooding.

2.4.1 Mechanism

In the Alkaline flooding process, the alkaline agents such as sodium hydroxide solution is injecting into the reservoirs which react with the naturally occurring organic acids in the oil in order to produce surfactants or soaps at the oil-water interface. However, the alkaline agents are less expensive than the surfactant agents, the expected incremental oil recovery by alkaline flooding has not been confirmed by field results and still remains possibility as the process is mainly dependent on the mineral composition of the reservoir rock and its oil [11].

2.4.2 Alkaline flooding advantages

This EOR method has the same advantages of the surfactant flooding in addition to that its main advantage over the surfactant is the cost of the alkaline agents are cheap compared to the surfactant agents [12].
2.4.3 **Field project of the surfactant-polymer flooding**

There were several pilot tests worldwide such as in Russian Tpexozephoe Field, Hungarian H Field, Whittier Field in California, and North Gujarat Oil Field, India.

2.5 **Alkaline-surfactant-polymer (ASP) flooding**

Individual chemical flooding processes, alkaline flooding, surfactant flooding and polymer flooding, can be combined differently. The three-component combination, alkaline surfactant-polymer (ASP). The ASP method represents a cost-effective chemical EOR method that yielding high oil recovery (mostly for sandstone reservoirs). ASP flooding is utilizing the benefits of three flooding methods, where oil recovery was enhanced, by reducing IFT, improving mobility ratio, and improving microscopic displacement efficiency. The ASP projects in China shows that the incremental oil recovery over water-flooding is 18.9% on the average [14].

2.5.1 **Mechanism**

Alkaline injection reduces surfactant adsorption and the combination of soap and synthetic surfactant results in low interfacial tension (IFT) in a wider range of salinity. Soap and surfactant make emulsions stable through reduced IFT which improve the sweep efficiency. There is a competition of adsorption sites between polymer and surfactant. Therefore, addition of polymer reduces surfactant adsorption, or vice versa and improves the sweep efficiency of ASP solution [5].

2.5.2 **Alkaline surfactant-polymer flooding advantages**

Several advantages can be summarized as follows:

- Alkali is inexpensive, so it is cost reduction factor.
- Alkali reacts with acid in oil to form soap.
- Provide lower IFT in a wide salinity range.
- Soaps and surfactants produce emulsions that improve the sweep efficiency.
- Polymer and alkaline are reducing the surfactant adsorption.
- The polymer addition improves the sweep efficiency of the ASP solution.
- Carbonate formations are usually positively charged at neutral pH, which favors adsorption of anionic surfactants. However, when $(\text{Na}_2\text{CO}_3)$ is present, carbonate surfaces (calcite, dolomite) become negatively charged and adsorption decreases several fold.
- High pH also improves micro-emulsion phase behavior.

The limitations and challenges for ASP flooding are:

- Severe scaling in the injection lines with strong emulsification of the produced fluid.
• Polymers are less effective under high water salinity conditions, as the high salt waters degrade the viscosity of polymers.

• Mobility control is critical.

• Laboratory tests must be done with crude and reservoir rock under reservoir conditions and are essential for each reservoir condition.

2.5.3 Field projects of the alkaline surfactant-polymer flooding

There are large field trials that already implemented worldwide showing encouraging results. The following table (Table 3) shows a summary for the ASP projects or underway since 1980 including the start-up date, oil gravity, Oil viscosity, implementation phase as secondary or tertiary, oil recovered in % of OOIP, and the chemical cost in USD/bbl. In Figure 3, the production results after applying the ASP flooding at the end of the water-flooding phase [13].

Table 3.
Field cases of ASP EOR.
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Section 2

Ocean Waves Studies
Chapter 5

High-Resolution Numerical Simulation of Surface Wave Development under the Action of Wind

Dmitry Chalikov

Abstract

The paper describes the numerical experiments with a three-dimensional phase-resolving model based on the initial potential equation of motion with free surface at deep water in the periodic domain written in the surface-following nonstationary curvilinear nonorthogonal coordinate system. The numerical scheme is based on Fourier-transform method. The vertical velocity on surface is calculated by solving the three-dimensional Poisson equation for the velocity potential. The velocity potential is represented as a sum of linear and nonlinear components. The linear component is described by Laplace equation. The nonlinear component is calculated by solution of the three-dimensional Poisson equation with the iterated right-hand side. The model includes some algorithms for calculation of the energy input from wind as well as for calculation of breaking and high-frequency dissipation. Initially, the conditions are assigned as a set of small waves corresponding to JONSWAP spectrum at high wave number. In response to waves’ growth, the spectrum shifts to lower wave numbers. The evolution of spectrum is generally in an agreement with the observed data. The wave spectrum and the spectra of different rates of energy transformation as well as the statistical characteristics of wave field for different stages of development are described.

Keywords: numerical simulation, wind waves, waves’ development, wave spectrum, Fourier-transform method, wind input, waves’ dissipation, wave statistics

1. Introduction

The development of waves under the action of wind is a process that is difficult to simulate since surface waves are very conservative and their energy changes over hundreds and thousands of periods. This is why the most popular method is spectral modeling based on the averaged over phase equations for spectral energy. In this approach, the waves as physical objects are actually absent since the evolution of spectral distribution of the wave energy is simulated. The description of input and dissipation in this approach is not directly connected with the formulation of the problem, but it is rather adopted from other branches of the wave theory where waves are the objects of investigation. However, the spectral approach was found to
be the only method capable to describe the space and time evolution of wave field in the ocean. The phase resolving models (or ‘direct’ models) designed for reproducing waves themselves cannot compete with spectral models since such models typically can reproduce the evolution of just several thousands of large waves. Nevertheless, the direct wave modeling plays an ever-increasing role in the geophysical fluid dynamics because it gives the possibility to investigate the processes that cannot be reproduced by spectral models.

The spectral model assumes that wave field consists of a superposition of linear waves with random phases and arbitrary angle distribution. Being converted to a physical wave field, it looks unreal because real waves usually have prolonged smooth troughs and sharp peaks. Such shape suggests that the waves are similar to Stokes waves. For any given wave spectrum, the wave field can be represented as a superposition of linear Fourier modes with random phases [1]. It can be represented also as a superposition of Stokes modes. The calculations of statistical characteristics for both wave fields show that they are nearly identical. However, such conclusion could be made with no calculations because typical steepness of sea waves at reasonable spectral resolution is of the order of 0.01–0.05, so all the amplitudes of Stokes modes starting from the second one are small. It follows that the specific shape of sea waves is a dynamic property.

The breaking is usually initiated in the vicinity of wave peaks, so the breaking parameterization describes the processes, which are, in principle, impossible in a linear wave field. The breaking is concentrated in the separated narrow intervals; an instantaneous spectrum is discrete and is shifted to high frequencies. The spectral description of the isolated extreme waves is also impossible. The Fourier transform of a large-scale wave field including separated large waves does not provide any indications of their appearance.

The input energy to waves is based on the assumption that each mode induces a pressure mode with a certain amplitude and phase. In reality, the pressure field is quite complicated and not directly connected with the surface elevation because of the systematic separation of air flow behind wave crests (which was shown experimentally in Refs. [2, 3] with the coupled wind-wave model). There are many other complications in the coupled wind-wave dynamics [4] including the processes connected with sprays, bubbles, foam, and structure of the high-frequency wave spectrum.

Most (but not all) of the processes mentioned above can be investigated using the numerical modeling that is a perfect instrument for development of parameterization of physical processes for spectral wave models.

The phase-resolving models can completely replace the spectral models for direct simulation of wave regimes of small water basins, for example, port harbors (see Refs. [5, 6]). Other approaches of direct modeling are discussed in Refs. [7, 8].

Over the past decades, a big volume of papers devoted to the numerical methods developed for investigation of wave processes has been published. The most advanced among them are Finite Difference Method [5, 6], Finite Volume Method [9], Finite Element Method [10, 11], Boundary (Integral) Element Method [12], Spectral HOS Methods [13–17], the Smoothed Particle Hydrodynamics Method [18], Large Eddy Simulation Method (LES) [19, 20], Moving Particle Semi-Implicit Method [21], Constrained Interpolation Profile Method [22], and Method of Fundamental Solutions [23]. Most of the models were designed for engineering application handling such processes as overturning waves, broken waves, waves generated by landslides, freak waves, solitary waves, tsunamis, violent sloshing waves, interaction of extreme waves with beaches, as well as interaction of steep waves with fixed and different floating structures. The wave models designed for engineering applications seem to be more advanced than the models for pure
geophysical research. However, as a rule, the engineering models pay little attention to
description of physical processes that are responsible for a long-term evolution of
wave spectrum. A more detailed review of direct numerical models is given in Ref. [8].

Until recently, the direct modeling was used for reproduction of a quasi-
stationary wave regime when wave spectrum does not change significantly. An
example of direct numerical modeling of surface wave evolution is given in Ref.
[24] where the development of wave field was calculated by using of a two-
dimensional model based on full potential equations written in the conformal coor-
dinates. A model included the algorithms for parameterization of the input and
dissipation of energy (a description of similar algorithms is given below). The
model successfully reproduced the evolution of wave spectrum under the action of
wind. That model was a prototype of 3-D model, because being very fast it was
convenient for development of the physical process parameterization. However, the
strictly one-dimensional (unidirected) waves are not quite realistic since the
unidirected waves in the presence of the small-amplitude perturbations relatively
quickly turn into the two-dimensional wave field [25]. Hence, the full problem of
wave evolution should be formulated on the basis of three-dimensional equations.
Such 3-D calculations were done by Chalikov [26]. The model included parameter-
ization of the main physical processes: input energy, different types of dissipation,
and transformation of spectrum due to the nonlinear interaction. The last process
does not require any parameterization because the nonlinearity is described with
equations. The model used a relatively poor resolution (1024 × 512 nodes in x and y
directions). However, the calculations reproduced the evolution of wave spectrum
and the spectra of the main physical processes such as input and dissipation of
energy and nonlinear interactions. As long as we know, it was the first attempt to
reproduce the development of waves based on full three-dimensional equations
with a direct solution of 3-D equation for the velocity potential. The current paper is
devoted to development of the method, including the tuning and modifications of
the algorithm, the increase of resolution, and the integration for longer periods. The
most important but pure technical modifications were introduced in the numerical
scheme for Poisson equation for the velocity potential. The algorithms for calcula-
tion of the input and dissipation remain nearly the same, but the numerical param-
eters in those schemes were changed to achieve a better agreement with the rate of
spectrum evolution given by JONSWAP approximation.

2. Equations

The nonstationary surface-following nonorthogonal coordinate system is used as
follows:

\[ \xi = x, \quad \theta = y, \quad \zeta = z - \eta(\xi, \theta, \tau), \quad \tau = t, \]  

where \( \eta(x, y, t) = \eta(\xi, \theta, \tau) \) is a moving periodic wave surface given by the
Fourier series

\[ \eta(\xi, \theta, \tau) = \sum_{-M_x < k < M_x} \sum_{-M_y < l < M_y} h_{k,l}(\tau) \Theta_{k,l}, \]  

where \( k \) and \( l \) are the components of the wave number vector \( k \); \( h_{k,l}(\tau) \) are
Fourier amplitudes for elevations \( \eta(\xi, \theta, \tau) \); \( M_x \) and \( M_y \) are the numbers of modes in
the directions \( \xi \) and \( \theta \), respectively, while \( \Theta_{k,l} \) are the Fourier expansion basis
functions represented as the matrix:
The 3-D equations of potential waves in the system of coordinates (1) at \( \zeta \leq 0 \) take the following form:

\[
\begin{align*}
\eta_t &= -\eta_x \phi_x - \eta_\theta \phi_\theta + \left( 1 + \eta_x^2 + \eta_\theta^2 \right) \Phi_\zeta, \\
\varphi_t &= -\frac{1}{2} \left( \varphi_x^2 + \varphi_\theta^2 - \left( 1 + \eta_x^2 + \eta_\theta^2 \right) \Phi_\zeta^2 \right) - \eta - p, \\
\Phi_{\zeta\zeta} + \Phi_{\theta\theta} + \Phi_{\zeta\zeta} &= \Upsilon(\Phi),
\end{align*}
\]

where \( \Upsilon \) is the operator:

\[
\Upsilon() = 2\eta_x(\varphi_x + \eta_x \phi_x) + 2\eta_\theta(\varphi_\theta + \eta_\theta \phi_\theta) + \left( \eta_x^2 + \eta_\theta^2 \right) \Phi_\zeta^2 - \left( \eta_x^2 + \eta_\theta^2 \right) \Phi_\zeta.
\]

capital fonts \( \Phi \) are used for the domain \( \zeta < 0 \), while the lower case \( \varphi \) refers to \( \zeta = 0 \). The term \( p \) in Eq. (5) describes the pressure on the surface \( \zeta = 0 \).

It is suggested by Chalikov et al. [7] that it is convenient to represent the velocity potential \( \varphi \) as a sum of the two components: a linear component \( \Phi \), \( \varphi = \Phi(x, \theta, 0) \) and an arbitrary nonlinear component \( \tilde{\Phi} \), \( \tilde{\varphi} = \tilde{\Phi}(x, \theta, 0) \):

\[
\varphi = \tilde{\varphi} + \varphi, \quad \Phi = \Phi + \tilde{\Phi}. \tag{8}
\]

The linear component \( \Phi \) satisfies Laplace equation:

\[
\Phi_{\zeta\zeta} + \Phi_{\theta\theta} + \Phi_{\zeta\zeta} = 0, \tag{9}
\]

with a known solution:

\[
\Phi(x, \theta, \zeta, \tau) = \sum_{k,l} \varphi_{k,l}(\tau) \exp(|k|\zeta) \Theta_{k,l}, \tag{10}
\]

where \( |k| = (k^2 + l^2)^{1/2} \), \( \varphi_{k,l} \) are the Fourier coefficients of the surface linear potential \( \varphi \) at \( \zeta = 0 \). The solution satisfies the following boundary conditions:

\[
\zeta = 0 : \quad \Phi = \tilde{\varphi} \\
\zeta \to -\infty : \quad \Phi_{\zeta} \to 0. \tag{11}
\]

The nonlinear component satisfies the equation:

\[
\tilde{\Phi}_{\zeta\zeta} + \tilde{\Phi}_{\theta\theta} + \tilde{\Phi}_{\zeta\zeta} = \Upsilon(\Phi) + \Upsilon(\Phi), \tag{12}
\]

Eq. (12) is solved with the boundary conditions:

\[
\zeta = 0 : \quad \tilde{\Phi} = 0 \\
\zeta \to -\infty : \quad \tilde{\Phi}_{\zeta} \to 0. \tag{13}
\]
The presentation (8) is not used for solution of the evolutionary Eqs. (4) and (5) because it does not provide any improvements of accuracy and speed.

Eqs. (4)–(6) are written in a nondimensional form by using the following scales: length \( L \), where \( 2\pi L \) is a (dimensional) period in the horizontal direction; time \( L^{1/2} g^{-1/2} \); and velocity potential \( L^{3/2} g^{1/2} \) (\( g \) is the acceleration of gravity). The pressure is normalized by the water density, so that the pressure scale is \( Lg \).

Eqs. (4)–(6) are self-similar to the transformation with respect to \( L \). The dimensional size of the domain is \( 2\pi L \), so the scaled size is \( 2\pi \). All of the results presented in this paper are nondimensional. Note that the number of the Fourier modes can be different in the \( x \) and \( y \) directions. In this case, it is assumed that the two-length scales \( L_x \) and \( L_y \) are used. The nondimensional length of the domain in the \( y \)-direction remains equal to \( 2\pi \), and a factor \( r = L_x / L_y \) is introduced into the definition of a differential operator in the Fourier space.

The derivatives of a linear component \( \Phi \) in (7) are calculated analytically. The scheme combines a 2-D Fourier transform method in the ‘horizontal surfaces’ and a second-order finite-difference approximation on the stretched staggered grid defined by the relation \( \Delta \xi_{j+1} = \chi \Delta \xi_j \) (\( \Delta \xi \) is a vertical step, while \( j = 1 \) at the surface). The stretched grid provides an increase in accuracy of approximation for the exponentially decaying modes. The values of the stretching coefficient \( \chi \) lie for different settings within the interval \( 1.01–1.20 \); in the current work, the value \( \chi = 1.20 \) was used at the number of levels \( L_w = 10 \). Such poor resolution was possible to use because of the separation of the potential into a large linear and a small nonlinear part, so Eq. (12) was used only for calculation of a small correction for the potential. A high value of the stretching coefficient provided high resolution in the vicinity of surface for accurate calculations of the surface vertical derivative for the potential. The finite-difference second-order approximation of vertical operators in Eq. (12) on a nonuniform vertical grid is quite straightforward (see Ref. [8]). Eq. (12) is solved as Poisson equations with the iterations over the right-hand side by TDMA method [27]. At each time step, the iterations start with a right-hand side calculated at the previous time step. A relative accuracy of the solution in terms of the vertical derivative of the potential on the surface was equal to \( 10^{-6} \). The typical number of iterations was 2–5.

The accuracy of the adiabatic version of equations was validated by reproducing a moving Stokes wave with the steepness \( AK = 0.40 \) (\( A \) is a half of trough-to-crest wave height; \( K = 1 \) is the wave number of the first mode). An algorithm for calculation of Stokes wave with the prescribed accuracy was suggested by Chalikov and Sheinin [28]. The scheme based on the conformal coordinates is very effective: the calculations were carried out in 100 ms at notebook (2.10 GHz). The dependence of Stokes wave spectra on the wave number is shown in Figure 1. In fact, about 2000 curves obtained in the course of calculations, with the interval \( \Delta \xi = 1 \), were plotted. Due to improvement of the numerical scheme, the accuracy of reproduction of Stokes wave is considerably higher than for the scheme used in Refs. [7, 8].

As seen, up to \( S \approx 10^{-12} \) (\( k = 22 \)), the spectra of Stokes waves remain with high accuracy the same as it was assigned in initial conditions. At higher frequencies, the random disturbances appear. Note that this validation is not trivial: even small inaccuracies in the numerical scheme cause a fast distortion of the spectra, like in the bottom part of Figure 1. We consider these results as a serious evidence of high accuracy of the adiabatic version of the model. The previous version of 3-D model [26] allowed carrying out a long simulation of Stokes wave not steeper than \( AK = 0.30 \). The right-hand sides of Eqs. (4) and (5) were calculated with a use of Fourier transform method: the nonlinear terms were calculated at the extended grid with size \( (4M_x \times 4M_y) \), and then by the inverse Fourier transform, they were returned.
to the Fourier grid. The fourth-order Runge-Kutta scheme was used for integration in time. The equation for the potential was solved at each of the four substeps of time step.

The simulations described by Chalikov [26] were a first attempt to reproduce the development of wave field assigned in the initial conditions as a group of small waves at high wave number under the action of strong wind. The initial elevation was generated as a superposition of linear waves corresponding to JONSWAP spectrum [29] with random phases. The initial Fourier amplitudes for the surface potential were calculated by the formulas of the linear wave theory. The details of the initial conditions are of no importance because the initial energy level is quite low. The wave peak was placed to the wave number equal to 100. The wind velocity was assigned equal to $4c_{100}$, where $c_{100}$ is a phase velocity of the 100th mode. A detailed description of the scheme and its validation is given in Refs. [7, 8].

The simulation described in the current paper was performed with a doubled resolution in both directions, with the improved numerical scheme for Poisson equations and modified parameters in the scheme for calculations of energy transitions.

### 3. Energy input

The detailed description of the algorithm for calculation of energy input is given in Ref. [26]. The energy and momentum are transferred from air to water by the surface pressure field and tangent stress. According to the most reasonable theory...
[30], the Fourier components of surface pressure $p$ are connected with those of the surface elevation through the following expression:

$$p_{k,l} + ip_{-k,-l} = \frac{\rho_a}{\rho_w} (\beta_{k,l} + i\beta_{-k,-l}) (h_{k,l} + ih_{-k,-l}),$$

(14)

where $h_{k,l}$, $h_{-k,-l}$, $\beta_{k,l}$, $\beta_{-k,-l}$ are real and imaginary parts of elevation $\eta$, and the so-called $\beta$-function, $\rho_a/\rho_w$, is the ratio of air and water densities. Both $\beta$ coefficients are the functions of the nondimensional frequency

$$\Omega = \omega U/g,$$

(15)

that characterizes the ratio of wind velocity to phase velocity of $c_k$:

$$\Omega = U/c_k$$

(16)

Since the supplying of wave with the energy and momentum occurs in a layer whose height is proportional to the wave length, it is reasonable to suggest that the reference height for the wind velocity should be different for a different virtual wave length (distance $\lambda/k \cos \theta_i$ between the wave peaks in wind direction; the index $i$ denotes a direction of mode). The wind velocity can be found by interpolation or extrapolation to the level:

$$z_{i,k} = 0.5\lambda/k \cos \theta_i$$

(17)

The definition of $\Omega_i$ should take into account the angle $\theta_i$ between the vector $U$ and the direction of wave mode. Finally, the virtual nondimensional frequency takes the form:

$$\Omega_{i,k} = \omega_k \cos \theta_i U(z_k)/g = \cos \theta_i U(z_k)/c_k$$

(18)

where $c_k = g/\omega_k$ is the phase velocity of $k$th mode.

For experimental derivation of the shape of $\beta$-function, it is necessary to simultaneously measure the wave surface elevation and nonstatic pressure on the surface [31–35]. The data obtained in this way allowed constructing an imaginary part of $\beta$-function used in some versions of the wave forecasting models [36]. The data on experimental $\beta$-function are compared in Ref. [4]. The values of $\beta$ within the interval $0 < \Omega < 10$ differ by decimal orders. Hence, the question arises: in what way, using such a different input, the spectral models provide a reasonable agreement with the observations. The answer is very simple: the researchers have the possibility to modify the parameterization of dissipation. Despite the hundreds of papers, the knowledge on dissipation is even poorer than the knowledge on the energy input. Finally, only the sum of those source terms regulates the growth of total wave energy. Such situation is far from being perfect since the energy input and dissipation have totally different spectral properties.

The second way of the $\beta$-function evaluation is based on the results of numerical investigations of the statistical structure of the boundary layer above waves with the use of Reynolds equations and an appropriate closure scheme. In general, this method works so well that many problems in the technical fluid mechanics are often solved not experimentally but by using the numerical models [37, 38]. This method was being developed beginning from Refs. [39, 40] and followed by Refs. [41–43]. The results were implemented in the WAVEWATCH model, i.e., the third-generation wave forecast model [44], and thoroughly validated against the experimental data in the course of developing WAVEWATCH-III [45]. Most of the
schemes for the calculations of $\beta$-function consider a relatively narrow interval of the nondimensional frequencies $\Omega$. In the current work, the range of frequencies covers the interval $0 < \Omega < 10$, and occasionally, the values of $\Omega > 10$ can appear.

The most reliable data on $\beta$-function are concentrated in the interval $-10 < \Omega < 0$ (the negative values of $\Omega$ correspond to the wave modes running against wind). In the current calculations, the modes running against wind are absent. The function $\beta$ can be approximated by the formulas:

\begin{align*}
\beta_i &= \begin{cases} 
\beta_0 + a_0(\Omega - \Omega_0) + a_1(\Omega - \Omega_0)^2 & \Omega > \Omega_0, \\
\beta_0 - a_0(\Omega - \Omega_0) + a_1(\Omega - \Omega_0)^2 & \Omega < \Omega_0,
\end{cases} \\
\beta_r &= \begin{cases} 
\beta_1 + a_3(\Omega - \Omega_2) & \Omega < \Omega_2 \\
\beta_1 - a_3(\Omega - \Omega_3) & \Omega > \Omega_3.
\end{cases}
\end{align*}

where $\Omega_0 = 0.355$, $\Omega_1 = 1.20$, $\Omega_2 = -18.8$, $\Omega_3 = 21.2$, $a_0 = 0.0228$, $a_1 = 0.0948$, $a_2 = -0.372$, $a_3 = 14.8$, $\beta_0 = -0.02$, $\beta_1 = -148.0$.

The wind velocity remains constant throughout the integration. The values of $\Omega$ for other wave numbers are calculated by assuming that the wind profile is logarithmic.

Note that the formulation of wind and waves interaction can be significantly improved by coupling the wave model with the 1-D Wave Boundary Layer model [4]. The next step can be the coupling of wave model with the 3-D model of WBL based on the closure schemes or LES model (see Ref. [46]).

4. Energy dissipation

The current version of the model includes three types of dissipation (see details in Ref. [26]).

1. The energy can decrease due to the errors of approximations in space and time that depend on the number of Fourier modes, number of knots in the physical space, the vertical grid used for approximation of Poisson equation (6), and the criterion for accuracy of its solution. All of those errors that produce the ‘numerical dissipation’ can be referred to the adiabatic part of the models (4)–(6) at $p = 0$. The rate of this dissipation can be reduced by the use of a better resolution and a higher accuracy of approximation, but this way leads to deceleration of the calculations with the model already running for a very long time.

Opposite to the numerical dissipation, there exists another type of energy loss that has rather a physical nature. The nonlinear interaction of different modes forms a flux of energy directed outside of the computational domain. We call it the ‘nonlinear dissipation.’ The numerical and nonlinear dissipation can hardly be considered separately. The estimation of rate of the numerical/nonlinear dissipation can be easily done by the comparison of full energy before and after the time step for the adiabatic part of the model (see Section 4 in Ref. [26]). In the current calculations, the loss of energy for one time step was about $10^{-4}\%$, which is by 2–3 orders less that the rate of energy change due to input energy. Since we prefer to consider the process described by Eqs. (4)–(6) as adiabatic one, at each time step we restore the energy lost by both the numerical and nonlinear dissipation.
2. A long-term integration of full fluid mechanics equations always shows the spreading of spectrum to both high and low frequencies (wave numbers). The nonlinear flux of energy directed to the small wave numbers produces downshifting of spectrum, while an opposite flux forms a shape of the spectral tail. The second process that we call the ‘tail dissipation’ can produce accumulation of energy near the ‘cut’ wave number. The growth of amplitudes at high wave numbers is followed by growth of the local steepness and development of the numerical instability. To support the stability, additional terms are included into the right-hand sides of Eqs. (4) and (5):

\[
\frac{\partial \eta_{k,j}}{\partial \tau} = E_{k,j} - \mu_{k,j} \eta_{k,j} \quad (21)
\]

\[
\frac{\partial \phi_{k,j}}{\partial \tau} = F_{k,j} - \mu_{k,j} \phi_{k,j} \quad (22)
\]

(where \(E_{k,j}\) and \(F_{k,j}\) are the Fourier amplitudes of the right-hand sides of Eqs. (4) and (5); the value of \(\mu_{k,j}\) is equal to zero inside the ellipse with semi-axes \(d_mM_x\) and \(d_mM_y\); then, it grows quadratically with \(|k|\) up to the value \(c_m\) and is equal to \(c_m\) outside of the outer ellipse (see details in Ref. [26]). This method of filtration that we call the ‘tail dissipation’ was developed and validated with the conformal model [28]. The sensitivity of the results to the parameters in Refs. (21) and (23) is not large. The aim of the algorithm is to support smoothness and monotonicity of the wave spectrum within the high wave number range.

3. The main process of wave dissipation is the ‘breaking dissipation.’ This process is taken into account in all the spectral wave forecasting models similar to WAVEWATCH (see Refs. [44, 47]). Since there are no waves in the spectral models, no local criteria of wave breaking can be formulated. This is why the breaking dissipation is represented in the spectral models in a distorted form. The real breaking occurs in the relatively narrow areas of the physical space; however, the spectral image of such breaking is stretched over the entire wave spectrum, while in reality, the breaking decreases height and energy of separate waves. This contradiction occurs because the waves in the spectral models are assumed to be linear. In fact, a nonlinear sharp wave breaks in the physical space. Such wave is often composed of several local modes. It is clear that the state-of-art wave models should account for the threshold behavior of a breaking wave, that is, waves will not break unless their steepness exceeds the threshold [48–50].

The instability of the interface leading to breaking is an important though poorly developed problem of fluid mechanics. In general, this essentially nonlinear process should be investigated for the two-phase flow. Such approach was demonstrated, for example, by Iafrati [51].

The problem of breaking parameterization includes two points: (1) establishment of a criterion of the breaking onset and (2) development of the algorithm of the breaking parameterization. The problem of breaking is discussed in details in Ref. [47]. It was found in Ref. [52] that the clear predictor of breaking formulated in dynamical and geometrical terms, probably, does not exist. The consideration of the exact criterion for the breaking onset for the models using transformation of the coordinate type of (1) is useless since the numerical instability in such models occurs not because of the approach of breaking but because of the appearance of the...
high local steepness. The description of breaking in the direct wave modeling should satisfy the following conditions: (1) it should prevent the onset of instability at each point of millions of grid points over many thousands of time steps; (2) it should describe in a more or less realistic way the loss of the kinetic and potential energies with preservation of balance between them; and (3) it should preserve the volume. It was suggested by Chalikov [53] that an acceptable scheme can be based on a local highly selective diffusion operator with a special diffusion coefficient. Several schemes of such type were validated, and finally, the following scheme was chosen:

\[
\eta_t = E_\eta + J^{-1} \left( \frac{\partial}{\partial \xi} B_\xi \frac{\partial \eta}{\partial \xi} + \frac{\partial}{\partial \theta} B_\theta \frac{\partial \eta}{\partial \theta} \right),
\]

(23)

\[
\varphi_t = F_\varphi + J^{-1} \left( \frac{\partial}{\partial \xi} B_\xi \frac{\partial \varphi}{\partial \xi} + \frac{\partial}{\partial \theta} B_\theta \frac{\partial \varphi}{\partial \theta} \right),
\]

(24)

where \( E_\eta \) and \( F_\varphi \) are the right-hand sides of Eqs. (4) and (5) including the tail dissipation terms; \( B_\xi \) and \( B_\theta \) are the diffusion coefficients. The probability of high negative values of the curvilinearity is by orders larger than the probability calculated over the ensemble of linear modes with the spectra generated by the nonlinear model.

The curvilinearity turned out to be very sensitive to the shape of surface. This is why it was chosen as a criterion of the approaching breaking. The coefficients \( B_\xi \) and \( B_\theta \) depend nonlinearly on the curvilinearity

\[
B_\xi = \begin{cases} 
C_B \eta_{\xi\xi}^2 & \eta_{\xi\xi} < \eta_{\xi\xi}^{cr} \\
0 & \eta_{\xi\xi} \geq \eta_{\xi\xi}^{cr}
\end{cases}
\]

(25)

\[
B_\theta = \begin{cases} 
C_B \eta_{\theta\theta}^2 & \eta_{\theta\theta} < \eta_{\theta\theta}^{cr} \\
0 & \eta_{\theta\theta} \geq \eta_{\theta\theta}^{cr}
\end{cases}
\]

(26)

where the coefficients at \( C_B = 0.05 \), \( \eta_{\xi\xi}^{cr} = \eta_{\theta\theta}^{cr} = -50 \). The algorithm (24)–(27) does not change the volume and decreases the local potential and kinetic energies. It is assumed that the lost momentum and energy are transferred to the current and turbulence (see Ref. [42]). Besides, the energy also goes to other wave modes. The choice of parameters in Refs. (24)–(27) is based on simple considerations: the local piece of surface can closely approach the critical curvilinearity but not exceed it. The values of the coefficients were chosen in the course of multiple experiments to provide agreement with the rate of spectrum development given by JONSWAP approximation.

5. Evolution of wave field

The integration was done for 1,200,000 steps with the time step \( \Delta t = 0.005 \) up to the nondimensional time \( T = 6000 \), which corresponded to 9550 initial wave peak periods. The total energy of wave motion \( E = E_p + E_k \) (\( E_p \) is the potential energy, while \( E_k \) is the kinetic energy) is calculated with the following formulas:

\[
E_p = 0.25\bar{\eta}^2, \quad E_k = 0.5 \left( \bar{\varphi}_x^2 + \bar{\varphi}_y^2 + \bar{\varphi}_z^2 \right), \quad E = E_p + E_k,
\]

(27)

where a single bar denotes the averaging over the \( \xi \) and \( \theta \) coordinates, while a double bar denotes the averaging over the entire volume. The derivatives in Ref.
(27) are calculated according to the transformation (1). An equation of the integral energy $E$ evolution can be represented in the following form:

$$\frac{dE}{dt} = I + D_b + D_t + N,$$

(28)

where $I$ is the integral input of energy from wind (Eqs. (14)–(20)); $D_b$ is a rate of the energy dissipation due to wave breaking (Eqs. (23)–(26)); $D_t$ is a rate of the energy dissipation due to filtration of high-wave number modes ('tail dissipation,' Eqs. (21) and (22)); $N$ is the integral effect of the nonlinear interactions described by the right-hand side of the equations when the surface pressure $p$ is equal to zero. The differential forms for calculation of the energy transformations can be, in principle, derived from Eqs. (4)–(6), but here a more convenient and simple method was applied. Different rates of the integral energy transformations can be calculated with the help of fictitious time steps (i.e., apart from the basic calculations). For example, the value of $I$ is calculated by the following relation:

$$I = \frac{1}{\Delta t} (E_{t+\Delta t} - E_t),$$

(29)

where $E_{t+\Delta t}$ is the integral energy of a wave field obtained after one time step with the right side of Eq. (6) containing only the surface pressure calculated with Eqs. (14)–(18).

The evolution of the characteristics calculated by formula (29) is shown in Figure 2.

The sharp variation of all the characteristics at $t < 500$ is explained by adjustment of the linear initial fields to the nonlinearity. The integral effect of the nonlinear interaction $\tilde{I}$ (straight line 1) was very close to zero. The tail dissipation $\tilde{D}_t$ (curve 2) is smaller than the breaking dissipation $\tilde{D}_b$ (curve 3). The value of $\tilde{D}_b$ has significant fluctuations due to introduction of the criteria (25) and (26). The dissipation $\tilde{D}_b + \tilde{D}_t$ absorbs nearly all of the incoming energy, and just a small part of it is going for growth of waves. The balance of energy $\tilde{B} = \tilde{I} + \tilde{D}_t + \tilde{D}_b$ (curve 5) fluctuates and approaches zero when energy $\tilde{E}$ (curve 6 in Figure 2) approaches saturation.

The time evolution of the integral spectral characteristics is presented in Figure 3.

Curve 1 corresponds to the weighted frequency $\omega_w$

$$\omega_w = \left( \frac{\int \omega Sdkdl}{\int Sdkdl} \right)^{1/2},$$

(30)

where integrals are taken over the entire Fourier domain. The value $\omega_w$ is not sensitive to the details of spectrum; hence, it well characterizes the position of spectrum and spectral peak shifting. Curve 2 describes the evolution of the spectral maximum. The step shape of curve corresponds to the fundamental property of downshifting. Opposite to common views, the development of spectrum occurs not monotonically, but by appearance of a new maximum at a lower wave number as well as by attenuation of the previous maximum. It is interesting to note that the same phenomenon is also observed in the spectral model [36].

The value of fetch in the periodic problem can be calculated by integration of the peak phase velocity $c_p = |k|^{-1/2}$ over time.
The numerical experiment reproduces the case when development of wave field occurs under the action of a permanent and uniform wind. This case corresponds to the JONSWAP experiment [29]. It is suggested that the frequency of spectral peak changes as 
\[ F \sim F^{-1/3}, \]
while the full energy grows linearly with 
\[ F. \]
Neither of the dependences can be exact since they do not take into account approaching a stationary regime. Besides, the dependence of frequency on fetch is singular at 
\[ F = 0. \]
A more accurate is the approximation:

\[ \omega_p = \frac{75.6}{5.63 + F^{1/3}}. \]

Obviously, the dependence \( \omega_p \sim F^{-1/3} \) is valid in a narrower interval of \( F \). As seen, contrary to \( \omega_w \), the peak frequency changes not monotonically, but by appearance of a new maximum at a lower wave number as well as by attenuation of the previous maximum. It is interesting to note that the same phenomenon is also observed in the spectral model (16). The dependence of the total energy \( E \) on fetch \( F \) does not look like a linear one, but it is worth to note that the JONSWAP dependence is evidently inapplicable to a very small and large fetch.
On the whole, the evolutions of integral characteristics of the solution shown in Figures 2 and 3 are smoother than those calculated by Chalikov [26]. It can be explained by multiple technical improvements of the numerical scheme and higher resolution.

The evolution of wave spectrum is shown in Figure 4. The 2-D wave spectrum $S(k, l)$ ($0 \leq k \leq M_x, -M_y \leq l \leq M_y$) averaged over nine time intervals of length equal to $\Delta t \approx 500$ was transferred to the polar coordinates $S_p(\psi, r)$ ($-\pi/2 \leq \psi \leq \pi/2$, $0 \leq r \leq M_x$) and then averaged over the angle $\psi$ to obtain the 1-D spectrum $S_h(r)$:

$$S_h(r) = \sum S_p(\psi, r)r\Delta \psi.$$ (33)

The angle $\psi = 0$ coincides with the direction of wind $U$, $\Delta \psi = \pi/180$. Even the averaged over angle spectrum looks quite irregular and contains multiple holes and peaks. The spectra are smoothed.

The two-dimensional wave spectra are shown in Figure 5, where the $\log_{10}(S(\psi, r))$ averaged over the successive eight periods of length $\Delta t = 500$ is given.

The first panel with a mark 0 refers to the initial conditions. The pictures well characterize the downshifting and angle spreading of spectrum due to the nonlinear interactions.

As seen, each spectrum consists of separated peaks and holes. This phenomenon was observed and discussed by Chalikov et al. [7]. The same results were obtained by Chalikov [26]. The repeated calculations with different resolutions showed that such structure of 2-D spectrum is typical. The locations of peaks cannot be explained by the fixed combination of interacting modes, since in different runs (with the same initial conditions but a different set of phases for the modes), the peaks are located in different locations in the Fourier space.
It is interesting to note that while increasing resolution, the patches with low energy extend. It can be supposed that the current and higher resolutions are excessive, and the process can be simulated with a lower resolution. This statement
may be too optimistic, but it can be supported by the following arguments.
The multi-mode wave mechanics is different from the multi-scale turbulent motion. The modeling of turbulence at increase of resolution just allows reproducing more details of motion. The increase of resolution in a wave model introduces other wave modes with different phase velocities. Due to dispersion, the solutions (i.e., the evolution of surface) in these two cases will be completely different. It means that the solution does not converge with increase of resolution, which makes no sense.

The situation can be saved if upon reaching the optimal resolution, the new added positions for the modes will not obtain the energy and not participate in solution. The existence of such effect should be carefully validated with the exact wave model. If this effect does not exist, it means that the results of simulations depend completely on the resolution, the reliable simulation of individual evolution of wave field being, in fact, impossible.

The method of calculation of the simulated one-dimensional input and dissipation spectra was described by Chalikov [26]; still, it will be explained here once again, though briefly.

The evolution of the integrated over angle $\psi$ wave spectrum $S_h(r)$ can be described with the equation:

$$\frac{dS_h(r)}{dt} = I(r) + D_t(r) + D_b(r) + N(r),$$

(34)

where $I(r), D_t(r), D_b(r)$ and $N(r)$ are the spectra of the input energy, tail dissipation, breaking dissipation, and the rate of nonlinear interactions. All of the spectra shown below were obtained by transformation of the 2-D spectra into a polar coordinate $(\psi, r)$ and then integrated over the angles $\psi$ within the interval $(-\pi/2, \pi/2)$. The spectra can be calculated using an algorithm similar to Eq. (29) for integral characteristics. For example, the spectrum of the energy input $I(k, l)$ is calculated as follows:

$$I(k, l) = \frac{S_c^{k \pm \Delta}(k, l) - S_c(k, l)}{\Delta t},$$

(35)

where $S_c(k_x, k_y)$ is a spectrum of the columnar energy calculated by the relation:

$$S_c(k, l) = \frac{1}{2} \left( h_{k,l}^2 + h_{k,-l}^2 + \int_{-H}^0 (u_{k,l}^2 + u_{k,-l}^2 + v_{k,l}^2 + v_{k,-l}^2 + w_{k,l}^2 + w_{k,-l}^2) d\zeta \right)$$

(36)

where the grid values of velocity components $u, v, w$ are calculated by the relations:

$$u = \varphi_\zeta + \varphi_\eta \eta_\zeta, \quad v = \varphi_\theta + \varphi_\eta \eta_\theta, \quad w = \varphi_\zeta,$$

(37)

and $u_{k,l}, v_{k,l}$ and $w_{k,l}$ are the real Fourier coefficients, while for the negative indices—the imaginary ones.

For calculation of $I(k, l)$, the fictitious time steps $\Delta t$ are made only with a term responsible for the energy input, that is, the surface pressure $p$. The spectrum $I(k, l)$ was averaged over the periods $\Delta t \approx 500$, then transformed into a polar coordinate system and integrated in the Fourier space over the angles $\psi$ within the interval $(-\pi/2, \pi/2)$. Such procedure was used for calculation of all the terms in the right side of Eq. (34). In the current version of the model, the calculations of integral (28)
and spectral (34) transformations were combined with the calculations of the right sides of Eqs. (4) and (5).

The rates of transformation of spectrum are shown in Figure 6. The integral term describing the nonlinear interaction $\bar{N}$ in Eq. (28) is small (as compared with the local values of $N_k$), but the magnitude of spectrum $N(r)$ is comparable with the input $I(r)$ and dissipation $D_I(r)$ and $D_b(r)$ terms (panel 1 in Figure 5). The shape of spectrum $N(r)$ confirms prediction of the quasi-linear theory [54, 55]. At the low wave number slope of the spectrum, the nonlinear influx of energy is positive, while at the opposite slope, it is negative. This process produces shifting of spectrum to the lower wave number (downshifting). The input of energy due to the nonlinear interactions is observed in a high frequency part of spectrum, which also agrees with Hasselmann’s theory. Note that the nonlinear interactions also produce widening of spectrum.

The spectral distribution of the energy input from wind $I(r)$ (panel 2 in Figure 6) is in general similar to wave spectrum since it depends linearly on the spectral density (Figure 3). The dissipation rate $D_b(r)$ is negative (panel 3), and its minimum is shifted a little to higher frequencies from the wave spectrum peak. The tail dissipation (Panel 4) is smaller by two orders than the other terms, but it plays an important role of supporting numerical stability.

![Figure 6](image_url)

**Figure 6.** The rates of transformation spectra multiplied by $10^9$: (1) nonlinear interaction $N(r)$; (2) input energy $I(r)$; (3) breaking dissipation $D_b(r)$; (4) tail dissipations $D_t(r)$ multiplied by $10^{11}$. All spectra are obtained by transformation of the 2-D spectra into the polar coordinate $(\psi, r)$ and then integrated over the angles $\psi$ within the interval $(-\pi/2, \pi/2)$. 

82
The residual rate of transformation of spectrum\( dS_h(r)/dt \) averaged over eight consequent periods is shown in Figure 7. The numbers in the top part of panel indicate the averaged wave number of the spectral peak. The second set of numbers refers to the corresponding spectrum of the residual input of energy. As seen, the maximum of the input energy is located to the left of the spectral peak, that is, on a low-wavenumber spectral slope. The obtained energy causes downshifting of spectrum and supports the shape of a high wavenumber slope and spectral tail. In the equilibrium regime, all the incoming energy are consumed for supporting the shape of the entire spectrum.

However, the dynamics of the tale is not adiabatic, that is, it is not completely controlled by the spectral energy cascade since the input of energy due to the
nonlinear interaction competes with the energy input from wind (curve 2) and breaking dissipation (curves 3 and 4). The tail dissipation (curve 4) is small and concentrated in the vicinity of the cut wave number. The input and dissipation in the spectral tail are nearly in balance (curve 4) (Figure 8).

6. Statistical properties of wave field

The phase-resolving modeling requires a higher computer capacity for calculations of any statistical characteristics of sea waves. In the course of simulations, 1,200 two-dimensional fields of the elevation and surface potential with the size $2048 \times 1024$ points were recorded. Following the solution of the 3-D equation for the velocity potential, these data allow us to reproduce any kinematic and dynamic characteristics of the three-dimensional structure of waves.

The most important statistical characteristics of wave field are mean $H_s$, variance $V$, skewness $Sk$, and kurtosis $Ku$ calculated by the averaging over each of 1200 fields:

$$V = \frac{(\eta - \overline{\eta})^2}{\sigma^2}, \quad Sk = \frac{(\eta - \overline{\eta})^3}{\sigma^3}, \quad Ku = \frac{(\eta - \overline{\eta})^4}{\sigma^4} - 3. \quad (38)$$

The evolution of these characteristics in time is shown in Figure 9.

The volume of the domain characterized by $\eta$ is preserved with the accuracy of the order of $10^{-8}$. The variance $V$ is the potential energy that is growing up to the saturation. When the wave field is a superposition of a large number of linear waves, both the skewness and kurtosis are equal to zero. The skewness $S$ characterizes asymmetry of the probability distribution indicating that the positive values of $\eta$ are larger than the negative ones, then $S > 0$. The kurtosis $Ku$ is positive if the crests are sharper and the troughs are smoother than in the case of linear waves.

The probabilities of the geometrical characteristics (elevation, first and second derivatives over $x$) are shown in Figure 10. The elevation $Z$ (normalized by the significant wave height) is characterized by asymmetry: the heights of waves are significantly larger than the depths of troughs, that is, the wave field is closer to the superposition of Stokes waves than to that of the harmonic modes. The distribution of slopes exhibits horizontal asymmetry: the negative slopes are larger than the
positive ones, that is, the waves, on the average, are inclined in the direction of movements. The second derivative (curvilinearity) has the most striking tendency for asymmetry: the negative values corresponding to the sharpness of crests are much larger by absolute value than the positive values corresponding to the curvilinearity of troughs. This property of curvilinearity was used for the parameterizing of breaking. The limit value $Z_{xx} = -50$ was used as a criterion for the initiating of breaking (see Eq. (26)).

The probability for three components of the surface velocity is given in Figure 11. The distributions of the vertical and transverse components of velocity are symmetrical. For a horizontal component, the values of positive fluctuations are considerably larger than the negative fluctuations. This effect cannot be explained by the influence of Stokes drift, which value for those specific conditions does not exceed $10^{-3}$. The asymmetry of the probability distribution for the $u$-components is definitely connected with the asymmetry of the probability distribution for inclinations of surface (Figure 10, panel 2).

The number of extreme waves with a high crest $Z_c/H_s > 1.2$ is shown in Figure 12. Because such wave is not presented in each of the wave fields, the picture looks as discrete bars of different heights. The total number of values $Z_c/H_s > 1.2$ is 17,214. The formally calculated probability of the values equals $0.67 \cdot 10^{-5}$. Note that the data on the probability of wave height contain uncertainty because it is not always clear which event should be considered as a single freak wave. The straightforward way suggests calculation of a portion of all the records including freak waves, out of the total volume of the data.

However, some of the records can belong to the single moving freak waves. The cause of this uncertainty is the absence of a strict definition of freak wave being either a case or a process. The number of extreme waves grows with development of wave field.

The integral probability of the total wave height $Z_{tc}/H_s$, the wave height above mean level $Z_c/H_s$, and the depth of trough $Z_t/H_s$ are shown in Figure 13. Thin lines show that $Z_{tc}/H_s = 2$ correspond approximately to $Z_c/H_s = 1.2$ and $-Z_t/H_s = -.86$. It is worth to remind that here the nondimensional ‘extreme’ waves are considered. The true extreme waves are the product of the real wave field. The probability of real extreme waves can be estimated by multiplying the probability of the nondimensional wave by the probability of significant wave height.

The statistical connection between the total wave heights, crest heights, and trough depths is shown in Figure 14.

---

**Figure 10.**
Geometric characteristics of elevation: (1) probability of elevation $P(Z)$; (2) probability of slopes $P(Z_c)$; and (3) probability of curvilinearity $P(Z_{xx})$. 

---
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Figure 11. Probability of the longitudinal $u$, transverse $v$, and vertical $w$ components of the surface velocity calculated for the last of nine periods corresponding approximately to the quasi-stationary regime.

Figure 12. The number of points where the nondimensional height $Z_c/H_s$ exceeds 1.2. The total number of values is $2.57 \times 10^9$.

Figure 13. The cumulative probability of crest-to-trough wave height $Z_{ct}/H_s$ (curve 3); crest height $Z_c/H_s$ (curve 2); and trough depth $-Z_t/H_s$ (curve 3). The number of points in each filed is equal to $2048 \times 1024$. The number of fields is 1200.
The dependences between these characteristics can be approximated by the formulas:

\[
\tilde{Z}_c = -0.105 + 0.626 \tilde{Z}_{tc} + 0.015 \tilde{Z}_{tc}^2 \\
\tilde{Z}_t = -0.105 - 0.374 \tilde{Z}_{tc} + 0.015 \tilde{Z}_{tc}^2
\]  

(39)

where the tilde denotes the normalizing by significant wave height \( H_s \). Note that the first and third coefficients in (39) turned out to be a match. The correlation coefficient between \( \tilde{Z}_t \) and \( \tilde{Z}_c \) is \(-0.354\), while between \( \tilde{Z}_t \) and \( \tilde{Z}_{tc} \), it is \(-0.721\), and between \( \tilde{Z}_c \) and \( \tilde{Z}_{tc} \), it is \(0.903\), that is, the correlation between the full wave height \( \tilde{Z}_{tc} \) and the wave height above mean level \( \tilde{Z}_c \) is so high that \( \tilde{Z}_c \) can be used for identification of extreme waves.

The last characteristics that we consider here is the angle distribution of the spectral density. This characteristic can be described by the function \( \Upsilon(\omega/\omega_p) \) (see Ref. [60]).

Figure 14. Dependence of crest height \( Z_c/H_s \) (top section) and depth trough \( Z_t/H_s \) (bottom section) on the total wave height \( Z_{tc}/H_s \).
\[
\Upsilon = \frac{\int S(\omega, \psi) |\theta| d\omega d\psi}{\int S(\omega, \psi) d\omega d\psi}
\]

(40)

where the integrals are taken over the domain \((0 < \omega < \omega_c, -\pi/2 < \psi < \pi/2)\). The value \(\Upsilon\) is weighted by the absolute spectrum value of wave direction. The wave spectra as the functions of frequency \(\omega\) normalized by peak frequency \(\omega_p\) for the first seven periods are shown in the upper panel of Figure 15.

The function \(\Upsilon(\omega/\omega_p)\) calculated for the same spectra is given in the bottom panel. As seen, the \(\Upsilon\) curves corresponding to different wave ages are close to each other. All of them have a sharp maximum at the frequencies below the spectral peak, a well-pronounced minimum in the spectral peak, and a relatively slow

![Figure 15](image)

*Figure 15.*
The shape of wave spectrum as a function of the nondimensional frequency \(\omega/\omega_p\) (top panel) and a function \(\Upsilon\) (Eq. (40); \(\omega_p\) is the frequency in the spectral peak.)
growth above the spectral peak. The decrease of $\Upsilon$ at high frequencies is probably caused by the high-frequency dumping. The angle distribution was investigated in Refs. [56–60]. The approximations of $\Upsilon(\omega/\omega_p)$ from the different sources collected in Ref. [61] show considerable scatter, but the general features are quite similar to those calculated in the current work. Note that the spectrum has undergone a long development; hence, the characteristics presented in Figure 14 were produced by the numerical model itself.

7. Conclusions

The paper is devoted to the wind wave simulations based on the initial equations of potential motion of fluid with a free surface. The system of equations includes the evolutionary kinematic and dynamic surface conditions and Laplace equation for the velocity potential. In this paper, a case of the double-periodic domain of infinite depth is considered. The construction of the exact numerical scheme for a long-term integration of these equations in the Cartesian coordinate system is impossible, since the surface moves between the grid knots. Instead, the system of the curvilinear coordinates (1) fitted with the surface is introduced. The main advantage of this coordinate system is that the surface coincides with a coordinate line $\zeta = 0$. The penalty follows immediately after turning the simple Cartesian coordinates into the curvilinear, nonstationary, and nonorthogonal coordinate system. Fortunately, the evolutionary Eqs. (4) and (5) become just slightly complicated, while Laplace equation transforms into the full elliptic equation. At each time step, these equations can be represented as Poisson equation with the right-hand side depending on the solution itself as well as on the metric coefficient. Since the norm of the right sight of the equation is usually small, the solution of Poisson equation can be found with the three-diagonal matrix algorithm and with iterations over the right-hand side. This procedure being formulated in the Fourier space is greatly simplified by the assumption of periodicity since in this case the derivatives over the horizontal coordinates are represented by the absolute value of wave number $|k|$ in the diagonal terms. When constructing a numerical scheme, we noticed that the significant simplification of the problem can be achieved by separation of the velocity potential into the linear and nonlinear components (see Ref. [7]). It is assumed that the linear component satisfies Laplace equations with the known solution. The equation for the nonlinear component can be obtained by extracting Laplace equation from the initial Poisson equation. Such procedure has a lot of advantages since the nonlinear component is on the average less by 1–2 decimal orders than the linear one. It means that for solution of the reduced Poisson equation the lesser number of levels in vertical, the lesser number of iterations and a smaller accuracy criterion can be used. The use of two components in the evolutionary equation does not seem to provide noticeable advantages; however, this way deserves further consideration.

The adiabatic version of the model was validated by simulation of a running Stokes wave with the steepness $AK = 0.40$ in Ref. [7]. It was shown that the amplitudes of Stokes modes remain practically constant up to the accuracy of $10^{-7}$. The current version of the model after some technical improvements of the numerical scheme provides accuracy up to $10^{-12}$. Then, the adiabatic version of the model was used for reproduction of a quasi-stationary regime for investigation of the statistical properties of sea waves [1, 7, 8].

For calculations of development of wave field under the action of wind, it was necessary to include the algorithms for calculations of input and dissipation of energy. The scheme for calculation of the energy input was developed by Chalikov.
and Rainchik [3] on the basis of coupling the one-dimensional phase-resolving model and the two-dimensional boundary layer model with the second-order turbulence closure scheme. The parameterization suggested is still quasi-linear (similar to Miles’ scheme [30]), but in our opinion, it is the only scheme confirmed by the extended results of the numerical simulations. The theoretical and observational data on $\beta$–function are dramatically scattered (see Ref. [4], Figure 1).

For stabilization of the solution, the algorithm of high-frequency dumping in the Fourier space suggested by Chalikov and Sheinin [28] was used. The numerous attempts were made to improve that scheme (for example by reduction of the spectral interval of dumping) but without much success.

The most complicated problem is the parameterization of dissipation due to wave breaking. Such algorithm should not describe a process of breaking as it is, which within the frame of such model is impossible, but it should prevent the numerical instablity that interrupts a run (see discussion in Ref. [26]). Currently, the algorithm used is very simple. It is based on the diffusion operator with a highly selective coefficient of ‘viscosity.’ It works satisfactorily, but we are far from thinking that it cannot be substantially improved or completely replaced by another one.

The results described in this paper show that the wave field development under the action of wind is reproduced quite realistically. The area of application of such models is very wide. Such modeling should be used for improvement of the algorithms of the energy input and dissipation. A model with the periodic boundary conditions can be used for the local interpretation of the spectral forecast in terms of real waves. The finite-difference version of the model can be used for simulation of wave regimes in the basins with real shapes and bathymetry (see, e.g., Ref. [5]).
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Chapter 6

Surface Gravity Wave Modeling in Tropical Cyclones

Yalin Fan, Paul Hwang and John Yu

Abstract

Tropical cyclones are among the deadliest geophysical phenomena on earth. Tropical cyclone-generated wave fields are of interest both scientifically for understanding wind–wave-ocean interaction physics and operationally for predicting potentially hazardous conditions for ship navigation and coastal regions. This chapter briefly reviews the development of third generation wave models, the improvements of their input/dissipation source functions, and their applications in tropical cyclone generated surface wave predictions. Discussion on the status of coupled atmosphere-wave-ocean modeling in tropical cyclone predictions are given at the end of the chapter prompted by the growing scientific evidence on the importance of sea state on air-sea fluxes under extreme wind conditions.
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1. Introduction

Tropical cyclones, also popularly known as hurricanes or typhoons, are among the most spectacular and deadly geophysical phenomena. Not only the intense winds associated with the storms can create enormous waves, the ocean wave field generated by tropical cyclones are extremely complex with a combination of swell and wind sea due to the spatially inhomogeneous and directionally varying wind fields, and the directional distribution of the wind sea component is often skewed due to the rapid variation in the wind direction. Thus, the tropical cyclone-generated wave fields are of interest not only operationally for predicting potentially hazardous conditions for ship navigation and coastal regions, but also scientifically for understanding wind–wave–ocean interaction physics.

There have been considerable efforts made to understand the characteristics of tropical cyclone-generated surface waves through both measurements and numerical modeling. Several third generation wave models such as WAVEWATCH III [1], the Wave Model (WAM) [2], Simulating Waves Nearshore (SWAN) [3], University of Miami Wave Model (UMWM) [4], etc., have been used to study surface wave responses during hurricanes. The third generation wave models, as well as its predecessors (the first and second generation wave models), are all spectra models. Which means that the model solves the evolution of the surface wave energy spectral instead of the physical form of the surface wave itself, and thus it is also known as non-phase resolving wave model. Although phase resolving wave models have been actively developed during the past two decades, the spectral models are still the only approach capable of solving the temporal and spatial variations in the
oceanic surface gravity wave fields. Thus, it will be the focus of this chapter. The
readers interested in phase resolving wave modeling can read the chapter on “High-
Resolution Numerical Simulation of Surface Wave Development under the Action
of Wind” by Dr. Dmitry Chalikov. In this chapter, we will review the progress on the
development of the third generation models, their applications to tropical cyclone
wave forecasts, the improvements made to the input and dissipation source function
in the model, and the challenges we face in advancing the wave forecast skills.

Since tropical cyclones are driven by enthalpy fluxes from the sea and limited
mostly by surface drag, being able to accurately estimate the momentum and heat
flux under these extreme wind conditions is critical for tropical cyclone predictions.
During the past three decades, more and more scientific evidence has suggested
that the air-sea fluxes is closely coupled to the sea state in the ocean [5–9]. With
the continuous improvements in surface wave forecasts under tropical cyclone
conditions, fully coupled atmosphere-wave-ocean model is suggested for accurate
hurricane predictions as well as corresponding ocean responses [10–13]. However,
the outcome from the coupled models are mixed, which we will discuss in more
details at the end of the chapter.

2. Wave forecasts under tropical cyclones

2.1 Early developments in wave modeling

Ocean surface gravity waves are long regarded as a basic parameter of interest for
marine engineering and navigation applications. Hence, it is necessary to develop
the capability to forecast wave conditions over global and regional ocean domains
to minimize loss of life and property. The basis for modern wave research was laid
in the 1950s and 1960s. The first computer generated wave forecasts were made in
1956 by the Joint Numerical Weather Prediction Unit (JNWP) at Suitland, Maryland
[14], which produced a single wave height and period at each grid point using a
simple relationship between the local wind speed and duration and the wave height
and period.

An important advance was the introduction of the concept of a wave spectrum
by Pierson et al. [15], in which the random wave field is broken into a spectrum of
many regular wave components which are distinguished by wavenumber vector \( k \),
and relative or intrinsic frequency \( \sigma \). \( \sigma \) is also called angular frequency or radial
frequency because it is measured in radian. Another popularly used frequency
variable is \( f \), which is measured in hertz (Hz) with \( \sigma = 2\pi f \). Later on, an experi-
mental milestone, the Joint North Sea Wave Project (JONSWAP) experiment [16],
was conducted. In which, among other things, the fetch dependence of the spectral
evolution was observed and the concept of self similarity of the spectral shape
emerged. Following the success of the JONSWAP, rapid improvements were made
in spectral wave modeling by solving the radiative transfer equation:

\[
\frac{dN}{dt} = \frac{S_{\text{in}} + S_{\text{nl}} + S_{\text{dt}} + S_{\text{tot}} + \ldots}{\sigma}
\]  \hspace{1cm} (1)

where, \( N(k,\theta,\sigma,x,t) = F(k,\theta,\sigma,x,t) / \sigma \) is the wave action density spectrum,
\( F(k,\theta,\sigma,x,t) \) is the wave number-direction spectrum, \( \theta \) is the wave direction, \( x \)
is the vector represents the coordinate system in the geographical space, and \( t \) is
time. The right side of the equation represents a combination of non-conservative sources and sinks of the wave energy with $S_{\text{in}}$ represent the wind input source term, $S_{\text{db}}$ represent the dissipation due to wave breaking, $S_{\text{nl}}$ represent the transfer of energy due to nonlinear interactions between the spectral wave components, and $S_{\text{bot}}$ stands for dissipation due to bottom friction. Other source terms can be easily added such as surf breaking, bottom scattering or reflection by shoreline or iceberg. They are neglected in Eq. (1) here since they are not the focus of this chapter.

The classification of different spectral models is largely based on the treatment of the nonlinear interaction term ($S_{\text{nl}}$). In the so-called first generation models, $S_{\text{nl}}$ is not modeled explicitly, so that all spectral components evolve independently. Dissipation for wind seas is generally modeled as an on–off mechanism, limiting the spectral evolution to some pre-described spectral shape. In second-generation models, simple approximations for nonlinear interactions are introduced, either treating the entire wind sea part of the spectrum using empirical growth relations and idealized spectral shapes (so-called hybrid models), or by modeling $S_{\text{nl}}$ based on results for simplified spectral shapes (so-called discrete models).

After the Sea Wave Model Project (SWAMP) study in the mid-1980s, through community efforts, the Wave Model (WAM) was developed to solve Eq. (1) with explicit treatment the $S_{\text{nl}}$ term, essentially replacing all previous models and marked the beginning of third-generation wave model era [17, 18]. The WAM was a major step forward in wave modeling, and it has been validated and applied to wave hindcast and forecast over many seas of the world [19–21]. Since its development, the WAM model has been actively used by many wave research and forecast groups, including the European Center for Medium-range Weather Forecasts (ECMWF).

Despite the success of the WAM model, evaluations carried out at the National Centers for Environmental Prediction (NCEP) suggested that this model also left room for further improvement [22], such as the use of first-order numeric in the propagation terms that adversely influences swell propagations; the large fixed time steps used in source terms integrations can result in spectral shape errors in rapidly changing wave conditions, and extreme conditions were systematically underestimated due to an artifact of the physical parameterizations. WAVEWATCH III [23] was developed at NCEP in the spirit of the WAM. It is designed with more general governing transport equations that permit full coupling with ocean models, improved propagation schemes, improved physics integration scheme, and improved physics of wave growth and decay. It has been validated both over global-scale wave forecast and regional wave forecast [1, 24–26], and it was the first wave model validated for detailed wave spectra simulations under hurricane conditions.

For near-shore applications, Simulating Waves Nearshore (SWAN) model was developed at the Delft University of Technology [27]. Compare to WAM, it includes more flexible options on the parameters for processes such as non-linear wave–wave interactions, wind wave generation, energy dissipation by breaking, and friction and frequency shifting due to current and local topographical conditions. After being satisfactorily verified with field measurements [3, 28], it was the first model used to simulate tropical cyclone waves in the coastal waters of Taiwan Island.

The University of Miami Wave Model (UMWM) was developed [4] aimed at an efficient wave model to provide full atmosphere-wave-ocean coupling in hurricane forecasting systems [29]. Thus, the source functions that drive the space-time evolution of the energy spectra are developed in form based on theory and laboratory and field experiments under extreme wind conditions of tropical cyclones. The calibration factors (proportionality constants of the source functions) are determined from a comparison of modeled and observed significant height and mean period during Hurricane Bonnie (1998) and Hurricane Ike (2008). Although the modeled
spectral shapes by UMWM in the four quadrants of Hurricane Bonnie (1998) match the Scanning Radar Altimeter measurements better than other spectral wave models, its overall performance against measurements from varies platforms shows less accuracy [30].

2.2 Wave predictions under tropical cyclones

The first wave modeling study under extreme tropical cyclone conditions was conducted by Ou et al. [31] using SWAN within the coastal waters of Taiwan. Model simulated significant wave height during the passages of four typhoons are compared with measurements at several wave stations near the island. The model results look reasonable on the east coast of the island while large discrepancies are found for the comparisons on the west coast of the island. The authors attribute the large errors to the simple wind field used to force the wave model, which is generated using a parametric model and did not account for the effect of the island’s central mountains that partly damage the cyclonic structures of the passing-over typhoons.

While significant wave height is a useful information to have, it only gives a general idea of the total wave energy in the wave group. The directional wave spectrum contains information of the distribution of wave energy in wave number and direction space, and thus can be used to identify different contributions to local wave energy, e.g. swell from distant storms and locally wind-generated waves. The direction of propagation of wave energy and period (1/ or \(2\pi/\sigma\)) of the most energetic waves are important for many practical applications, e.g. the design and operation of coastal and offshore structures and storm surge forecasts. Furthermore, the limited point measurements from a few moored buoy stations or oil platforms cannot reflect the spatial patterns of wave fields very well. Thus, considerable efforts have been made to measure the directional spectra of tropical cyclone generated surface waves and to investigate its spectral characteristics. Wyatt [32] described measurements of the directional spectra of storm waves using high frequency radar to explain the effect of fetch on the directional spectrum of Celtic Sea storm waves. Holt et al. [33] examined the capability of synthetic aperture radar imagery from ERS-1 satellite to track the wave fields emanating from an intense storm over a several day period. Wright et al. [34] and Walsh et al. [35] studied the spatial variation of hurricane directional wave spectra for both open ocean and landfall cases using the National Aeronautics and Space Administration (NASA) Scanning Radar Altimeter (SRA) for the first time through a joint effort between the NASA Goddard Space Flight Center and the National Oceanic and Atmospheric Administration (NOAA)/Hurricane Research Division (HRD). These measurements have provided detailed wave characteristics along the flight tracks of the NOAA aircraft carrying the SRA, and many SRA measurements have been carried out during hurricanes in the North Atlantic since.

To evaluate the ability of third generation wave models in prediction of directional wave spectra, Moon et al. [36] simulated Hurricane Bonnie (1998), a category 2–3 tropical cyclone on the Saffir-Simpson hurricane intensity scale (SSH), when it approached the U.S. East Coast using WAVEWATCH III. Input and dissipation source function package ST2 was chosen for their simulation. Details about this source function package are given in Section 2.3. The results from their simulations are compared with buoy observations and NASA SRA data, which were obtained on 24 August 1998 in the open ocean and on 26 August when the storm was approaching the shore. While the model results yielded good agreement with observations of directional spectrum as well as significant wave height, dominant wavelength, and dominant wave direction (wavelength and direction at the peak frequency of the wave spectrum) excluding shallow areas near the shore, later studies found
that WAVEWATCH III overestimates the significant wave height under very high wind conditions in strong hurricanes [37–39]. These studies attribute this error to the overestimations of the drag coefficient ($C_d$) used in the wave model at very high winds.

Powell et al. [5] estimated $C_d$ using a dataset from hundreds of global positioning system (GPS) sondes that were dropped in the vicinity of hurricane eyewalls, where the strongest wind occurs, in both the Atlantic basin and the eastern and central Pacific basins since 1997. This is among the first estimates of $C_d$ in tropical cyclones under high wind speeds over 40 m/s. Their analysis found that surface momentum flux levels off as the wind speed increases above hurricane force, a behavior contradictory to surface flux parameterizations in a variety of modeling applications at the time. Inspired by their study, Donelan et al. [6] further studied the aerodynamic friction between air and sea under extreme winds in laboratory settings. They confirmed that the aerodynamic roughness approaches a limiting value in high winds, and a fluid mechanical explanation of this phenomenon was given based on their study. More comprehensive studies on the air–sea fluxes were carried out later on through the Coupled Boundary Layer Air–Sea Transfer experiment (CBLAST), a cooperative undertaking between the Office of Naval Research (ONR), NOAA’s Oceanic and Atmospheric Research (OAR) lab, HRD, Aircraft Operations Center (AOC), including its US Weather Research Program (USWRP), and the U.S. Air Force Reserve Command’s 53rd Weather Reconnaissance Squadron “Hurricane Hunters”, which yielded an unprecedented dataset for exploring the coupled atmosphere and ocean boundary layers during an active hurricane [40]. Key results from the analysis effort to date have increased the range of air–sea flux measurements significantly, which have allowed drag and enthalpy exchange coefficients to be estimated in wind speeds to nearly hurricane force.

Fan et al. [11] investigated the effect of different drag coefficient parameterizations in WAVEWATCH III through a modification to the input/dissipation source package ST2 using a very strong tropical cyclone, Ivan (2004). Hurricane Ivan (SSHS category 4–5 in the Caribbean Sea and Gulf of Mexico) was one of the most intensively observed hurricane to date. Three sets of detailed SRA wave spectra measurements were collected as well as satellite measurements and National Data Buoy Center (NDBC) buoy time series, providing a nice temporal and spatial coverage along the passage of the hurricane. The illustration of the location of these measurements from their paper is given here in Figure 1.

The authors also utilized the NOAA/HRD real-time wind analysis (HWIND) as their model forcing. HWIND is an integrated tropical cyclone observing system in which wind measurements from a variety of observation platforms are used to develop an objective analysis of the distribution of wind speeds in a hurricane [41]. The spatial resolution of HWIND is about 6 km × 6 km and covers an area of about 8° × 8° in latitude–longitude around the hurricane’s center. The wind field was usually provided near real time at intervals of every 3 or 6 hours. Although HWIND provides excellent spatial representation of the hurricane wind field, its coarse temporal resolution and small spatial coverage is not sufficient to force a numerical model, and was only used for theoretical wind field analysis after the product became publicly available since 1994.

To take advantage of this wind product, Fan et al. [11] introduced a normalized interpolation technique to interpolate the HWIND field in time and extrapolate it in space with minimum distortion of the hurricane wind field. Results from their wave simulation experiments suggested that the model with the original ST2 drag coefficient parameterization tends to overestimate the significant wave height and the dominant wavelength and produces a wave spectrum with narrower directional spreading. When an improved drag parameterization that considers the level off at
high wind is introduced, the model yields an improved forecast of significant wave height when compared with SRA, satellite, and NDBC buoy measurements, but underestimates the dominant wavelength. The SRA model comparison on Sept 9 from their paper is given here in Figure 2 as an example to illustrate the improvements in wave height simulations and the bias in wave length simulations. This bias was later on corrected with improved input and dissipation source functions as discussed in Section 2.3 below.

Most importantly, Fan et al. [11] investigated the effect of ocean current inputs on wave predictions in their study and found that the effect of wave-current interaction on hurricane wave predictions are even stronger than the improved $C_d$ (Figure 2), especially when the hurricane moves over a preexisting mesoscale ocean feature, such as the Loop Current in the Gulf of Mexico or a warm- and cold-core ring, the current associated with the feature can accelerate or decelerate the wave propagation and significantly modulate the wave spectrum. Detailed idealized experiments conducted in Fan et al. [42] suggested that in the right-forward quadrant of the hurricane center where the currents are strong and roughly aligned with the dominant wave propagating direction, the advection effect of currents can introduce an absolute (relative) error in significant wave height as large as 2 m (~20%).

Since WAVEWATCH III was shown to perform better than SWAN under tropical cyclone conditions [43, 44], and was thus more popularly used by researchers and operational centers for surface wave simulations under extreme wind conditions, our discussion on wave modeling under tropical cyclone conditions will focus on WAVEWATCH III from hereafter.
2.3 Input and dissipation source functions

2.3.1 Developments of input and dissipation source functions in WAVEWATCH III

There are five different input/dissipation source term packages in WAVEWATCH III referred to as ST1, ST2, ST3, ST4, and ST6. Each model describes the wind generation and whitecapping dissipation differently. Generally, the term describing the wind input is determined as:

$$S_{in} = \beta(k, \theta) N(k, \theta) \sigma$$  \hspace{1cm} (2)

where $\beta(k, \theta)$ is the dimensionless wind-wave growth rate parameter.

The $\beta(k, \theta)$ used in the first source package (ST1) is based on the source terms of WAM cycles 1 through 3 [45, 46]. It is an empirical formula as a function of the 10 m wind speed ($U_{10}$) and direction ($\theta_w$) and the wave phase velocity ($c_{ph}$) and direction ($\theta$). The drag coefficient $C_d$ in this formulation is defined as a linear function of $U_{10}$, and a cap ($2.5 \times 10^{-3}$) is applied to $C_d$ for high winds based on previous findings for hurricane wave simulations.
Source package ST2 is initially developed by Tolman and Chalikov [47] and later on updated by Tolman [48]. It combines a wind input adjusted to the numerical model of airflow above waves by Chalikov and Belevich [49], in which $\beta(k, \theta)$ is a nondimensional wind-wave interaction parameter that varies with $C_d$ and the dimensionless frequency of the spectral components. The wind input terms in ST2 can become negative for waves traveling at large angles with wind or faster than wind, and thus is a better representation of energy flow at the air-sea interface and a big improvement over the ST1 input source term.

Their dissipation term is also improved over ST1 by consisting of two separate terms for both the low frequency waves and the high-frequency tail of the spectrum, whose shape is adjusted to produce a roll-off of the wave spectrum proportional to $f^{-5}$ at high frequencies, as proposed by Phillips [50].

Model results using ST2 has shown significant improvement over that using ST1 by being able to produce excellent growth behavior from extremely short fetches up to full development, giving smoother results and is less sensitive to numerical errors [47].

ST3 adapted the ECMWF WAM parameterization described by Bidlot [51]. This parameterization combines the wind input term originally based on the wave growth theory of Miles [52] with the feedback on the wind profile parameterized by Janssen [53], and the input source function is a function of the wave supported stress $\tau_w$:

$$\tau_w = \int_0^{k_{\text{max}}^2} \int_0^\pi S_{\text{ww}}(k', \theta) \left( \cos \theta \sin \theta \right) dk'd\theta + \tau_{hf}(u_*, \alpha)(\cos \theta_u \sin \theta_u)$$

where, $k'$ and $\theta$ are the wave number and direction, $C$ is the wave phase speed, $\theta_u$ is the wind directions, $u_*$ is the friction velocity, and $\alpha$ is the Charnock coefficient. Eq. (3) for $\tau_w$ includes the resolved part of the spectrum, up to the maximum wave number $k_{\text{max}}$, as well as the stress supported by shorter waves, $\tau_{hf}$. Thus, to calculate the roughness parameter, the feedback of the wind-waves spectra is taken into account as well. So, in the considered parameterizations, the wind input is determined by the wind-wave interaction parameter as well as the friction velocity $u_*$.

This model added a linear swell dissipation component introduced by Janssen [54] to represent the shear stress variations in phase with the orbital velocity, and the mean frequency also occurs in the definition of the maximum frequency of prognostic integration of the source terms. A limitation of their dissipation source function is that it is too sensitive to swell. An increase in swell height typically reduces dissipation at the wind-sea peak, and increase dissipation at high frequencies.

Both ST4 and ST6 inherited the wind input source function from ST3, and focused on the improvement on the dissipation source function in the model.

The least understood aspect of the physics of wave evolution is the dissipation source function. Following Hasselmann’s [55] idea that white capping is the main cause for the dissipation process and local in space, Phillips [56] argues that wave dissipation is rather local in wavenumber space. This is followed by Jenkins [57] who advocated the picture that breaking waves will generate ocean eddies (turbulence) that will damp the waves. During the next two to three decades, several dissipation source functions have been proposed and widely used in third generation wave models such as [46, 47]. However, these parameterizations were adjusted
to close the wave energy balance instead of using the quantitative relationship with observed feathers. Following the pioneering work by Banner and Young [58], Banner et al. [59, 60] have analyzed breaking in relationship to the formation and related instabilities of groups. Babanin et al. [61], Babanin et al. [62], and Ardhuin et al. [63] worked on the physics of the process analyzing both laboratory and open-field data. These efforts led to new insights into the process of whitecapping, in a way making even more evident the limits associated with the various parameterizations in use. Ardhuin et al. [63] is the first to implement these findings into an operational wave model (WAVEWATCH III, ST4) through a dissipation function without any prescribed spectral shape but based on the empirical knowledge of the breaking of random waves from previous researches and the dissipation of swells over long distances due to air friction. Their work is immediately followed by Babanin [64] and Zieger et al. [65] who implemented the ST6 package in WAVEWATCH III that argues the swell attenuation is due to the interaction with ocean turbulence, and thus swells will transfer energy into the ocean when they dissipate rather than to the air.

2.3.2 Evaluation of different source functions in tropical cyclones

These input/dissipation source packages are evaluated in many studies and for different locations and scenarios. Using Hurricane Ivan (2004) as the test case, Liu et al. [30] conducted the first comprehensive evaluation of the relative strengths/weaknesses of all WAVEWATCH III source functions but ST1 under tropical cyclone conditions. Through the comparison of bulk wave parameters (i.e., significant wave height, mean wave direction and period) derived from SRA spectra measurements, satellite observations, and NDBC buoy data, the authors found that ST3, ST4, and ST6 have comparable skills on wave predictions under extreme wind conditions and significant outperformed the ST2 source package. Their comparisons with the SRA data are given in Figure 3 for illustration. We can see that while ST2 has similar skills as other sources functions on wave direction predictions, it under predicts the significant wave height and mean wave period. One possible explanation for this is because the upper limiter on $C_d$ adopted by ST2 ($C_d,\text{max} = 2.5 \times 10^{-3}$) starts being active when $U_{10}$ is far below the hurricane wind forcing ($U_{10} \sim 15 \text{ ms}^{-1}$), which will influence the well-tuned wind wave growth behavior under low to moderate winds [47] and may influence the high wave predictions by ST2.

Another important feature to be noticed in Figure 3 is the underprediction of wave period by ST2, a model bias reported by Fan et al. [11] as well (we can easily relate wave period to wave length through the dispersion relations), while good prediction skills on the wave period are found using ST3/4/6. This has suggested that more physical based new input/dissipation source functions were able to correct this bias efficiently.

Another wave model evaluated in Liu et al. [30] is the University of Miami Wave Model (UMWM) [4]. It was devised as an efficient wave model to provide full atmosphere-wave-ocean coupling in hurricane forecasting systems [29]. Thus, the physics-based but time-consuming nonlinear interaction source term $S_{nl}$ (e.g., [66–68]) was treated parametrically in such a way that wave breaking was assumed to be the primary cause of the shift of energy to the longer waves. Based on the comparisons between model results and measurements from various platforms, such as the comparison with the SAR measurements in Figure 3, the authors concluded that UMWM shows less accuracy than WAVEWATCH III in specification of bulk wave parameters. This is possibly because (i) UMWM-estimated drag coefficient does not clearly show a saturation trend when wind
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were tropical cyclones [69]. However, being able to accurately predict the intensity and track of these storms is still a big challenge. While the primary driving source for the tropical cyclones are the heat transfer from the ocean through evaporation, the sea surface drag works to slow the storm down. There is little understanding of the behavior of these fluxes at very high wind speeds. Traditionally, due to technical limitations, direct measurements of the fluxes have only been made at wind speeds as large as 25 m/s. As a result, momentum transfer under extreme wind conditions has been extrapolated from these field measurements in a variety of modeling applications, including hurricane risk assessment and prediction of storm motion, intensity, waves and storm surges. However, drop sonde measurements by Powell et al. [5] and laboratory experiments by Donelan et al. [6] suggested that in those extreme circumstances the drag decreases with wind speed or saturates. Their work has opened a new chapter for tropical cyclone prediction models, but the understanding of the physics of such extreme events is only beginning.

Many studies following their pioneer work have suggested that the momentum flux at the air-sea interface is closely coupled with sea state in the ocean. Makin [7] argues that spray production may give rise to the reduction of drag coefficient, $C_d$, by suppressing the air turbulence for increasing wind speed during hurricanes. On the other hand, Andreas [8] has proposed that when spray returns to the water, short waves will be extinguished. This will no doubt reduce the drag considerably as the short waves carry most of the wave-induced stress [9]. Donelan et al. [6] also suggest that flow separation may be the reason for drag reduction since the outer airflow does not “see” the troughs of the waves during such events and thus unable to follow the wave surface, and skips from breaking crest to breaking crest. All these hypotheses are standing on one common ground – the momentum flux is closely coupled with the sea state in the ocean.

Given the success in wave modeling, there is keen desire in the modeling community to calculate momentum flux using the source function from the wave model and fully coupled Atmosphere-wave-ocean model is suggested for accurate hurricane predictions as well as corresponding ocean responses [11–13]. Although the newly developed fully coupled Atmosphere-wave-ocean models were shown to be able to improve model simulated surface wind and inflow angle in individual storms [13, 70, 71], no statistically significant improvements were observed in intensity forecasts by the Hurricane Forecast Improvement Program [72–75].

The wave energy spectrum computed by the wave models is from a balance between input and dissipation, and the wave parameters that are usually validated against observations are weighted by energy thus depend primarily on long waves around the peak. Since the momentum flux depends mainly on short wind waves, one may ask whether the model spectra represent real spectra well enough to provide reasonable momentum flux to atmosphere and ocean models in a coupled system for tropical cyclone predictions, or is there a stronger argument for using parameterized fluxes? To answer this question, Fan and Rogers [76] compared the drag coefficient computed using WAVEWATCH III simulated wave spectrum under Hurricane Ivan with that calculated using the SRA measured wave spectrum. The Donelan et al. [77] source function was used for these calculations because its stress calculation is based on the wave spectra and wind only, which is suitable for the SRA measurements. In order to quantify the uncertainties brought in by adding spectra tail to the SRA measurements, the model spectra were truncated at the SRA resolution and frequency range and added high frequency tail in the same way. The reconstructed model spectra were shown to give no noticeable difference in wave parameter and drag coefficient calculations from the original spectra.

From their study, the authors found that the drag coefficients disagree between the SRA and model spectra mainly in the right/left rear quadrant of the hurricane
(Figure 4) where the observed spectra appear to be bimodal while the model spectra are single peaked with more energy in the swell frequencies and less energy in the wind sea frequencies. The authors also found that the modeled wind sea part, which is essential for stress calculations, is more problematic than the swells. The reason for the large discrepancy in drag coefficients due to the spectra shape differences is because the surface waves are young and vary significantly with time and space in hurricanes, the momentum flux across the air-sea interface under such sea states depends mainly on short wind waves. Since the wind stress is a vector

![Figure 4](image-url)

Drag coefficient ($C_d$) calculated from original model spectra (set A, black cross), reconstructed model spectra (set A-DT, red cross), and constructed SRA spectra (SRA-DT, blue circle) using the Donelan et al. [77] source function along the flight track of (a) September 9, (b) September 12, and (c) September 14. The gray areas are corresponding to the part of flight track in the right/left rear quadrant of the hurricane.
sum of the momentum contributions in all frequencies and directions of the wave spectrum, the shape of the wave spectra will directly affect its magnitude.

The authors attributed the large discrepancies in the wave spectra simulations to the usage of HRD winds as the wave model forcing. Because the Hwinds are created through temporal and spatial interpolation/averaging of all available observations relative to the storm center, including land, sea, space, and air-borne platforms, the resulting wind field is smoother than real tropical cyclone winds and do not have the fine structures. However, although the wind field produced by the coupled atmosphere-ocean-wave models do have fine structures in the wind field, they failed to produce bimodal wave spectra as well. Which suggests that either the structure of the modeled wind fields is far from reality or there is some other physics missing in the wave model to capture the bimodal waves. For that, Fan and Rogers [76] commented on the dissipation terms in the wave model being developed with no any specific attention to the unique conditions of tropical cyclones. They may generate too little dissipation for the swells and too much dissipation for the wind sea under high wind conditions. This would result in modeled wind sea part of the spectra are continuous (unimodal) and narrower in frequency space compared to observations.

Since the Donelan et al. [77] wind input source functions used in their study was derived from measurements taken only under low to moderate wind conditions [45, 77], it may not be suitable for high wind conditions such as the hurricanes. Fan and Rogers [76] also conducted alternate drag calculations using Donelan et al. [4] source function that was developed for hurricane conditions. They found that although the magnitude of the drag coefficients is reduced, the discrepancy between the model and observed spectra calculations in the rear quadrants of the hurricane remains the same.

It is well established that the intensity of a tropical cyclone over an open ocean may be significantly affected by the cooling of sea surface temperature caused by air-sea interaction since the tropical cyclones are driven by enthalpy fluxes from the sea and limited mostly by surface drag [78]. While the strong wind of the hurricane leads to evaporation of warm water from the ocean surface that fuels the storm through condensation and latent heat release, as the storm continues to intensify, the increasing wind stress on the ocean’s surface generates stronger turbulent mixing that deepens the mixed layer, reduces the sea surface temperature, and causes a reduction of sea surface heat and moisture flux and in turn decrease the intensity of the storm. Thus, the intensity of a tropical cyclone is highly sensitive to the magnitude and spatial distribution of $C_d$. The results in the Fan and Rogers [76] study have suggested that while the drag coefficients calculated using the wave spectra produced by WAVEWATCH III are comparable to the observations in some quadrants of hurricane, large discrepancies from the observations are found in other quadrants. Thus, the current wave model is not ready for the task of providing accurate drag calculations in the coupled forecast models.

4. Conclusions

This chapter has reviewed the progress in third generation wave models and their applications in tropical cyclone generated surface wave predictions. While we have demonstrated the significant improvements in third generation wave modeling under tropical cyclone condition during the past two decades with increasing accuracy in the model predicted integral properties of the sea (significant wave height, period and direction), the shape of their simulated wave spectra is far less impressive with the modeled wind sea part more problematic than the swells. Although the accuracy of the meteorological forcing is one important factor to blame for these model
bias, the substantial degree of empiricism in our wave models based on physical assumptions in our wave theories are also accountable for these model deficiencies, especially for extreme weather conditions such as tropical cyclones.

The dissipation of wind waves in deep water is by far the source term we understand the least. There is hardly any agreement neither on the basic physics of the process nor on the best way, although empirical, to model it. Even though the experimental results exhibit some common features, they are often in serious disagreement with each other and thus does not provide much help in modeling this flux. Thus, given the limited level of knowledge we have on spectral dissipation, it has been used as the tuning knob in the numerical wave models through fittings with the observed wave integral properties (significant wave height, period, direction). However, such an approach of bending the model solutions to match observations may lead to unwanted diverge from the truth we wish to predict. The ultimate solution to this problem still lies within the fundamental improvements in the physical representations of this process.

The coupled atmosphere-ocean-wave models have not shown any convincing improvements in tropical cyclone forecasts, most likely due to the model bias in wave spectra simulations. This does not mean that we should refrain ourselves from this direction. The atmosphere interacts with the ocean through the surface gravity waves. This is how the nature works. Although there will be a long way to go before we can fully understand the dynamical processes that allow us to adequately simulate the wave spectra in the extreme wind regime, this is the right path to take if we aim at a better understanding and modeling of these extreme weather events.
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Chapter 7

Simplified Methods for Storm Surge Forecast and Hindcast in Semi-Enclosed Basins: A Review

Davide Pasquali

Abstract

It is widely known that small and semi-enclosed basins could be inclined to storm surge events. This is mainly due to either the meteorological exposition, to the presence of a continental shelf or to their shape. These storm surges can induce coastal flooding and consequent problems in terms of infrastructure stability and damage to touristic activities or, in some cases, threaten human life. Therefore, in order to manage the risk, coastal managers or policymakers need to have forecast or hindcast tools. They must help to take preventive actions that may be done previously to the occurrence of natural phenomena and to carry out simultaneous actions useful during the occurrence of the event. This work aims at answering these necessities presenting a review of two methods for storm surge forecast and hindcast in semi-enclosed basins.

Keywords: storm surge forecasting, storm surge hindcasting, sea level variations, artificial neural networks, extreme events, generalized Pareto distribution, coastal flood risk, risk assessment, sea level rise, climate change

1. Introduction

The last few years have seen the increase of human settlement in the coastal areas, for social, touristic or economic reasons. This phenomenon leads to a consequent increase in human occupation of coastal areas (e.g. [1]). All these factors, combined with the attention paid to the sea level rise scenarios (e.g. [2]) and with the problem of coastal erosion (e.g. [3–5]), justify the increasing attention paid to storm surge events and related coastal flooding.

As it is well known, the tide level is the superposition of a harmonic component related to the mutual influence of the earth, sun and moon and a meteorological one. The first is purely deterministic and has been studied since the last years of the nineteenth century. Indeed, since the observation of the phenomenon started before Christ, only after Newton’s theory [6] researchers as George Darwin [7] provided the first mathematical description of the tides. However, the first model of the tides is the “harmonic theory” developed in 1927 by Doodson [8]. It considers the tides as a superposition of sinusoidal constituents, whose frequencies are referred to as those evaluated on the basis of astronomical forces. The amplitude, instead, is influenced by the shallow water conditions, the coastal effects and morphological phenomena due to the interaction between waves and bottom [9].
For a more comprehensive description of the “harmonic theory”, the reader may refer to Godin, McCully, and Pugh [9–11].

The difference between the deterministic component and the total measured level oscillation can be related to meteorological phenomena and may be defined as storm surge. It is also referred to as meteorological component or residual. In European literature, the term storm surge is commonly used [12].

Generally speaking, the generation of storm surges is (mainly) due to pressure gradients and wind set-up. The effect of the wind is to push the water in the principal direction of the wind causing an increase in sea level. The other factor that induces variation in sea level is the barotropic field (e.g. pressure anomalies) causing the physical phenomenon of the “inverse barometric effect” that is the increase of mean sea level as the pressure decreases (e.g. 1 cm for each hPa).

Talking about small and semi-enclosed basins (e.g. Adriatic Sea, Black Sea, Caspian Sea, Great Lakes, etc.), there is another effect contributing to the level increase. This effect may be attributed to the case in which meteorological perturbations persist for a long time over the basin (e.g. until several days). In those situations, there are two main consequences: The first is that it could be difficult to forecast the storm surge (e.g. [13]), and the second is related to the dynamic of the basin. Indeed, if the basin is semi-enclosed, its natural modes, i.e. seiches, may be excited, and level oscillations may persist for several days in the whole basin area (e.g. [14–16]).

While the astronomical component can be estimated and reconstructed by means of standard techniques (based on the theory of harmonic analysis) (e.g. [11, 17, 18]) performed by using measured level time series, the reconstruction of storm surge events, with both forecast and hindcast purposes, is not deterministic and requires more effort in its evaluation.

The topic of storm surge and their forecast has been investigated in the past by many researchers (e.g. [19–22]), and the importance of the topic is also highlighted observing that there are countries that are being equipped with early warning systems (e.g. [23]).

From a practical point of view, there are three ways to study storm surges: pure numerical approaches (i.e. circulation models), statistical approaches (i.e. artificial neural networks) and mixed approaches.

In the case of a pure numerical approach, the aim is to focus the attention on the ability of the model to reproduce the physical processes (e.g. [24]). These methods are physics-based and are often referred to as “dynamical method” (e.g. [25]). They numerically solve the classical mathematical set of equations composed by the continuity equation and the equation of motion where the initial and boundary conditions are given by a meteorological model (e.g. [25]). As pointed out by Vilibić et al. (e.g. [25]), the first examples of dynamical methods, at least for the Adriatic Sea, are [26, 27], for the only Adriatic area and for the entire Mediterranean Sea, respectively. An improvement in terms of forecast reliability (also in terms of forecast window) is the use of ensemble-based prediction systems (e.g. [28]) that allow having a more consistent forecast than that obtained with a single deterministic one.

Statistical approaches, instead, are based on the use of regression models to estimate a series of predictors and weights to forecast the desired variable (i.e. water level). The database is usually composed by observed or forecast and/or hindcast data given by a meteorological model (e.g. [29–33]).

Numerical models are accurate, with great reliability, as they are physics-based. However they involve high computational costs compared to the statistical ones. These are fast, show an acceptable reliability, but have no physics inside.

A possible way to overcome these problems is the use of the last category of approaches, the “mixed” ones. They statistically correct the results coming from
numerical models with the aim to reduce the computational costs. The idea is to use numerical models accepting low reliability using meshes with lower resolution (i.e. lower computational costs) and correcting the obtained results by means of statistical tools (e.g. [34–36]).

In all the three cases (dynamical, statistical and mixed approaches), meteorological data provided by global general circulation models (e.g. European Centre for Medium-Range Weather Forecasts (ECMWF), the Meteorological Research Institute model (MRI-AGCM3.2) [37, 38]) have to be used, so the final reliability is often related to those of the GCMs.

This chapter aims to propose a review of two simplified methods [36, 39] finalized to forecast and hindcast storm surge levels. Both approaches are mixed, so they have a first physics-based approach where the water level due to the wind is evaluated (once at all) and a separate step in which the obtained results are corrected (i.e. the barotropic effects are considered) by means of statistical techniques. The chapter is structured as follows. Section 2 describes the general outline of the two methods, Section 2.2 illustrates the forecast method, while Section 2.3 details the hindcast one. The applications of the two approaches are described in Section 3. Concluding remarks close the chapter.

2. Methods

2.1 Outline

The whole idea behind the presented forecast and hindcast methods lies in the theory of linear dynamic systems (e.g. [40]). The concept is to consider, at least for technical purposes, the dynamics of semi-enclosed basins (e.g. [41]) as linear. The linearity allows to compute the unit response function of the basin and use it to determine (by using the convolution integral) the response of water level due to any wind time series.

More in detail, at this step a basin is discretized in small areas. In each area, the wind must be considered homogeneous and constant. The total number of the areas must be chosen in order to capture the variation of wind field across the basin (i.e. gradients). Considering a generic point of interest in the domain (hereinafter referred as POI), the elevation $\eta(t)$ due to one wind stress impulse acting on a generic area $i$ of the domain will be

$$\eta_i(t) = UF_i^U(t) + VF_i^V(t)$$  \hfill (1)

where $F_i^U(t)$ and $F_i^V(t)$ are the unit response functions induced by wind with a duration equal to $\Delta t$ acting on area $i$, while $U$ and $V$ are the components of wind stress impulse along with the two Cartesian directions (zonal and meridional, respectively) acting on the same area.

Considering $M$ wind stress impulses, Eq. (1) becomes

$$\eta_i(t) = \sum_{j=1}^{M} U_{ij}F_i^U(t - j\Delta t + \Delta t) + V_{ij}F_i^V(t - j\Delta t + \Delta t)$$  \hfill (2)

The value obtained with Eq. (2) is the water elevation of a POI due to a series of wind stress impulses $U_{ij}$ and $V_{ij}$ happened between $t = (j - 1)\Delta t$ and $t = j\Delta t$ on area $i$. The level due to the contribution of $N$ areas can be easily calculated by using the superposition of the role of each area; therefore, Eq. (2) must be modified to as
\[ \eta(t_k) = \sum_{i}^{N} \sum_{j=1}^{M} U_{ij}^{(f)} F^U_i (t_k - j \Delta t + \Delta t) + V_{ij}^{(f)} F^V_i (t_k - j \Delta t + \Delta t) \]

(3)

with \( t_k = (k - 1) \Delta \tau \).

The values of \( U \) and \( V \) can be forecast or hindcast data provided by global general circulation models and must be taken at a point at each area.

The unit response functions \( F^U_i \) and \( F^V_i \), instead, can be evaluated using a numerical model (e.g. [42, 43]). It has to be stressed that the computation of the unit response functions has to be done once for all for each considered basin. In this way, it is possible to limit the computational costs of the methods.

However, the computed level is due to the wind field effect and does not consider the role of the barotropic field in the storm surge generation. For this reason, it can be viewed as a "raw level".

The pressure field is considered using statistical techniques. The forecast and the hindcast models have the physics-based module as a common part but correct the raw level in a different manner.

2.2 Forecast method statistical correction

As previously underlined the statistical corrections are often carried out using regression models or, alternatively, artificial neural networks (ANNs).

In the proposed method, the use of a series of ANNs aimed at correcting the forecast for each lead time is suggested. Without claiming to be exhaustive, the ANNs could be defined as a statistical tool that reproduces the human ability of learning. They are made up of a layer of input neurons that, interacting with connections characterized by their own weight (i.e. hidden layers, activation function, etc.), produce one or more output neurons.

The learning phase is basically the way in which the system acquires information in order to predict future events on the basis of past experience. Mathematically, this phase consists of a training aimed at reducing the mean square error (MSE) between the output neuron(s) and the wished output by changing the weights of the links between neurons. The methodology is iterative, and it can be stopped only (after a fixed number of training epochs) when the MSE is lower than a given threshold. After the learning phase, the net needs to be tested in order to check its performance. If results are not consistent with the desired accuracy, it is possible to repeat the training phase. It has to be noticed that this phase is a "black box", so results from a training and another one could be very different from each other. At the end of this process, the network can be used in operational situations.

In the presented case, the choice was to use a series on ANNs instead of only one because each ANN operates only on one lead time (to correct a forecast of 48 h, 48 ANNs are needed).

A crucial point in ANNS is the choice of input neurons. In the case at hand, the use of (a) the raw level time series, (b) recent level measurements at the POI and (c) the pressures at the centre of each area used within the frame of the physics-based module is proposed. Of course, a sensitivity analysis could be useful in order to perform this choice in other cases; i.e. the procedure is site-dependent.

2.3 Hindcast method statistical correction

The statistical correction in the hindcast method is different from that of the forecast one. The reason lies in the different purposes of the method. Indeed, when the measured data time series are not long enough to be considered representative
(i.e. statistically) for high return periods, the use of hindcast methods is the only way to work with a subset of reliable data.

In these cases, the interest is not focused on the timing of the reconstructed time series, but on the reliability in reproducing the extreme events.

For these reasons, the correction of the raw level (obtained using reanalysis data) is carried out by adding the pressure field using a coefficient $C_p$ that can be estimated by comparing synchronous observed residual levels and pressure values at a generic point of interest. This means that Eq. (3) is modified as follows:

$$\eta(t_k) = \sum_i \sum_{j=1}^{M} U_{ij}^{(z)} \eta_i(t_k - j\Delta t + \Delta t) + V_{ij}^{(z)} \eta_j(t_k - j\Delta t + \Delta t) + C_p \Delta p(t_k)$$ (4)

where $\Delta p(t_k)$ represents the atmospheric pressure anomaly.

Due to the aim of the method (i.e. achieve reliable estimates of extreme events), a correction on the maximum hindcast error for a given temporal window has to be defined. Having available measured data, it is possible to define the maximum error ($\epsilon_{max}$) by comparing the maximum (not necessary synchronous) measured ($\eta_{max}^M$) and hindcast values ($\eta_{max}^H$) occurring within a time frame of a given duration. Following (e.g. [44]) this error could be defined as the relation between $\eta_{max}^M$ and $\eta_{max}^H$, and this allows to define a calibration coefficient as

$$C_{cal} = \frac{\eta_{max}^M}{\eta_{max}^H}.$$ (5)

Following the technique proposed by [44], it is possible to evaluate the quantile of the ECDF of the random variable $C_{cal}$. This quantile should be viewed as the comparison between extreme values of observation and the corrected hindcast series. It is clear that this method requires the availability (even for a few years) of measured tide levels and pressure values.

3. Application of the methods

This section aims to illustrate the application of the described methods showing their general performances by means of two applications to real cases. The forecast method is applied to the northern part of the Adriatic Sea, while the hindcast one to the southern Adriatic Italian coast.

3.1 Forecast method: the case of Venice

This section shows an example of the application of the forecast method to a POI located in the northern part of the Adriatic Sea. For this basin, storm surges are mainly due to Atlantic perturbations (i.e. cyclones). Due to the presence of the continental shelf and considering thermal effects, the perturbations are amplified [45]. A famous example of these effects is Venice and the phenomenon of “acqua alta” causing the partial or total flooding of the city with damage to historical monuments, economy and private buildings. The recent flooding event of November 2019 has been supposed to damage the city for 4 billion of euros.

The physical characteristics of the weather conditions can induce resonance phenomena (e.g. [14–16]) with level oscillations persisting for several days in the whole basin [46].
The worst situation for the Adriatic Sea in terms of storm surge is when the perturbations come from south-east (i.e. “sirocco winds”) and propagate along the main axis of the basin (e.g. [45]).

The Adriatic Sea has been discretized in 19 areas \((N = 19)\). The forecast wind and pressure data have been taken by the European Centre of Medium-Range Weather Forecast. The dimension of each area is 0.25° (see Figure 1).

The unit wind response functions have been estimated for each of the 19 areas using the “regional ocean modelling system” (ROMS, e.g. [42, 47]). Due to the particular geographical conditions and to the prevalent wind directions (i.e. Sirocco), only the wind stress component acting along the main axis of the Adriatic Sea (i.e. \(\approx 324°N\)) has been used. A sensitivity analysis shows that results are the same using both \(U\) and \(V\) wind components but limiting the computational effort. This means that also the constitutive equation (3) reads as

\[
\eta(t_k) = \sum_i^{N} \sum_{j=1}^{j \leq M} R_j F_i (t_k - j \Delta t + \Delta t)
\]

where \(R_j\) is the projection of the wind stress vector along the main axis of the basin and \(F_i\) is the unit response function for unit wind stress blowing along the main axis of the basin at the \(i\)th area.

About the simulations, the grid resolution is 3’ (i.e. about 5500 m, 175 × 185 computational points) including all the Adriatic Sea and a portion of the Ionian Sea (Figure 1). The “Etopo1” bathymetry has been used [48]. The coasts have been modelled with wall boundary conditions, while in the southern part, a radiation condition has been imposed (e.g. [46]). Each of the 19 simulations differs from others for the area in which the wind has been imposed. The duration of the wind

![Figure 1. Illustration of the discretization of the basin. The black circles indicate the POIs, while the grey arrow indicates the direction of the main axis of the basin.](image-url)
impulses is 6 hours (ECMWF resolution), and the response functions were given with a time resolution equal to $\Delta \tau = 900$ s. Figure 2 shows an example of the computed response functions for two areas located in two different locations in the basin.

The wind stress values have been computed on the basis of wind speed by using the relationship proposed by Drago and Iovenitti [49]

$$R_j = \gamma_s W_l |W|$$  \hspace{1cm} (7)

where $W_l$ is the wind speed component along the main direction $\approx 324^\circ$N and $W$ is the actual wind speed. The factor $\gamma_s$ is linked to the wind speed (e.g. [50]):

$$\gamma_s = 6.9 \cdot 10^{-4} + 7.5 \cdot 10^{-5} |W|$$  \hspace{1cm} (8)

Figure 3 shows the performances of the forecast method. The figure shows some typical results illustrating the forecasted storm surge level (dashed grey line), the

![Figure 2](image1.png)

**Figure 2.**
Example of the computed response functions for two different areas.

![Figure 3](image2.png)

**Figure 3.**
Comparison between the forecasted storm surge level (dashed grey line), the measured storm surge level (triangle symbols), the forecasted total tide level (dashed black line) and the measured total tide level (black circles).
measured storm surge level (triangle symbols), the forecasted total tide level (dashed black line) and the measured total tide level (black circles). The measurements have been taken using the records in the mareographic station (45.41°N, 12.44°E) located on Lido mouth (Italian National Mareographic Network). It is also illustrated in the figure the total measured tide level (grey cross symbols) and the forecasted one (solid grey lines). The harmonic component has been evaluated by means of [17] considering seven components (M2, S2, N2, K2, K1, O1, P1) as suggested in the literature (e.g. [51]).

The statistical correction have been made training 48 ANNs, one for each increasing lead time ($\Delta t_n = n$-hours, $n = 1, 2, ..., 48$). The used ANNs are multilayer networks with an input vector, two hidden layers and one output value (the storm surge). The training has been made using a back-propagation algorithm. In this case, a Levenberg–Marquardt algorithm has been used. The learning phase of the ANNs covered 3 years (2009–2011); the testing period is referred to as the year 2012, while the validation period is the year 2013.

As it is possible to see, inspecting Figure 3, the training phase confirms the good performances of the algorithm, and, in the validation step, at least from a qualitative point of view, it is possible to appreciate the accuracy of the model.

Talking about quantitative performances, a series of statistical parameters have been evaluated. Mean ($\mu$) and standard deviation ($\sigma$) of the differences between predicted and observed total tide have been computed for the years 2009–2011 (training period), year 2012 (testing period) and year 2013 (validation period, e.g. [34, 47]). Table 1 summarizes the results of the statistical analysis. It is important to observe that the absolute value of the mean is always lower than about 0.04 m, while the standard deviation (that increases as the lead time increases) ranges between 0.05 m and 0.10 m.

The comparison between the obtained results and those available in the literature (e.g. [34]) reveals that the gained reliability is satisfactory if the simplicity and computational costs of the method are considered.

<table>
<thead>
<tr>
<th>Lead time [hours]</th>
<th>$\mu$ [m]</th>
<th>$\sigma$ [m]</th>
<th>Lead time [hours]</th>
<th>$\mu$ [m]</th>
<th>$\sigma$ [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.008</td>
<td>0.045</td>
<td>13</td>
<td>0.008</td>
<td>0.077</td>
</tr>
<tr>
<td>2</td>
<td>-0.004</td>
<td>0.054</td>
<td>14</td>
<td>0.013</td>
<td>0.083</td>
</tr>
<tr>
<td>3</td>
<td>0.017</td>
<td>0.072</td>
<td>15</td>
<td>0.025</td>
<td>0.091</td>
</tr>
<tr>
<td>4</td>
<td>0.012</td>
<td>0.077</td>
<td>16</td>
<td>0.028</td>
<td>0.095</td>
</tr>
<tr>
<td>5</td>
<td>0.010</td>
<td>0.077</td>
<td>17</td>
<td>0.043</td>
<td>0.097</td>
</tr>
<tr>
<td>6</td>
<td>0.020</td>
<td>0.069</td>
<td>18</td>
<td>0.012</td>
<td>0.079</td>
</tr>
<tr>
<td>7</td>
<td>0.014</td>
<td>0.062</td>
<td>19</td>
<td>-0.002</td>
<td>0.070</td>
</tr>
<tr>
<td>8</td>
<td>0.019</td>
<td>0.063</td>
<td>20</td>
<td>0.006</td>
<td>0.064</td>
</tr>
<tr>
<td>9</td>
<td>0.025</td>
<td>0.062</td>
<td>21</td>
<td>0.019</td>
<td>0.073</td>
</tr>
<tr>
<td>10</td>
<td>0.011</td>
<td>0.062</td>
<td>22</td>
<td>0.026</td>
<td>0.082</td>
</tr>
<tr>
<td>11</td>
<td>0.000</td>
<td>0.062</td>
<td>23</td>
<td>0.001</td>
<td>0.077</td>
</tr>
<tr>
<td>12</td>
<td>0.000</td>
<td>0.066</td>
<td>24</td>
<td>-0.006</td>
<td>0.078</td>
</tr>
</tbody>
</table>

Table 1. Mean ($\mu$) and standard deviation ($\sigma$) of the differences between foreseen and measured total tide level as a function of lead time.
3.2 Hindcast method: the case of Manfredonia

This section aims at showing an example of the application of the hindcast method to a POI located in the south of Italy, in the Manfredonia Gulf (41.38°N, 15.55°E). When the wind comes from south or south-east rivers, flow is influenced by the downstream boundary condition, and several areas are flooded. These events cause damage to economic activities, private houses, etc. Moreover, the coastal area on the Gulf suffers from erosion. Although standard protection structures (e.g. [52, 53]) have been rolled out, erosion problems are still unresolved.

In this scenario, the utility of having a tool to perform hazard analysis is clear [3]. As observed, this method relies on the same mathematical hypotheses of the forecast one using a different statistical approach to correct the raw data coming from the dynamical step.

The response functions of the basin have been evaluated in the same way as described in Section 3.1 and extracted in a different point of interest (see Figure 1).

Following the description in Section 2.3, to apply the hindcast method, a set of data has been known. In the present case, the wind and atmospheric pressure data are referred to the ERA-Interim database (European Centre for Medium-Range Weather Forecasts (e.g. [54]). The spatial resolution of ERA-Interim data is 0.75°, while the response function of the basin, as described above, has another resolution equal to 3'. To overcome this problem, the values of wind and pressure (acting at the centre of each area) have been evaluated performing a linear interpolation.

The tidal data are those collected by means of the tidal gauge station owned by the Apulia Region Meteomarine Network (also referred to as SIMOP, e.g. [55]). It collects wave, wind and tidal data along the Apulian coasts [56]. This station does not gather the measures of atmospheric pressure. Then, in order to compute the term related to pressure gradients, this data have been taken in two locations near Manfredonia: Vieste and Bari (see Figure 4) where two tidal gauges of the National Mareographic Network are installed.
As for the case of Venice, the raw level can be evaluated using a simplified version of Eq. (4) considering the projection of the wind stress along the principal orientation of the basin (i.e., \( \approx 324^\circ \text{N} \)). The modified equation reads as

\[
\eta(t_k) = \sum_{i}^{N} \sum_{j=1}^{M} W_{ij} f_i^W(t_k - j\Delta t + \Delta t) + C_p \Delta p(t_k) \tag{9}
\]

where \( W_{ij} \) is the projection of the wind stress impulse along the principal orientation of the basin and \( \Delta p(t_k) \) is the pressure anomaly.

The coefficient \( C_p \) is the correlation factor between the residual levels estimated by means of the dynamic approach and the related measured pressure anomalies (i.e., pressure and total tide level are mandatory). In this case, as previously declared, the pressure measures are referred to as those acquired in the mareographic stations in Bari and Vieste.

Due to the proximity of the stations to the POI, as might be expected, pressure measurements are in agreement. For a more detailed description, the reader may refer to [39]. It is possible to reach the same conclusion considering the quantiles of the measures in Vieste and Bari (see Figure 5) and comparing the quantiles of the pressure extracted from the ERA-Interim database at the centre of area 12 (that is the area the POI belongs to, see Figure 1) against the quantiles of the pressure observed at Bari (\( P_{\text{BARI}} \), left panel) and at Vieste (\( P_{\text{VIESTE}} \), right panel). Figure 6 shows the results of the comparison between the quantiles of the ERA-Interim data and observations.

Based on these outcomes, arguing that the field pressure is almost the same in the area between Bari and Vieste, for Manfredonia, a value of \( C_p \) equal to 0.905 (the average value estimated for Bari and Vieste) has been considered.

---

**Figure 5.**
Quantiles of the measured pressure at Bari (\( P_{\text{BARI}} \)) and Vieste (\( P_{\text{VIESTE}} \)). The dashed line refers to the perfect fit line.
A total of 39 years (from 1979 to 2017) of residual tide levels have been reconstructed by means of Eq. (9). Also in this case, although Eq. (9) considers also the pressure anomalies (i.e. using the term $C_p \Delta p(t_k)$), results strongly depend on the reliability of the selected reanalysis data. In the presented application, ERA-Interim data have been used. As underlined by [57], this database tends to underestimate the hindcast time series. Therefore, also in this case, a statistical correction must be made. Considering that the main aim of this method is to build hindcast time series to be used for return level estimation (i.e. correct hindcast of extreme values, see Section 2.3), the calibration coefficient was evaluated considering the population of the random variable $C_{cal}$ given by Eq. (5). The selection has been made by matching the quantiles of the probability density functions of the hindcast and observed extreme values.

The extreme extraction has been performed by means of a peak over threshold (POT) analysis. The obtained data have been used to define the generalized Pareto distribution (GPD) (e.g. [58]). The threshold selection has been made following the standard technique proposed by [58].

Varying the calibration coefficient $C_{cal}$ ranging from 1.0 up to 2.0, the return levels of the hindcast time series and of the observed values ($X_{rM}$) have been computed. Measured data show a threshold equal to 0.10 m with 162 values exceeding the threshold, while the estimated GPD parameters are $\xi = 0.22$ (shape parameter) and $\sigma = 0.03$ (scale parameter). The calibration coefficient has been obtained varying the ratio $X_{rH}/X_{rM}$ as a function of the calibration coefficient ($C_{cal}$). Taking into account a $C_{cal} = 1.24 \pm 0.04$, the fraction $X_{rH}/X_{rM}$ approaches to 1. This means that the corrected hindcast time series (by means of $C_{cal}$) shows equal values to those evaluated on the basis of observed time series.

In order to gain insight on the ECDF of the observed and hindcast extreme values, the Q-Q plots for the uncorrected series (i.e. $C_{cal} = 1$) and with a correction equal to 1.28 (see Figure 7) have been evaluated. Figure 7 shows the results and exhibits the usefulness of using the calibration coefficient in improving the reliability of the hindcast.

In addition, the root-mean-square error (RMSE) the Bias, the correlation coefficient ($R$), the index of agreement ($d$) and the Nash-Sutcliffe efficiency coefficient (NSE) have been calculated on the sample of the quantiles of the ECDF of the hindcast and observed extreme values. The RMSE, the Bias and $R$ are commonly...
used in the literature (e.g. [59–61]), while $d$ and NSE are less. The index of agreement (e.g. [62]) measures the model error and varies between 0 (no accordance) and 1 (perfect agreement). Instead, the Sutcliffe efficiency coefficient is widely used to assess the goodness of a fit (e.g. [63]), and its values range from $-\infty$ up to 1 (perfect agreement).

These statistical indicators have been calculated considering the corrected ($C_{cal} = 1.28$) and uncorrected ($C_{cal} = 1$) hindcast data.

Results show that there is a moderate increase in the reliability of the corrected data (by means of the calibration coefficient). More in details, the RMSE ranged from 0.020 to 0.010, the Bias has varied from $-0.012$ to 0.007, $R$ varied from 0.987 to 0.991, $d$ changed from 0.952 to 0.990, and NSE has varied from 0.853 to 0.960. Remembering the aim of the method, however, the same indexes have been evaluated for the quantiles greater than 0.15 m. In this case, the field contains real extreme values, and the importance of the correction is emphasized (RMSE: $0.030 \rightarrow 0.012$, Bias: $-0.025 \rightarrow 0.009$, $R$: $0.975 \rightarrow 0.982$, $d$: $0.849 \rightarrow 0.977$, NSE: $0.518 \rightarrow 0.912$).

4. Conclusions

A simplified real-time forecast method and a simplified method for the estimation of return levels of storm surge in semi-enclosed basins are proposed. Both the two approaches are mixed. Indeed, results coming from a physics-based approach are corrected by means of statistical corrections.

In both cases, the strategy is to estimate the dynamic response function of the basin to a unit wind stress. These functions may be used, following the theory of
linear dynamic systems, to compute the response of a considered semi-enclosed basin using whatever wind time series.

In this way, only the wind field role is considered, and the pressure field is not. In order to take into account all the meteorological parameters inducing the storm surge, a statistical correction for both models is proposed.

In the case of forecast models, the statistical correction have been made using a series of artificial neural networks trained with (a) the residual raw level time series, (b) recent residual level estimated at the POI on the basis of the measurements collected during 24 h before the forecast time and (c) the forecasted pressures along the basin as input neurons.

For the hindcast method, instead, the pressure field has been considered using the pressure anomaly and operating a statistical correction using a calibration coefficient.

The approaches allow to reduce the computational costs since the numerical simulations have to be done once and for all for each considered basin.

The two methods have been applied to two different points of interest in the Adriatic Sea revealing in both cases good reliability of the obtained results compared to their simplicity.

It has to be noticed that these approaches are devoted to study storm surges in the semi-enclosed basins and are not able to correctly reproduce storm surges due to very rapid meteorological events (i.e. hurricanes).
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Chapter 8

Physical and Numerical Modeling of Landslide-Generated Tsunamis: A Review

Alessandro Romano

Abstract

Landslide-generated tsunamis represent a serious source of hazard for many coastal and lacustrine communities. The understanding of the complex physical phenomena that govern the tsunami generation, propagation and interaction with the coast is essential to reduce and mitigate the tsunami risk. Experimental, analytical, and numerical models have been extensively used (both as separated tools and in conjunction) to shed light on these complicated natural events. In this work, a non-exhaustive update of the state of the art related to the physical and numerical modeling techniques of landslide-generated tsunamis, with a special focus on those studies published in the last ten years, is provided. As far as numerical models are concerned, a special attention is paid to the most recently developed Computational Fluid Dynamics (CFD) techniques, whose development and application have experienced a boost up the last decade.

Keywords: landslide-generated tsunamis, physical modeling, numerical modeling, computational fluid dynamics (CFD), water waves

1. Introduction

Impulsive waves (i.e. tsunamis) are likely to be generated by earthquakes, landslides, volcanic eruptions, impacts of asteroids and gradients of atmospheric pressure (Løvholt et al. [1]). There are coastal areas which are particularly prone to landslide-generated tsunami risk. The destructive effects caused by the impulsive waves, generated by landslide sources, can be strongly magnified by the characteristics of the so-called “confined geometries” (e.g. bays, reservoirs, lakes, volcanic islands, fjords, etc.). Complicated physical phenomena (e.g. trapping mechanisms, edge waves, wave runup, etc.) take place as a consequence of the interaction between the generated waves and the local bathymetry controlling the tsunami propagation and interaction with the coast. Many past events of landslide-generated tsunamis testify this reality (e.g. Lake Geneva, Switzerland, Kremer et al. [2]; Lituya Bay, Alaska, Fritz et al. [3]; Vajont Valley, Italy, Panizzo et al. [4]; Stromboli Island, Italy, Tinti et al. [5]; Papua New Guinea, Synolakis et al. [6]; Anak Krakatau, Indonesia, Grilli et al. [7]).

Figure 1 provides good examples of areas prone to landslide tsunami hazard (upper left panel: Lituya Bay, Alaska; upper right panel: Vajont Valley, Italy; lower panels: Stromboli Island, Italy). The physical process at hand is generally characterized by smaller length and time scales than those of tsunamis generated by
earthquakes. The triggering mechanism (the landslide), can be classified as subaerial, partially submerged or completely submerged, depending on the initial landslide position [8, 9]. The occurrence of the landslide at the water body boundary implies that the generated impulse waves propagate both seaward and alongshore. Moreover, complicated physical phenomena due to the interaction between the waves and the sea bottom (e.g. trapping mechanisms Bellotti and Romano [10], Romano et al. [11]) are likely to play a significant role, which comprehension is essential for designing and implementing the so-called early warning systems Bellotti et al. [12], Cecioni et al. [13], De Girolamo et al. [14].

The complex physical phenomena related, on one hand, to the landslide triggering mechanisms and, on the other hand, to the tsunami generation, propagation and interaction with the coast mechanisms are brilliantly and exhaustively described by Figure 1 (and its description) of Di Risio et al. [8]. Due to its clarity and usefulness, this figure is here reported (Figure 2 of the present manuscript). As mentioned, depending on the initial landslide position, as well as on the geometry of the near- and the far-field, the tsunami characteristics can change significantly. Therefore, to reduce and/or to mitigate the landslide-generated tsunami risk the comprehension and the right modeling of such complicated phenomena is essential. Numerous studies dealing with landslide-generated tsunamis are available in the scientific literature. Experimental, analytical, and numerical models have been extensively used (both as separated tools and in conjunction) to shed light on this complicated natural event.
In this chapter a special attention to the experimental and numerical modeling of landslide-generated tsunamis is given. It is important to highlight that this work has not the haughtiness to provide an exhaustive description, since the beginning to the present days, of the physical and numerical modeling techniques related to landslide-generated tsunamis. Indeed, brilliant and exhaustive review of the state of the art, as well as of the future challenges, related to the physical and numerical modeling of landslide-generated tsunamis are provided by authoritative Authors. It is worth to remember, among others, the excellent review of the physical model experiments, together with the main results and achievements, provided by Di Risio et al. [8], as well as the exhaustive description of the landslide-generated tsunami numerical modeling techniques addressed by Yavari-Ramshe and Ataie-Ashtiani [15]. Thus, the objective of the present chapter lies in providing an update of the state of the art related to the physical and numerical modeling techniques of landslide-generated tsunamis, with a special focus on those studies published in the last ten years. Moreover, as far as numerical models are concerned a special attention is paid to the recently developed Computational Fluid Dynamics (CFD) techniques; in fact, the development and the application of these techniques has experienced a boost up the last decade. It is worth noticing that analytical modeling is not considered in the Chapter.

As stated, in this study a review of the physical and numerical modeling techniques related to landslide-generated tsunamis is provided. The main purpose of this study lies in describing, with no claim to be exhaustive and by adopting a flowing style, the main approaches exploited so far and in discussing the potentials as well as the limitation of the methods themselves. Moreover, the future challenges related to the present research field are discussed. This chapter in organized as follows. In the next section a review of the physical modeling techniques related to landslide-generated tsunamis is presented. Then, a section dealing with the numerical modeling techniques follows. Finally, concluding remarks close the chapter.
2. Landslide-generated tsunamis: physical models

In this section the most recent physical model experiments related to landslide-generated tsunamis, dealing with a large variety of geometries (plane slopes, conical islands, reservoirs, etc.) and landslide types (subaerial, partially and completely submerged), are reported. As anticipated, the studies are enumerated using a flowing style and presented in chronological order of publication. A distinction between rigid and deformable landslide models has been followed, while no distinction is made between 2D and 3D configurations.

2.1 Rigid landslide models

In 2013, Romano et al. [11] carried out a 3D experiment to investigate the alongshore propagation features and the trapping mechanisms of tsunamis generated by semi-elliptical subaerial landslides around the coast of a circular island. They used the same experimental setup described by Di Risio et al. [16] and later by Romano et al. [17] and, by applying the wavenumber-frequency analysis (k-f) on the records of shoreline displacement, they pointed out that the 0th-order edge wave mode is the only one relevant for shoreline runup.

Heller and Spinneken [18] performed a large number of 2D experiments in a wave flume dealing with subaerial block-shaped landslides. In their experiments they investigated, among others, the effect of three block model parameters (i.e. the landslide Froude number, the relative slide thickness, and the relative slide mass). They provided empirical equations for the maximum wave amplitude, height, and period. Moreover, by comparing the newly derived equations as obtained for block-shaped landslides with the available equations for granular landslides, they found that block-shaped landslides do not necessarily generate larger waves than granular slides.

In 2015, Heller and Spinneken [19] presented a new set of 3D experiments carried out in a wave tank dealing with subaerial block-shaped landslides. The authors compared the new 3D results with past 2D experimental ones, published by the same pair of Authors [18], taking advantage of the identical boundary conditions between the two sets of data. Several parameters (i.e. water depth, landslide volume and density, landslide release positions) have been changed during the new experiments. Therefore, the Authors provided some empirical equations to predict the 3D offshore and laterally onshore wave properties, identifying the waves decay law both for 2D and 3D configurations, and providing very useful discussion on the existing 2D-3D conversion formulae (e.g. Watts et al. [20]).

In 2016, Romano et al. [17] published a series of new 3D experiments dealing with tsunamis generated by semi-elliptical subaerial landslides occurring at the flank of conical islands. As pointed out by Di Risio et al. [16], the physical model at hand aims at reproducing, in a Froude law scale, the Sciara del Fuoco slope (see Figure 3), i.e. a natural sliding surface located at the Stromboli Island (Southern Thyrrenian Sea, Italy). The main objective of the experiments is to provide a benchmark dataset for the validation of numerical models of landslide-generated tsunamis. To this end, a quite unique acquisition system, consisting of both fixed and movable wave gauges, has been deployed and used. The experimental procedure is per se a novelty as each experiment consists in repeating several times the same landslide event, by changing for each repetition the position of the movable gauges, then obtaining, after checking the repeatability, a single virtual experiment with high spatial resolution measurements. Two different semi-elliptical landslide bodies have been used for the experiments (see Figure 3) in order to investigate the effects of the landslide volume and thickness, revealing that the mentioned parameters affects significantly only the wave amplitudes, especially in the near field,
while for the wave periods (and celerities), a weak dependence upon these landslide parameters can be observed.

The studies cited so far are related to subaerial landslides. Few are the recent experimental works dealing with submerged landslides. Indeed, the experimental modeling of submerged landslide presents a wide range of physical restrictions. Therefore, clever technical solutions have often been employed (e.g. Enet and Grilli [21], Liu et al. [22], Watts [23]). Nevertheless, it remains the practical difficulty of exploring in detail the influence of some key governing parameters, as for instance the initial acceleration $a_0$. This parameter is commonly recognized to be a crucial one in the slide kinematics, in particular in the initial phase, when the energy transfer between the landslide and the water takes place [1, 20, 21, 23–26]. Several experimental studies explored the importance of $a_0$ by means of different techniques. Watts [23] changed the landslide’s density to obtain different values of $a_0$. In 2017, Romano et al. [27], using the same physical model described by Di Risio et al. [16], Romano et al. [11, 17], used a mechanical system controlled by an electric motor to perform parametric 3D experiments by changing the kinematics of a semi-elliptical submerged landslide. The experimental results pointed out that as the initial acceleration increases, then the rising time of the first wave trough decreases and, in general, the wave signals exhibit a shorter wave periods. This findings have been recently numerically confirmed by Romano et al. [28] (see Section 3). As far as submerged landslides are concerned, a note on the use of rigid landslide models is
due. Although this represents an approximation of the real submerged landslide behavior, it is well demonstrated in the scientific literature (e.g. Grilli et al. [24]) that the landslide deformation does not play a significant role on submarine landslide tsunami features in the slide early time kinematics, which at short time scales is mainly governed by the initial acceleration.

Finally, innovative physical model approaches, by using rigid landslide models, have been recently used by Perez del Postigo Prieto et al. [29] to reproduce a coupled-source tsunami generation mechanism due to a 2D underwater fault rupture followed by a submarine landslide. Furthermore, 2D experiments have been employed to interpret the dynamics of complicated recent events, like the eruption of the Anak Krakatoa volcano (Indonesia) in December 2018. To this end, it is worth noticing the study of Heidarzadeh et al. [30], that applied a combination of qualitative physical modeling and wavelet analyses of the tsunami as well as numerical modeling to propose a source model of the Anak Krakatoa event.

2.2 Deformable landslide models

Quite various are the physical model tests dealing with deformable landslide models. In 2010 Heller and Hager [31] performed 2D experiments dealing with subaerial landslide by using granular slide material. The large number of tests (more than 200) aimed at exploring the influence of several governing parameters, namely: still water depth, slide impact velocity, slide thickness, bulk slide volume, bulk slide density, slide impact angle, and grain diameter. As a result, the Authors provided empirical predictive equations for all relevant wave characteristics, e.g. maximum wave height, the maximum wave amplitude (including its location and period in the slide impact zone), and both the wave height and amplitude decay and the period increase in the wave propagation zone. Furthermore, the Authors present a comparison of the presented equations with the 1958 Lituya Bay case, finding a good agreement.

In 2012, Mohammed and Fritz [32] carried out a massive 3D experimental campaign aimed at studying the tsunamis characteristics generated by subaerial deformable granular landslides occurring at a plane slope, using a novel approach based on a pneumatic landslide generator to control the landslide impact characteristics. In their study they found a robust correlation between the wave characteristics and the landslide Froude number, providing also some quantitative calculation of the landslide-water energy converted rate. Moreover, a deep discussion on the wave amplitudes decay, wave celerities and comparison with other 2D and 3D landslide tsunami studies is provided.

In 2014, Viroulet et al. [33] published the results of some 2D experiments dealing with subaerial landslides sliding along a rough slope. The Authors investigated mainly the influence of the slope angle and the granular material, by using three different granular materials (spherical glass beads with two different diameter, non-spherical sand), on the initial amplitude of the generated leading wave and the evolution of its amplitude during the propagation. Interestingly, the presented experiments aim at investigating the tsunami characteristics generated by landslide characterized by Froude number smaller than one. As stated by the Authors, this situation is particularly relevant to model tsunamis generated by cliff failures located just above the sea surface, which are characterized by low impact velocities.

A unique series of large-scale 3D physical model experiments is described in 2016 by McFall and Fritz [9]. In this study the Authors investigated the runup features, measured both on the same coast at which the landslide occurred and on an opposing hill slope, of tsunamis generated by subaerial granular landslides occurring both at planar coast and conical island. The pneumatic landslide generator
described in Mohammed and Fritz [32] has been used for the experiments. Different landslides geometries and kinematics have been used and robust results and findings are provided, namely related to: maxima and minima runup and rundown location, decay along the coast and amplification; effects of the granulometry on the lateral wave runup; energy trapping properties of a circular shoreline, also confirming the findings of Di Risio et al. [16], Romano et al. [11, 17]. Finally, predictive equations for the laterally propagating wave characteristics, benchmarked against the 2007 landslide-generated tsunami in Chehalis Lake, British Columbia, Canada, are provided by the Authors.

In the same year, Lindstrøm [34] performed a series of 2D experiments dealing with subaerial landslides in a wave flume. The Author, keeping constant few parameters (i.e. landslide volume, initial position, slope angle and equilibrium water depth), varied only the slide material. In particular, five different slide types have been used: one block slide and four granular slides with grain diameter ranging from 3 mm to 25 mm. A very interesting aspect, pointed out by the present study, is related to the effect of the landslide porosity. Indeed, Lindstrøm [34] by comparing the present results with the predictive formulae of maximum wave amplitudes, available in the literature, found some differences, probably due to the effects of the landslide permeability.

Also in 2016, Zitti et al. [35] carried out a series of 2D experiments dealing with subaerial landslides, aiming at simulating the effects of a snow avalanche entering a body of water. To mimic a snow avalanche striking a reservoir, a lightweight granular material has been used as a substitute for snow. Moreover, the Authors developed a theoretical model to describe the momentum transfers between the particle and water phases of such events. The presented experimental results have also been compared with those obtained by Heller and Hager [31], as the same relative particle density, but higher landslide Froude numbers, has been used by the two groups of Authors.

In 2017 Miller et al. [36] carried out 2D experiments dealing with granular subaerial landslides. The Authors presented a detailed analysis on the velocity and thickness of the granular flow, on the shape and location of the submarine landslide deposit, on the amplitude and shape of the near-field wave, on the far-field wave evolution, and on the wave runup elevation on a smooth impermeable slope. By using high-speed camera observations and standard free surface elevation measurements the Authors pointed out that only a portion of the landslide (named the “effective mass”) is engaged in activating the leading wave. Furthermore, the Authors observed a good agreement between their experimental results and the values provided by existing empirical predictive formulae, available in the literature, as the so-called effective mass is used. The effective mass is defined as the percentage of the total landslide mass that enters the water body before the initial wave leaves the impact zone and it is a crucial aspect to be considered for landslides that are long and thin with very large relative mass, as in this case only a portion of the landslide mass is engaged in activating the leading wave. In the same year, Mulligan and Take [37], by using the experimental data discussed by Miller et al. [36], presented a study on the momentum flux exchange between granular landslides and water, finding that the results of their approach, based on the momentum-based equations, are in agreement with the previous laboratory data of Heller and Hager [31] and Miller et al. [36].

In the last two years, peculiar and very interesting new experimental approaches have been used. It is worth citing the study of Tang et al. [38] that performed 2D laboratory tests for impulse waves generated by subaerial landslides made as the combination of solid block and granular materials (glass spheres), also comparing the obtained results with those of individual models of pure solid block and granular
landsides. In their experiments the Authors varied the slope angle and the mass ratio \( m \) (i.e. mass of the solid block divided by mass of the granular material). The experimental results suggest that the mixed landslide composition generally produces larger impulse waves in the impact zone compared with those triggered by pure solid block landslides and pure granular landslides, suggesting that the primary wave amplitudes of impulse waves might have been underestimated in previous laboratory tests with solely solid or granular assemblies when using the same slide mass and release height. Furthermore, they pointed out that, if compared with pure granular landslides, the combined landslides generally exhibit larger Froude numbers and slide thickness.

Very recently, Bullard et al. [39] performed 2D tests dealing with deformable subaerial landslides. The point of novelty, among others, of the present study lies in using water as sliding material. This aspect ensures a null internal shear strength, being then representative of the upper limit of high landslide mobility. Four different slide volumes have been used during the experiments and a high-speed camera has been used to measure the slide thickness and velocity. The experimental results indicate that in the near-field the maximum wave amplitude is dependent on the landslide thickness and velocity and is relatively independent of the water depth.

3. Landslide-generated tsunamis: numerical models

Although totally irreplaceable, experimental tests are often time consuming, especially if 3D models are considered. Large facilities, as well as complex experimental configurations and sophisticated measurement systems are often needed (see [9, 17]). Furthermore, it is not always possible to explore in detail the influence of all the involved parameters. In this sense, tsunamis generated by submerged landslides provide a good example. Often the waves generated by submerged landslides are too small to get reliable measurements in the experimental facilities. Moreover, as previously stated, it can be difficult to explore the influence of key governing parameters (e.g. the initial acceleration \( a_0 \), Romano et al. [27]).

In this sense, numerical modeling can provide a valuable complementation to the physical model experimental activities. Indeed, numerical modeling techniques have progressively supported physical ones in shedding light on the complex physical phenomena involved in the generation and propagation mechanisms of landslide-generated tsunamis. Similarly to experimental models, a multitude of approaches has been adopted during recent years for numerically modeling landslide-generated tsunamis (an extensive review has been provided by Yavari-Ramshe and Ataie-Ashtiani [15]). Eulerian and Lagrangian frameworks with three grid types (structured, unstructured, and meshless) have been used for tsunami simulations, employing both depth-averaged models, using Non-Linear Shallow Water or Boussinesq Equations, and Navier–Stokes models, considering both 2D and 3D configurations (e.g. [7, 13, 22, 25, 30, 40–47]).

The most recently developed tools offered by Computational Fluid Dynamics (CFD) can provide a significant support for shedding light on many of the unresolved aspects. In particular, they can be very useful to model the near-field wave characteristics. Indeed, the accurate reproduction of the momentum exchange between the landslide and the water body, achievable by the CFD methods, is crucial for a detailed modeling of tsunami generation, propagation and the interaction with the coastline.

In this last section of the chapter, a brief overview of the studies dealing with the recent CFD techniques and approaches developed and published in the last ten years is presented.
In 2010, Abadie et al. [48] presented the application and the experimental validation of the 3D incompressible multiple-fluid Navier–Stokes Volume Of Fluid (VOF) model THETIS to reproduce waves generated by rigid and deforming landslides valid for idealized geometries. All the domain portions (i.e. water, air, and landslide) are treated as Newtonian fluids. In this case, as far as rigid slides are concerned, a “penalty method” allows for parts of the fluid domain to behave as a solid. Thus, the coupling between a rigid slide and water is implicitly computed and it is not necessary to specify a given landslide kinematics. The comparison between numerical model simulations and experimental results, related to different landslide configuration (semi-elliptical block, vertical falling rectangular block and 2D and 3D wedges sliding down an incline), shows a good agreement.

One year later, Montagna et al. [49] carried out some 3D numerical computations of landslide-generated tsunamis by using the commercial code FLOW-3D, dealing with a semi-elliptical rigid subaerial landslide occurring at the coast of a conical island. A very good agreement is found by comparing the numerical runup measurements with the experimental data obtained by Di Risio et al. [16].

In 2015, Ma et al. [50] described a new two-layer model for subaerial granular landslide motion and tsunami wave generation. In this study, the modeling of the landslide motion and tsunami wave generation are simulated by separate model components. Indeed, the landslide is described as a saturated granular debris flow, accounting for intergranular stresses governed by Coulomb friction. Tsunami wave generation and propagation is simulated by the 3D Non-Hydrostatic WAVE model NHWAVE [51] that solves the incompressible Navier–Stokes equations. It is worth noticing, that the hybrid numerical approaches (i.e. coupling geotechnics and hydrodynamics models) have been successfully carried out by Løvholt et al. [42] and later by Kim et al. [25], that simulated the dynamics of the Storegga Slide and tsunami using the depth-averaged landslide model BingClaw, which implements visco-plastic rheology and remolding, and couple it to a standard tsunami propagation model, to reproduce tsunamis generated by submerged landslides.

Heller et al. [52] presented a composite (experimental-numerical) modeling approach for modeling tsunamis generated by rigid subaerial landslides. In this case, an hybrid approach based on the combined use of physical and numerical modeling has been used. Indeed, the experimental results, described in Heller and Spinneken [19], have been used to calibrate the 3D smoothed particle hydrodynamics (SPH) code DualSPHysics v3.1 [53], which includes a discrete element method (DEM)-based model to simulate the landslide-ramp interaction.

In 2016, Shi et al. [54] presented 2D simulations of the generation of impulse waves produced by subaerial granular landslides. They used a newly-developed soil-water coupling model in a smoothed particle hydrodynamics (SPH) framework. The point of novelty of the work lies in using an elasto-plastic constitutive model for soil, a Navier–Stokes equation based model for water, and a bilateral coupling model at the interface. The Authors tested their model with simulated waves induced by both slow and fast landslides, obtaining a good agreement between numerical and experimental data. The experimental benchmark data used by Shi et al. [54] to test their model are the ones described by Viroulet et al. [33], aiming at reproducing slow landslides, and by Fritz et al. [55], to simulate fast landslides. Another strength of their modeling approach is related to that all parameters used in the model have their physical meaning in soil mechanics and can be obtained from conventional soil mechanics experiments directly.

Whittaker et al. [47] presented the 2D physical and numerical modeling of a submerged rigid semi-elliptical block body moving along a horizontal and impermeable surface (i.e. the sea bottom). During the experiments, the body movement was controlled by mechanical system and laser-induced fluorescence measurement.
systems has been used for measuring both spatial and temporal variations in the free surface elevation. To numerically reproduce the experiments, the Authors used the OpenFOAM® platform [56]. In particular the Authors used IHFOAM [57, 58], a solver based on interFoam of OpenFOAM® that includes wave boundary conditions and porous media solvers for coastal and offshore engineering applications and can solve both three dimensional Reynolds-Averaged Navier-Stokes equations (RANS) and Volume-Averaged Reynolds-Averaged Navier-Stokes equations (VARANS) for two phase flows [59, 60], coupled to the VOF, to model the rigid object as a moving bottom boundary. The Authors noticed an under-prediction between the measured and the simulated wave amplitudes, although the wave phasing is fairly reproduced.

In 2018, Si et al. [45] performed a series of 2D simulations dealing with subaerial landslides using an advanced two-phase model for dry granular material intruding into a water body. The water-air interface both within and outside the granular material is captured by the VOF method. The inter-granular stresses are formulated based on a general collisional-frictional law developed for underwater granular flows and a modified $k$-$\varepsilon$ model is adopted to describe the turbulence effect of the ambient fluid. Si et al. [45] used their numerical model to reproduce past experiments related to subaerial landslides [33], finding a good agreement between experimental and numerical simulation results.

In 2019, Kim et al. [61] presented the validation of the 3D numerical model TSUNAMI3D based on the Navier–Stokes equations and the VOF, by comparing numerical results with a set of subaerial landslide laboratory experiments (e.g. Mohammed and Fritz [32]) and with the ones provided by the commercial code FLOW3D. In this model water and landslide material are considered incompressible and mainly treated as Newtonian fluids. Simplified material rheology and key parameters required for modeling subaerial landslides have been used. Furthermore, the validation results confirmed that the 3D numerical models with simplified landslide rheology can be used to understand and reproduce the complex non-linear wave propagation and runup generated by subaerial landslides. This is an important result as very often the major source of uncertainties is related to the landslide rheology and parameters.

In the same year, Clous and Abadie [62] presented a detailed analysis of the energy transfer mechanisms between granular landslides and water. They used incompressible Navier-Stokes VOF model THETIS [48] to perform 2D simulations of tsunamis generated by granular landslides (both subaerial and submerged) reproducing the experiments of Viroulet et al. [33]. As previously stated, in the THETIS model air and water are considered Newtonian fluids. The landslide is modeled as a Newtonian fluid whose viscosity is adjusted to fit the experimental results. For the subaerial case, the Authors pointed out that the viscosity value, if properly adjusted, can be seen as a very coarse approximation of the more elaborated non-Newtonian $\mu(I)$ rheological law [63].

The last three numerical approaches described in this chapter have been published in 2020. Mulligan et al. [64] presented a new numerical approach to simulate impulse waves generated by highly mobile subaerial landslides by using the technique of the Particle Finite Element Method (PFEM). This approach combines a Lagrangian finite element solution with an efficient remeshing algorithm and is capable of accurately tracking the evolving fluid free-surface and velocity distribution in highly unsteady flows. To validate their numerical model the Authors reproduced the experiments carried out by Bullard et al. [39], in which the slide material is water, aiming at representing an avalanche or a debris flow with high mobility. The Authors found that the 2D numerical model shows a good agreement with the experimental observations in terms of landslide velocity and thickness, wave time series, maximum wave amplitude, wave speed, and wave shape.
Chen et al. [65] performed 3D simulations, by using the OpenFOAM® platform [56], to reproduce the impulse waves generated by calving iceberg. To this end, they applied the Immersed Boundary Method (IBM) which allows to handle and model large displacements of bodies. Large-scale experiments [66] have been used as a benchmark for validating the numerical simulations.

Finally, Romano et al. [28] presented a new 3D numerical method for modeling tsunamis generated by rigid and impermeable landslides in OpenFOAM® [56] based on the Overset mesh technique. The Overset mesh is based on the use of two (or more) domains. The outer one (i.e. background domain) allows the motion of one, or more, inner domain(s) (i.e. moving domain) that contains a rigid body. The mutual exchange of information between the two domains is achieved by interpolation. The advantage of this approach, if compared with other methods available to simulate the interaction between a moving body and one or more fluids in OpenFOAM®, e.g. the Immersed Boundary Method [65, 67] is that the resolution around the moving body is extremely accurate (i.e. body-fitted approach) and, which is even more important, remains constant throughout the simulation. Furthermore, to fit the current requirement of the Overset implementation (i.e. required distance between the moving body and the domain boundaries) the slope, on which the landslide body moves, has been modeled as a porous media with a very low permeability by using the VARANS approach proposed by del Jesus et al. [68], Lara et al. [69] and Losada et al. [70]. The approach has been successfully validated through the experiments carried out by Liu et al. [22]. The new method

Figure 4.
Contour plot of the free surface elevation (upper left panel), dynamic pressures on the landslide (lower left panel), velocity magnitude on two cross sections (upper and lower right panels) at a given time instant of the numerical simulations described in Romano et al. [28].

Figure 5.
Velocity magnitude, vectors and streamlines on a cross section at a given time instant of the numerical simulations described in Romano et al. [28].
has then been applied to perform a detailed numerical study of the near-field wave features induced by submerged landslides (see Figures 4 and 5), by varying the landslide’s initial acceleration $a_0$. The numerical results, together with previous experimental data [21, 23, 27], have been used to obtain a relationship for predicting the wave properties in the near-field as a function of the Hammack number.

4. Concluding remarks

In this chapter a non-exhaustive update of the state of the art related to the physical and numerical modeling techniques of landslide-generated tsunamis, is presented. As stated, the objective of the present update lies in providing, with no claim to be exhaustive and by adopting a flowing style, the main experimental and numerical, with a special attention to the recently developed Computational Fluid Dynamics (CFD) techniques, approaches published in the last ten years. It is worth to remember that more detailed and complete details on the topic can be found in the detailed reviews of the physical model experiments of the numerical modeling techniques are provided by Di Risio et al. [8] and by Yavari-Ramshe and Ataie-Ashtiani [15], respectively. As far as the future research challenges are concerned, a special mention to the CFD techniques is due. Indeed, it is well recognized that the models based on the solutions of the Navier-Stokes equations are to be considered as the only alternative to accurately model the tsunami generation process [15]. This kind of modeling approach seems to be mandatory considering the nature of the complex phenomena that govern the impulse waves generation, as confirmed by the achievements obtained by the studies described in the Section 3.
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Chapter 9

Hydrodynamics of Regular Breaking Wave

Diana De Padova and Michele Mossa

Abstract

Turbulence and undertow currents play an important role in surf-zone mixing and transport processes; therefore, their study is fundamental for the understanding of nearshore dynamics and the related planning and management of coastal engineering activities. Pioneering studies qualitatively described the features of breakers in the outer region of the surf zone. More detailed information on the velocity field under spilling and plunging breakers can be found in experimental works, where single-point measurement techniques, such as Hot Wire Anemometry and Laser Doppler Anemometry (LDA), were used to provide maps of the flow field in a time-averaged or ensemble-averaged sense. Moreover, the advent of non-intrusive measuring techniques, such as Particle Image Velocimetry (PIV) provided accurate and detailed instantaneous spatial maps of the flow field. However, by correlating spatial gradients of the measured velocity components, the instantaneous vorticity maps could be deduced. Moreover, the difficulties of measuring velocity due to the existence of air bubbles entrained by the plunging jet have hindered many experimental studies on wave breaking encouraging the development of numerical model as useful tool to assisting in the interpretation and even the discovery of new phenomena. Therefore, the development of an WCSPH method using the RANS equations coupled with a two-equation $k–\varepsilon$ model for turbulent stresses has been employed to study of the turbulence and vorticity distributions in in the breaking region observing that these two aspects greatly influence many coastal processes, such as undertow currents, sediment transport and action on maritime structures.

Keywords: regular breaking waves, shear stress, turbulence, kinetic energy, vorticity, physical modeling, numerical modeling

1. Introduction

Wave breaking is one of the most important process for coastal engineers since it greatly influences both the transport processes and the magnitudes of the forces on coastal structures [1, 2]. Wave breaking in the surf zone drives complicated turbulent structures and for this reason breaking is possibly the most difficult wave phenomenon to describe mathematically [3–5].

Pioneering experimental studies were carried out by [6–11], who described the velocity field under plunging breakers in the outer region of the surf zone; more recently by [12–17]. As observed experimentally by [18], during the pre-breaking stages, the maximum turbulence intensity appears at the core of the main vortex and decreases as the vortex moves downstream. Additional turbulence is then generated near the free surface during the breaking process.
Moreover, the difficulties of measuring velocity due to the existence of air bubbles entrained by the plunging jet have hindered many experimental studies on wave breaking encouraging the development of numerical model as useful tool to assisting in the interpretation and even the discovery of new phenomena. One of the great advantages of the numerical models is their ability to disclose the evolutions of undertow currents and turbulence quantities in the spatial and temporal domains, which are too expensive to be investigated by experiments. Therefore, the main emphasis for research is placed on the application and development of numerical methods. Furthermore, for consistent and accurate results, it is essential to calibrate the numerical models with experimental data.

The numerical models can be classified as Eulerian or Lagrangian method. In Eulerian method, the space is discretized into a grid or mesh and the unknown values are defined at the fix points, while a Lagrangian method tracks the pathway of each moving mass point. The Eulerian methods such as the finite difference methods (FDM), finite volume methods (FVM) and the finite element methods (FEM) have been widely applied in many fields of engineering because are very useful to solve differential or partial differential equations (PDEs) that govern the concerned physical phenomena [19–23]. Despite the great success, grid based numerical methods suffer from difficulties in some aspects such as the use of grid/mesh makes the treatment of discontinuities (e.g., wave breaking, cracking and contact/separation) difficult because the path of discontinuities may not coincide with the mesh lines.

Therefore, during the last years, research has been focused on Lagrangian techniques such as Discrete Element Method (DEM) [24], Smoothed Particle Hydrodynamics (SPH) [25], Immersed Particle Method (IPM) [26, 27]. The development and applications of the major existing Lagrangian methods have been addressed in some review articles such as [28–30]. In general, the Lagrangian methods provide accurate and stable numerical solutions for integral equations or partial differential equations (PDEs) with all kinds of possible boundary conditions using a set of arbitrarily distributed nodes or particles. During the last years, Smoothed Particle Hydrodynamics (SPH) has become a very powerful method for CFD problems governed by the Navier–Stokes equations such as fluid–dynamic problems with highly non-linear deformation [31–37]; multi-phase flows for coastal and other hydraulic applications with air-water mixture sand sediment scouring [38–42]; oscillating jets inducing breaking waves [43] and nonbuoyant jets in a wave environment [44–46]; fluid/structure/soil-interaction [47–49]; hydraulic jumps [50–53]; multi-phase flows and oil spill [54–55].

The present chapter is organized as follows. First, an WCSPH method is developed using the RANS equations and a two-equation $k$–$\varepsilon$ model is formulated using the particle approach. Then the numerical model is employed to reproduce breaking in spilling and plunging waves in a sloped wave channel. The experimental data by [14] are used to check the model results. This reveals the importance of experimental data in these studies. The present chapter is aimed to describe some recent results obtained within the frame of numerical and experimental analyses of wave breaking. The new insight is the investigation of the ability of WCSPH with a $k$–$\varepsilon$ turbulence closure model to disclose the turbulence dispersion and the temporal and spatial evolutions of turbulence quantities in different types of breakers.

2. Mathematical formulation

A Lagrangian numerical model is developed to solve free surface turbulent flows. The flow field is governed by the Reynolds Averaged Navier–Stokes (RANS)
equations and the $k$–$\varepsilon$ turbulence equations [56]. These equations are solved by the WCSPH method in which an artificial compressibility is introduced to solve explicitly in time the equations of motion of an incompressible fluid.

Using the SPH approach, the fluid flow domain is initially represented by a finite number of particles. These particles can be viewed as moving numerical nodes, which move according to the governing equations and boundary conditions. Each discrete point is associated to an elementary fluid volume (or particle) $i$, which has position $x_i$ and constant mass $m_i$.

To find the value of $a(x,t)$ at a generic point $x$ an interpolation is applied from the nodal values $a_i(t)$ through a kernel function $W(x-x_i,\eta)$ as follows:

$$a(x,t) \approx <a(x,t)> = \sum_{j=1}^{N} \frac{m_j}{\rho_j} a(x_j,t) W(x_j-x,\eta)$$ (1)

where $\rho$ is the fluid density, and the summation is extended to all the $N$ particles located inside the sphere of radius $2\eta$ centered on $x$. The kernel function is continuous, non-zero only inside a sphere $x-x_i<2\eta$ and tends to the Dirac delta function when $\eta$ (defined as the smoothing length) tends to zero. There are different available kernel functions and the kernel operations can be inaccurate for cases where the particle distribution is non-uniform or the support for the interpolations is incomplete [55]; Quinlan et al., [57], Randles and Libersky [58] and Bonet and Lok [59] introduced a Kernel correction which ensure at least first-order consistency; however the corrected kernel is non-symmetric which leads to non-conservative interpolations.

Dehnen and Aly [60] showed that the Wendland kernel function [61] is more computationally convenient than the B-spline function, allowing better numerical convergence; Liu and Liu [62] showed that the quintic-spline function [63] is more effective in interpolating the second-order derivatives. The SPH computations discussed in the present paper were based on the cubic-spline kernel function proposed by [64] that is more effective in the simulation of several different hydraulic flows [65, 66].

The advantage of SPH approach is that differential operator applied to $a(x,t)$ can be approximated by making use of the gradient of the kernel function. For instance, the divergence $\nabla \cdot a(x,t)$ can be approximated by:

$$\nabla \cdot a(x,t) \approx <\nabla \cdot a(x,t)> = \sum_{j=1}^{N} \frac{m_j}{\rho_j} [a(x,t) - a(x_j,t)] \nabla W(x_j-x,\eta)$$ (2)

For further details on the different methods for SPH approximations of all the vector operators, the reader can see [67, 68]. In a Lagrangian frame, the Reynolds-averaged Navier–Stokes (RANS) equations and the $k$–$\varepsilon$ turbulence equations take the following form

$$\begin{align*}
\frac{D\rho}{Dt} + \rho \nabla \cdot v &= 0 \\
\frac{Dv}{Dt} &= \frac{1}{\rho} \nabla p + \frac{1}{\rho} \nabla \cdot T + g \\
p - p_0 &= c^2(\rho - \rho_0); T = \mu_T S
\end{align*}$$ (3)

where $v = (u, v)$ is the velocity vector, $p$ is pressure, $g$ is the gravity acceleration vector, $T$ is the turbulent shear stress tensor, $c$ is the speed of sound in the weakly
compressible fluid, $\mu_T$ is the dynamic eddy viscosity, $S$ is rate-of-strain tensor and the subscript 0 denotes a reference state for pressure computation.

The RANS equations (3) in the SPH semi-discrete form become

$$\begin{align*}
\frac{D\rho_i}{Dt} &= \sum_j m_j (v_i - v_j) \nabla W_{ij} \\
\frac{Dv_i}{Dt} &= -\sum_j m_j \left( \frac{p_i}{\rho_i^2} + \frac{p_j}{\rho_j^2} \right) \nabla W_{ij} + \sum_j \frac{m_j}{\rho_j} (T_i - T_j) \cdot \nabla W_{ij} + \mathbf{g} \\
p_i - p_0 &= c_i^2 (\rho_i - \rho_0); T_i = \mu_T S_i
\end{align*}$$

(4)

where $W_{ij}$ is a shorthand notation for $W(x_i - x_j, \eta)$, renormalized through a procedure which enforces consistency on the first derivatives to the 1st order [69], leading to a 2nd order accurate discretization scheme in space. The semi-discretized system (4) is then integrated in time by a 2nd order two-step XSPH explicit algorithm [70].

The momentum equation is then solved to yield an intermediate velocity field $\mathbf{v}$, which is then corrected through a smoothing procedure based on the values of the neighboring fluid particles.

$$\mathbf{v}_i = (1 - \phi_v) \mathbf{v}_i + \phi_v \left[ \frac{\sum_j \frac{m_j}{\rho_j} \mathbf{v}_j W_{ij}}{\sum_j \frac{m_j}{\rho_j} W_{ij}} \right]$$

(5)

using a velocity smoothing coefficient $\phi_v$. The corrected velocity value is then used to update the particle position and to solve the continuity equation. The new density values are finally used to compute pressure, according to the equation of state.

A pressure smoothing procedure is also applied to the difference between the local and the hydrostatic pressure values [71] in order to reduce the numerical noise in pressure evaluation which is present, in particular in WCSPH, owing to high frequency acoustic signals [72]. The present method is applied only to the difference between the intermediate pressure field $\mathbf{p}$ and the hydrostatic pressure gradient to ensure the conservation of total volume of the particle system for long time simulations [73].

The eddy viscosity coefficient $\mu_T = c_\mu k^2 / \varepsilon$ in Eq. (4) was evaluated through a $k$-$\varepsilon$ model by [74]:

$$\begin{align*}
\frac{Dk_i}{Dt} &= P_{ki} + \frac{1}{\sigma_k} \sum_j m_j \frac{\nu_{T_i} + \nu_{T_j}}{\rho_i + \rho_j} \frac{k_i - k_j}{r_{ij}^2 + 0.01h^2} r_{ij} \cdot \nabla W_{ij} - \varepsilon_i \\
\frac{De_i}{Dt} &= \frac{1}{\sigma_\varepsilon} \sum_j m_j \frac{\nu_{T_i} + \nu_{T_j}}{\rho_i + \rho_j} \frac{\epsilon_i - \epsilon_j}{r_{ij}^2 + 0.01h^2} r_{ij} \cdot \nabla W_{ij} + C_{e_1} \frac{\epsilon_i}{k_i} P_{ki} + C_{e_2} \frac{\epsilon_i}{k_i} \sum_j m_j \frac{1}{\rho_j} \epsilon_j W_{ij}
\end{align*}$$

(6)

where $k_i$ is the turbulent kinetic energy per unit mass, $\varepsilon$ is the dissipation rate of turbulent kinetic energy, $P_k$ is the production of turbulent kinetic energy depending on the local rate of deformation and $\nu_T$ is the eddy viscosity and $r_{ij} = x_i - x_j$. There are several empirical coefficients in the $k$-$\varepsilon$ turbulent closure model. In this paper the set of constant values recommended by [74], i.e., $c_\mu = 0.09$, $\sigma_k = 1$, $\sigma_\varepsilon = 1.3$, $C_{e_1} = 1.44$ and $C_{e_2} = 1.92,$ is adopted.

According to Eq. (6) both the production term and dissipation term for $\varepsilon$ become singular when $k$ approaches zero. Furthermore, no turbulence energy can be produced...
if there is no turbulent kinetic energy initially. Thus, it is necessary to “seed” a small amount of $k$ in both the initial condition and inflow boundary condition. In this paper the initial seeding of turbulent kinetic energy recommended by [75] is adopted.

3. Validation and application

3.1 Experimental set up

The results obtained from the numerical model outlined in the previous section have been validated against extensive experimental data [14], and then used to obtain further insight in the physics of the flow here analyzed.

The detailed experimental setup has been given in De Serio and Mossa [14]. Here only some important parameters are summarized.

Experiment was carried out in the wave flume 45 m long and 1 m wide of the Department of Civil, Environmental, Land, Building Engineering and Chemistry (DICATECh) of the Polytechnic University of Bari (Italy). A beach with constant slope of 1/20 is connected to a region with constant water depth of $h = 0.7$ m. The wave generating system is a piston-type one, with paddles producing the desired wave by providing a translation of the water mass, according to the proper input signal. The instantaneous Eulerian velocities were acquired by a backscatter, two-component, four beam Laser Doppler Anemometer (LDA) system and a Dantec LDA signal processor (58 N40 FVA Enhanced) based on the covariance technique. The wave elevations were measured with a resistance probe placed in the transversal section of the channel crossing the laser measuring volume.

Figure 1a–f show the different parts of the complex experimental apparatus, which comprises the LDA system, the resistance wave gauge system and the wavemaker system. Further details about the experimental tests can be found in [14].

A sketch view of the experimental setup is shown in Figure 2.

Table 1 shows the main parameters of the examined waves listed for each experiment, such as the offshore wave height $H_0$, the wave period $T$ and the deepwater wavelength $L_0$, estimated in section 76, where the bottom is flat and the mean water depth $h$ is equal to 0.70 m. In the experiments, the regular wave had a height $H_0 = 11$ cm and a period $T = 2.0$ s for the spilling breaker case (T1), while $H_0 = 6.5$ cm and $T = 4.0$ s were used to generate a plunging breaker (T2). Table 1 shows also the Irribarren number $\xi_0$, computed for the two tests from the following equation

$$\xi_0 = \frac{\tan \beta}{\sqrt{\frac{H_0}{L_0}}}$$

in which $\beta$ is the bottom slope angle.

Water surface elevations and velocities were measured at six different sections along the longitudinal axis of symmetry of the wave channel named 76, 55, 49, 48, 47, 46 and 45 (see Table 2). Specifically, for all two tests, section 48 was in the pre-breaking region, section 47 was where the incipient breaking occurred, while in sections 46 and 45, the wave re-arranged into a bore.

3.2 Numerical model setup and validation

The WCSPH method coupled with a $k-\varepsilon$ turbulence model has been employed to reproduce the above experiment. The computational domain has been reduced to be 20.0 m long so as to save computing expenses (Figure 3).
Figure 1.
Experimental apparatus: (a) LDA probe; (b) DANTEC FVA signal processor and process computer; (c) laser coherent Innova and Dantec 2D fiber flow optics; (d) process computer with a AD/DA board for the wavemaker control; (e) a part of the wave channel; (f) the wavemaker.

Figure 2.
Sketch view of experimental setup.

<table>
<thead>
<tr>
<th>$H_0$ (cm)</th>
<th>$T$ (s)</th>
<th>$L_0$ (m)</th>
<th>$d$ (m)</th>
<th>$ξ_0$</th>
<th>Breaking type</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>11</td>
<td>2</td>
<td>4.62</td>
<td>0.70</td>
<td>0.37</td>
</tr>
<tr>
<td>T2</td>
<td>6.5</td>
<td>4</td>
<td>10.12</td>
<td>0.70</td>
<td>0.74</td>
</tr>
</tbody>
</table>

Table 1.
Experimental parameters of the analyzed regular waves.
<table>
<thead>
<tr>
<th>Investigated section</th>
<th>Distance from paddles (m)</th>
<th>d (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Section 76</td>
<td>10.56</td>
<td>70.0</td>
</tr>
<tr>
<td>Section 55</td>
<td>19.80</td>
<td>31.0</td>
</tr>
<tr>
<td>Section 49</td>
<td>22.44</td>
<td>16.5</td>
</tr>
<tr>
<td>Section 48</td>
<td>22.88</td>
<td>14.0</td>
</tr>
<tr>
<td>Section 47</td>
<td>23.32</td>
<td>11.3</td>
</tr>
<tr>
<td>Section 45</td>
<td>24.20</td>
<td>8.5</td>
</tr>
</tbody>
</table>

Table 2.
Location of measurement sections.

Figure 3.
Sketch of the computational domain wave channel with location of the seven investigated sections, used to calibrate the numerical model.

Figure 4.
Instantaneous SPH velocity field in the SPH simulation of spilling wave (T1): (a) before; (b)–(c) during and (d)–(e) after breaking.
The adopted offshore boundary condition guarantees a regular development of the wave train before the sloping section of the channel and, therefore, does not influence the quality of the numerical solution, as shown by [32].

For both the two tests, the offshore boundary condition has been treated as dynamic boundary condition modeled by a numerical wave paddle also composed of ghost particles whose motion has been forced to obtain the frequency and amplitude of the wave paddle needed to generate the desired sinusoidal wave [76]. The initial water depth was set equal to 0.70 m. In the present simulations, the initial particle spacing $\Sigma = 0.022$ m, the value of $\eta/\Sigma = 1.5$ and $\varphi = 0.01$, recommended by De Padova et al. [32], have been adopted.

The instantaneous SPH particle distribution and velocity magnitude snapshots of the breaking wave are shown in Figures 4a–e and 5a–e, respectively, for the spilling and plunging breakers. These results show that the general features of wave breaking, collapsing and a turbulent bore propagating have been well captured by the SPH computations.

In order to further verify the accuracy of the SPH model the time series of wave elevations, horizontal and vertical velocities at the investigated sections (Figure 3)

![Instantaneous SPH velocity field in the SPH simulation of plunging wave (T2): (a) before; (b)–(c) during and (d)–(e) after breaking.](image-url)
have been compared with the experimental data of De Serio and Mossa [14]. As an example, in Figure 6a–c both laboratory and numerical wave surface elevations, and velocities at vertical sections 48 and 45 are plotted for T1, referring to the point located at 1 cm from the bottom. The agreement between the calibrated numerical results and the laboratory measurements is fairly good.

Figure 6. Instantaneous computed and measured (a) wave elevations, (b) horizontal and (c) vertical velocities in section 48 and section 45 for T1.
4. Results and discussion

One of the great advantages of the numerical models is their ability to show the evolutions of vorticity and turbulence quantities in the spatial and temporal domains, which are too expensive to be investigated by experiments. Using the SPH computational results, the turbulent kinetic energy distributions are shown in Figures 7a–e and 8a–e, respectively, for the spilling (T1) and plunging (T2) waves. For both breakers, the turbulence quantity has the largest values near the free surface and decreases into the water column. However, the results highlight that there exist fundamental differences in the dynamics of turbulence between the spilling and plunging breakers, which can be related to the processes of wave breaking production.

For the spilling wave (T1), higher turbulence levels are mainly concentrated in the breaking wave front and the highest turbulence level appears in the roller region (Figure 7d). After the breaking, as the wave propagates forward, the turbulence kinetic energy decreases (Figure 7e). Instead, the turbulence levels increase rapidly after the wave breaking for the plunging case (T2) as shown in Figure 8c–e.

![Figure 7](image_url)

*Figure 7.* Instantaneous turbulence intensity distributions in the SPH simulation of spilling wave (T1): (a) before; (b)–(c) during and (d)–(e) after breaking.
The maximum turbulence level is generated as the plunging jet touches down on the wave trough (Figure 8d) in sections 46–45 (Figure 2); After the breaking, the roller continues to spread downwards and therefore high turbulence levels are generated beneath the free surface after breaking (Figure 8e).

Using the SPH computational results, the vorticity maps are shown in Figures 9a–e and 10a–e, respectively, for the spilling and plunging waves. Vorticity is defined as

$$\omega = \frac{\partial u}{\partial z} - \frac{\partial v}{\partial x}$$

(8)

and is computed using instantaneous values of the horizontal and vertical velocity. As noted by several authors [77, 78], for both breakers (T1 and T2), when the breaking begins, positive vorticity occupies the whole region of the surface roller.

Figure 8.
Instantaneous turbulence intensity distributions in the SPH simulation of plunging wave (T2): (a) before; (b)–(c) during and (d)–(e) after breaking.
and spreads out over the whole water column. However, the vorticity levels increase rapidly after the wave breaking for the plunging case (T2) due to the strong impingement of the jet on the forward trough, inducing a propagation of the positive vorticity towards the bottom (Figure 10c–e).

Moreover, the results highlight that there exist differences in the dynamics of vorticity between the spilling and plunging breakers. In fact, only during spilling formation (T1), small structures of negative vorticity are generated, instead when the plunging breaker (T2) occurs the fluid is relatively free of negative vorticity regions.

Figures 11 and 12 show the comparison between the instantaneous map of vorticity and of the surface parallel convective acceleration for the spilling and plunging waves (T1 and T2) when the breaking begins at time step of Figures 9b and 10b, respectively. The surface parallel convective acceleration here has been computed following [79]. As noted by Dabiri and Gharib [80], for both breakers (T1 and T2), a flow deceleration (Figures 11b and 12b) occurs in the same location where peaks of positive vorticity appear (Figures 11a and 12a). Therefore, the present results confirm the findings by Dabiri and Gharib [80] that the vorticity is convected due to the sharp velocity gradient of the fluid near the free surface with respect to the fluid below.
Figure 10.
Instantaneous values of $\omega$ distributions in the SPH simulation of spilling wave ($T_2$): (a) before; (b)–(c) during and (d)–(e) after breaking.

Figure 11.
SPH simulation of spilling wave ($T_1$): (a) Vorticity map and (b) surface-parallel convective acceleration map.
5. Conclusions

In the present chapter a WCSPH method has been developed using the RANS equations and a two-equation $k$–$\varepsilon$ model has been formulated using the particle approach. Then the numerical model has been employed to reproduce breaking in spilling and plunging waves in a sloped wave channel. The experimental data by [14] have been used to check the model results. Finally, we have fully exploited the advantages of numerical modeling to disclose fundamental differences between the different types of breakers by investigating the temporal and spatial evolutions of turbulence quantities and vorticity field.

For the spilling wave (T1), during the pre-breaking and breaking stages, the maximum turbulence intensity has been generated near the free surface and decreases as the vortex moves downstream. Instead, the turbulence levels increased rapidly after the wave breaking for the plunging case (T2). In fact, the maximum turbulence level was generated as the plunging jet touches down on the wave trough and after the breaking, the roller continued to spread downwards and therefore high turbulence levels were generated beneath the free surface after breaking.

For both breakers (T1 and T2), analyzing the instantaneous vorticity distributions, when the breaking begins, positive vorticity has occupied the whole region of
the surface roller and has spread out over the whole water column. However, only during spilling formation (T1), small structures of negative vorticity have been generated, instead when the plunging breaker (T2) occurs the fluid was relatively free of negative vorticity regions.

Furthermore, comparing the instantaneous map of vorticity and of the surface parallel convective acceleration for the spilling and plunging waves (T1 and T2), the present results confirmed the findings by Dabiri and Gharib [80] that the vorticity was convected due to the sharp velocity gradient of the fluid near the free surface with respect to the fluid below.
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The book “Geophysics and Ocean Waves Studies” presents the collected chapters in two sections named “Geophysics” and “Ocean Waves Studies”. The first section, “Geophysics”, provides a thorough overview of using different geophysical methods including gravity, self-potential, and EM in exploration. Moreover, it shows the significance of rock physics properties and enhanced oil recovery phases during oil reservoir production. The second section, “Ocean Waves Studies”, is intended to provide the reader with a strong description of the latest developments in the physical and numerical description of wind-generated and long waves, including some new features discovered in the last few years. The section is organized with the aim to introduce the reader from offshore to nearshore phenomena including a description of wave dissipation and large-scale phenomena (i.e., storm surges and landslide-induced tsunamis). This book shall be of great interest to students, scientists, geologists, geophysicists, and the investment community.