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Preface

Computational optimization is an active and important area of study, practice, and 
research today. It covers a wide range of applications in engineering, science, and 
industry. It provides solutions to a variety of real-life problems in disciplines such 
as health, business, government, military, politics, security, education, and many 
more. Various problems can be transformed into optimization problems and then 
can be solved simply, accurately, and efficiently. This field is a source of revolution-
izing, facilitating and enhancing the exchange of knowledge among researchers 
involved in both the theoretical and practical aspects. It emphasizes various topics 
including large-scale optimization, unconstrained optimization, constrained opti-
mization, nondifferentiable optimization, combinatorial optimization, stochastic 
optimization, multi-objective optimization, linear programming, quadratic pro-
gramming, parametric programming, complexity theory, automatic differentiation, 
approximations, error analysis, sensitivity analysis, theoretical analysis, evolution-
ary computing, surrogate-based methods, simulated likelihood estimation, support 
vector machines, and others. This comprehensive reference explores the develop-
ments, methods, approaches, and surveys of computational optimization in a wide 
variety of fields and endeavors. It focuses on optimization techniques, algorithms, 
analysis, applications, fields, nature of problems, and more. 

This book compiles original and innovative findings on all aspects of computational 
optimization. It presents various examples of optimization including cost, energy, 
profits, outputs, performance, and efficiency. It also discusses different types 
of optimization problems like nonlinearity, multimodality, discontinuity, and 
uncertainty. The book also addresses various real-life applications of computational 
optimization in the fields of science, engineering, industry, health, business, gov-
ernment, military, information technology, and others. The book provides research-
ers, practitioners, academicians, military professionals, government officials, and 
other industry professionals with an in-depth discussion of the latest advances in 
the field. It consists of thirteen chapters in different areas of interest. 

Kamiński starts the book with the first chapter on “Optimization Directions for 
Monitoring of Ground Freezing Process for Grzegorz Shaft Sinking.” It discusses 
the sinking of the Grzegorz mineshaft in the Silesian Coal Basin in the United 
States, which is the first mineshaft sunk in the 21st century using a ground freezing 
method. Work carried out by the Shaft Sinking Company (PBSz S.A.) is character-
ized by a high level of innovativeness. Geophysical measurements were conducted 
to optimize the ground freezing process and its monitoring. Data gathered during 
research was used as a starting point for optimizing particular fields during the 
Grzegorz shaft sinking, as well as for use in future similar ventures. Proposed solu-
tions might bring real improvements for the safety and effectiveness of the work as 
well as for economic factors. Conducted tests and analysis aimed at improving the 
monitoring of shape, size, and quality of the frozen rock mass column in a safe and 
reliable manner.

Chapter 2, “A Novel PID Robotic for Speed Controller Using Optimization Based 
Tune Technique” by Alkhafaji et al., investigates efforts to optimize coefficient 
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gains, which is a significant issue for a proportional–integral–derivative (PID) 
controller. The authors propose massive tuning methods to resolve this problem, 
but there is little attention paid to optimize minimization time response signifi-
cantly. The authors propose a technique to maximize optimization PID gains for the 
DC motor controller by combining a proper tuning method with a single-input and 
single-output (SISO) optimization toolbox using optimization-based tune (OBT) 
techniques that can be utilized for the greatest precision controller. A comparative 
study is carried out by applying five different tuning methods to obtain a proper 
tuning controller to then be combined with the SISO optimization toolbox. The 
utilized tuning methods include Robust Auto-Tune (RAT), Ziegler–Nichols (Z-N), 
Skogestad Internal Model Control (SIMC), Chien–Hrones–Reswick (CHR), and 
Approximate M-Constrained Integral Gain Optimization (AMIGO). The perfor-
mance of all OBT tuning methods are analyzed and compared using the MATLAB/
SISO tool environment, where efficiency is assessed based on time response char-
acteristics (Ti) in terms of dead time (td), rise time (tr), settling time (ts), peak 
time (tp), and peak overshoot (Pos). The simulation results of the AMIGO-based 
proposal show a significant reduction time response measured in microseconds 
(µs). The novel feature of the proposed study is that it provides superior balancing 
between robustness and performance. 

In Chapter 3, “Highway PC Bridge Inspection by 3.95 MeV X-Ray/Neutron Source,” 
Uesaka et al. develop portable 950 keV/3.95 MeV X-ray/neutron sources and apply 
them to the inspection of PC concrete thicker than 200 mm within a reason-
able measuring time of seconds to minutes. T-girder-, Box- and slab- bridges are 
considered as part of the study. The authors suggest that it is time to begin X-ray 
transmission inspection for highway bridge (box) using 3.95 MeV X-ray sources in 
Japan. By obtaining X-ray transmission images of no-grout-filling in PC sheath and 
thinning of PC wires, they plan to carry out numerical structural analysis to evalu-
ate the degradation of strength. Finally, the authors propose a technical guideline 
of nondestructive evaluation (NDE) of PC bridges taking into account both X-ray 
inspection and structural analysis. It has also been attempted to detect rainwater 
detection in PC sheath, and asphalt and floor slab by the 3.95 MeV neutron source. 
This is expected to be an early degradation inspection. Preliminary experiments are 
done on X-ray transmission imaging of PC wires and on-grout-filling in the same 
height PCs in 450–750-mm thick concretes. Moreover, the chapter also explains 
neutron backscattering detection of water in a PC sheath.

Chapter 4, “Incremental Linear Switched Reluctance Actuator,” by Lachheb and 
Amraoui describes that linear switched reluctance actuators are a focus of study for 
many applications because of their simple and robust electromagnetic structure. 
This is despite their lower thrust force density when compared with linear perma-
nent magnet synchronous motors. This chapter deals with an incremental linear 
actuator, which has switched reluctance structure. It mentions different topologies 
of linear incremental actuators. The chapter places special focus on the switched 
reluctance linear actuator following the explanation of its operating principles. In 
addition, the authors develop an analytical model of the proposed actuator without 
taking account of the saturation in the magnetic circuit. Finally, the authors present 
control techniques that can be applied to the studied actuator.

In Chapter 5, “A Survey on Weapon Target Allocation Models and Applications,” 
Ghanbari et al. discuss Command and Control (C2), Threat Evaluation (TE), and 
Weapon Target Allocation (WTA). To build an automated system in this area after 
modelling TE and WTA processes, the models must be solved and an optimal 

IV

solution must be found. This setting demands instantaneous operational plan-
ning and decision-making under inherent severe stress conditions. The associated 
responsibilities are usually divided among a number of operators and computer-
ized decision support systems that aid these operators during the decision-making 
process. This chapter surveys the literature in the area of WTA systems with an 
emphasis on modelling and solving methods.

In Chapter 6, “A Review on Advanced Manufacturing Techniques and Their 
Applications” Patel and Kilic present a review on advanced manufacturing tech-
niques and their applications. Advancement in manufacturing processes has drawn 
great interest from researchers and industry. It makes the process of manufacturing 
more productive and efficient. Advanced technology in manufacturing combines 
different manufacturing processes with similar objectives. This may include 
increasing material removal rate, improving surface integrity, reducing tool wear, 
reducing production time, and extending application areas. A combination of dif-
ferent processes is called a “hybrid” process. Hybrid processes open up new oppor-
tunities and applications for manufacturing various components that are not able to 
be produced economically by processes on their own. This chapter reviews the clas-
sification of current manufacturing processes based on the nature of the processing. 
It also includes reviews of existing and widely used manufacturing processes. 

Chapter 7, “Stress-Strain Relationship: Postulated Concept to Understand Genetic 
Mechanism Associated with a Seismic Event” by Verma et.al, proposes a design 
methodology for monitoring earthquakes and detecting and tracking micro-seismic 
changes in the earthquake prediction system. The alert device includes sensors 
drastically different from current early warnings using the dozens of seismometers 
network across seismically active regions for the measurement of small accelera-
tion signals directly. Specifically, first of all, it deals with the low-noise stage of the 
instruments measuring low-noise velocity signals. In this proposal, strain develops 
over time in the overlying stratum at a right angle to the applied shearing (max) 
stress. It obeys the internal friction of the stratum, available seismic energy, and 
laws of the stress-strain relationship. Using estimated energy (seismic), stress accu-
mulation, the addition or subtraction in the strain rate due to stress developed, can 
be analyzed for a seismic event. This concept may lead to a better understanding of 
stress generation (build-up, transfer, and final drop). The chapter also proposes a 
methodology to identify the type of data to be used for spectral analysis in earth-
quake seismology and the type of instrument that can be used for data acquisition.

Chapter 8, “Nature Inspired Metaheuristic Approach for Best Tool Work 
Combination for EDM Process,” by Bose and Pain discusses the use of electric dis-
charge machining (EDM) with different types of tools like copper, aluminum, and 
brass while machining high-carbon high- chromium (HCHCr), hot die steel (HDS), 
and oil-hardened nitride steel (OHNS) workpiece material. The authors determine 
the most efficient tool material for different workpiece materials while satisfying 
the contradictory objectives of high material removal rate (MRR) and low tool wear 
rate (TWR). The experimental data are trained and validated using an artificial 
neural network (ANN). Finally, the results obtained through a genetic algorithm 
are hybridized with a fuzzy multi-criteria decision making (MCDM) technique to 
obtain a single parametric combination of the process control parameters that satis-
fies these two contradictory objectives simultaneously.

Global optimization in the 4D nonlinear landscape generates different types of par-
ticles, waves, and extremals of power sets and singletons. In Chapter 9, “Atomistic 
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Mathematical Theory for Metaheuristic Structures of Global Optimization 
Algorithms in Evolutionary Machine Learning for Power Systems,” Lissner 
describes the atomistic mathematical theory for metaheuristic structures of global 
optimization algorithms in evolutionary machine learning for power systems. This 
chapter demonstrates the range of optimal problem-solving solution algorithms. 
Here, once, particles, or atoms of the ontological blueprint are generated inherently 
from the fractional optimization algorithms in metaheuristic structures of compu-
tational evolutionary development. These stigmergetics are applicable to incremen-
tal machine learning regimes for computational power generation and relay, and 
information management systems.

Chapter 10, “Ultrasonic Detection of Down Syndrome Using Multiscale Quantizer 
with Convolutional Neural Network” by Simon and Kavitha discusses echogenic 
intracardiac focus (EIF), which is one of the possible symptoms of Down syndrome 
(DS). In comparison to other symptoms like nasal bone hypoplasia and increased 
thickness in the nuchal fold, EIF is rare in DS. Hence, recommending pregnant 
women with EIF to undergo diagnostic processes like amniocentesis, chorionic vil-
lus sampling (CVS), and percutaneous umbilical cord blood sampling (PUBS) is not 
always the right choice, as these processes may result in serious adverse effects like 
miscarriage and uterine infections. This chapter presents a new ultrasonic method 
to detect EIF. It entails two stages: the training phase and the testing phase. The 
training phase aims at learning the features of EIF that can cause DS, whereas the 
testing phase classifies EIF into DS positive or DS negative based on the knowledge 
cluster formed during the training phase. A new algorithm, a multiscale quantizer 
with a convolutional neural network, is used in the training phase. An enhanced 
learning vector classifier is used in the testing phase to differentiate normal EIF 
from EIF causing DS. The performance of the proposed system is analyzed in terms 
of sensitivity, accuracy, and specificity.

Wireless sensor networks (WSNs) are used in diverse applications in the fields of 
military, agriculture, health care, medical monitoring, and more. The main issue 
of WSNs is energy consumption. Clustering with k-means is a successful technique 
for achieving a prolonged network lifetime using less energy. Chapter 11, “K-Means 
Efficient Energy Routing Protocol for Maximizing Vitality of WSNs” by Fatima et 
al. discusses the low-energy adaptive clustering hierarchy (LEACH) protocol, which 
is integrated with clustering where the choice of a number of clusters and their 
hierarchy uses the k-means method and the distance between nodes and residual 
energy. Clustering k-means gives the best partition with cluster separation. This 
chapter discusses related work using k-means to improve the vitality of WSNs. In 
addition, the chapter proposes an adaptation protocol. The simulation results using 
MATLAB show that the proposed protocol outperforms the LEACH protocol and 
optimizes the nodes’ energy and the network’s lifetime.

Today, Information Technology (IT) assists in providing main infrastructures for 
conducting business. Initially, IT emerged to automate business operations. As 
such, IT has been able to make business operations more effective due to its nature 
as a business enabler. Consequently, resource-based business efficiency is also the 
cornerstone of utilizing IT. Recently, IT has become over-the-top (OTT), where 
IT is the basic layer for conducting online business. In the current literature, the 
business operations rely on qualitative estimates and are not based on quantitative 
estimates. In Chapter 12, “Information Technology Value Engineering (ITVE),” 
Abdurrahman discusses Information Technology Value Engineering (ITVE). This 
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chapter offers an IT value model whose value estimation can be done quantitatively 
using the Partial Adjustment Valuation (PAV) approach.

The book closes with Chapter 13, “Multi-Agent Implementation of Filtering 
Multiset Grammars” by Sheremet, who discusses the multi-agent implementation 
of filtering multiset grammars. This chapter is dedicated to the application of multi-
agent technology to generate sets of terminal multisets (TMS) defined by filtering 
multiset grammars (FMG). The proposed approach is based on the creation of a 
multi-agent system (MAS), corresponding to specific FMG in such a way that every 
rule of FMG is represented by an independently acting agent. Such MAS provides a 
high-parallel generation of TMS and may be effectively used in any proper hard-
ware environment. The chapter ends with a discussion of the directions for further 
developing the proposed approach.
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Chapter 1

Optimization Directions for 
Monitoring of Ground Freezing 
Process for Grzegorz Shaft Sinking
Paweł Kamiński

Abstract

Grzegorz shaft is the first mine shaft sunk in 21st century in Silesian Coal Basin 
in USA of ground freezing method. Work carried out by Shaft Sinking Company 
(PBSz S.A.) is characterized by high level of innovativeness. Geophysical measure-
ments were conducted to find directions of optimization of ground freezing process 
and its monitoring. Data gathered during research is a starting point for finding 
directions of optimization of particular fields during Grzegorz shaft sinking, as well 
as to be used in future similar ventures. Proposed solutions might have bring real 
improvements for safety and effectiveness of work and also for economic factors. 
Conducted tests and analysis aim at improvement of monitoring of shape, size and 
quality of frozen rock mass column in a safe and reliable manner.

Keywords: mine shaft, ground freezing, mine safety, geophysics measurements, 
monitoring methods in mining and civil engineering

1.  Introduction. Grzegorz shaft: The first shaft in Silesian Coal Basin 
sunk using ground freezing method in 21st century

Grzegorz shaft is one of the biggest today’s projects in Polish mining industry. 
Difficult conditions in its geological cross-section forced application of special 
shaft sinking method, which is ground freezing. This method was in common use in 
Silesian Coal Basin back in the days, but nowadays it is rarely used, mostly because 
of a small number of new shafts sunk. This venture was entrusted to Shaft Sinking 
Company (PBSz S.A.), part of the JSW Group and a leader of highly specialized 
mining services market in Poland. Company has got 75 years of experience in shaft 
sinking, including projects in extremely hard conditions, as well as in use of ground 
freezing method [1].

Application of typical shaft sinking method in case of Grzegorz shaft is impossi-
ble because of high rock mass’ water accumulation and rock’s low soaking resilience. 
Utilization of different methods, such as rock mass drainage and grouting, were 
analyzed, but expected low effectiveness effected in their abandonment. As the 
most effective, safe and reliable, ground freezing method was chosen for purpose 
of Grzegorz shaft sinking. Its essence is creating a column of frozen ground and it 
is realized by pumping freezing medium to boreholes. Mine shaft is sunk in such 
prepared rock mass using traditional methods, such as drill sand blasts. Column of 
frozen soils and rocks prevents shaft heading from flooding. It can also play a role 
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of sidewall’s support, as frozen rocks and soils are characterized by higher strength 
than those in natural state. Principles of ground freezing method and solution used 
for Grzegorz shaft sinking was described in details in following sections [1–3].

Grzegorz shaft was designed as a downcast, man and material shaft. Its inner 
cross-section is circle with a diameter of 7,5 m. Ordinate of surface level is +258,0 m 
and its depth is 870,0 m [3].

Shaft sinking is a huge and complicated venture, especially in terms of difficult 
geological conditions. However, Grzegorz shaft sinking is characterized by high 
level of innovativeness. One of the biggest innovations is application of the same 
head frame for both processes of sinking and regular operation of Grzegorz shaft. 
It is a first such case in Polish coal mining. Up to now, every mine shaft in Polish col-
lieries was sunk using head frame of special construction, which were then disas-
sembled and final head frame was built. But innovative way of thinking applies also 
to other areas of design and construction of Grzegorz shaft. Geophysical survey 
was conducted to determine new directions of optimization for processes of shaft 
sinking in a frozen rock mass and monitoring of ground freezing process [3].

2. Ground freezing method

The essence of special method of shaft sinking, which is ground freezing 
method is freezing of aquifers and then shaft sinking in frozen rock mass, using tra-
ditional methods, such as drills and blasts. It was primarily used in 1862 in England. 
Rock mass was frozen by freezing medium flow through a spiral pipe placed on a 
surface of quicksand’s layer. In 1883 in Archibald mine, located near Schneidlingen, 
rock mass was frozen using technology similar to the one used nowadays. In 
Siberia’s gold mines in 1940’s shaft sinking method utilizing natural ground freez-
ing was commonly used. It was then neglected, because of low effectiveness [4].

Low temperatures needed for freezing of soils and rocks around sunk shaft 
are obtained by heat of freezing medium transition from liquid to gas. The most 
common freezing medium is ammonia NH3. Freezing boreholes are drilled around 
contour of the shaft. Distance between them is 0,9 to 1,2 m. They are equipped with 
casing pipe, so called freezing pipes, with diameter between 100 and 160 mm and 
pipes with diameter of 25–45 mm inside the freezing pipes. They are called inlet 
or inflow pipes, and are shorter than borehole depth (pipe do not reach borehole’s 
bottom). Freezing medium is brought to a freezing ring on the surface, where it 
is distributed to freezing boreholes. It is then pumped into the boreholes through 
inflow pipes. Freezing medium flows between casing and inlet pipes, cooling rocks 
and soils via conduction. Constant rock mass cooling leads to freezing of water 
inside soils and rocks. Column of frozen ground develops around the freezing bore-
hole. Such columns around numerous boreholes combine with each other, which 
effects in development of one cylinder of frozen ground around the outline of the 
shaft. This column of frozen soils and rocks prevents shaft heading from flooding 
and resists pressure of water and rock mass [4–11].

Various liquids can be pumped into freezing boreholes, such as aqueous solu-
tions of calcium, sodium or magnesium chloride. All of them are characterized by 
low freezing temperature. The role of refrigerant is heat carrying, transferring it 
from rock mass to evaporator. It flows through freezing pipes in boreholes, collector 
and evaporator, where it is cooled down [4].

Strength of frozen rock or soil is higher than in natural state. The highest com-
pressive strength characterizes frozen gravel and coarse-grained sand. Fine-grained 
sands and clays have lower compressive strength. Strength of frozen ground is also 
dependent on ice strength, which is related to ice grains’ size and freezing time.  
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As rule of thumb, the faster freezing process the higher ice strength. Time of freez-
ing depends on conductivity of casing pipes, freezing installation effectiveness and 
amount of heat to transfer [4–7].

Project of ground freezing has to be preceded by precise geological and 
hydrogeological measurements in the vicinity of designed shaft. In particular, it is 
important to identify hydrogeological conditions, such as number of aquifers, their 
depth and range, water pressure and its chemism [4, 8].

3. Geological conditions

3.1 Geological structure

Hydrogeological, geological and engineering conditions were determined on 
basis of data collected from boreholes G-8 and G-8bis, drilled specifically for this 
purpose. Stratigraphic profile in axis of the designed Grzegorz shaft consists of:

• Quaternary formations between 0,00 and 40,43 m – layers of sands, clay and 
aggregate;

• Tertiary formations between 40,43 and 114,43 m – layers of slit, clay, aggre-
gate, claystone and limestone;

• Triassic formations between 114,3 and 234,93 m – layers of dolomite, lime-
stone, clay, sandstone and mudstone;

• Carboniferous formations below 234,93 m – layers of sandstone, claystone 
and hard coal.

3.2 Hydrogeological conditions

Four aquifers with sixteen water bearing horizons are located in Grzegorz shaft 
profile. In quaternary formations there are two water bearing horizons, both with 
confined water table. It is fed by rainwater. Reservoir rocks are clays, sands and 
aggregates. Tertiary aquifer consists of single water bearing horizon with confined 
water table. It is also fed by rainwater. Reservoir rock is a limestone. Three water 
bearing horizons occur in Triassic aquifer, all of them with confined water table, 
also fed by rainwater. Reservoir rocks are dolomite, limestone, mudstone and sand-
stone. There are ten water bearing horizons in Carboniferous aquifer. Reservoir rock 
for all of them is sandstone. All horizons are also characterized by confined water 
table. There are fed by water infiltrating from upper stratigraphic layers.

Estimated water infiltration to the shaft heading from different aquifers varies 
between 0,057 to 0,926 m3/min. Total expected water supply is equal 5,957 m3/min.

3.3 Engineering conditions

According to observations made during drilling G-8bis borehole and laboratory 
tests of core sample there are seven different geotechnical zones, characterized with 
different geotechnical parameters.

It was found that there are extremely difficult geological conditions in zones 
I, III, V and VI, caused by low soaking resilience of rocks and high accumulation 
of water. Shaft sinking in such conditions is impossible without utilization of 
special methods, because there is a real threat of problems with sidewalls’ stability. 
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Figure 2. 
Freezing channel [3]. a) Freezing channel model, b) cross-section of freezing channel between refrigeration 
plant and shaft; c) freezing channel around the shaft; 1: Inlet pipeline, 2: Outlet pipeline, 3: Rack.

Occurrence of these geotechnical zones enforced utilization of ground freezing 
method for Grzegorz shaft sinking.

4. Freezing installation and boreholes’ construction

4.1 Freezing installation

Freezing installation consists of refrigeration plant (primary system) and 
secondary system and it is suited for cooling calcium chloride aqueous solution to 
−35°C [1, 3].

Primary system includes three freezing units, so called chillers PAC SAB 283 E 
eco, which freezing medium is ammonia. They are cooled by cooling towers Evapco 
AT 18-3 M14. Refrigeration plant consist also of isolated pipes for brine transfer, 
brine tank, discharge tank, water treatment station, eight pumps and armature. 
Model of refrigeration plant is presented on Figure 1.

Figure 1. 
Refrigeration plant [3].
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Secondary system is basically a channel used to transfer coolant from refrigera-
tion plant to freezing boreholes. The channel consists of two main parts, one of 
them is a circle channel around the shaft outline (containing freezing ring), the 
other one is a channel between freezing ring and refrigeration plant.

Freezing channel contains two pipelines with diameter of 350 mm – inlet and 
outlet pipelines and one venting pipeline with diameter of 65 mm. Around the shaft 
outline, pipelines are circle-shaped and form so-called freezing ring. Freezing bore-
holes’ pipes are connected directly to the freezing ring. Model of secondary system 
of freezing installation and cross-sections of channels are shown on Figure 2.

4.2 Freezing boreholes

For purpose of Grzegorz shaft sinking, 40 freezing and 3 control boreholes were 
designed and drilled. They are marked with numbers from M1 to M40 (freezing bore-
holes) and from T1 to T3 (control boreholes; one of them is previously drilled borehole 
G-8bis). Control boreholes are located on common axis, out of the freezing boreholes’ 
circle. Their task is to inspect shape and size of frozen ground column. Depth of all 
boreholes is equal 485 m (bottom 10 meters are filled with concrete) [12].

Distance between freezing boreholes varies in practice between 0,9 and 1,3 m. It 
is determined according to:

• required size of frozen ground cylinder,

• economic factors,

• time required.

In case of Grzegorz shaft sinking distance between freezing boreholes was calcu-
lated at about 1,25 m. Parameters of freezing boreholes are presented in Table 1.

Construction of freezing boreholes:

• 0–2,0 m – lining pipe Ø508 mm (20″)

• 2,0–40,0 m – borehole’s diameter Ø311 mm – 12 1/4″ (rotary drill bit Ø311 mm)

• 40–485 m – borehole’s diameter Ø216 mm – 8 1/2″ (rotary drill bit Ø216 mm)

Figure 3 presents arrangement of freezing and control boreholes and Grzegorz 
shaft’s cross-section. Description of shaft’s elements represents state of construction 
at the moment of beginning of drilling.

No. Parameter Value

1. Number of freezing boreholes 40 pcs

2. Distance between boerholes 1,25 m

3. Diameter of freezing boreholes circle 16 m

4. Depth of freezing boreholes 485 m (including 10 m of concrete)

5. Casing pipes diameter Ø139,7 mm × 8,0 mm

6. Inflow pipes diameter Ø75,0 × 4,5 mm

7. Refrigerant CaCl2 aqueous solution

Table 1. 
Parameters of freezing boreholes.
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Figure 2. 
Freezing channel [3]. a) Freezing channel model, b) cross-section of freezing channel between refrigeration 
plant and shaft; c) freezing channel around the shaft; 1: Inlet pipeline, 2: Outlet pipeline, 3: Rack.

Occurrence of these geotechnical zones enforced utilization of ground freezing 
method for Grzegorz shaft sinking.

4. Freezing installation and boreholes’ construction

4.1 Freezing installation

Freezing installation consists of refrigeration plant (primary system) and 
secondary system and it is suited for cooling calcium chloride aqueous solution to 
−35°C [1, 3].

Primary system includes three freezing units, so called chillers PAC SAB 283 E 
eco, which freezing medium is ammonia. They are cooled by cooling towers Evapco 
AT 18-3 M14. Refrigeration plant consist also of isolated pipes for brine transfer, 
brine tank, discharge tank, water treatment station, eight pumps and armature. 
Model of refrigeration plant is presented on Figure 1.

Figure 1. 
Refrigeration plant [3].
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Secondary system is basically a channel used to transfer coolant from refrigera-
tion plant to freezing boreholes. The channel consists of two main parts, one of 
them is a circle channel around the shaft outline (containing freezing ring), the 
other one is a channel between freezing ring and refrigeration plant.

Freezing channel contains two pipelines with diameter of 350 mm – inlet and 
outlet pipelines and one venting pipeline with diameter of 65 mm. Around the shaft 
outline, pipelines are circle-shaped and form so-called freezing ring. Freezing bore-
holes’ pipes are connected directly to the freezing ring. Model of secondary system 
of freezing installation and cross-sections of channels are shown on Figure 2.

4.2 Freezing boreholes

For purpose of Grzegorz shaft sinking, 40 freezing and 3 control boreholes were 
designed and drilled. They are marked with numbers from M1 to M40 (freezing bore-
holes) and from T1 to T3 (control boreholes; one of them is previously drilled borehole 
G-8bis). Control boreholes are located on common axis, out of the freezing boreholes’ 
circle. Their task is to inspect shape and size of frozen ground column. Depth of all 
boreholes is equal 485 m (bottom 10 meters are filled with concrete) [12].

Distance between freezing boreholes varies in practice between 0,9 and 1,3 m. It 
is determined according to:

• required size of frozen ground cylinder,

• economic factors,

• time required.

In case of Grzegorz shaft sinking distance between freezing boreholes was calcu-
lated at about 1,25 m. Parameters of freezing boreholes are presented in Table 1.

Construction of freezing boreholes:

• 0–2,0 m – lining pipe Ø508 mm (20″)

• 2,0–40,0 m – borehole’s diameter Ø311 mm – 12 1/4″ (rotary drill bit Ø311 mm)

• 40–485 m – borehole’s diameter Ø216 mm – 8 1/2″ (rotary drill bit Ø216 mm)

Figure 3 presents arrangement of freezing and control boreholes and Grzegorz 
shaft’s cross-section. Description of shaft’s elements represents state of construction 
at the moment of beginning of drilling.

No. Parameter Value

1. Number of freezing boreholes 40 pcs

2. Distance between boerholes 1,25 m

3. Diameter of freezing boreholes circle 16 m

4. Depth of freezing boreholes 485 m (including 10 m of concrete)

5. Casing pipes diameter Ø139,7 mm × 8,0 mm

6. Inflow pipes diameter Ø75,0 × 4,5 mm

7. Refrigerant CaCl2 aqueous solution

Table 1. 
Parameters of freezing boreholes.
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5. Geophysical measurements

Monitoring of phenomena occurring in frozen rock mass is crucial for safety of 
the whole process of shaft sinking using ground freezing method. It is not an easy 
task, though. Number of geophysical measurements were conducted on Grzegorz 
shaft’s construction plant in order to optimize process of ground freezing and 
monitoring of frozen rock mass. On a basis of gathered data, practical aspects of 
presented methods were analyzed.

Potential measuring methods assumed possible to use for Grzegorz shaft moni-
toring were [13]:

• vertical seismic profiling,

• transmission tomography,

• seismic interferometry,

• surface wave analysis,

• reflection seismology.

Surface waves analysis allows estimation of velocity of transverse wave behind the 
shaft lining, within few meters. Utilization of reflection seismology helps to anticipate 
geological faults and some of the parameters of rock mass. Especially prior recognition 
of faults plays critical role in safety of miners working in the shaft’s heading, as well as 
for economic factors. Application of proposed methods has to be carefully considered 
and tested in real-life condition. Unfortunately, it was impossible, because of the small 
depth (20 meters) of Grzegorz shaft during measurement session. Initial assumptions 
involve utilization of geophones in short distance from shaft’s heading [13].

An objective of tomography test is estimation of 2D wave velocity field between 
adjacent boreholes. Tests were carried out using vibration source of special con-
struction, made especially for purpose of these tests. This device is presented on 
Figure 4. Two tests were made, first of them with utilization of probe consisting of 

Figure 3. 
Arrangement of freezing and control boreholes and cross-section of Grzegorz shaft [1].
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four hydrophones with own frequency of 500 Hz and another one with using two 
probes equipped with three hydrophones with own frequency of 100 Hz [13].

The results obtained prove that monitoring of the frozen rock mass column 
using probes and vibration source is possible. High financial expenditures needed 
for vibration source construction (prototype used for tests is suited for use in 
control boreholes, final vibration source for use in freezing boreholes has to be 
constructed) and problematic technology of testing caused neglecting of further 
development of such solution [13].

Utilization of scattered waves allows monitoring of deformational phenomena 
occurring in rock mass. The appearance of cracks, rifts and microfractures affects 
velocity of wave propagation and its amplitude. What is even more important in 
case of ground freezing is high sensitivity of coda wave velocity for (even small) 
temperature changes in rock mass [13–16].

Utilization of seismic interferometry was proposed for purpose of monitoring 
of phenomena occurring in frozen rock mass caused by temperature changes in 
the vicinity of the Grzegorz shaft. Sources of seismic noise, which is needed for 
such measurements, are operating freezing boreholes. This method of monitoring 
provides near real-time information.

Tests were conducted to prove correctness of initial assumptions. Measurements 
were carried out using two probes consisting of three hydrophones with own 
frequency of 100 Hz each. Figure 5 presents 5-minute record of seismic noise. 
Channels 0, 1 and 2 represent hydrophones located in control borehole T2, channels 
3, 4 and 5 represent hydrophones used in borehole T1, located closer to freezing 
boreholes. High amplitude values about 13:02 are caused by tests of vibration source 
used in the tomography measurements.

From the practical point of view, the most relevant is the period of station-
ary seismic noise. It is probably an effect of freezing boreholes operation and its 
frequency varies between 10 and 200 Hz Figure 6. Presents record and spectrogram 
of channel 0. Spectrogram’s scale upper limit is 300 Hz.

On the basis of scattered wave interferometry correlation functions, represent-
ing estimated scattered wave propagation between hydrophones, were obtained. 
Further tests and analysis are required for purpose of utilization of this method for 
real life application, including tests covering long time period of measurement.

To sum up, coda wave interferometry method can be used in practice, for moni-
toring of ground freezing process and become convenient and reliable monitoring 
method. High sensitivity for temperature changes can prevent potential unexpected 
failures, which are real threat for miners working in the shaft heading and for shaft 

Figure 4. 
A view of vibration source prototype.
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using probes and vibration source is possible. High financial expenditures needed 
for vibration source construction (prototype used for tests is suited for use in 
control boreholes, final vibration source for use in freezing boreholes has to be 
constructed) and problematic technology of testing caused neglecting of further 
development of such solution [13].
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occurring in rock mass. The appearance of cracks, rifts and microfractures affects 
velocity of wave propagation and its amplitude. What is even more important in 
case of ground freezing is high sensitivity of coda wave velocity for (even small) 
temperature changes in rock mass [13–16].

Utilization of seismic interferometry was proposed for purpose of monitoring 
of phenomena occurring in frozen rock mass caused by temperature changes in 
the vicinity of the Grzegorz shaft. Sources of seismic noise, which is needed for 
such measurements, are operating freezing boreholes. This method of monitoring 
provides near real-time information.

Tests were conducted to prove correctness of initial assumptions. Measurements 
were carried out using two probes consisting of three hydrophones with own 
frequency of 100 Hz each. Figure 5 presents 5-minute record of seismic noise. 
Channels 0, 1 and 2 represent hydrophones located in control borehole T2, channels 
3, 4 and 5 represent hydrophones used in borehole T1, located closer to freezing 
boreholes. High amplitude values about 13:02 are caused by tests of vibration source 
used in the tomography measurements.

From the practical point of view, the most relevant is the period of station-
ary seismic noise. It is probably an effect of freezing boreholes operation and its 
frequency varies between 10 and 200 Hz Figure 6. Presents record and spectrogram 
of channel 0. Spectrogram’s scale upper limit is 300 Hz.

On the basis of scattered wave interferometry correlation functions, represent-
ing estimated scattered wave propagation between hydrophones, were obtained. 
Further tests and analysis are required for purpose of utilization of this method for 
real life application, including tests covering long time period of measurement.

To sum up, coda wave interferometry method can be used in practice, for moni-
toring of ground freezing process and become convenient and reliable monitoring 
method. High sensitivity for temperature changes can prevent potential unexpected 
failures, which are real threat for miners working in the shaft heading and for shaft 

Figure 4. 
A view of vibration source prototype.
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itself. However, this method has to be tested in long period tests, spanning for 
several days, as well as in situation of controlled stoppage of operation of freezing 
borehole, to check if the monitoring system work well in hazardous situation [13].

The most promising data was obtained in a test of vertical seismic profiling. 
Tests were conducted using device with parameters presented in Table 2. The 
source of seismic wave was generated on the surface in the near vicinity of a bore-
hole by a 5 kg sledgehammer [13, 17, 18].

Figure 6. 
Record and spectrogram of channel 0.

Figure 5. 
Example of seismic noise record.
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Figure 7 presents results of seismic record initial analysis for single measure-
ment in the borehole T1. Traces were filtered in frequency range between 150 and 
800 Hz and normalized to common average. Regular amplitudes, effecting from 
wave propagation, can be observed in the figure.

Basing on data obtained from profiling boreholes T1, T2 and T3, a collective 
map of wave velocity distribution was computed. It is limited to a depth where data 
obtained is characterized by high quality. Resulting map is shown in Figure 8.

There is a relationship between temperature (data collected at the beginning of 
ground freezing process), presented in Figure 9, and velocity distribution, shown 
in Figure 10. Data obtained from borehole T1 was chosen for presentation, because 
of the shortest distance to freezing boreholes.

Temperature and wave velocity were also compared on one graph, presented in 
Figure 11. Relationship between them was estimated.

Non-linear, polynomial function with constant parameters was obtained. 
Function was suited with high correlation factor, equal 0,82. It is clear that there is a 
relationship between temperature and velocity.

Consequently, graphical correlation of frozen rock mass column development, 
temperature curve and map of velocity distribution was prepared. It is shown 
in Figure 12. Blue sections represent temperature and velocity drops, red color 
indicates temperature and velocity rises. Relationship is clear [13].

Seismograph Geode 24CH Geometrics

Probe 4 hydrophones with own frequency of 500 Hz

Distance between hydrophones 0,2 m

Measuring step 0,6 m

Amount of hits 1 for each probe position (each 0,6 m)

Record time 0,5 s

Frequency 4000 Hz

Depth 0–200 m

Table 2. 
Parameters of seismic profiling record [13].

Figure 7. 
Example of seismic record in the borehole T1; vertical axis – Numbers of traces, horizontal axis – Time in ms.
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800 Hz and normalized to common average. Regular amplitudes, effecting from 
wave propagation, can be observed in the figure.

Basing on data obtained from profiling boreholes T1, T2 and T3, a collective 
map of wave velocity distribution was computed. It is limited to a depth where data 
obtained is characterized by high quality. Resulting map is shown in Figure 8.

There is a relationship between temperature (data collected at the beginning of 
ground freezing process), presented in Figure 9, and velocity distribution, shown 
in Figure 10. Data obtained from borehole T1 was chosen for presentation, because 
of the shortest distance to freezing boreholes.

Temperature and wave velocity were also compared on one graph, presented in 
Figure 11. Relationship between them was estimated.

Non-linear, polynomial function with constant parameters was obtained. 
Function was suited with high correlation factor, equal 0,82. It is clear that there is a 
relationship between temperature and velocity.

Consequently, graphical correlation of frozen rock mass column development, 
temperature curve and map of velocity distribution was prepared. It is shown 
in Figure 12. Blue sections represent temperature and velocity drops, red color 
indicates temperature and velocity rises. Relationship is clear [13].

Seismograph Geode 24CH Geometrics
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Measuring step 0,6 m

Amount of hits 1 for each probe position (each 0,6 m)

Record time 0,5 s
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Parameters of seismic profiling record [13].

Figure 7. 
Example of seismic record in the borehole T1; vertical axis – Numbers of traces, horizontal axis – Time in ms.
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1,5 months after test described above, another measurements were carried out, 
within the stage II of the research. Another map of velocity distribution was made. This 
map, together with the previous one (Figure 9) are presented in the Figure 13 [18].

On the basis of conducted research, conclusions were made [13, 18]:

• there is a clear relationship between frozen rock mass temperature changes and 
wave velocity measured. Ground-freezing process monitoring can be con-
ducted using seismic methods.

Figure 8. 
Map of wave velocity distribution.
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Figure 11. 
Relationship between temperature and velocity.

Figure 9. 
Temperature in the borehole T1.

Figure 10. 
Velocity in the borehole T1.
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Figure 13. 
Maps of velocity distribution.

Figure 12. 
Graphical correlation between velocity distribution, temperature and frozen rock mass cylinder shape.
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• development of frozen rock mass column is correlated with velocity. It is in stron-
ger relationship with velocity than just temperature, because temperature value 
only does not give complete information about geomechanical state of rock mass.

• relative temperature and velocity changes are complementary. Their correla-
tion might have an impact on rock mass imaging state.

6. Summary

Number of seismic methods can be used for measurements of frozen rock mass 
parameters, such as frozen ground cylinder shape and size during shaft sinking. 
However, some of them might be too expensive or problematic in use, not effective 
enough, etc. Important factor is also time needed for measurements.

Different methods were proposed for the purpose of frozen rock mass column 
monitoring during Grzegorz shaft sinking. Scattered waves interferometry and 
vertical seismic profiling were assumed the most convenient.

Seismic interferometry method is favorable because of possibility of conducting 
near real-time monitoring. High sensitivity for temperature changes can provide 
accurate indication of failures in freezing installation operation. However, technol-
ogy of such measurements needs further research, spanning for a long time and 
covering controlled stoppage of freezing installation operation. Financial aspect of 
this kind of technology is also an issue to consider.

Vertical seismic profiling provides information about shape and size of frozen 
ground column. Constant measure is impossible, but periodic measurements might 
find application, because of possibility of determination of shape of frozen rock mass 
cylinder for tens of meters forward the shaft heading. Therefore, it helps to forecast 
potential hazards before the beginning of successive sinking stages. Similar to seismic 
interferometry method, vertical seismic profiling needs further development and 
analysis of economic factors. However, this method is considered prospective.

To sum up, geophysical methods of frozen ground column monitoring are 
prospective direction of research. Technological aspects of these methods should be 
analyzed and developed to make them economically reasonable.
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Chapter 2

A Novel PID Robotic for Speed
Controller Using Optimization
Based Tune Technique
Falih Salih Mahdi Alkhafaji, Wan Zuha Wan Hasan,
Nasri Sulaiman and Maryam Mohd. Isa

Abstract

One of the most significant issue of proportional integral derivative (PID) con-
troller is the efforts to optimize coefficient gains. Based on survey, massive tuning
methods were proposed to resolve this problem but there is little pay attention to
maximize minimization time response significantly. This study proposed a novel
technique to maximize optimization PID gains for the DC motor controller by
combining both proper tuning method with signal input signal output (SISO) opti-
mization toolbox using optimization based tune (OBT) techniques, that could be
utilized for the highest precision controller. The comparative study has been carried
out by applying five different tuning methods to obtain a proper tuning controller,
then to be combined with SISO optimization toolbox. The utilized tuning methods
are Robust Auto tune (RAT), Ziegler–Nichols (Z-N), Skogestad Internal Model
Control (SIMC), Chien Hroues Reswick (CHR), and Approximate M-Constrained
Integral Gain Optimization (AMIGO). The performance of each tuning methods
based OBT are analyzed and compared using MATLAB/SISO tool environment,
where the efficiency has been assessed on a basis of time response characteristics
(Ti) in terms of dead time (td), rise time (tr), settling time (ts), peak time (tp) and
peak overshoot (Pos). The simulation results of AMIGO based proposal show a
significant reduction time response characteristic to be measured in the Microsec-
ond unit (μs). The novelty feature of the proposed is that provides superior
balancing between robustness and performance. This study has been completely
rewritten to account for the robotic controller development that has been taken
place in the last years.

Keywords: PID controller, time response, tuning, optimization, AMIGO, DC motor

1. Introduction

A PID controller has been intensively utilized in industries for controlling feed-
back systems over five decades, in case of simplicity, robustness, flexibility, appli-
cability, and satisfactory performance [1–7]. It became a standard tool and found in
many engineering sectors [8, 9], playing an important role in industrial process
control. Meanwhile, 60% of loops have bad performance and 25% cannot meet the
performance requirements in the industry [10]. Functionally, PID is used to reduce
the divergence between the set point and the process variable, which can be
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employed to upgrade time response and shortening the settling time of a system by
tunes properly the gain parameters [11, 12].

Structurally, PID consists of three main proportional parameters, proportional
gain (Kp), integral gain (Ki), derivative gain (Kd). The main function of these
parameters as follows: Kp is to minimize the tr and steady-state error (Ess); Ki is to
eliminate the steady-state error; Kd is to augment the system’s stability, minimizing
the overshoot, and enhancing the time response specification. The transfer function
(TF) of PID might be realized in z-domain and s-domain [13–16]. Several criteria
that influence the performance of the controller; type of algorithm, the efficiency of
the tuning method, and the complexity of the design. The significant issue in the
PID controller is how to tune proportional gains properly [17]. Various tuning
methods had been implemented for the tuning PID controller to improve the time
response specifications of the plant system by adjusting the three proportional
gains. The time response specifications could be assessed in terms of tr, ts, PoS, and
Ess [18]. For two decades, the process control industry has seen numerous advances
as far as tuning techniques and controller design [13]. Although the PID controller
has just three proportional gains, but it is quite strenuous to find out the best gains
to meet desired adjustments. Enhancing the PID controller’s performance might be
accomplished when taking in consideration a systematic procedure of tuning pro-
portional gains, otherwise, it is poorly tuned and raises the consumed time through
process tests [3, 19]. PID tuning is extremely used to improve controller perfor-
mance such as short transient, high stability makes this process harder. Practically,
tuning PID gains appear to be impulsive and troublesome. The proper controller
should be able to provide a system better stability by eliminating oscillation in any
condition of set point [9, 20]. As shown in Figure 1, the tuning controller consid-
ered a vital branch of control engineers which occupied the majority of hits on the
website [21]. Massive various tuning methods had been proposed to achieve satis-
fying control design in terms of time response specifications tr, ts, PoS, Ess. Some of
these methods considered just a single of these objectives as a criterion for their
tuning methods, while others considering more than one. The early tuning studies
focusing on classical methods such as the Z–N oscillation method, Z- N reaction
curve, Cohen Coon curve, and CHR. These traditional methods are extensively
applied in cases of ease to utilize [6, 11, 22, 23]. Figure 2 shows the comparative
performance between different classical tuning methods that were used to tune the
PID controller based second order system, see more details in [24]. Essentially,
tuning controller methods are classified into two main sorts: open loop which
indicates to tune the controller when it is in a manual state and the plant operates in
an open loop and closed loop which alludes tune the controller during an automatic
state in which the plant is known to process and operating in a closed loop [20]. In
contrast, conventional tuning methods are still extremely utilized in an industrial

Figure 1.
A survey of PID tuning hints in website.
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controller, but they are insufficient to obtain optimal system responses besides,
require additional modifications [23–26].

These disadvantages come from two reasons: 1) lacking procedure data and
performance leads to poor damping; 2) the performance of the controller is affected
by the parameter’s variation in dynamic systems. Unstable processes are quite harsh
to control compared with stable processes, and the settling time and overshoot are
relatively larger for unstable systems than that of stable systems. However, devel-
opment tuning methods are difficult and impractical purpose. Further, some
methods are inapplicable for higher ratios of a time delay to time constant such as
greater than 0.9 [13, 26]. The better tuning method depends on several criteria as
follows: 1) the tuning rules should be analytical; 2) more simplicity and convenience
to memorize; 3) applicable to be used in a wide range of processes [19, 27]. The
majority of problems in dynamic systems are that the difficulties of describing the
real plant exactly, in case of unbalancing behavior between the controller and plant
system. It is necessary to extend the abilities of PID controllers to contain extra
features. As some methods are better than others for various applications, each one
has a negative and positive side. Several studies concentrated on the drawbacks to
developing tuning methods by reducing the complexity of design and time of
implementation [28–30]. The classification of the Robustness PID controller relies
on what extent the robustness to minimize responses, repetition, and avoiding the
growing delay time during the calculation process [19]. By contrast, optimization
algorithms are effectively being implemented for adjusting gains and minimizing
time response. Conventional optimization algorithms are relying on several
assumptions such as differentiability, the convexity of the cost function and con-
straints that should be fulfilled. Optimization algorithms give better results after
every iteration [31–33]. Genetic Algorithm (GA) one of the famous optimization
algorithms that was invented through the 70s of the last century, which depends on
parallel search techniques to adjust PID gain. However, GA suffers from the mas-
sive computational through the optimization process [4].

On the other side, a few tuning methods are extremely utilized, for example,
Internal Model Control (IMC), which uses to diminish the error by expecting the
output, further modifying the proportional gains to achieve the desired set-point
response with accepted overshoot [34, 35]. By contrast, there are tremendous
tuning methods that have been implemented to improve the precision of a control-
ler system, but less attention has been paid in the review to combine sufficient

Figure 2.
Time response specifications of PID controller under different classical tuning methods [24].
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tuning with an optimization algorithm to maximize optimization with a reduction
time response. The survey shows relatively lesser studies focusing on the compara-
tive tuning methods and limited studies for unstable systems. Additionally, there
are several limitations in previous works that comes from less paid attention to take
in consideration the better balancing between the overshoot and the time response
parameters through tuning gains [13, 36].

In this study, we proposed a novel methodology by combined proper tuning
with signal input signal output (SISO) optimization technique for adjusting PID
gains to maximize minimization time response specifications of DC motor to
become more proficient speed. The proposed methodology relies on a comparative
study of using five different tuning methods: RAT, Z-N, CHR, Cohen, and Coon
method, SIMC, and AMIGO method, applied to second order system. Afterward,
proceeding a comparison between tested tuning to verify a proper tuning to be
combined with optimization SISOtool. Practically, it was analyzed the time
response specifications to those tested tuning methods separately and jointly with
the proposed technique to estimate them in terms of td, tr, ts, and PoS.

This paper has been divided into six sections. Section 2 describes the tuning
methods under test. Section 3 explained the proposed methodology. Section 4 pre-
sents simulation results based on tuning methods and proposed technique. Section 5
discusses the comparison results and PID formulation. Ultimately, the conclusion is
summarized in Section 6.

2. Tuning methods under study

The problem of identification PID gains appeared when parameters of a current
controller have to be tuned. In simply, if controller parameters are tuned manually
with time, the controller does not achieve satisfactory performance. One important
factor to be considered in designing a controller relatively with a plant is the
efficiency of tuning techniques [9]. In this study, we used five different tuning
methods tested with specific second order models to make a comparison and to
verified the best method, prepared to combine with optimization SISO tool. In this
section, we give a brief description of the selected tuning methods.

2.1 RAT tuning application

The Robust Control toolbox permits to tune control systems for robustness
against parameter variation of the process, and to ensure performance across a
range of operating conditions. Further, it can be used for multi model tuning to
specify the best controller parameters for all plant models. There are several
approaches that can be used in this application to improve tuning depends summa-
rizes as follows: 1) Tune control system for robustness against parameter uncer-
tainty; 2) tune fixed-structure control system against real and complex parameter
uncertainty and dynamic uncertainty; 3) tune controller for a few critical values of
the process parameters; 4) ensure performance across different operating condi-
tions; 5) tune for satisfied controller over multiple system configurations [37].

2.2 Z-N tune

Z-N is a famous tuning method based on closed-loop experiments, which is
widely using in process control, to achieve stability for a plant system of which the
mathematical models are unknown or difficult to obtain [3, 7, 20]. It is classified
into two sets, step response method and frequency response method. Z-N relies on
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two objectives: 1) To characterize process dynamics by two parameters, that are
specified experimentally; 2) using a simple formula to figure out controller param-
eters from the time response characteristics. The Z-N method has had a very strong
impact on the practice of the controller [1, 38]. Theoretically, Z-N relies on defining
the value of Kp, Ti and Td cantered on the time response of the plant. If the model
system does not have integrator and dominant merge poles, then the S-shaped
curve will be shown by the unit step response curve. Figure 3 shows the curve has
two constants, time constant (T) and delay time (L) that can be obtained by
drawing a tangent at the inflection point of the curve and locate the intersection of
the tangent with the time axis and line c (t) = K. The compensator TF of PID
controller can be obtained by setting Kp = 1.21/a, integral time Ti = 2 L and
derivative time TD = 0.5 L, where a = (K.L)/T [3]. By contrast, Z-N has several
drawbacks, for instance, once the controller is tuned by the Z-N method, good
adjusting but not accomplished optimal responses, leads to face a lot of obstacles
through implementation. Further, it suffers from time consuming, which may
require many trials to obtain optimal gains, and inapplicable for unstable open loop
system. Moreover, it is suitable to be used with a specific plant, but the transient
response can be even worse when the system fluctuates. Additionally, due to a set
point’s variation or external disturbances, this leads to forces the process into an
unstable operation situation. Fixing PID parameters causes leakage responses and
bad performance indices. Consequently, Z-N tuning without modifications does not
work well with all processes. However, these disadvantages can be resolved by
using a simple modification for processes to overcome the leakage of the time delay
[6, 18, 20, 39].

2.3 SIMC tune

To overcome the disadvantages over classical methods, a new merged structure
with PID was proposed IMC- PID relay on pole-zero conversion for stable and
unstable processes with time delay. In 2010 Shamsuzzoha and Skogestad proposed a
modification to the Z-N symbolized SMIC referred as Internal Model Control that
could be used to enhance the PI/PID controller for an unidentified process by
utilizing closed-loop experiments. This method relies on classical ideas presented
earlier by Ziegler and Nichols. The importance of this method is that there is a single
tuning parameter was proposed to modify PID gains optimally and to obtain better

Figure 3.
Step response of plant based Z-N tune [3].
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balancing between performance and robustness without needing any experimental
tune, but this method still needs additional modification to get optimal gains [6, 12].

An IMC-PID controller obtains superior performance and adequate set-point
tracking but displays low responses to disturbances, especially for lag-dominant
including integrating processes. This approach has several advantages, such as
considers model uncertainty and allows the designer to trade-off control system
performance against control system robustness, to process changes and modeling
errors. It is well known that the tuning parameters should be selected in a moderate
way to achieve justified balancing of both robustness as well as performance. The
accuracy of IMC tuning can be determined by the effective influence on the per-
formance of the controller, which fundamentally relies on the construction of the
IMC filter. Consequently, the ideal IMC filter structure must be chosen considering
the performance of the resulting PID controller rather than that of the IMC con-
troller. In this method, a lesser value for tuning parameters gives a good nominal
performance, where a higher value gives robust control performance with a com-
promise on nominal responses. There is another drawback with traditional IMC
based PID approaches is that the IMC filter is usually selected based on the perfor-
mance of the resulting IMC tune not on the time response specifications of the PID
controller. For this reason, it is very beneficial to convert an IMC controller to a PID
controller (IMC-PID approaches) to increase the performance reduction responses.
Significantly, the resulting PID controller could have poor control performance
when an IMC filter structure involves an error in its conversion to the PID control-
ler, despite being derived from the best IMC performance. The accuracy of PID
based IMC tune relies on both dead time approximation error and the conversion
error that relates to the filter structure and the process model. Hence, to improve
PID performance, it should be taken into consideration the best roles to design the
IMC filter optimally for each specific process model. As shown in Figure 4, the IMC
structure constructed from three block: 1) Gp is referred to process; 2) Gm is
referred as the process model; 3) GcI is the IMC controller. This method contributes
to reduced integral time for processes, but with a large process time constant.
Theoretically, this system relies on extra new parameters that can be used signifi-
cantly to minimize responses by optimizing PID gains. Figure 5 shows these
parameters: Controller gain (Kc0); set point change (Δys); time from set point
change to reach a first maximum peak (tp); corresponding maximum output
change (Δyp); output change at first undershoot (Δyu) [13, 20, 39].

Figure 4.
IMC structure [6].
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2.4 CHR tune

In 1952 Hrones and Reswich proposed a modification of the open loop Z-N
method to improve the time response and overshoot. They proposed to use the
fastest responses with a 20 percentage overshoot as a design criterion. This method
can be used for point regulation or noise rejection to control the responses to obtain
better performance even at higher order system [3, 6, 40]. The set point tracking of
PID controller parameters can be specified for zero percentage overshoot Kp = 0.6/
a, Ti = T, TD = 0.5 L, where the parameters value in 20 percentage of the overshoot
are Kp = 0.95/a, Ti = 1.4 T, TD = 0.47 L. Tuning rules based on 20 percentage
overshoot design criteria are quite like the Z-N method. On the other side, when
zero percentage overshoot criteria are utilized, the integral time is larger and the
gain and the derivative time are smaller, that’s mean a proportional action and an
integral action, as well as a derivative action, are smaller. By contrast, both of Z-N
and CHR method use the time constant T delay time L and gain k of the plant
explicitly [1, 6, 8].

2.5 AMIGO tune

The procedure of the AMIGO tune is similar to that of the Z-N tune method.
This method gives a controller more capability to reduce load disturbances effec-
tively, besides maintaining good robustness. Theoretically, the time constant of this
method can be obtained by Aström’s equations. Essentially, the design procedures
performed on loop shaping provides satisfaction integral gain subject to a robust-
ness constraint. The robustness could be verified in terms of the maximum value of
the sensitivity function. Therefore, the AMIGO tune can be represented as a mini-
mization of the integrated error at step load disturbances subject to constraints on
the maximum sensitivity [3, 38, 41].

3. Methodology

This section describes the system under study and proposed technique of how to
use both tuning PID with optimization SISO tool to minimize Ti and Pos

Figure 5.
Extracting parameters from IMC closed-loop set point response with PID controller [20].
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significantly. The novelty of the proposed technique is to maximize the minimiza-
tion time response of the controller as will be explained in the following sections.

3.1 Mathematical model of speed DC motor

To design a PID controller precisely, it is essential to evaluate the mathematical
model of the selected DC motor, then applying the proposed methodology. The
mathematical model of the DC motor was derived based on Eq. (6). In this model
we assume that the back emf (Ke) and motor torque (Kt) are equal, therefore:

Kt ¼ Ke ¼ K (1)

Ki ¼ J:€θ þ b: _θ (2)

V � K _θ ¼ L:
di
dt

þ Ri (3)

By applying the Laplace transform to get s-domain equations:

s Jsþ bð Þ sð Þ ¼ KI sð Þ (4)

Lsþ Rð ÞIs ¼ V sð Þ � Ks sð Þ (5)

Where, L is the electric inductance, R is the resistance of the coil, b is motor
viscous friction constant, θis the speed of the shaft, Kt motor torque constant,
Ke electromotive force constant, and J is the moment of inertia of the rotor.

By eliminating I (s), it can be derived the mathematical model of speed DC-
Motor, and substituted the following DC motor parameters in Eq. (6). The speed
mathematical model of the selected DC motor can be derived as given in Eq. (7):

L = 0.5H, R = 1 Ω, b = 0.1 N.m. s, Kt = 0. 01 N.m/Amp, Ke = 0.01 V.sec/(rad),
J = 0.01 kg. m^2.

P sð Þ ¼
_θ

V sð Þ ¼
K

Jsþ bð Þ Lsþ Rð Þ þ K2
rad= sec½ �

V
(6)

P sð Þ ¼ 0:01
0:005 S2 þ 0:06 Sþ 0:1001

(7)

3.2 Proposed technique

It was suggested a new technique to optimize the PID gains by following two
stages. Initially, we utilized five different traditional tuning methods RAT, Z-N,
SIMC, CHR, and AMIGO to tune the PID controller lonely, and to produce com-
pensator TF prepared to be imported to the next stage. Secondly, to improve the
reduction Ti and Pos for the chosen model by using OBT technique, where this
methodology needs a benchmark comparison to nominate the best tuning method
to be joined with the SISO toolbox application. In view of the two ideas suitability of
optimization and time response parameters, we perform a comparison between
tuning understudy independently and jointly to prove the validation of the pro-
posed technique, using the SISO optimization based tune SISOOBTð Þ. All tuning
methods under study are mimicked by giving a unit step change in set point.

The SISOOBT technique provides two significant aspects. Firstly, how changes in
the TF’s poles and zeros alter the root locus and bode plots in live response, besides
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tracking the changes in gains that can influence to system’s step response. Secondly,
specifying the design requirements will create visual limitations on the graphs to
help the user set and find appropriate gains. The time response of the DC motor
model was simulated using MATLAB code. The Ti results based proposed technique
have been contrasted with each other existing tuning methods. This is done by
chosen” Design Requirements” on the SISO tool root locus plot set and define its
limits on the characteristic of the time response. It was investigated the criteria
which affect the controller performance in terms of td, tr, ts, steady state time
(SST), tp, Overshoot PoS, and number of Iterations. Figure 6 presents the proposed
technique to optimize PID gains which rely on several steps as follows: 1) Import
the mathematical model into estimation tool; 2) putting compensator gain to 1 and
selecting r to y for negative feedback controller using step response for analysis plot;
3) measuring the time response specifications by LTI viewer; 4) adding the PID
controller to a system and applied the tested tune based step response to extract
proportional gains, then updating the compensators gain and TF. This is the first
stage of adjusting PID gains; 5) preparing to optimization stage, on LTI viewer
specifying the design requirements as the following; tr 1e-8 for 90%, ts 2e-8, PoS 2;
6) readjusting the location of compensator Zeros for fine modification proportional
gains, using optimization SISO closed loop r to y; 7) from LTI viewer import TI and
Pos, it can be seen that there is a magnificent reduction time response contrasted
with the first level tuning; 8) import the TF of compensator with optimization
proportional gains; 9) using switching mod algorithm to select one by one different
tuning methods RAT, Z-N, SIMC, CHR, AMIGO and repeat those steps 1–8 for each
one. The last step provides comparison results between tuning under study based
proposed methodology to select a suitable tune that could be chosen to finalize the
design based proposed methodology.

Figure 6.
The PID controller based proposed technique.
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4. Results and analysis

This section illustrates the simulation results in terms of time response specifi-
cations, proportional gains and poles zeros locations. The performance of the pro-
posed method was tested with the TF of the plant model as given in the
aforementioned Eq. (7). Figure 7 shows the transient response of an uncontrolled
system under study. It can be seen that the system is very slow response measured
in second (s) unit, where the time response characteristics are: td = 44 ms,
tr = 0.627 s, ts = 1.13 sec, tp1.85 s, SSt 1.8 s, and peak amplitude 0.0476. The
proposal relies on two levels of tuning. Firstly, we used RAT, Z-N, SIMC, CHR, and
AMIGO tuning methods to tune the PID controller separately and to obtain a
comparison between them in terms of time response characteristics. Further to
generate a compensator TF prepared to be used as a modified system. The obtained
gains are used as a first tuning level. Secondly, combine tuning methods with
optimization SISO toolbox application using OBT technique to optimize PID gains
generated by the first tuning level. Where the obtained results are used as a second
tuning level.

Figures 8–12 presents the Ti characteristics of the system under separately
tuning and based OBT for the tested tuning methods. Figure 8(a) shows the time
response of the system using the RAT lonely. The obtained results are: PoS = 6.24%,
td = 0.102 s, tr = 0.267 s, ts = 0.935 s, constant time = 1.5 s, where tuning gain values
are: Kp = 319, Ki = 1/Ti = 1.79e+03 and Kd = 4.22. Figure 8(b) shows the time
response by RAT based OBT (RATOBT). It is obviously seen that there is signifi-
cantly improved time response and overshoot as follow: td = 0.0943ms, tr = 0.31m s,

Figure 7.
Tested uncontrolled system, (a) poles zeros location, (b) gain and phase margin, (c) time response
characteristics.
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ts =0.617 ms, constant time = 1.4 ms, PoS = 0%, where the tuning gains values are;
Kp = 4.6888, Ki = 1/Ti = 181 and Kd = 615. Figure 8(c,d) show the root locus of
controller based RAT lonely and RATOBT respectively,it is obviously to seen that
the modification of zeros location based RATOBT produces high adjusting location
compared with other tuning based OBT. Figure 9(a) shows the time response of the
model based Z-N tuning lonely. The obtained time response results are:
PoS = 43.8%, td = 0.0944 s, tr = 0.0144 s, ts = 0.181 s, constant time = 0.25 s, where
tuning gain values are: Kp = 13.9269, Ki = 1/Ti = 10.656875 and Kd = 36.2. Figure 9(b)
shows the time response produced by Z-N based OBT (Z_NOBTÞ. It is obviously seen
that there is significantly improved time response and overshoot as follow: td = 2.2
Micro s, tr = 0.0015 s, ts = 0.00967 s, T = 0.05 s, PoS = 0%., where the tuning gains
values are: Kp = 10.67551, Ki = 1/Ti = 10.6568757 and Kd = 2.5938410. Figure 9(c,d)
illustrate the root locus of the controller based Z-N lonely and Z_NOBT respectively.

Figure 8.
Step response and poles zeros location of controller system based RAT separately tune and RATOBT, (a) step
response based RAT separately tune, (b) poles zeros location and gain/phase margin based separately tune,
(c) step response based RATOBT, (d) poles zeros location and gain/phase margin based RATOBT.

Figure 9.
Step response and poles zeros location based Z-N tune and Z_NOBT, (a) step response based Z-N separately tine,
(b) poles zeros location and gain /phase margin based Z-N separately tune, (c) step response based Z_NOBT,
(d) poles zeros location and gain /phase margin based Z_NOBT.
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illustrate the root locus of the controller based Z-N lonely and Z_NOBT respectively.

Figure 8.
Step response and poles zeros location of controller system based RAT separately tune and RATOBT, (a) step
response based RAT separately tune, (b) poles zeros location and gain/phase margin based separately tune,
(c) step response based RATOBT, (d) poles zeros location and gain/phase margin based RATOBT.
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It is obviously seen that the modification of zeros location based Z_NOBT produces
high adjusting location compared with tuning lonely.

Afterward, we will investigate the tuning gains based SIMC separately and
jointly with optimization SISO application, and what happens to time response
characteristics with overshoot. Figure 10(a) presents the time response of the
model based SIMC tuning method. The obtained results are: td = 0.0034 s,
tr = 0.0234 s, ts = 0.157 s, constant time = 0.35 s, Pos = 17.8%, where tuning gain
values are; Kp = 5.29e+0.3, Ki = 1/Ti = 7.55e+0.4 and Kd = 20.6. Figure 10(b) shows
the time response by SIMC based proposed method SIMCOBTð Þ. It is obviously seen
that there is significantly improved time response and overshoot as follow:
td = 4.12e-05 s, tr = 0.835 ms, ts = 5.5 m s, constant time = 0.012 s, PoS = 3.87, where
the tuning gains values are: Kp = 4.54e+05, Ki = 1/Ti = 7.55e+04 and Kd = 1.92e+03.

Figure 10.
Step response and poles zeros location based SIMC tune and SIMCOBT, (a) step response based SIMC separately
tine, (b) poles zeros location and gain/phase margin based SIMC separately tune, (c) step response based
SIMCOBT, (d) poles zeros location and gain/phase margin based SIMCOBT.

Figure 11.
Step response and poles zeros location based CHR tune and CHROBT, (a) step response based CHR separately
tine, (b) poles zeros location and gain/phase margin based CHR separately tune, (c) step response based
CHROBT, (d) poles zeros location and gain/phase margin based CHROBT .
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Figure 10(c,d) illustrate the root locus of the controller based SIMC lonely
and SIMCOBT respectively, it is obviously to seen that the modification of zeros
location by SIMCOBT produces high adjusting location compared with other tuning
based OBT. Figure 11(a) shows the time response of the system using CHR tuning
method lonely. The obtained results are: td = 0.0029 s, tr = 0.0168 s, ts = 0.165 s,
constant time = 0.3 s, PoS = 44.8%. Tuned gain values are: Kp = 553, Ki = 1/Ti =
2.24e+04 and Kd = 2.41. Figure 11(b) illustrates the time response produced by
CHR based OBT (CHROBT) as follow: PoS = 2.48, td = 2.36e-05 s, tr = 0. 77 ms,
ts = 4.1 m s, constant time = 0.015 s, where the tuning gains values are:
Kp = 3.62e+04, Ki = 1/Ti = 2.24e+04 and Kd = 219. Figure 11(c,d) illustrate the root
locus of controller based CHR lonely and CHROBT respectively,it is obviously to
seen that the modification of zeros location by CHROBT produces high adjusting
location compared with tuning lonely.

Figure 12(a) shows the time response of the system using AMIGO tuning
method. The obtained simulation results are: PoS = 22.9%, td = 0.00491 s,
tr = 0.032 s, ts = 0.1635s, constant time = 0.25 s, where, tuning gain values are:
Kp = 2.66e+03, Ki = 1/Ti = 4.24e+04 and Kd = 13.6. Figure 12(b) shows the time
response by AMIGO based proposed method (AMIGOOBT). It is obviously seen,
that there is significantly improved in time response and overshoot compared with
others as the following results: Pos = 0%, td = 2.54e-05 s, tr = 0. 378 ms, ts =
0.607 m s, constant time = 1 ms, where the tuning gains values are: Kp = 8.18e+03,
Ki = 1/Ti = 4.24e+04 and Kd = 4.64e+03. Figure 12(c,d) present the root locus of
the controller based AMIGO lonely and AMIGOOBT . It is clearly seen that the
modification of zeros location based AMIGOOBT produces a high adjusting location
compared with compared with tuning lonely.

Table 1 shows the TF and proportional gains of the compensator based OBT for
different tuning methods. Figure 13 shows the modification location poles (P) zeros
(Z) and adjusting compensator gains, to presents the effectiveness of using
AMIGOOBT over another tuning understudy. Figure 13(a) presents the values of P
and Z for optimization under RATOBT as follows: 0, Z1 = �0.0785897621,
Z2 = -3.7453341264 respectively, and the gain (G) = 614.6118. Figure 13(b) shows
the values of P and Z produces by Z_NOBT as follows: P = 0,

Figure 12.
Step response and poles zeros location based AMIGO tune and AMIGOOBT, (a) step response based AMIGO
separately tine, (b) poles zeros location and gain/phase margin based AMIGO separately tune, (c) step response
based AMIGOOBT, (d) poles zeros location and gain/phase margin based AMIGOOBT .
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Figure 10.
Step response and poles zeros location based SIMC tune and SIMCOBT, (a) step response based SIMC separately
tine, (b) poles zeros location and gain/phase margin based SIMC separately tune, (c) step response based
SIMCOBT, (d) poles zeros location and gain/phase margin based SIMCOBT.

Figure 11.
Step response and poles zeros location based CHR tune and CHROBT, (a) step response based CHR separately
tine, (b) poles zeros location and gain/phase margin based CHR separately tune, (c) step response based
CHROBT, (d) poles zeros location and gain/phase margin based CHROBT .
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Z1 = �15.854289 + 8.9576434e-07i, Z2 = -15.854289–8.9576434e-07i, and
G = 1340.2539. Figure 13(c) shows the values of P and Z on optimization
under SIMCOBT as follows: 0, Z1 = �236.91902, Z2 = -0.1662935 respectively, and

Method TF of Compensator Gain Peak Amplitude

Classical Tuning RAT 4:2238 sþ69:52ð Þ sþ6:092ð Þ
s

4.22 1

Z-N 36:173 sþ96:5ð Þ2
s

36.30 1

SIMC 20:561 sþ242:3ð Þ sþ15:15ð Þ
s

20.56 1

CHR 2:4055 sþ177:2ð Þ sþ52:58ð Þ
s

2.4 1

AMIGO 13:632 sþ177:5ð Þ sþ17:52ð Þ
s

13.63 1

Proposed Technique RATOBT 614:61 sþ0:07859ð Þ sþ3:745ð Þ
s

614.61 0.999

Z_NOBT 1340:3 sþ15:85ð Þ2
s

1340.25 1

SIMCOBT 1915:4 sþ236:9ð Þ sþ0:1663ð Þ
s

1915.36 1

CHROBT 219:34 sþ164:4ð Þ sþ0:6216ð Þ
s

219.34 1

AMIGOOBT 4644:6 sþ176:1ð Þ sþ0:05183ð Þ
s

4644.6 1

Table 1.
Comparison modeling compensator between tuning methods under study and proposed technique.

Figure 13.
Optimization results under various tuning methods in term of P, Z, Gains. (a) optimization under RATOBT,
(b) optimization under Z_NOBT, (c) optimization under SIMCOBT, (d) optimization under CHROBT, (e)
optimization under AMIGOOBT .
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G = 1915.3642. Figure 13(d) shows the values of P and Z for optimization under
CHROBT as follows: 0, Z1 = -177.192359, Z2 = -52.580519, and G = 2.405504.
Figure 13(e) shows the values of P and Z for optimization under AMIGOOBT As
follows: P = 0, Z1 = -176.1048, Z2 = - 0.0518305, and G = 4644.6092.

5. Discussion

This section discussed the comparison results between tested tuning methods
separately and jointly with proposed methods in terms of time domain specifica-
tions as tabulated in Table 2, where the evaluation benchmark is based on analyzing

Method td(s) tr(s) ts(s) tp(s) SSt(s) Pos
%

ζ Iter.
No

Classical
Tuning

RAT 0.102 0.267 0.935 1.06 1.5 6.24 0.662

Z-N 0.094 0.0144 0.181 1.44 0.25 43.8 0.254

S IMC 0.0034 0.0234 0.157 1.18 0.35 17.8 0.481

CHR 0.0029 0.0168 0.165 1.45 0.3 44.8 0.247

AMIGO 0.00491 0.032 0.163 1.23 0.25 22.9 0.4247

Proposed
Technique

RATOBT 0.000094 0.000382 0.000617 0.999 1.4 ms Zero Zero 9

Z_NOBT 0.00022 0.0015 0.00967 1 0.05 Zero Zero 2

SIMCOBT 0.0000412 0.000835 0.00555 1.04 0.012 3.87 0.7192 5

CHROBT 0.00002536 0.00077 0.0041 1.02 0.015 2.48 0.76202 3

AMIGOOBT 0.000025 0.000378 0.000607 1 msec 1 msec. Zero Zero 5

Table 2.
Comparison of time response specifications between tuning methods under study and proposed technique.

Figure 14.
Comparative improvement time response specifications between tuning methods based OBT with respect to
tuning lonely, (a)improvement td ratio, (b) improvement tr ratio, (c) improvement ts ratio, (d) improvement
overshoot ratio.
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Ti and Pos. For the first level tuning, the tuning based Z-N shows that the overshoot
is the largest value by 43% between other tuning methods. For the second level
optimization, the time response produced by the proposed technique is quite less
than by using tuning lonely. Hence, combining both best tuning methods with
optimization obtained maximum minimization Ti to the considered system.

Figure 14 presents the comparative improvement time response between tuning
methods based proposed technique with respect to tuning lonely, to demonstrates
the effectiveness of the proposed technique. The results based RATOBT show that
the improving time response ratio in terms of td, tr, ts duplicated by 1081, 699, 151
times respectively compared with RAT tuning lonely. Where, Z_NOBT raised by
429, 9.6, 18.7 times respectively. In SIMCOBT boosted by 82.5, 28, 28.2 times
respectively, where in CHROBT increased by 114.3, 21.8, 40.2 times respectively and
in AMIGOOBT increased by 1964, 846, 268.5 times respectively. According to the
results, it can be observed that AMIGOOBT obtains highest reduction with quit
shortest responses td 25 μs, tr 378 μs, ts 607 μs, tp 1 ms, providing better optimiza-
tion gains Kp 2660, Ki 42400, Kd 13.6. Hence, the time response parameters
obtained by the novel proposed technique much smaller and quite acceptable than
those using just tuning. It is observed that the eliminating overshoot was achieved in
RATOBT, Z_NOBT and AMIGOOBT, where it is quite small in SIMCOBT and
CHROBT .

Figure 15 illustrates the comparative time response improvement ratio between
AMIGOOBT and other tuning methods based OBT. The time response results show
that the AMIGOOBT obtains superior performance over Z_NOBT, SIMCOBT,
CHROBT, and produces a higher reduction time response to be measured in Micro-
second unit, which gives the capability to overcome the majority of previous works
further. This is typically within the required criteria for robotic applications. The
final design with step response based AMIGOOBT was simulated based Matlab/
Simulink. Table 3 refers to parameters of the system in terms of P and Z location
and proportional gains in both separately tuning and jointly tuning based proposed
method. Accordingly, the compensator TF produced by different methods is com-
pared based on the steady state response and system characteristics. The compari-
son of modification Z location and adjusting compensator gains was presented to
show the effectiveness of using AMIGO tune based proposed methodology over

Figure 15.
Comparative time response improvement ratio between AMIGOOBT and other tuning methods based OBT,
(a) improvement ratio comparing with RATOBT, (b) improvement ratio comparing with Z_NOBT,
(c) improvement ts ratio comparing with SIMCOBT, (d) improvement ratio comparing with CHROBT .
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Ti and Pos. For the first level tuning, the tuning based Z-N shows that the overshoot
is the largest value by 43% between other tuning methods. For the second level
optimization, the time response produced by the proposed technique is quite less
than by using tuning lonely. Hence, combining both best tuning methods with
optimization obtained maximum minimization Ti to the considered system.

Figure 14 presents the comparative improvement time response between tuning
methods based proposed technique with respect to tuning lonely, to demonstrates
the effectiveness of the proposed technique. The results based RATOBT show that
the improving time response ratio in terms of td, tr, ts duplicated by 1081, 699, 151
times respectively compared with RAT tuning lonely. Where, Z_NOBT raised by
429, 9.6, 18.7 times respectively. In SIMCOBT boosted by 82.5, 28, 28.2 times
respectively, where in CHROBT increased by 114.3, 21.8, 40.2 times respectively and
in AMIGOOBT increased by 1964, 846, 268.5 times respectively. According to the
results, it can be observed that AMIGOOBT obtains highest reduction with quit
shortest responses td 25 μs, tr 378 μs, ts 607 μs, tp 1 ms, providing better optimiza-
tion gains Kp 2660, Ki 42400, Kd 13.6. Hence, the time response parameters
obtained by the novel proposed technique much smaller and quite acceptable than
those using just tuning. It is observed that the eliminating overshoot was achieved in
RATOBT, Z_NOBT and AMIGOOBT, where it is quite small in SIMCOBT and
CHROBT .

Figure 15 illustrates the comparative time response improvement ratio between
AMIGOOBT and other tuning methods based OBT. The time response results show
that the AMIGOOBT obtains superior performance over Z_NOBT, SIMCOBT,
CHROBT, and produces a higher reduction time response to be measured in Micro-
second unit, which gives the capability to overcome the majority of previous works
further. This is typically within the required criteria for robotic applications. The
final design with step response based AMIGOOBT was simulated based Matlab/
Simulink. Table 3 refers to parameters of the system in terms of P and Z location
and proportional gains in both separately tuning and jointly tuning based proposed
method. Accordingly, the compensator TF produced by different methods is com-
pared based on the steady state response and system characteristics. The compari-
son of modification Z location and adjusting compensator gains was presented to
show the effectiveness of using AMIGO tune based proposed methodology over

Figure 15.
Comparative time response improvement ratio between AMIGOOBT and other tuning methods based OBT,
(a) improvement ratio comparing with RATOBT, (b) improvement ratio comparing with Z_NOBT,
(c) improvement ts ratio comparing with SIMCOBT, (d) improvement ratio comparing with CHROBT .
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another tuning understudy. Accordingly, the compensator TF produced by
different methods is compared based on the steady state response and system
characteristics.

The damping ratio(ζ) can be specified by solving the Eq. (8). It can be seen that
both SIMC and CHR based proposed produced highest damping ratio 0.71920,
0.76202 respectively compared with other cases, where it eliminated in RATOBT
and Z �NOBT, AMIGOOBT .

ζ ¼ � ln Pos
100

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π2 þ ln 2 Pos

100

� �q (8)

By contrast, the proposed method provides better performance and maximum
reduction time response to be measured Microsecond unit, providing a magnificent
technique to overcome the major previous works in case of the majority of them not
accomplish the highest reduction, despite using evolutionary algorithms to solve
controller problems as in [42–47].

6. Conclusion

This work presents a very simple analytic tuning procedure, which yields sur-
prisingly superior results and is boosted with improved test bench design. Further,
it is well suited to optimize tuning PID parameters. It was proposed a novel tech-
nique based on different tuning methods RAT, Z-N, S IMC, CHR, and AMIGO to be
combined with optimization SISO application. The performance was analyzed and
evaluated in terms of time response specifications, optimal PID gains, and poles
zeros location. The time response of all methods and their system characteristics are
compared with each other. Further, the designed controller is implemented on a
second order system using MATLAB/SISO tool environment. Simulation results
demonstrate that all tested tuning based proposed method can enhance the time
response considerably, where AMIGOOBT provides greatly improved over existing
methods were studied in this paper, particularly for eliminating overshoot and
minimization time response. It was proved that using AMIGOOBT can be consid-
ered as a novel method to improve the efficiency of the PID controller. The pro-
posed strategy can abolish the drawback in other techniques, next to obtain the best
solution to improve the speed performance of the controller. Further providing a
capability to improve the robustness, stability, proficiency, besides easily and
quickly calculations. The importance of the proposed technique is that the control
action provides high precision response and significantly shorten overshoot which
is more applicable to be used in a robotic control system for high speed applications.
Moreover, it can be used to control a higher order system. Considerably, it gives
superb information into how the controller should be returned in response to
process changes in terms of proportional gains and time delay. In the scope of the
future, it is possible to use this technique with the Genetic Algorithm to optimize
the DC motor controller significantly, prepared to configure the hardware on Field
Programmable Gate Array System on Chip (FPGA-SoC), using both MATLAB and
VIVADO application.
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Chapter 3

Highway PC Bridge Inspection by 
3.95 MeV X-Ray/Neutron Source
Mitsuru Uesaka, Katsuhiro Dobashi, Yuki Mitsuya, 
Jian Yang and Joichi Kusano

Abstract

We have developed portable 950 keV/3.95 MeV X-ray/neutron sources and 
applied them to inspection of PC concrete thicker than 200 mm within reasonable 
measuring time of seconds - minutes. T-girder-, Box- and slab- bridges are consid-
ered. Now we are to start X-ray transmission inspection for highway PC bridge (box) 
by using 3.95 MeV X-ray sources in Japan in 2020. By obtaining X-ray transmission 
images of no-grout-filling in PC sheath and thinning of PC wires, we plan to carry 
out numerical structural analysis to evaluate the degradation of strength. Finally, we 
are going to propose a technical guideline of nondestructive evaluation (NDE) of PC 
bridges by taking account of both X-ray inspection and structural analysis. Further, 
we are trying to detect rainwater detection in PC sheath, and asphalt and floor slab 
by the 3.95 MeV neutron source. This is expected to be an early degradation inspec-
tion. We have done preliminary experiments on X-ray transmission imaging of PC 
wires and on-grout-filling in the same height PCs in 450–750 mm thick concretes. 
Moreover, neutron back scattering detection of water in PC sheath is also explained.

Keywords: on-site bridge inspection, highway PC bridge, 950 keV/3.95 MeV X-ray 
sources, 3.95 MeV neutron source, non-grout-filling, PC wires thinning,  
rain-water-detection, structural analysis, guideline of nondestructive evaluation

1. Introduction

Since PC (Pre-stressed) bridges were first constructed, about 40 years has 
passed. Then, the degradation and problems such as no-grout-filling, rail-water-
invasion, corruption, thinning and disconnection of PC bridges has revealed and 
been detected. In these tens years, several nondestructive and destructive evalua-
tions have been performed. Depending on the seriousness of degradation, a few PC 
bridges are under reconstruction and its planning. So far, they have mainly used 
inspection by eyes and hammering. However, it is very hard to evaluate the problems 
and degradation of PC by the above methods. There are non-destructive methods to 
check PC such as ultrasonography, radar, X-ray transmission by X-ray tubes (200–
400 kV), magnetic field detection, etc. But, practically it is difficult to evaluate PC 
in thicker concrete than 200 mm. We have developed portable 950 keV/3.95 MeV 
electron linac (linear accelerator)-based X-ray / neutron sources and applied them 
to inspection of PC concrete thicker than 200 mm within reasonable measuring time 
of seconds – minutes more than 10 times so far [1–4]. Major poor-construction and 
degradation of PC bridges to be detected by X-rays and neutrons are unfilled grout, 
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Chapter 3

Highway PC Bridge Inspection by 
3.95 MeV X-Ray/Neutron Source
Mitsuru Uesaka, Katsuhiro Dobashi, Yuki Mitsuya, 
Jian Yang and Joichi Kusano

Abstract

We have developed portable 950 keV/3.95 MeV X-ray/neutron sources and 
applied them to inspection of PC concrete thicker than 200 mm within reasonable 
measuring time of seconds - minutes. T-girder-, Box- and slab- bridges are consid-
ered. Now we are to start X-ray transmission inspection for highway PC bridge (box) 
by using 3.95 MeV X-ray sources in Japan in 2020. By obtaining X-ray transmission 
images of no-grout-filling in PC sheath and thinning of PC wires, we plan to carry 
out numerical structural analysis to evaluate the degradation of strength. Finally, we 
are going to propose a technical guideline of nondestructive evaluation (NDE) of PC 
bridges by taking account of both X-ray inspection and structural analysis. Further, 
we are trying to detect rainwater detection in PC sheath, and asphalt and floor slab 
by the 3.95 MeV neutron source. This is expected to be an early degradation inspec-
tion. We have done preliminary experiments on X-ray transmission imaging of PC 
wires and on-grout-filling in the same height PCs in 450–750 mm thick concretes. 
Moreover, neutron back scattering detection of water in PC sheath is also explained.

Keywords: on-site bridge inspection, highway PC bridge, 950 keV/3.95 MeV X-ray 
sources, 3.95 MeV neutron source, non-grout-filling, PC wires thinning,  
rain-water-detection, structural analysis, guideline of nondestructive evaluation

1. Introduction

Since PC (Pre-stressed) bridges were first constructed, about 40 years has 
passed. Then, the degradation and problems such as no-grout-filling, rail-water-
invasion, corruption, thinning and disconnection of PC bridges has revealed and 
been detected. In these tens years, several nondestructive and destructive evalua-
tions have been performed. Depending on the seriousness of degradation, a few PC 
bridges are under reconstruction and its planning. So far, they have mainly used 
inspection by eyes and hammering. However, it is very hard to evaluate the problems 
and degradation of PC by the above methods. There are non-destructive methods to 
check PC such as ultrasonography, radar, X-ray transmission by X-ray tubes (200–
400 kV), magnetic field detection, etc. But, practically it is difficult to evaluate PC 
in thicker concrete than 200 mm. We have developed portable 950 keV/3.95 MeV 
electron linac (linear accelerator)-based X-ray / neutron sources and applied them 
to inspection of PC concrete thicker than 200 mm within reasonable measuring time 
of seconds – minutes more than 10 times so far [1–4]. Major poor-construction and 
degradation of PC bridges to be detected by X-rays and neutrons are unfilled grout, 
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rainwater intrusion, corrosion and thinning and disconnection of PC wires. Unfilled 
grout and thinning and disconnection of PC wires can be measured by difference of 
X-ray attenuation coefficient by X-rays. The three types of the PC bridges and loca-
tions of X-ray/neutron source and detector are depicted in Figure 1. As for highway 
bridges, concrete vertical WEB wall is thick as 450–1,000 mm.

There are of course many nondestructive evaluation (NDE) methods to try to 
detect poor construction such unfilled grout in PC sheath and degradation such 
as thinning and disconnection of PC wires. RADAR, ultrasonic testing, magnetic 
testing, 200–400 kV X-ray tube, etc. are candidates as shown in Figure 2. However, 
they are available for thinner concrete than 200 mm. On the other hand, 950 keV /  
3.95 MeV X-ray sources can be used for transmission testing for thick concrete of 
200–400 mm and 200–1,000 mm based on the calculation and our experience so 
far [1–4]. We think that only the 950 keV/3.95 MeV X-ray sources can enable trans-
mission imaging of PC structures in 200–1,000 mm thick concrete within minutes.

Figure 3 summarizes major poor construction of unfilled grout, early degrada-
tion such as rainwater intrusion and finally serious degradation of thinning and dis-
connection, and suitable NDE methods and successive structural analysis. If there 
is unfilled grout in PC sheath, rainwater may intrude from the edges and is stored 
there. Then, the rainwater makes PC wires and sheath wall be corroded. Volume 
expansion of PC sheath due to corrosion and oxidation induces cracks in near 
concrete. The cracks gradually become larger and reach the concrete surface, When 
the sheath wall is broken, the rainwater exude out and intrude into concrete and 
surface. As the corrosion is enhanced, superficial oxidized iron leaves and thinning 
of PC wires occurs. Even, the disconnection may happen since the wires are tensile. 
Among the above temporal change of state, the structural changes such as unfilled 
grout and thinning/disconnection of wires can been detected by X-ray transmission 
imaging. On the other hand, material property change such as rainwater intrusion 
can be detected by neutron scattering in water. Since concrete vertical WEB wall is 
thicker than ~450 mm, 3.95 MeV X-ray source is appropriate with respect to trans-
mission ability. Iron components of PC such as wires can be clearly seen with good 
contrast to concrete. Their thinning and disconnection are observed with the spatial 
resolution of 1 mm. Since tension is added to PC wires at its construction, they tend 
to be attached to the upper wall of PC sheath. Therefore, unfilled grout should be 
recognized under PC wires with certain change of contrast. Measured flaws such 
as unfilled grout and thinning/disconnection are inputted to structural analysis 
described in Chapter 5. Thus, initial poor construction of unfilled grout and serious 
thinning and disconnection of PC wires are diagnosed and then their affect to 

Figure 1. 
On-site X-ray/neutron inspection by 3.95 MeV system for three types of highway PC bridge.
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lack and degradation of strength is quantitatively evaluated by structural analysis. 
Finally, maintenance, repairing and reconstruction are planned. Moreover, there 
is a possibility to detect rainwater intrusion inside PC sheath by portable 3.95 MeV 
neutron source [5], which is discussed in Section 3.2.

2. 3.95 MeV electron X-ray/neutron sources

We use X-band (9.3 GHz) linac based 3.95 MeV X-ray sources for the inspec-
tion of the actual bridge [1–3]. The systems are shown in Figure 4. The electrons 
are accelerated up to 3.95 MeV by radio frequency (RF) fields. We also adopted the 
side-coupled standing wave type accelerating structure. Electrons are injected into 

Figure 2. 
Advantage of 950 keV/3.95 MeV X-ray sources over other NDE methods for thicker concrete than 200 mm.

Figure 3. 
Poor construction and degradation of PC bridges, suitable NDE methods and structural analysis.
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a Tungsten target that generates bremsstrahlung X-rays. The generated X-rays are 
collimated by a Tungsten collimator into the shape of a cone which has an opening 
angle of 17 degrees. Most important is the X-ray intensity, which is 2 Gy/min at 1 m 
for a full magnetron RF power of 1.8 MW. The system consists of a 200 kg (includ-
ing local Pb radiation shielding) X-ray head, 100 kg magnetron box, and stationary 
electric power source and water chiller unit. The X-ray head and magnetron box 
are portable, and because they are connected to each other by a flexible waveguide, 
only the position and angle of the X-ray head are finely tuned. We have optimized 
the design with respect to X-ray intensity, compactness, and weight. The param-
eters of the 3.95 MeV X-ray source are summarized in the table in the figure.

We place an X-ray detector on the opposite site of the X-ray source between the 
object and source to detect the transmitted X-rays through the object. We use a flat 
panel detector (FPD) by Varian Co. for the detector. The detect and its specification 
are given in Figure 5.

In order to be able to perform neutron TOF measurement, a pulsed neutron 
source is needed. Usually this kind of neutron source were produced by large-sized, 
high-energy particle linear accelerator, but by using X-Band type electron linac 
which compensate its small size with high frequency, the size of the neutron source 
can be reduced greatly and even possible for mobility.

Figure 4. 
3 95 MeV portable X-band linac based X-ray source and its major parameters. The system consists of four units: 
X-ray head, magnetron, power, and chiller units.

Figure 5. 
X-ray flat panel detector (FPD) and its specification.
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When we put a Beryllium target in from of the 3.95 MeV X-ray source, it 
becomes a neutron source, too (see Figure 6). 9Be, having the lowest threshold 
energy for photo-nuclear reaction 9Be(γ, n)8Be to generate neutrons. A beryllium 
photo-neutron target (50 mm × 50 mm × 50 mm) has been combined with a lead 
beam collimator, a boric acid resin layer for neutron shielding, and a lead layer 
for X-ray shielding. Since mainly fast neutrons are used in the neutron source, a 
beam line using a high Z material that does not moderate the neutrons is used. 
Optimization of the beryllium target size and neutron/X -ray shielding simulation 
is performed using the Monte-Carlo code. The target weight is about 100 kg.

Figure 6. 
Neutron source by neutron target in front of 3.95 MeV X-ray source. (i) Photograph (ii) inner structure.

Figure 7. 
Produced neutron energy distribution measured by 3He gas detector and TOF method and energy range of 
neutrons scattered by water.
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The calculated neutron yield in the neutron source is approximately ~107 n/s (neu-
trons/second), which is more intense than ~106 n/s of 252Cf (1 μg) moister detector 
used for NDE in chemical plants. The distribution of neutron energy produced is mea-
sured by 3He gas detector and TOF (Time of Flight) method, as shown in Figure 7.

Rainwater detection using the 3.95 MeV neutron source is performed by irradi-
ating concrete with fast neutrons and detecting backscattered moderated neutrons 
due to multiple elastic scattering with light elements especially hydrogen nuclei 
(see Figure 8(i)). Neutron detection using the 3He gas is attributed to high reaction 
cross section with neutrons in the thermal region. Therefore, the count of detectors 
increases with the existence of water as shown in the figure.

3.  X-ray transmission detection and evaluation for highway bridge  
by 3.95 MeV X-ray source

We plan to do NDE by 3.95 MeV X-ray source for highway PC bridge in 2020. 
Its goal is to detect and visualize unfilled grout via X-ray transmission imaging. 
Figure 9 shows transvers and longitudinal cross sections, possible location of 
unfilled grout and typical X-ray transmission images by 950 kV source for filled 
and unfilled grouts. Since tensile PC wires tends to attach the upper inner surface 
in PC sheath, the grout is filled in the lower space there. Therefore, in general, 
unfilled grout occurs in the lower space (see (i), (ii)). In construction stage, grout 
is pushed and filled from one side of sheaths so that unfilled grout tends to occur 
at an ascending part of the opposite side as shown in (iii). The unfilled grout in PC 
sheathe in 200–250 mm thick T girder WEB was measured and visualized at the 
ascending part as show in (iv). The unfilled part looks white comparing gray or 
black part of filling. Phase of unfilled can be evaluated by quantitative evaluation 
of gray value, namely X-ray attenuation coefficient. Appearing X-ray transmission 
imaging of filled and unfilled grout would be a goal of the coming task for highway 
PC bridges.

Here we consider PC bridges of box type and T girder Typical cross section, 
location of PC sheath, X-ray head and detector are summarized in Figure 10. X-ray 
head is movable 200 kg weigh component among the four. It can be accessed to 
the WEB with RF source via flexible waveguide for RF power delivery for electron 
beam acceleration. For example, the thickness of WEB of Box type and T girder are 

Figure 8. 
Neutron energy profiles of 3He gas (n,p) cross section, incident neutrons and backscattered neutrons from 
concrete with and without water cell. (i) Neutrons scattered by water in concrete. (ii) energies of incident and 
scattered neutrons in water and 3He gas detector efficiency.
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750, 550 and 450 mm, respectively. Closed circles represent typical locations of PC 
sheaths. Vertical arrays of PC sheaths are arranged in the zigzag way ((i), (ii)) and 
at the same vertical level ((iii)). When we allocate the X-ray head and eject X-rays 
horizontally, PC sheaths can form separate images at the detector for two zigzag 
arrays (see (ii)). However, in the lower case of (i) two images of the PC sheaths 
at the same vertical level are overlapped at the detector. In order to obtain two 
transmitted images for the above case, we allocate the X-ray head higher by about 
100 mm and decline it by about 10 degrees as shown in the upper case of (i) and 
(iii). WE have almost finalized the way of access and allocation of the X-ray head to 
all cases as shown in the figure.

We have carried out the simulating experiments for real highway bridges inspec-
tion in the configuration of Figure 10(i)–(iii). In order to simulate the concrete 
thickness and number and location of PC sheaths, we use cut samples from real 
old PC bridges which were deconstructed after finishing their roles as shown in 
Figure 11(i).

First, we explain the results of separate X-ray transmission images for two PC 
sheaths at different vertical level as shown in Figure 11(ii). Total concrete thickness 
is 750 mm and 10 iron PC wires of 70mϕ are inserted to vacant Sheath 1 and 2. X-ray 
shot duration is 10 s and it is summed by 100 times. Original image is (ii) and (iii) is 
the boundary enhanced image by the principle of local contrast enhancement using 
gray level of the neighborhood pixels [6]. The two PC sheaths and wires are clearly 

Figure 9. 
Transvers and longitudinal cross sections, possible and typical X-ray transmission images by 950 kV source for 
filled and unfilled grouts.

Figure 10. 
Typical WEBs and locations of X-ray source and detector for box-type and T. (i) Box thick WEB. (ii) box thin 
WEB. (iii) T-girder WEB.
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recognized separately in both images. In the boundary enhanced image, the sheath 
and unfilled grout looks clearer than the original, although its background becomes 
noisy. Instead, the original image is totally ambiguous, but the sheaths wires can be 
recognized.

Second, we measured three PC sheaths at the same vertical level and horizontal 
X-ray ejection as shown in Figure 12. From the left X-ray source as (i), (ii), 10 wires 
are inserted in the lower space of the first PC sheath 1. Grout remains in the half 
space of the second PC sheath 2. The third PC sheath is vacant. X-ray transmis-
sion images were obtained by 10 s duration times 1 and 100 as shown in (iii), (iv), 
respectively. There is almost no remarkable difference as to the quality of image. 
Only wires in the lower space and upper vacant space, which corresponds to unfilled 
grout, in the PC sheath 1 can be seen and the PC sheaths 2, 3 are hidden behind it. 
Since PC wires are attached to the upper inner surface of sheath in a real case, real 
image is upside down of these images.

Third, the configuration and transmission images for three same vertical 
level PC sheaths and 100 mm up −10 degree declining X-ray ejection are given in 
Figure 13. Here we try to get separate images for the three same vertical level PC 
sheaths at the detector. Images by 10 s duration times 1 and 100 shots are shown in 
(ii) and (iii), respectively. Again there is no remarkable difference with respective 
to image quality between them. Here the three PC sheaths are becoming separate, 
but still partially overlapped. We can surely recognize that PC wires are inserted 
from the right hand side and stop in front of the left edge in the nearest PC sheath 1 
to the X-ray source. Over the PC sheath 1, we can see the PC sheath 2 with partially 
filled grout. The oblique edge of grout is seen in the left hand side. Finally, vacant 
PC sheath 3 is observed over the PC sheath 2.

Figure 11. 
Separate X-ray transmission images for two PC sheaths at different vertical level.
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Now the findings are summarized in the following.

• Transmission image of 750 mm thick concrete is completely obtained in 10 s 
by 3.95 MeV X-ray source. We should understand this fact comparing to the 
calculated X-ray attenuation in the upper graph of Figure 2.

Figure 12. 
Image of three PC sheath at the same vertical level and X-ray horizontal ejection.

Figure 13. 
Configuration and transmission images of three PC sheaths at the same vertical level and 100 mm level up 
and – 10 degree declining ejection of X-ray source.
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• In any cases, PC iron wires can be easily found due to their rather black images. 
Then, the existence and location of PC sheath is detected. Furthermore, 
 thinning and disconnection can be analyzed.

• In case of several same vertical level PC sheaths and horizontal X-ray ejection, 
only nearest PC sheath is clearly seen and others are hidden behind it.

• In case of several same vertical level PC sheaths and upward shifted and 
declining X-ray ejection, they form separate images. Thus, we can detect and 
evaluate the far side PC sheath.

• Unfilled grout can be evaluated by gray value with respect to rather black 
image of PC wires in positive image processing. We may be able to form a 
 correlation between measured relative gray value and stage of unfilled grout.

4. Rainwater detection in PC sheath by 3.95 MeV neutron source

Now we are going to explain detection of rainwater intrusion by neutrons. 
Images of rainwater intrusion in PC bridge and slab type bridge are depicted in 
Figure 14. Rainwater intrusion at unfilled grout in PC sheath causes corrosion of 
wires to thinning and disconnection, and finally degradation of strength of bridge. 
We try to detect them by the 3.95 MeV neutron source and 3He gas detector via 
neutron backscattering. It is expected to be monitoring of early degradation of 
bridge strength before corrosion of PC wires.

Here we have just started basic experiment on water detection by neutron 
backscattering considering the situations depicted in Figure 14. Figure 15 shows 
the experimental configuration. We just put a 50 mm thick bottle of water on a 
T girder concrete sample cut from a real old bridge. Neutrons from the 3.95 MeV 
source are scattered in water in the bottle. Backscattered neutrons are detected by 
the 3He detector, and the TOF method is applied to measure the time of flight from 
the scattering point to the detector. Flight distance divided by the measured time 
becomes the velocity of neutron, v and its kinetic energy is obtained as, 21 ,

2
mv  for 

nonrelativistic case.
Measured results of neutron counts as a function of TOF and converted energy 

are given in Figures 16(i) and (ii), respectively. Neutron counts as a function of 
measurement time and converted neutron energy in cases of unfilled and filled 
water are plotted in (i) and (ii), respectively. Since the neutron source with about 
107 n/s is not necessarily intense, the difference with/without water is not remark-
able. But we can clearly observe component of neutron backscattering below 1 eV as 
predicted in Figure 8. It can be understood that Proof-of-Principle has been verified.

Figure 14. 
Images of rainwater intrusion in PC bridge and slab type bridge.
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Figure 15. 
Experimental configuration modeling rainwater detection by neutron scattering.

Figure 16. 
Comparison of measured backscattered neutron count as a function of TOF with and without water.  
(i) Neutron counts as a function of TOF. (ii) neutron energy spectra.
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Figure 15. 
Experimental configuration modeling rainwater detection by neutron scattering.

Figure 16. 
Comparison of measured backscattered neutron count as a function of TOF with and without water.  
(i) Neutron counts as a function of TOF. (ii) neutron energy spectra.
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As a next step, we are to perform numerical analysis using Monte Carlo code 
considering the case to detect rainwater in the configuration for slab bridge type. 
Multilayer sample with asphalt (~75 mm thick), water (more than few mm thick) 
and concrete (very thick) is first adopted.

5. 3D structural analysis using finite element method

In order to accurately reflect the influence of more detailed degradation condi-
tions obtained by X-ray imaging on structural performance, three-dimensional 
finite element analysis is required. This chapter aims to evaluate structural strength 
degradation more precisely by performing structural calculation using finite element 
analysis software, Du COM-COM3 [7], that can simulate the nonlinear behavior 
peculiar to concrete with high accuracy. Effect of degradation is evaluated through 
stress distribution in the cross section of the bridge obtained by the analysis.

The software used for the analysis is DuCOM-COM3 which continues to be 
developed by the Concrete Laboratory, Department of Civil Engineering, Faculty 
of Engineering, University of Tokyo [7]. DuCOM-COM3 is used to calculate the 
mechanical behavior of structures with multi-spans from dynamic characteristics 
such as earthquake motion and wind vibration to long-term deformation behavior 
over several decades. DuCOM, which is responsible for the calculation of movement 
and material deterioration, is coupled to construct structures at various scales from 
the molecular-scale microscale to the structure-level macroscale.

We introduce an example to use DuCOM-COM3 for evaluation of strength 
degradation due to measured PC flaws. Figure 17 shows X-ray transmission images 
of thinning and disconnection of PC wires of a box type bridge and evaluation of 
cross section reduction. Degradation of this bridge due to salty water used in winter 
is rather serious. At the most serious cross section, several PC sheaths are broken 
and PC wires are heavily thinned and disconnected. We try to evaluate reduction 
of PC wire cross section as shown in the table of the figure. Then, we input the 
data to DuCOM-COM3 analysis. Figure 17 shows one example of box type bridge. 

Figure 17. 
X-ray transmission images of thinning and disconnection of PC wires of a box type bridge and evaluation of 
cross section reduction.
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We consider a partial block of one span of a four-span PC bridge (see Figure 17). 
We measured most degraded floor cross section by using our X-ray source. Several 
X-ray transmission images were obtained as shown in the figure. Due to long term 
corrosion due to salty water, several PC sheaths are broken and some PC wires are 
thinned and disconnected. Reduction of PC wires cross section is approximately 
evaluated as shown in the figure. Those data are used for the structural analysis.

3D mesh model is depicted in Figure 18. The whole mesh structure corresponds 
to a part of one span of a four span box type PC bridge. We adopt specialized 
boundary condition and standard vertical load. Then, we calculate 3D distribution 
of bending moment, stress, strain and displacement.

Figure 18. 
3D mesh model for the box type bridge with cross section reduction of PC wires at a certain cross section of 
the bridge.

Figure 19. 
Comparison of 3D stress distribution of initial (healthy) and degraded states. Circle indicates the 
degraded part.
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3D stress distribution of initial (healthy) and degraded states are given in the 
upper and lower images of Figure 19, respectively We can observe discontinu-
ous distribution around the degraded part indicated by the circle. Figure 20 also 
shows the fracture points confirmed by the overall 3D model in this model and 
analysis.

Figures 21 and 22 show the moment-stress distribution and moment-strain 
distribution at the lower edge of the bridge section for the initial and degraded 
states. In both cases, the horizontal axis is the moment, and the vertical axis 
is the stress and strain. If we can eliminate the moment, we can get standard 
stress – strain relation. Anyway, we can clearly observe yield phenomenon and 
yield stress. The upper and lower curves represent the results for the initial and 
degraded states. Reduction of yield stress is clearly seen due to the degradation. 
The reduction is 5% in this case. This reduction would be rather serious for the 
maintenance of the bridge. Actually, it has been decided that this bridge should be 
reconstructed.

Figure 20. 
Confirmation of fracture site in the 3D model.

Figure 21. 
Moment-stress graph at bottom edge of bridge section.
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6.  Guidelines for special inspections using 950 keV/3.95 MeV  
X-ray sources

The Public Works Research Institute and the University of Tokyo are developing 
new technical guidelines for special inspections of bridges using 950 keV/3.95 MeV 
X-ray sources. An overview is provided in Figure 23 [4]. First, visual and ham-
mer sound inspection screening should be performed based on regular inspec-
tion guidelines. Advanced hardware and software techniques such as drawn and 
acoustic analysis are adopted in this step. If degraded parts are found, the special 
X-ray transmission inspection is performed using the 950 keV or 3.95 MeV X-ray 
sources, depending on the thickness of the concrete containing the degraded 
parts (see Figure 2). Here, the states of PC wires such as unfilled grout and thin-
ning/disconnection are quantitatively evaluated with spatial resolution of 1 mm. 
Especially, the state of unfilled grout can be evaluated quantitatively by measuring 

Figure 22. 
Moment-strain graph at bottom edge of bridge section.

Figure 23. 
Guidelines for special X-ray transmission inspection using 950 keV/3.95 MeV X-ray sources accompanied with 
visual and hammering-sound inspections, structural analysis, final repair, and/or reinforcement.
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the gray value, namely the X-ray attenuation coefficient, under the criterion from 
0 (white: vacant) through 1 (black as PC wire) (see Figure 24). NDE of unfilled 
grout by γ-emitter radioisotope using such a phase control and decision to proceed 
to destructive evaluation to obtain more precise information are under way by 
IFSTTAR (French Institute of Science and Technology for Transport Development 
and Networks) in France [8]. Then, we plan to perform 3D structural analysis 
to evaluate the degradation of the structural strength quantitatively as shown in 
Figure 25. We have introduced one example of the structural analysis and evalua-
tion of reduction of yield stress due to thinning and disconnection of PC wires by 
using DuCOM-COM3 in Chapter 5. We propose regular X-ray transmission inspec-
tion and structural analysis every five years and record the change of yield stress. 
In order to confirm validity of numerical results, we plan to use not only DuCOM-
COM3 code but also ATENA code [9]. The results by the two codes are compared 
and checked. If we observe remarkable change in both results, we may proceed 
to more careful consideration. Based on this evaluation, repair, reinforcement, 
or other decisions should be taken into account. We are going to start practical 

Figure 24. 
Phases of unfilled grout and relation with gray value of X-ray attenuation coefficient.

Figure 25. 
Proposal of quantitative criterion for regular X-ray inspection and structural analysis with respective to 
measured property of mechanical strength.
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and commercial highway bridge X-ray inspection under collaboration with major 
industries. We hope to apply these guidelines to all aged bridges in Japan and finally 
across the world in near future.

7. Conclusion

We are going to apply our 3.95 MeV X-ray source to highway PC bridge inspec-
tion in Japan in 2020. Among T-girder-, box- and slab-type bridges, we first inspect 
box type bridge with 550–750 mm thick WEB wall. We use 950 keV/3.95 MeV x-ray 
sources for thinner than 300 mm and 300–1,000 mm WEB walls, respectively. Main 
purpose is to visualize and evaluate unfilled grout in PC sheath. We performed 
preliminary experiments considering real situations to obtain X-ray transmission 
images of wires and unfilled grout of several PC sheaths. We successfully obtain one 
X-ray transmission image within 10 s. We also adopt boundary enhancement image 
processing to check the state of PC sheath, wires and grout. We also succeeded 
in obtain separate images of same vertical level PC sheaths by changing vertical 
location and angle of the X-ray source. In all cases, PC wires can been easily seen by 
black images and then we can recognize the location of PC sheath. Next, we check 
unfilled grout beneath the wires. We propose to use the gray value, namely relative 
X-ray attenuation coefficient, to evaluate of the state of unfilled grout.

Moreover, we try to apply 3.95 MeV neutron source in order to detect rainwater 
between surface asphalt and concrete. We successfully detected the existence of 
water via neutron back scattering in water. As a next step, we try to verify the 
rainwater detection in slab type bridge.

We also performed 3D structural analysis for box type bridge by using DuCOM-
COM3 code. 5% reduction of yield stress due to thinning and disconnection PC 
wires via rainwater corrosion was evaluated. From now on, we are going to analyze 
mechanical strength reduction due to unfilled grout.

Finally, we propose a guideline for regular maintenance control by making use 
of 950 keV/3.95 MeV X-ray sources and structural analysis codes of DuCOM-COM3 
and ATENA. After we verify the inspection of box type bridge in 2020, we plan to 
inspect other box- and T-girder-bridged in 2021.
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X-ray transmission image within 10 s. We also adopt boundary enhancement image 
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Chapter 4

Incremental Linear Switched 
Reluctance Actuator
Aymen Lachheb and Lilia El Amraoui

Abstract

Linear switched reluctance actuators are a focus of study for many applications 
because of their simple and robust electromagnetic structure, despite their lower 
thrust force density when compared with linear permanent magnet synchronous 
motors. This chapter deals with incremental linear actuator have switched reluc-
tance structure. First, the different topologies of linear incremental actuators are 
mentioned. Furthermore, a special interest is focused on the switched reluctance 
linear actuator then the operating principal is explained. In addition, an analytical 
model of the proposed actuator is developed without taking account of the satura-
tion in magnetic circuit. Finally, the control techniques that can be applied to the 
studied actuator are presented.

Keywords: linear actuator, switched reluctance, modeling, control, hybrid actuator, 
simulation

1. Introduction

Nowadays, linear actuators are used more and more in various industrial fields. 
This type of actuator makes it possible to have a direct linear drive without recourse 
to an intermediate motion transmission system [1]. Indeed, unlike conventional 
approaches where linear movement is obtained by coupling a rotary actuator to a 
movement transmission system, the direct generation of linear movement makes it 
possible to reduce the number of mechanical parts and therefore the losses associ-
ated with them.

The absence of motion transformers improves the overall performance of the 
system. As a result, the linear actuator is essential when the speed and precision 
are required by the application (machining Tools, manipulator robots, etc.), for 
this type of actuator the thrust force generated is thus applied directly to the load, 
[2]. Linear displacement controls are often used in industrial devices. In most cases 
where rigidity is required, it is provided by the worm and worm wheel system or the 
straight rack. These solutions introduce problems of transforming rotary motion 
into linear motion: slip, drop in efficiency, and bulk [3].

In some cases, a linear actuator may offer a satisfactory alternative when its 
construction and cost issues are resolved [4].

Robotic systems offer vast opportunities for actuators and among these, those 
with switched reluctance structure, rotary or linear.

The purpose of this study is to reflect the principle of the operation, and control 
of a linear actuator with the study of the different topologies of linear actuators.
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In the first part of this chapter the theory of switched reluctance machines 
well be explained. Then, the principle of operation as well as the analytical 
modeling of a linear actuator will be also studied. The last part of this chapter 
is devoted to the presentation of the control techniques dedicated for switched 
reluctance linear.

2. Classification of linear actuator

There are mainly three types of incremental linear actuator which differentiate 
by the physical phenomenon which is at the origin of their movement.

These three types of actuators can have structures with a planar or tubular 
geometry [5, 6]. Contrarily to rotating machines where the rotor and stator are 
generally coaxial. Linear machines can be presented in flat form or cylindrical form. 
They consist of a moving part and a fixed stator whose positions can be reversed.

For flat structures, it is possible to realize actuators with single stator or with 
double stator. For cylindrical structures, it is possible to consider tubular actuators 
with internal or external moving part.

The single stator actuator is a simple variance which is easily integrated in 
current applications but which presents a significant force of attraction between 
the stator and the moving part [7]. The double stator structure makes it possible to 
obtain, on the one hand, higher thrust forces than for the single stator structure and 
on the other hand to lighten the mobile part, because if the latter is well centered 
the resultant of the forces attraction is then zero. This structure is particularly well 
suited to the case where the fixed stator.

The linear actuator can also have two symmetrical inductors in order to create 
a greater force compared to its single inductor counterpart. Nevertheless, it has a 
complex geometry for its manufacture.

They are composed of a fixed part (the stator) and a mobile part (the translator) 
whose displacement is governed by the tendency of the magnetic circuits to be in a 
position of maximum flux.

2.1 Permanent magnet actuator

The permanent magnet linear actuator consists of an armature comprising 
one or more permanent magnets and a stator comprising a number of coils. 
There are two configurations of this type of actuator. The first is with fixed 
coils and moving magnets. The second is with moving coils and fixed magnets, 
Figure 1 [6].

The operation of this type of actuator is provided by the action of an electro-
magnetic field on the armature made up of permanent magnets. The magnetic field 
in the air gap created by the supply of the phase coils orients the magnets in one 
direction.

Figure 1. 
Permanent magnet linear actuator.
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2.2 Switched reluctance actuator

The switched reluctance actuator is among the simplest actuators. Regarding its 
construction, its basic structure consists of a coiled mobile part and an iron stator 
part which does not contain neither magnets or coils. The stator consists of an iron 
part rolled to form salient poles, Figure 2.

The principle of operation of a switched reluctance actuator is based on the 
tendency of an electromagnetic system to achieve a stable equilibrium position, 
which minimizes reluctance of the magnetic circuit. The aligned position of a phase 
is defined as the situation where the teeth of the stator and the modulus teeth of the 
mobile of the phase are perfectly aligned with each other reaching a position where 
reluctance is minimal [8].

Figure 3 shows an incremental reluctant linear actuator with transverse flux 
configuration comprising three modules separated by a non-magnetic material, 
each phase of the actuator is composed of two windings in series. The feeding of a 
phase creates a force allowing the movement of the mobile towards a stable equilib-
rium position, which it keeps as long as the power is maintained.

For this type of actuator, if the poles of one module are aligned with the poles 
of the stator then the poles of the other module must be offset in order to create a 
propelling force. Indeed, magnetic separations between the modules are necessary 
to impose a regular offset between the mobile modules.

2.3 Hybrid actuator

Hybrid stepping motors generally consist of a toothed mobile fitted with perma-
nent magnets. The Figure 4 shows the structure of a hybrid motor, [9].

Figure 2. 
Switched reluctance actuator with longitudinal flux configuration.

Figure 3. 
Switched reluctance actuator with modular structure.
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Type of actuator Switched reluctance 
actuator

Permanent magnet 
actuator

Hybrid 
actuator

Resolution High resolution Medium Medium

Thrust Force Weak force High force High force

Operating frequency high frequency low frequency high frequency

Table 1. 
Comparison of different linear actuators.

This type of motor has both the advantages of the permanent magnet motor, 
which has a high torque, and those of the switched reluctance motor, which makes 
it possible to obtain a large number of steps per cycle. However, the iron losses are 
relatively large and therefore penalize this structure.

The movement of hybrid motors results from the superposition of the force 
developed by the reluctant effect of the teeth and the force created by the magnet.

The contribution of the amplitudes and the geometric periods of these forces 
makes it possible to achieve very diverse static characteristics. In fact, the magnet 
placed in the hybrid structure ensures a certain distribution of the field lines. The 
supply of the coils produces a switching phenomenon of the field lines more or 
less important depending on the intensity of the supply current by acting on the 
orientation of the fields it is possible to control the variation of the resulting force.

The Table 1 gives a comparative study of the different configurations of the 
linear actuator studied above.

In what follows, our study will focus on switched reluctance actuators.

3. Operating principal of switched reluctance actuator

The force develop by a switched reluctance actuator is explained using the 
elementary principle of electromechanical energy conversion in a solenoid, as 
shown in Figure 5.

The switched reluctance machine belongs to the family of electromagnetic 
converters with single excitation.

Mechanical energy is produced by the displacement of a ferromagnetic material, 
placed in a magnetic field in order to maximize the flux in the circuit [10–13].

Generally, this type of actuator have only one degree of motion corresponding 
either to a translation or to a rotation around an axis, as shown in the figure.

Figure 4. 
Hybrid linear stepper actuator.
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The hatched parts represent the guiding of the moving part of which the 
position is identified by the distance x in the Figure 5. The position of the rotor in 
relation to the stator is indicated by the angle θ  in the Figure 5.

Where φ  and λ  denote respectively the flow through a turn and the total flow 
of the winding.

 nλ φ=   (1)

For a given position of the moving part, the magnetic circuit is the seat of a 
totalized induction flux depending on the position and the supply current.

 ( )I xλ λ= ,   (2)

To establish the equations governing the operation of the electromagnetic linear 
actuator, we consider the variations of the energy stored in the magnetic field when 
the moving part moves.

The axis of a moving tooth is identified by its distance x with the axis of a fixed 
notch. Thus, we define:

 mag I cte
W Idλ

=
= ∫Magnetic energy :   (3)

 co cte
co W dI

λ
λ

=
− = ∫Magnetic energy :   (4)

4. Analytic modeling of linear switched reluctance

Investigating the operational behavior of the switched reluctance actuator 
requires a mathematical model based on the electrical and mechanical equations 
governing its operation.

4.1 The electrical model

An elementary equivalent circuit for the switched reluctance actuator can be 
obtained by neglecting the mutual inductance between the phases. Assuming that 
each phase of the motor consists of a coil with resistance R and inductance L(I, x), 
the applied voltage U to a phase is equal to the sum of the resistive voltage drop and 
the derivative of flux linkages λ (I,x).

 
( )j

j j j

d x I
U R I

dt
λ

= +
,

  (5)

Figure 5. 
Elementary circuit of a stepper motor.
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j represents the index of the phase with j = 1, 2,3, indicates in order the phases A, 
B and C.

The flux linkage depends on the current and the translator position. Then the 
flux expression becomes:

 j j
j j j j

dI dxU R I I
I dt x dt

λλ ∂∂
= + +

∂ ∂
  (6)

By mean the magnetization curve Figure 6, the magnetic field energy can be 
determined for a fixed translator position as function of current and linkage flux.

 
I

coW dIλ= ∫
0

  (7)

The force developed by the switched reluctance linear actuator is proportional 
to the change in mechanical energy as a function of mechanical displacement. It can 
be given by:

 ( ) coWF I x
x

∂
=

∂
,   (8)

The total instantaneous electromagnetic force Ft is the sum of the q individual 
phase forces.

 ( ) ( )
q

t
j

F I x F I x
=

=∑
1

, ,   (9)

For a linear flux model of switched reluctance actuator it is ( ) ( )x L x Iλ = . Thus, 
neglecting magnetic saturation gives.

 ( )
I

coW dI L x Iλ= =∫ 2

0

1
2

  (10)

Hence,

 ( ) dLF I x I
dt

= 21,
2

  (11)

Figure 6. 
Magnetization curve of the studied actuator.
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The thrust force is then proportional to the derivative of the inductance with 
respect to the displacement of the mobile x and to the square of the supply current 
of a phase.

The inductance L (I, x) is a periodic function of x, with a period equal to the 
dental pole pitch δ .

The inductance is minimal when the teeth are in unaligned position, and it is 
maximum when the teeth are in aligned position.

The inductance depends on the moving position. The partial derivative of the 
inductance with respect to the moving position can be expressed by:

 ( )jL xL j
x

π π π
δ δ

∂  = − − − ∂  
1

2 2 2sin 1
3

  (12)

By replacing Eq. (12) in Eq. (11), the electromagnetic force developed by each 
phase of the separately supplied switched reluctance actuator is expressed as 
follows:

 ( ) ( )j jF x I I L x jπ π π
δ δ

 = − − 
 

2
1

1 2 2 2, sin 1
2 3

  (13)

4.2 The mechanical model

The mechanical movement of the actuator is described by the equation deduced 
from the fundamental principle of dynamics characterizing a linear movement, 
(see Eq. (14)) [5].

 ( ) ( )v s l
d x dxm D f s g v F F x I
dt dt

+ + + =
2

2 in ,   (14)

5. Specificity of the control of linear actuator

The special feature of the switched reluctance linear actuator is to ensure a 
continuous incremental translational movement. In other words, each supply pulse 
must correspond to a constant elementary displacement, this is correspond to the 
mechanical step of the actuator.

Then, to ensure continuous movement, it is necessary on the one hand to have 
several phases, on the other hand, the successive supply of the phases must be 
synchronized with the real position of the moving part.

A determined number of pulses causes a corresponding number of steps by the 
actuator. In addition, the succession of determined pulses generated by a control 
circuit at a well determined frequency makes it possible to impose a continuous 
movement of the moving part at constant speed. At each pulse of the control, 
induce that the poles of the supplied phase closest to the stator poles, and they are 
positioned opposite the latter.

Like all electric motors Linear, actuators can be driven in open loop or closed 
loop for applications, which require high precision and high positioning quality.

The linear actuator is essentially an electric actuator, which requires an electronic 
power converter to change the operating frequency and the magnitude of the applied 
voltage. The main characteristics of electronic converters used for linear actuators 
generally require full operation of two quadrants (half H-bridge), a high switching 
voltage is necessary for the rapid establishment and extinction of the current.
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j represents the index of the phase with j = 1, 2,3, indicates in order the phases A, 
B and C.

The flux linkage depends on the current and the translator position. Then the 
flux expression becomes:

 j j
j j j j

dI dxU R I I
I dt x dt

λλ ∂∂
= + +

∂ ∂
  (6)

By mean the magnetization curve Figure 6, the magnetic field energy can be 
determined for a fixed translator position as function of current and linkage flux.

 
I

coW dIλ= ∫
0

  (7)

The force developed by the switched reluctance linear actuator is proportional 
to the change in mechanical energy as a function of mechanical displacement. It can 
be given by:

 ( ) coWF I x
x

∂
=

∂
,   (8)

The total instantaneous electromagnetic force Ft is the sum of the q individual 
phase forces.

 ( ) ( )
q

t
j
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=
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1

, ,   (9)

For a linear flux model of switched reluctance actuator it is ( ) ( )x L x Iλ = . Thus, 
neglecting magnetic saturation gives.
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I
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  (10)

Hence,

 ( ) dLF I x I
dt

= 21,
2

  (11)

Figure 6. 
Magnetization curve of the studied actuator.
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The thrust force is then proportional to the derivative of the inductance with 
respect to the displacement of the mobile x and to the square of the supply current 
of a phase.

The inductance L (I, x) is a periodic function of x, with a period equal to the 
dental pole pitch δ .

The inductance is minimal when the teeth are in unaligned position, and it is 
maximum when the teeth are in aligned position.

The inductance depends on the moving position. The partial derivative of the 
inductance with respect to the moving position can be expressed by:

 ( )jL xL j
x

π π π
δ δ

∂  = − − − ∂  
1

2 2 2sin 1
3

  (12)

By replacing Eq. (12) in Eq. (11), the electromagnetic force developed by each 
phase of the separately supplied switched reluctance actuator is expressed as 
follows:

 ( ) ( )j jF x I I L x jπ π π
δ δ

 = − − 
 

2
1

1 2 2 2, sin 1
2 3

  (13)

4.2 The mechanical model

The mechanical movement of the actuator is described by the equation deduced 
from the fundamental principle of dynamics characterizing a linear movement, 
(see Eq. (14)) [5].
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d x dxm D f s g v F F x I
dt dt

+ + + =
2

2 in ,   (14)

5. Specificity of the control of linear actuator

The special feature of the switched reluctance linear actuator is to ensure a 
continuous incremental translational movement. In other words, each supply pulse 
must correspond to a constant elementary displacement, this is correspond to the 
mechanical step of the actuator.

Then, to ensure continuous movement, it is necessary on the one hand to have 
several phases, on the other hand, the successive supply of the phases must be 
synchronized with the real position of the moving part.

A determined number of pulses causes a corresponding number of steps by the 
actuator. In addition, the succession of determined pulses generated by a control 
circuit at a well determined frequency makes it possible to impose a continuous 
movement of the moving part at constant speed. At each pulse of the control, 
induce that the poles of the supplied phase closest to the stator poles, and they are 
positioned opposite the latter.

Like all electric motors Linear, actuators can be driven in open loop or closed 
loop for applications, which require high precision and high positioning quality.

The linear actuator is essentially an electric actuator, which requires an electronic 
power converter to change the operating frequency and the magnitude of the applied 
voltage. The main characteristics of electronic converters used for linear actuators 
generally require full operation of two quadrants (half H-bridge), a high switching 
voltage is necessary for the rapid establishment and extinction of the current.
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Generally the linear incremental actuators are controlled by a static converter in 
most applications, the force generated by each phase of the actuator is proportional 
to the square of the phase current (see Eq. (13)). The circuit and the control strategy 
are directly related to the performance and characteristics of the actuator. Several 
topologies are presented with a reduced number of power switches, faster excita-
tion, faster demagnetization, high efficiency and high power through continuous 
research [14]. Conventionally, there has always been a trade-off between obtaining 
some advantages and losing others with each topology.

Assuming that the edge effects is neglect, then the variation of inductance is 
linear as shown in Figure 7. The characteristic of the inductance is periodic and the 
periodicity of the inductance is equal to qπ2 / , q number of phases.

The physical meaning of the different regions in Figure 7 is as follows.
In the [x1-x2] zone, the inductance begins to increase as the mobile moves. 

When the poles of the moving part meet the stator poles, the inductance reaches 
its maximum value. In this region, the actuator operates in an increasing induc-
tance regime where the slope of the inductance is positive where a positive force is 
developed by the actuator.

The area in the gap [x2-x3] the teeth of the mobile and the stator are completely 
aligned. In this interval, the inductance is constant and in this case the actuator 
cannot generate any force even if the phase supply is kept constant.

5.1 Different control methods

Incremental actuator supplies are generally classified into five modes [14]:
Mode 1: only one phase is supplied by the nominal current In, in this case that 

the mechanical step of the actuator is defined, the phase supply sequences is shown 
in Figure 8.

Mode 2: two successive phases are supplied at the same time by the current. 
Indeed, the force is greater by a factor 2  than the first mode.

Mode 3: the alternating combination of the two previous modes allows opera-
tion in half-step, In this control mode, the phases of the actuator are supplied in 
order in accordance with the cyclogram shown in Figure 9.

Mode 4: this mode, commonly called “Ministepping” consists in multiplying 
the intermediate positions by supplying each phase with fractions of the nominal 
current, this corresponds to the extension of operation in mode 4.

Figure 7. 
Inductance and force curves as function of position.
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5.2 Drive circuit for switched reluctance actuator

Several application using linear switched Reluctance actuator using an adjust-
able speed drive. Asymmetric half bridge converter is very popular for switched 
reluctance actuators because of its ability to operate efficiently.

The power switch used in converter is a transistor. However, in industrial appli-
cations, the other types of power switches are used, mostly Thyristor, power IGBTs, 
or even MOSFETs. A dc voltage source is necessary for supplying the power con-
verter and motor phases. The dc source may be from batteries or mostly a rectified 
ac supply with a filter to provide a dc input voltage source to the switched reluctance 
actuator converters (Figure 10) [14].

First, consider that the phase 1 is supplied when the upper and lower transis-
tors T1 and T4 are switched on. Then, +VDC voltage applied to the phase winding. 
Therefore, a current is established and increases in the windings of the phase 
through both switches.

When the poles of the supplied phase reach the aligned position with the poles 
of the stator, in this case the switches are turned off. Phase current then slowly 
decreases by freewheeling through one transistor and one diode. When both tran-
sistors are off, the phase winding will supplied by voltage -VDC. Indeed, the phase 
current then quickly decreases through both diodes. By appropriately coordinating 
the above three switching states, phase current of the switched reluctance actuator 
can be controlled. The major advantages of the asymmetric bridge converter are the 
independent control of each motor phase and the relatively low voltage rating of the 
inverter components.

By supplying the first phase maintains the translator in a stable equilibrium 
position, if the supply current of the first phase is cut off and if the second phase 
is supplied, then a positive force is developed by the second phase which moves 
the translator to the second equilibrium position. Conversely, if the excitation is 

Figure 8. 
Full step command.

Figure 9. 
Half steps command.
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of the stator, in this case the switches are turned off. Phase current then slowly 
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current then quickly decreases through both diodes. By appropriately coordinating 
the above three switching states, phase current of the switched reluctance actuator 
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position, if the supply current of the first phase is cut off and if the second phase 
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Figure 8. 
Full step command.

Figure 9. 
Half steps command.



Computational Optimization Techniques and Applications

68

Figure 12. 
Dynamic response of the actuator for full step command.

changed from phase 1 to phase 3 the force developed by phase 3 is negative, moving 
the translator in the negative direction to the phase 3 equilibrium position.

The Figure 11 presents the characteristics of the forces developed by a three-
phase structure supplied separately. By applying a resistant force Fl when phase 1 

Figure 10. 
A three-phase asymmetric half-bridge converter.

Figure 11. 
Force characteristic of an actuator possessed three phase.
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is supplied, the stable equilibrium position is at P1. If the second phase is powered, 
the mobile is brought to position P2 when phase 3 is powered in turn, it brings the 
mobile to P3 and so on. The power supply sequence in the order 1,3,2 makes it pos-
sible to move the mobile in the opposite direction from P1 to P′1 then to P’3.

The Figure 12 show the response of the actuator when a full step command is 
applied. The successive feeding of the phases causing the moving of the mobile by 
three mechanical steps, we can see that at each step the mobile oscillates around its 
equilibrium position in order to reach a stable position.

6. Conclusions

In this chapter, initially, the different topologies of incremental linear actuators 
are studied and presented, operating principal of switched reluctance actuator was 
described. Then, an analytical model of linear switched reluctance actuator was 
proposed and established which allowed to determine the electromagnetic force 
developed by the actuator. Finally, the different control techniques that can be 
applied to the studied actuator have been presented.
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vD  viscous coefficient of friction (Ns/m)
fs (N) dry friction
v (m / s) represents the mechanical speed of the mobile (m/s)
x the displacement (m)
Fl  the load force (N)
F the electromagnetic force (N)
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Chapter 5

A Survey on Weapon Target
Allocation Models and
Applications
Abdolreza Asadi Ghanbari, Mousa Mohammadnia,
S. Abbas Sadatinejad and Hossein Alaei

Abstract

In Command and Control (C2), Threat Evaluation (TE) and Weapon Target
Allocation (WTA) are two key components. To build an automated system in this
area after modeling Threat Evaluation and Weapon Target Allocation processes,
solving these models and finding the optimal solution are further important issues.
This setting demands instantaneous operational planning and decision making
under inherent severe stress conditions. The associated responsibilities are usually
divided among a number of operators and also computerized decision support
systems that aid these operators during the decision making process. In this Chap-
ter, the literature in the area of WTA system with the emphasis on the modeling and
solving methods are surveyed.

Keywords: command and control (C2), weapon target allocation (WTA),
mathematical models, algorithmic approaches, decision support systems (DSS)

1. Introduction

The field of air defense is one of those areas where resource allocation is of great
importance. Research on the resource allocation problem with military purposes
dates back to the 1950s and 1960s where the first modeling issues for WTA problem
were investigated [1]. Rapid developments in the field of battle and attention to
advances in threat technology in the recent years, pose significant challenges for
commanders in C2 Systems (CCSs). Furthermore, the complexity and diversity of
engagement scenarios, and the volume and imperfect nature of data to be processed
under time-critical conditions make the commander’s problems severe.

The WTA problem is a well-known military operations research problem which
has many aspects and features. (a) It is a dynamic decision-making problem. Serial
and interdependent decisions are made at different periods of time to deal with
different threats. At each period, a decision (about one or several engagements) is
made. The consequences or outcomes of decisions made at a given period change
the characteristics of the problem for the next periods (e.g. ammunition availability,
threats conditions, change in tactics, decreasing the data ambiguity). One important
characteristic of dynamic decision-making problems is that the information is
obtained gradually over time. (b) The WTA is a multiple criteria decision-making
problem. In fact, the decision-making problem for the resource management is
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based on conflicting criteria. For example, minimizing the risk, maximizing the
effectiveness measures and so on. (c) The resource allocation problem is subject to
uncertainty (e.g., stochastic). The uncertainty is related to many aspects of the
model such as the hit probability of the weapons and targets characteristics (e.g.
maneuvering, tracking, identification/classification and so on). Therefore, decision
consequences are uncertain and usually modeled by probabilistic distributions.
Then, a kill assessment process checks the result of executed actions and reports
either the threat is diminished or not. (d) The resource allocation problem is a time-
critical decision-making problem. Decision makers have to decide and act under
tight temporal constraints. The allocation of available weapons on priority bases to
the correct targets needs complex calculations in a very short time.

Some important properties of the WTA problem are:

• It is NP-complete and consequently the computation time of any optimal
algorithm grows exponentially with its size [2]. The complexity of this problem
drastically increases if the temporal and spatial constraints of both the Blue
Forces (BF) (i.e. friendly forces) and Red Forces (RF) (i.e. hostile targets) are
considered.

• It is sequential (the results of previous engagements are observed before
making present assignments) [3].

• The objective function is nonlinear (The WTA objective, often is a linear
combination of nonlinear summand of expressions like 1� Pik½ �Xik) [4].

• It is stochastic (weapon-target engagements are modeled as stochastic events) [5].

• It is large-scale (the combination of weapons-targets-time, grows
exponentially) [2].

• It is mixed-integer; WTA is a combination of discrete and continuous
variables.

Finding efficient solutions for WTA problem with these features, is the main
challenge of the command. These WTA characteristics often make the solving
process and finding the optimal solution difficult.

Researchers have suggested different mathematical formulations of the WTA
problem and proposed exact algorithms and heuristic/meta-heuristic methods to
solve the problem. The exact algorithms that have been introduced to solve the
WTA problem are not comprehensive and usually run under the following condi-
tions: (i) when all the defensive weapons are identical [6] or (ii) when the hostile
targets can receive at most one defensive weapon [7]. Despite extensive attention of
research in this field, a comprehensive and classificatory review will pave the path
for more efficient and practical models and algorithms in accordance with the
advent in the technology. Hence, in this survey different WTAmodels and solutions
methods used for this problem are reviewed. Based on the modeling approaches, the
available literature is classified into two groups. (i) defense allocation models, (ii)
the game models. In the second part, the important characteristics for the WTA
models and the solution process for the resource allocation problem are investi-
gated. Like many other problems the WTA solution algorithms can be divided into
three main categories, (a) enumerative techniques, (b) heuristic/approximate
methods and (c) meta-heuristic methods. Finally, mission planning systems which
have been developed in the military are listed. To cover the existing shortcomings
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and improve the weakness of models and solutions procedures some useful sugges-
tions have been put forward for future studies.

The organization of this Chapter is as follows. In Section 2, we give a brief
description of the problem and its components. In Section 3, the basic formulations
of the WTA problem are presented and variations of modeling approaches are
explained. Section 4 contains classification for algorithmic approaches. The last
section contains some concluding remarks and providing directions for future
research.

2. The WTA problem and its components

There are many different functions that must be handled in an air defense
system. From a high-level command perspective, these functions can be divided in
two main processes: picture compilation and picture exploitation [2].

The purpose of picture compilation process is generating a representation of the
volume of interest (VOI) based on data and information received from a variety of
sensors/sources. This step often includes the following sub-processes: (i) The target
detection, (ii) target tracking, and (iii) target identification. The picture exploita-
tion is the subsequent process that includes the following sub-processes: (i) Threat
Evaluation (TE), (ii) Engageability assessment and (iii) weapons assignment (here
referred to as WTA) [2]. In a military context this set of sub-problems also are
known as combat power management (CPM). The WTA component, in a CPM
system can be divided into three sub-problems:

• Response planning; this sub-problem deals with the combat resource allocation.
During this process, one or more of available weapons are assigned to engage
each threat.

• Response execution; in this phase the planned response is executed at the
designated time.

• Outcome assessment; in this process the outcome of the executed actions or
engagement is identified and/or verified. This process is well known as killing
assessment (where outcomes are 0/1 for kill/alive) or damage assessment
(where outcome is a value in [0, 1] i.e. partial damage is possible) in C2
domain.

This research concentrates only on the response planning procedure of WTA
process. This process is about how and when to allocate the available defensive
resources. In other words, response planning procedure has two aspects: resource
allocation planning and scheduling.

2.1 Resource allocation: planning and scheduling

In C2 context the response planning mainly is pertained to resource allocation
problem. Resource allocation is the assignment of resources to activities, where the
start and end times of each activity is given [8]. This problem is concerned with
optimally assigning weapons to the hostile targets so that after all engagements, the
BF expectations are met as far as possible. Resource allocation scheduling is another
important aspect of the response planning that consists of determining the start and
end times of the activities. In pure scheduling problems, activities are already
chosen (or given), leaving only the problem of determining a feasible and possibly
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targets can receive at most one defensive weapon [7]. Despite extensive attention of
research in this field, a comprehensive and classificatory review will pave the path
for more efficient and practical models and algorithms in accordance with the
advent in the technology. Hence, in this survey different WTAmodels and solutions
methods used for this problem are reviewed. Based on the modeling approaches, the
available literature is classified into two groups. (i) defense allocation models, (ii)
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gated. Like many other problems the WTA solution algorithms can be divided into
three main categories, (a) enumerative techniques, (b) heuristic/approximate
methods and (c) meta-heuristic methods. Finally, mission planning systems which
have been developed in the military are listed. To cover the existing shortcomings
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and improve the weakness of models and solutions procedures some useful sugges-
tions have been put forward for future studies.

The organization of this Chapter is as follows. In Section 2, we give a brief
description of the problem and its components. In Section 3, the basic formulations
of the WTA problem are presented and variations of modeling approaches are
explained. Section 4 contains classification for algorithmic approaches. The last
section contains some concluding remarks and providing directions for future
research.

2. The WTA problem and its components

There are many different functions that must be handled in an air defense
system. From a high-level command perspective, these functions can be divided in
two main processes: picture compilation and picture exploitation [2].

The purpose of picture compilation process is generating a representation of the
volume of interest (VOI) based on data and information received from a variety of
sensors/sources. This step often includes the following sub-processes: (i) The target
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tion is the subsequent process that includes the following sub-processes: (i) Threat
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system can be divided into three sub-problems:
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During this process, one or more of available weapons are assigned to engage
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• Response execution; in this phase the planned response is executed at the
designated time.

• Outcome assessment; in this process the outcome of the executed actions or
engagement is identified and/or verified. This process is well known as killing
assessment (where outcomes are 0/1 for kill/alive) or damage assessment
(where outcome is a value in [0, 1] i.e. partial damage is possible) in C2
domain.

This research concentrates only on the response planning procedure of WTA
process. This process is about how and when to allocate the available defensive
resources. In other words, response planning procedure has two aspects: resource
allocation planning and scheduling.

2.1 Resource allocation: planning and scheduling

In C2 context the response planning mainly is pertained to resource allocation
problem. Resource allocation is the assignment of resources to activities, where the
start and end times of each activity is given [8]. This problem is concerned with
optimally assigning weapons to the hostile targets so that after all engagements, the
BF expectations are met as far as possible. Resource allocation scheduling is another
important aspect of the response planning that consists of determining the start and
end times of the activities. In pure scheduling problems, activities are already
chosen (or given), leaving only the problem of determining a feasible and possibly
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best order among them. In defensive operations, scheduling determines when a
specific defensive action (e.g. assigning a specific weapon against a specific threat)
ought to take place [9]. Therefore, the response planning determines the best
assignment of the resources and specifies the start and end times of the activities.
This procedure defines a joint resource allocation planning & scheduling problem.
In this Chapter we focus on the response allocation planning or determining optimal
assignment of weapons to the hostile targets which is referred as WTA.

It is interesting to note that, in contrast with other CPM components like TE,
WTA is well documented in the literature and possible solutions have been investi-
gated for a number of years. The WTA process is one of critical decision making,
that is consistent with the related own force mission objectives and compatible with
the Rules of Engagement (RoE), Weapon Systems (WSs) and environmental con-
straints. In the next section the basic formulations of the WTA problem and varia-
tions of modeling approaches are explained.

3. WTA modeling approaches

The WTA problem is a model of combat operations where a finite number of
weapons are assigned to hostile targets (i.e. RF). The BF expectation and objective
must be fulfilled after all engagements. The BF objective could be minimizing the
total expected value of surviving targets, minimizing military resource costs and so
on. From mathematical point of view, the purpose of the WTA solving process has
been determined as weapon-target pairs. In the following, this process will be
described formally, but first, we need to introduce some notations. The notations
employed in this context are listed in Table 1.

3.1 WTA basic models

Assuming a defensive scenario consisting of Wj j firing units and Tj j targets,
from a defensive perspective, there are three basic models for WTA [5].

Basic model 1: The first basic model for WTA problem, which focuses on
maximizing damage to the enemy/minimizing total expected target values, can be
formulated as:

min F ¼
X∣T∣

i¼1
Vi

Y∣W∣

k¼1
1� Pikð ÞXik (1)

In this model the goal of the defender is to minimize the numbers of the
surviving invading enemy, using the optimal allocation of available weapons.

Basic model 2: The second basic model for WTA is to allocate the available
firing units to maximize the total expected protection value of surviving defended
assets. This model can be formulated as follows:

max J ¼
X∣A∣

j¼1
ω j

Y
i∈G j

ð1� πij
Y∣W∣

k¼1
1� Pikð ÞXikÞ (2)

Basic model 3: If the total expected value of surviving assets after the current
stage is employed as the objective of WTA for the current stage, then the
formulation of the objective function for basic Dynamic WTA in stage t is well be as
follows [10]:
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max Jt X
tð Þ ¼

XA tð Þj j

j¼1
ω j

YT tð Þj j

i¼1
1� πij

YS

h¼t

YW tð Þj j

k¼1
1� pik hð Þ� �xik hð Þ

" #

with t∈ 1, 2, … , Sf g
(3)

Where h is an index of stages and the defender have S engagement opportunities
which depends on the time–space conditions of the interception and weapon char-
acteristics. Here A tð Þ, T tð Þ and W tð Þ are sets of defended assets, hostile targets and
available weapons in stage t, respectively. These three basic models are reference for
the other models which have been incorporated in the applications.

3.2 Variation of modeling approaches

The WTA problem may be considered from a number of different perspectives.
In this section, first a framework is provided for identifying key elements of WTA
problem and then based on these characteristics we describe particular sets of
modeling techniques which have been proposed for these problems.

In terms of interaction with the environment and modeling of these interactions,
there are two general formulations that are investigated in literature for WTA
problem: static and dynamic WTA model.

1.Static WTA (SWTA), in this approach of modeling, all weapons engage targets
in a single stage and assume that the decision maker is aware of all parameters
for the problem, while the outcomes of the assignments could be stochastic.
Thus, the goal of SWTA is to find the optimal assignment for a temporary
defense task (the basic models 1 and 2 are static models). This WTA problem
was first formally posed in 1958 [1]. It is interesting to note that the majority of
the literature in WTA domain have been dedicated to efficiently solving the
SWTA problem formulation and few optimal methods have been presented for

Sets

Ti: the set of detected threats, i ¼ 1, 2, ⋯, I.

wk : the set of resources, k ¼ 1, 2, ⋯,K.

A j: the set of assets j ¼ 1, 2, ⋯, J.

s ¼ 1, 2, ⋯, S: the set of engagement stages.

Parameters

Pik : the estimated effectiveness, i.e. probability that resource wk ∈W neutralize threat Ti ∈T if
assigned to it.

πij: the estimated probability that threat Ti ∈T destroys the asset A j ∈A.

Vij : the threat value of the threat-asset pair Ti,A j
� �

.

ω j : the protection value of asset A j ∈A.

Cik: a resource usage cost for assigning resource wk ∈W to target Ti ∈T.

Variables

Xik ¼
1 if resource wk ∈W is assigned to target Ti ∈T
0 otherwise

�

Xs
ik

� �
I�K : is a decision matrix at stage s.

Table 1.
Notations.
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best order among them. In defensive operations, scheduling determines when a
specific defensive action (e.g. assigning a specific weapon against a specific threat)
ought to take place [9]. Therefore, the response planning determines the best
assignment of the resources and specifies the start and end times of the activities.
This procedure defines a joint resource allocation planning & scheduling problem.
In this Chapter we focus on the response allocation planning or determining optimal
assignment of weapons to the hostile targets which is referred as WTA.

It is interesting to note that, in contrast with other CPM components like TE,
WTA is well documented in the literature and possible solutions have been investi-
gated for a number of years. The WTA process is one of critical decision making,
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tions of modeling approaches are explained.
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must be fulfilled after all engagements. The BF objective could be minimizing the
total expected value of surviving targets, minimizing military resource costs and so
on. From mathematical point of view, the purpose of the WTA solving process has
been determined as weapon-target pairs. In the following, this process will be
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Assuming a defensive scenario consisting of Wj j firing units and Tj j targets,
from a defensive perspective, there are three basic models for WTA [5].
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formulated as:

min F ¼
X∣T∣

i¼1
Vi

Y∣W∣

k¼1
1� Pikð ÞXik (1)
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Basic model 3: If the total expected value of surviving assets after the current
stage is employed as the objective of WTA for the current stage, then the
formulation of the objective function for basic Dynamic WTA in stage t is well be as
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solving SWTA with some simplifications. For example, optimal methods have
been proposed by denBroeder [11] under a homogenous weapon set
assumption, known as the maximum marginal return (MMR) algorithm. Orlin
[12] developed optimal algorithms under the assumption that each target can
have no more than one weapon assigned to it. A survey of WTA solution
methods has been provided in section 7 of present Chapter.

2.Dynamic WTA (DWTA), in this approach, WTA is molded as a multi-stage
problem and the outcome of each engagement is assessed for subsequent
decisions. This variation of WTA problem was firstly formulated by Hosein
et al. in 1989 [13]. The DWTA problem has similar stochastic elements as the
SWTA problem, but assignments are made in multiple stages. In other words,
the time parameter is defined in dynamic models and the goal is to find a
global optimal assignment for the whole defense process. The DWTA often
have been presented as a sequential decision making problem. The basic
assumptions of the DWTA are outlined as follows [14]:

• In each stage, a subset of the available weapons is selected and allocated
simultaneously.

• The outcomes of each stage are observed prior to the preceding stage (i.e.
the problem re-solved at each stage using previous stage information).

The DWTA problem suffers from the curse of dimensionality. Therefore, tradi-
tional solution methods become intractable. The curse of dimensionality arises from
three elements of the problem i.e. state space, decision space, outcome space, or their
combination [2]. Intuitively, DWTA can be achieved by a series of SWTAs through all
stages. However, although SWTA can at best, guarantee the optimality of the WTA
decisions for its corresponding defense stage, the combination of all SWTA decisions
may not be optimal for the whole defense process (because of its greedy nature). In a
real-world situation, the decision of which weapon system to be allocated to which
target needs to be complemented with scheduling of when to engage a target.

Moreover, apart from the modeling approaches being static or dynamic; the
WTA problem can be formulated based on two different defense scenarios. The air
defense capability may be limited to self-defense or may be extended to area
defense where a set of assets within a certain range should be defended. For exam-
ple, in a military task group, the individual defense units work together as a team to
provide mutual support and defense against incoming threats. These units are
typically arrayed into a formation, called a screen, in which the most valuable and
important units (i.e. high value units (HVUs)) are surrounded and protected by the
escorting units (e.g. vessels and airplanes). Within the screen, the escort units often
are stationed in sectors away from the HVU. In such a situation important issues
such as positioning and coordination between these units are aroused [10]. There-
fore, in WTA problem the following two perspectives are usually adopted:

1.The single platform perspective: a single platform intends to protect an asset
(may be itself) from incoming threats, where assignment relates to selecting
the most suitable WS to counter a threat (e.g. a ship that intends to defend
itself against invading threats). In this case often the defense and the defended
property (i.e. assets) are the same.

2.The force coordination perspective: a C2 platform providing protection (e.g. TE
andWTA) for third party Defended Assets (DAs), where assessment relates to
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the identification of the most suitable armed platform to engage or counter a
threat. In this case the defense and the defended property are different (likely
separated) and the purpose of defense is to maximize the chance of survival of
the being-defended assets.

The main objective of the invading enemy is harming the defended valuable
assets, but for making these assets defenseless, they may first destroy the protective
weapon platforms. So the arrangement of platforms (i.e. defense units) is one of the
major issues that must be handled in this type of WTA problem. This positioning
must maximize asset protection while minimizing the possible damage to them [10].

In addition to the number of deployed defensive units, the defense scenarios
usually involve more than one hostile target. Therefore, when investigating the
WTA modeling approach where the available WSs are assigned, two perspectives
are prevalent:

1.The threat-by-threat perspective, which refers to the assignment of WSs
sequentially in such a way that the best WS is essentially assigned to each
threat in turn (from the highest priority to the lowest priority).

2.The multi-threat perspective, which refers to the assignment of WSs to the
current set of threats concurrently so that the assignment is best in some
overall sense.

Technically, both of the above mentioned approaches employ some form of
optimization techniques. What distinguishes them is the threat-by-threat assign-
ment which usually is based on some type of greedy algorithms, whereas the multi-
threat assignment typically involves the optimization of a given objective function
(e.g. maximize the damage to the targets/minimize the value of any remaining
targets, maximize the asset protection and so on) subject to certain constraints (e.g.
the target priority, the number of simultaneous engagement and so on) [10].

Furthermore, depending on the defense priorities and attitude of the modeling,
the WTA problem can be stated as two different optimization problems:

1.Target-based (weighted subtractive) defense; the BF allocates firing units to
minimize the expected total target value of the RF targets.

2.Asset-based (preferential) defense; the WTA problem is stated as an
optimization problem where the objective becomes to maximize the total
expected survivability of the defended assets.

Target-based objectives lead to subtractive defense strategies (basic model 1). In
other words, the defense tries to destroy as many of the most lethal targets as
possible, or at least the most valuable ones. On the other hand, asset-based objec-
tives lead to preferential defense strategies (basic models 2 for SWTA and basic
models 3 for DWTA). In order to save an asset, the defense must, with high
probability, destroy all of the targets aimed for it or divert them. For these purposes
each of the hostile targets must be attacked with appropriate hard-kill or soft-kill
weapons (e.g. jammers, decoys and etc.). In this case the defense may not have
enough weapons to defend all the assets. Therefore, the defense must decide which
of the assets should be protected (i.e. which one is preferred) and to assign its
defensive resources to protect them. However, no weapons may be assigned to the
targets aimed for the other low valued defended assets (i.e. this asset is immolated
to save other valuable assets). This is known as a preferential defense strategy.
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solving SWTA with some simplifications. For example, optimal methods have
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ple, in a military task group, the individual defense units work together as a team to
provide mutual support and defense against incoming threats. These units are
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important units (i.e. high value units (HVUs)) are surrounded and protected by the
escorting units (e.g. vessels and airplanes). Within the screen, the escort units often
are stationed in sectors away from the HVU. In such a situation important issues
such as positioning and coordination between these units are aroused [10]. There-
fore, in WTA problem the following two perspectives are usually adopted:

1.The single platform perspective: a single platform intends to protect an asset
(may be itself) from incoming threats, where assignment relates to selecting
the most suitable WS to counter a threat (e.g. a ship that intends to defend
itself against invading threats). In this case often the defense and the defended
property (i.e. assets) are the same.

2.The force coordination perspective: a C2 platform providing protection (e.g. TE
andWTA) for third party Defended Assets (DAs), where assessment relates to
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the identification of the most suitable armed platform to engage or counter a
threat. In this case the defense and the defended property are different (likely
separated) and the purpose of defense is to maximize the chance of survival of
the being-defended assets.

The main objective of the invading enemy is harming the defended valuable
assets, but for making these assets defenseless, they may first destroy the protective
weapon platforms. So the arrangement of platforms (i.e. defense units) is one of the
major issues that must be handled in this type of WTA problem. This positioning
must maximize asset protection while minimizing the possible damage to them [10].

In addition to the number of deployed defensive units, the defense scenarios
usually involve more than one hostile target. Therefore, when investigating the
WTA modeling approach where the available WSs are assigned, two perspectives
are prevalent:

1.The threat-by-threat perspective, which refers to the assignment of WSs
sequentially in such a way that the best WS is essentially assigned to each
threat in turn (from the highest priority to the lowest priority).

2.The multi-threat perspective, which refers to the assignment of WSs to the
current set of threats concurrently so that the assignment is best in some
overall sense.

Technically, both of the above mentioned approaches employ some form of
optimization techniques. What distinguishes them is the threat-by-threat assign-
ment which usually is based on some type of greedy algorithms, whereas the multi-
threat assignment typically involves the optimization of a given objective function
(e.g. maximize the damage to the targets/minimize the value of any remaining
targets, maximize the asset protection and so on) subject to certain constraints (e.g.
the target priority, the number of simultaneous engagement and so on) [10].

Furthermore, depending on the defense priorities and attitude of the modeling,
the WTA problem can be stated as two different optimization problems:

1.Target-based (weighted subtractive) defense; the BF allocates firing units to
minimize the expected total target value of the RF targets.

2.Asset-based (preferential) defense; the WTA problem is stated as an
optimization problem where the objective becomes to maximize the total
expected survivability of the defended assets.

Target-based objectives lead to subtractive defense strategies (basic model 1). In
other words, the defense tries to destroy as many of the most lethal targets as
possible, or at least the most valuable ones. On the other hand, asset-based objec-
tives lead to preferential defense strategies (basic models 2 for SWTA and basic
models 3 for DWTA). In order to save an asset, the defense must, with high
probability, destroy all of the targets aimed for it or divert them. For these purposes
each of the hostile targets must be attacked with appropriate hard-kill or soft-kill
weapons (e.g. jammers, decoys and etc.). In this case the defense may not have
enough weapons to defend all the assets. Therefore, the defense must decide which
of the assets should be protected (i.e. which one is preferred) and to assign its
defensive resources to protect them. However, no weapons may be assigned to the
targets aimed for the other low valued defended assets (i.e. this asset is immolated
to save other valuable assets). This is known as a preferential defense strategy.
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The main difference between the target-based WTA problem and the asset-
based WTA problem is that in the latter, the aims of the enemy are assumed to be
known. In other words, the asset-based formulation demands knowledge of which
hostile targets are headed for which defended assets. Therefore, the asset-based
WTA problem formulation is suitable for ballistic missile defense problems (such as
base camp protection against artillery and mortars) while the target-based formu-
lation is more appropriate when the intended aims of the targets are not known for
sure [15]. The target intention determination can be thought of as a data association
problem [2].

In defense scenarios, the defender may look for optimizing different objectives.
According to the number of goals which need to be optimized, the WTA is modeled
in two ways:

1.Single-objective WTA problem: if the quantity to be optimized is expressed
using only one objective function, the WTA problem is modeled as a single-
objective problem. The objective function might be minimizing survival
probability of hostile target or maximizing protection value of surviving
defended assets (see e.g. Eq. 1 and 2).

2.Multi-objective WTA problem: if the problem concerns on many objectives
simultaneously then WTA will be a multi-objective problem. These objectives
cloud be minimizing the risk and cost, maximizing the effectiveness measures
and so on. Normally these objectives are conflicting each other.

The WTA problem has been designed to support human operators in real world
condition. Therefore, the proposed WTA model should be able to cope with
numerous and heterogeneous real-world objectives and constraints to help the
operator to make appropriate decisions. This implies that WTA is required to be
formulated as a multi-objective optimization (MOO) problem. However, relatively
few researchers studied the WTA as a MOO problem. The research work by
Ghanbari et al. [3], Newman et al. [16] and Leboucher et al. [17] applied MOO to
formulate the model for the WTA problem.

A summarizing list of WTA modeling approaches from a BF perspective is given
in Table 2. In WTA modeling miscellaneous limitations must be considered, these
constraints will be discussed in the next section.

From Table 2 it can be deduced that the simplest approach for formulation
the WTA problem is a static, single-objective, target-based, threat-by-threat and
single platform model; while the most complex formulation is a dynamic,
multi-objectives, asset-based, multi-threat and force coordination model. The asset-
based formulation increases the model complicity because it demands hostile tar-
gets intention analysis. The models proposed in WTA literature are in a state
between the easiest and the hardest one. While the real-world situations tend
towards to the latter (i.e. the most complicated case).

Apart from the above WTA problem characteristics, the literature on WTA
problem can be categorized into two general groups (see Table 3).

1.The first category of approaches includes defensive allocation models where
defensive weapons are allocated to targets without taking the behavior of the
opposing side into account. The actions of the opposing side are presumed in
the scenarios as a given input.

2.The second class of approaches takes the defensive allocation models into
account as well as the opposing side’s moves. These models often employ the
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two-person-zero-sum-game concept from game theory in the solution process.
But we believe that in reality, war is not a zero-sum game and both sides have
losses. They reach the

3.solution value of the game by assuming best defensive and offensive moves.
The defense wants to minimize the maximum offense’s return while the
offense acts to maximize the minimum expected return. This approach is more
suitable when the inventories of a defender as well as the opposing sides are
known to some degree.

This Chapter is focused on defensive scenarios. It is interesting to note that early
foundation literature in the WTA field deal mainly on the offensive scenarios, while
more recent studies have been focused on defense.

Air defense is a vast area and defensive resource allocation or WTA is a compo-
nent for which numerous scenarios, models and algorithmic approaches (i.e. tech-
niques for computing solutions) have been proposed. However, an exhaustive
categorization for WTA models can be quite large. This section will focus on those
aspects that provide for distinctive characteristics of the proposed models. The
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Table 2.
The WTA modeling approaches.

Literature
category

Reference

Defense allocation
models

Newman et al. [16], Benaskeur et al. [18], Zhang et al. [19], Turan [20], Yuming
et al. [21], Leboucher et al. [17], Tokgöz and Bulkan [22], Ahner and Parson [4],
Kalyanam et al. [8], Davis et al. [23], Naseem et al. [24], Gülpınar et al. [25],
Hocaoğlu [26], Kline et al. [27].

Game Models Matheson [28], Soland [29], Haaland andWigner [30], Bracken and Brooks [31],
Bracken et al. [32], Golany et al. [33], Leboucher et al. [17], Parson [34], Zhang
and Zhuang [35].

Table 3.
Classification of the WTA approaches.
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3.solution value of the game by assuming best defensive and offensive moves.
The defense wants to minimize the maximum offense’s return while the
offense acts to maximize the minimum expected return. This approach is more
suitable when the inventories of a defender as well as the opposing sides are
known to some degree.

This Chapter is focused on defensive scenarios. It is interesting to note that early
foundation literature in the WTA field deal mainly on the offensive scenarios, while
more recent studies have been focused on defense.

Air defense is a vast area and defensive resource allocation or WTA is a compo-
nent for which numerous scenarios, models and algorithmic approaches (i.e. tech-
niques for computing solutions) have been proposed. However, an exhaustive
categorization for WTA models can be quite large. This section will focus on those
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important characteristics for the modeling and the solution process in the air
defense applications are:

1.Simultaneous or sequential attack,

2.Point or area defense systems,

3.Number of attacking and defending weapon types,

4.One or multiple layers of defense,

5.Interceptor WTA policy,

6.Online or Offline application.

In order to better understand the role and importance of these aspects and how
to provide a distinctive feature of WTA problem in an air defense system, we shall
consider each in further details.

Simultaneous or Sequential Attack: A simultaneous attack is one for which the
defense sees all the incoming threats to intercept. The term “known attack size” is
also used synonymously for simultaneous attack [36] and is often used in air
defense WTA systems on Above Water Warfare (AWW). A sequential attack is the
case for which the defense does not know the number of attacking groups in a raid
and the number of attackers in each attack group is often used in a ground based air
defense context. A mixture of simultaneous and sequential attack may exist for real
world situations.

Weapon Types: In a defense scenario in general, attackers and/or defenders may
be identical or multiple types. In air defense scenarios in particular, the same
pattern holds as well. In practice defender and attackers usually have different types
and are equipped with different weapon systems. These attributes usually compli-
cate the WTA problem.

Layered Defense:With reference to the significance of the defended assets,
various weapon types are deployed for their protection (i.e. hard-kill and soft-kill
weapons). Defense systems of different types, protecting the same targets might
have different effective ranges and different functionality. This issue constitutes the
layers of defense. In real-word situations, the numbers of these layers are varied and
typically have overlaps.

Interceptor Allocation Policy: The defense’s interceptor allocation policy such as
salvo, shoot-look-shoot and shoot-shoot-look affects the performance and modeling
of the air defense system. Defensive systems may have single or multiple engage-
ment opportunities depending on the time–space conditions of the interception and
weapon characteristics. Moreover, in WTA literature the defender’s interceptors are
generally organized into two categories: hard-kill and soft-kill weapons. The hard-
kill weapons aim at physically destroying an incoming threat by collision or explo-
sion. The soft-kill weapons aim at diverting the threat from its target using various
electronic counter measures [37]. A high volume of research pertains to consider-
ation of hard-kill weapons; generally, this two weapon types are supervised by
different control operators. The optimal combining and scheduling of these weapon
types, is the responsibility of the higher level commander. This process often is a
complex task and usually is studied in the planning systems designing field [37].

Online or Offline Applications: Optimal defensive resource allocation has two
main classes of applications, these are, 1) the Online scenario, that is, deploying
defensive resources in real time, during real engagements and 2) the Offline
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scenario, when using allocation algorithms to simulate and model the effectiveness
of defensive resources against a given threat scenario. The real-time aspect is one of
the major characteristics of real-world air defense situations. Operations research
community is the flagship of this area. But despite these initiatives, in many studies
in this field real-time aspect of the problem could not be traced.

Reference Features Point/
Area
Defense
systems

Weapon
Types

One/
Multiple
Layers of
defense

Interceptor
weapon
allocation
policy

Online/
offline
application

Simultaneous/
Sequential
attack

Bin Xin et al. [39] AD Diff Mul S-L-S Offline Seq

Johansson [5] AD Diff One S-L Online Simul

Bin Xin et al. [40] AD Diff Mul S-L-S Offline Seq

Zhang et al. [41] PD Diff One S-L Online Simul

Turan [20] PD Diff One S-L Online Simul

Yuming et al. [21] PD Diff One S-L Offline Simul

Leboucher et al. [17] PD Diff Mul S-L-S Offline Seq

Tokgöz and Bulkan
[22]

AD Diff Mul S-L-S Offline Seq

Parson [34] AD Diff Mul S-L-S Offline Seq

Kalyanam et al. [8] PD Diff Mul S-L-S Offline Seq

Naseem et al. [24] AD Diff Mul S-L-S Online Seq

Zhang and Zhuang
[35]

AD Diff Mul S-L-S Offline Seq

Kline et al. [27] AD Diff Mul S-L-S Offline Seq

Area Defense (AD), Point Defense (PD), Different Weapon Types (Diff), Identical Weapon Types (Iden), Multiple
Layers of defense (Mul),One Layers of defense (One), Shot (S), Look (L), Simultaneous attack (Simul), Sequential
attack (Seq).

Table 4.
The main characteristics of the WTA approaches.

Figure 1.
A general categorization for WTA problem formulation approaches.
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The importance of the online scenario is immediate; however, the offline scenario
also has significant value and can perceivably be used to aid acquisition or to estimate
a measure of preparedness. Further, a capability to consider offline scenarios will
most likely enhance the development of online algorithms. This claim follows natu-
rally from the inherent complexity in defensive resource allocation problems, which
often necessitates unavoidable approximation for online applications [38].

The classification of related literature that was discussed in preceding section is
summarized in Table 4. This table contains only the related research which has the
above-mentioned properties and those papers which do not talk on their model and
their characteristics are excluded. A comprehensive categorization for WTA
problem formulation approaches is illustrated in Figure 1.

4. Constraints

TheWTA problem is subject to various limitations that must be satisfied prior to
optimization process. In this section the set of constraints discussed in the WTA
literature are reviewed. It is interesting to note that, duo to emergence of time
parameter in dynamic mode (i.e. DWTA) the constraints are more diverse.

4.1 SWTA constraints

The following constraints are often raised in the SWTA model and here are
called as general constraints:

XTj j

i¼1
Xik ¼ 1, ∀k∈ 1, 2, … , Wj jf g (4)

XTj j

i¼1
Xik ≤ 1, ∀k∈ 1, 2, … , Wj jf g (5)

Xik ∈ 0, 1f g, ∀i∈ 1, 2, … , Tj jf g, ∀k∈ 1, 2, … , Wj jf g (6)

Eq. (4) means that each firing unit should be assigned to a target and Eq. (6)
shows that fractional assignments of firing units to targets are not possible [5]. If the
allocation of a certain firing unit to a target is not mandatory the Eq. (4) will be
replaced as (5).

4.2 DWTA constraints

The DWTA often divides the total duration of a defensive operation into several
discrete time steps in which information is obtained about the allocation outcomes
of the previous stages. The DWTA problem aims to assign weapons optimally over
time and this feature increases the diversity of constraints in dynamic mode.
Therefore, in addition to the limitations listed for SWTA, the following constraints
are also considered: capability constraints, strategy constraints, resource con-
straints, and engagement feasibility constraints.

• Capability constraint:

XTj j

i¼1
xik tð Þ≤ nk, ∀t∈ 1, 2, … , Sf g, ∀k∈ 1, 2, … , Wj jf g (7)
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The constraint set (7) reflects the capability of weapons for firing at multiple
targets at the same time and known as capability constraints. Most of actual weapons
can shoot only one target at a time. Besides, a special weapon that is capable of
engaging multiple targets simultaneously can be viewed as multiple separate
weapons. Therefore in most of the WTA literature nk ¼ 1 for ∀k∈ 1, 2, … ,Wf g.

• Strategy constraint:

XWj j

k¼1
xik tð Þ≤mi, ∀t∈ 1, 2, … , Sf g, ∀i∈ 1, 2, … , Tj jf g (8)

The constraint set (8) limits the weapon cost for each target at each stage,
therefore, they express as strategy constraints. The setting of mi i ¼ 1, 2, … , Tð Þ
usually depends on the combat performance of available weapons and defender’s
strategy. For missile-based defense systems and the SLS engagement policy, often
mi ¼ 1. For artillery-based defense systems, the value of mi might be increased
greatly under the same demand on defense strength [40].

• Resource constraint:

XS
t¼1

XTj j

i¼1
xik tð Þ≤Nk, ∀k∈ 1, 2, … , Wj jf g (9)

The constraint set (9) depicts the amount of ammunition available for weapons
and the constraints are known as resource constraints. In DWTA modeling often it
is assumed that, the deployment of additional ammunition is not possible in a
particular operation.

• Engagement feasibility constraint:

xik tð Þ≤ f ik tð Þ, ∀t∈ 1, 2, … , Sf g
∀k∈ 1, 2, … , Wj jf g, ∀i∈ 1, 2, … , Tj jf g (10)

Constraint set (10) is very important to actual dynamic WTA problems since it
takes into account the influence of time windows on the engagement feasibility of
weapons (In fact, it represents the difference between static and dynamic modeling).
f ik tð Þ is the indication of actual engagement feasibility for weapon k assigned to
target i in stage t. If weapon k can shoot at target i in stage t with any potential reason
then f ik tð Þ ¼ 1; f ik tð Þ ¼ 0 otherwise [5]. This set of constrains increases the com-
plexity of DWTA problems and the difficulty of generating feasible solutions [5].

In addition to the above constraints, there are a class of technical constrains as
well. Constraints such as blind zones (i.e. for fining units and hostile targets),
bounds on the survival value of an asset/hostile target [42], scheduling constraints
(e.g. constraints such that a weapon has to be shot at a target by a specified time or
it is rendered unusable), as well as correlations and heterogeneity between different
defensive weapon types (e.g. hard-kill and soft-kill) and so on [43].

5. Algorithmic approach/solution methods

As it is evident from the available literature, a lot of different algorithmic
approaches have been suggested for solving the WTA problem in air defense
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The classification of related literature that was discussed in preceding section is
summarized in Table 4. This table contains only the related research which has the
above-mentioned properties and those papers which do not talk on their model and
their characteristics are excluded. A comprehensive categorization for WTA
problem formulation approaches is illustrated in Figure 1.

4. Constraints

TheWTA problem is subject to various limitations that must be satisfied prior to
optimization process. In this section the set of constraints discussed in the WTA
literature are reviewed. It is interesting to note that, duo to emergence of time
parameter in dynamic mode (i.e. DWTA) the constraints are more diverse.

4.1 SWTA constraints

The following constraints are often raised in the SWTA model and here are
called as general constraints:

XTj j

i¼1
Xik ¼ 1, ∀k∈ 1, 2, … , Wj jf g (4)

XTj j

i¼1
Xik ≤ 1, ∀k∈ 1, 2, … , Wj jf g (5)

Xik ∈ 0, 1f g, ∀i∈ 1, 2, … , Tj jf g, ∀k∈ 1, 2, … , Wj jf g (6)

Eq. (4) means that each firing unit should be assigned to a target and Eq. (6)
shows that fractional assignments of firing units to targets are not possible [5]. If the
allocation of a certain firing unit to a target is not mandatory the Eq. (4) will be
replaced as (5).

4.2 DWTA constraints

The DWTA often divides the total duration of a defensive operation into several
discrete time steps in which information is obtained about the allocation outcomes
of the previous stages. The DWTA problem aims to assign weapons optimally over
time and this feature increases the diversity of constraints in dynamic mode.
Therefore, in addition to the limitations listed for SWTA, the following constraints
are also considered: capability constraints, strategy constraints, resource con-
straints, and engagement feasibility constraints.

• Capability constraint:

XTj j

i¼1
xik tð Þ≤ nk, ∀t∈ 1, 2, … , Sf g, ∀k∈ 1, 2, … , Wj jf g (7)
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The constraint set (7) reflects the capability of weapons for firing at multiple
targets at the same time and known as capability constraints. Most of actual weapons
can shoot only one target at a time. Besides, a special weapon that is capable of
engaging multiple targets simultaneously can be viewed as multiple separate
weapons. Therefore in most of the WTA literature nk ¼ 1 for ∀k∈ 1, 2, … ,Wf g.

• Strategy constraint:

XWj j

k¼1
xik tð Þ≤mi, ∀t∈ 1, 2, … , Sf g, ∀i∈ 1, 2, … , Tj jf g (8)

The constraint set (8) limits the weapon cost for each target at each stage,
therefore, they express as strategy constraints. The setting of mi i ¼ 1, 2, … , Tð Þ
usually depends on the combat performance of available weapons and defender’s
strategy. For missile-based defense systems and the SLS engagement policy, often
mi ¼ 1. For artillery-based defense systems, the value of mi might be increased
greatly under the same demand on defense strength [40].

• Resource constraint:

XS
t¼1

XTj j

i¼1
xik tð Þ≤Nk, ∀k∈ 1, 2, … , Wj jf g (9)

The constraint set (9) depicts the amount of ammunition available for weapons
and the constraints are known as resource constraints. In DWTA modeling often it
is assumed that, the deployment of additional ammunition is not possible in a
particular operation.

• Engagement feasibility constraint:

xik tð Þ≤ f ik tð Þ, ∀t∈ 1, 2, … , Sf g
∀k∈ 1, 2, … , Wj jf g, ∀i∈ 1, 2, … , Tj jf g (10)

Constraint set (10) is very important to actual dynamic WTA problems since it
takes into account the influence of time windows on the engagement feasibility of
weapons (In fact, it represents the difference between static and dynamic modeling).
f ik tð Þ is the indication of actual engagement feasibility for weapon k assigned to
target i in stage t. If weapon k can shoot at target i in stage t with any potential reason
then f ik tð Þ ¼ 1; f ik tð Þ ¼ 0 otherwise [5]. This set of constrains increases the com-
plexity of DWTA problems and the difficulty of generating feasible solutions [5].

In addition to the above constraints, there are a class of technical constrains as
well. Constraints such as blind zones (i.e. for fining units and hostile targets),
bounds on the survival value of an asset/hostile target [42], scheduling constraints
(e.g. constraints such that a weapon has to be shot at a target by a specified time or
it is rendered unusable), as well as correlations and heterogeneity between different
defensive weapon types (e.g. hard-kill and soft-kill) and so on [43].

5. Algorithmic approach/solution methods

As it is evident from the available literature, a lot of different algorithmic
approaches have been suggested for solving the WTA problem in air defense
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systems. A review of the algorithmic approaches proposed in the literature of WTA
is presented in this section and a summary of them is depicted in Table 5.

The results show that the WTA problem solving algorithms like many other
problems can be divided into three main categories: enumerative techniques, heu-
ristic/approximate techniques and meta-heuristic algorithms. Enumerative tech-
niques are typically guaranteed to find an optimal solution in bounded time for
every finite size problem instance; hence, they are referred to as exact algorithms or
exhaustive search. The problem with exact algorithms is that the computation times
needed often are too high for practical applications. For this reason, in solving the
real-world problems with large sizes heuristic methods are commonly used. With
heuristic/meta-heuristic algorithms (e.g. guided random search techniques/Genetic
Algorithm (GA)), finding an optimal solution is not guaranteed, but instead we can
find good solutions in a significantly reduced amount of time [2]. Hence,
heuristic/meta-heuristic algorithms are used when we seek good feasible solutions
for optimization problems in circumstances where the complexity of the problem or
the limited available time for its solution does not allow using the exact algorithms
[3]. A summary of the algorithms proposed for WTA is shown in Table 5; as
mentioned they include exact algorithm, heuristic algorithm as well as meta-
heuristic algorithms.

In addition to the algorithmic approaches mentioned in Table 5, various variants
and combinations of these algorithms also have been suggested in literature forWTA.
For example, Khosla [61] developed an algorithm by merging and modifying Simu-
lated Annealing (SA) and GA, Metler and Preston [62] used the solution returned
from the MMR algorithm and applied local search on this solution. A GA combined
with local search is suggested by Lee et al. [63]. In their study they used Partially
Mapped Crossover (PMX), inversion mutation and simulated annealing as local
search. In another study they try to resolve the WTA problem with an improved GA,
they used greedy reformation scheme so as to have locally optimal offspring (greedy
eugenics) which is a kind of novel crossover operator (EX) that try to inherit the good
genes from the parents [64]. In the work done by Lu et al. dynamic probability of
mutation and crossover in GA have been used to generate new offspring [65]. Shang
et al. added an extra step to the GA, after creating new chromosomes by crossover
and mutation operators. A local search is applied to create new chromosomes and
then evaluates them [66]. They also used a crossover operator called an elite preserv-
ing crossover operator to enrich a more effective search. Dou et al. uses chromosomes
in matrix representation and adopts the dynamically adjusting punishment gene and
self-regulating punishment rates [67]. Li et al. uses matrix-type encoding for

Solving technique References

Exact algorithms Malcolm [38], Ahuja et al. [7], Sikanen [44], Karasakal [10], Johansson [5],
Turan [20], Bogdanowicz [45], Ahner and Parson [4], Kline [6]

Heuristic
algorithms

Newman et al. [16], Tokgöz and Bulkan [22], Yuming et al. [21], Parson [34],
Kalyanam et al. [8], Davis et al. [23], Kline [6], Kline et al. [46, 47], Gülpınar
et al. [25], Zhang and Zhuang [35], Hocaoğlu [26].

Meta-Heuristic
algorithms

Turan [20], Tokgöz and Bulkan [22], Sahin and Leblebicioglu [48],
Bogdanowicz et al. [45], Yuming et al. [21], Han et al. [49, 50], Ahner and
Parson [4], Pendharkar [51], Davis et al. [23], Gong et al. [52], Klinkowski et al.
[53], Gülpınar et al. [25], Wang et al. [54], Ma et al. [55], Kline et al. [27], Rudek
and Heppner [43], Kalaiselvi and Selvi [56], Shooli and Javidi [57], Zhu et al.
[58], Xu et al. [59], Ejaz et al. [60]

Table 5.
Classification of the algorithmic approaches used to solve the WTA models.
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chromosomes and a new crossover/mutation operator called “circle swap” [68]. Sahin
and Leblebicioglu applied fuzzy reasoning to approximate optimum allocations in
real-time for use on a battlefield [48]. Lagrangian relaxation was proposed by Yu Z
et al. to decompose the problem into two tractable sub-problems while iteratively
updating the Lagrange multipliers [69].

Similar to the SWTA, numerous methods have been employed to provide solu-
tions for various types of DWTA problems. The DWTA divides the total duration of
a defensive operation into several discrete time steps in which information is
obtained about the allocation outcomes of the previous stages. Any hostile targets
destroyed during a stage will be no longer targeted in subsequent stages, allowing
the operator to make better use of their weapons. Hosein is an originator of the
dynamic instance. He provided several results which are generalizable to the
DWTA problem [13]. Murphey used stochastic decomposition for the two-stage
DWTA problem [15]. Chang used a static WTA approximation scheme within an
iterative linear network flow framework to efficiently provide high-quality solu-
tions for the DWTA [70]. Wu et al. applied a modified GA to the DWTA and
introduced weapon use deadlines within the problem formulation [71]. Xin et al.
developed a heuristic which uses problem information (domain knowledge) and
constraint programming to assign priorities to assignments [40]. Evolutionary heu-
ristics which use a hybridized GA with memetic algorithms have also been applied
by Chen et al. [72]. Other researches have been done to solve the WTA problem
which are listed in Table 5.

Though it has not been researched to the extent of the SWTA problem, the
DWTA problem provides a more practical implementation by including a temporal
component. As such, the DWTA is a much more complex problem from a mathe-
matical standpoint and has received a fair amount of attention in the literature. Due
to the increasing computing power of computers and progress of science such as
artificial intelligence (AI), researchers are moved towards the use of meta-heuristic
algorithms to solving the WTA especially for DWTA problem.

6. Conclusions

In this Chapter, the literature in the area of WTA system with the emphasis on
the modeling and solving approaches has been reviewed. Based on modeling
approaches the literature has been classified into two groups. The first class of
approaches allocates the defensive sources to targets without taking the behavior of
the opposing side into account. The second class of approaches considers the
opposing side’s moves as well as the defensive moves. In the second part, the
important characteristics for the WTA models and the solution process for solving
the WTA problem are reviewed. The results show that solving algorithms, like
many other problems, can be divided in three main categories: enumerative tech-
niques (i.e. exact or exhaustive methods), heuristic/approximate techniques and the
meta-heuristic ones.
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Chapter 6

A Review on Advanced
Manufacturing Techniques and
Their Applications
Anand J. Patel and Gülenay A. Kilic

Abstract

Advancement in manufacturing processes has drawn preeminent interest from
researchers and industry, it makes the process of manufacturing more productive
and capable of high efficiency. Advancement of technology has been done by
several approaches to combine different manufacturing processes with similar
objectives of increasing material removal rate, improving surface integrity, reduc-
ing tool wear, reducing production time, and extending application areas. A com-
bination of different processes has been called ‘Hybrid’ processes by various
researchers, engineers, and industry expert. Hybrid processes open new opportuni-
ties and applications for manufacturing various components that are not able to be
produced economically by processes on their own. This review report starts with
the classification of current manufacturing processes based on the nature of the
processing. The main part of this report is reviews of existing and widely used
manufacturing processes that recently reported in a decade. Purpose of this report
to produce an overview of these different processes by reviewing various research
papers.

Keywords: manufacturing processes, advancement of technology,
hybrid processes, economic processes, recent manufacturing process

1. Introduction

In the present manufacturing industry developed a new approach to manufac-
ture products. Generally conventional manufacturing processes which has been
widely adopted are computer numerical control (CNC) machining, transformative
processes such as forming, joining and dividing operations, for example, welding
and sawing. Also, additive manufacturing has been adopted in many sectors of
industries.

Conventional manufacturing processes, however, have their inherent drawbacks
which cannot be eliminated. In other words, due to their technological constraints,
they are not always feasible to produce various components in terms of geometry,
dimension, and strength, etc. CNC machining can have difficulties in machining
complex shapes due to tool accessibility. High temperature and tool wear are other
considerations while machining hard materials. As compared to CNC machining,
Rapid prototyping is still restricted because of long production time and low
accuracy. Limited materials’ formability and spring-back effect confine the
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development of forming processes. In welding processes, furthermore, dimensional
precision is hard to completely control.

In view of the issues referenced above, a combination of two or more
manufacturing processes with different manufacturing principle is a new topic for
many researchers, such processes are called hybrid manufacturing. The main driven
idea to develop such process is to minimize individual manufacturing limitation and
enhance their advantages by combining two or more manufacturing processes. The
combination of CNC machining and additive processes may provide a new sub-
stantial solution to the limitations of additive processes due to the high accuracy and
machining speed that machining processes offer. Moreover, the combination of
laser heating and forming reduces spring back behavior. The combination of drilling
and ultrasonic vibration can reduce the tool wear rate and cutting force. The
involvement of laser drilling and electrochemical machining (ECM) significantly
removes the recast layer and heat affect zone.

Hybrid manufacturing has enormous potential to produce more complex parts,
provide more tolerance of flexibility while maintaining high accuracy in relatively
lower production time. This is now becoming trend among researchers to develop
hybrid processes for enhancing processes capabilities, minimizing their limitations
and broadening application areas.

The major topic contains in this book chapter are classification of existing
manufacturing processes and its technologies based on their nature of operation;
simplification of different strategies and terms used by researchers; define, identify
and classification of hybrid manufacturing processes.

2. Need and significance of advance manufacturing

2.1 Major drivers of advanced manufacturing

As shown in Figure 1 Advance Manufacturing has three major driver’s material
driver, process driver and operational driver. A development in new materials
which are hard to machines are categorized under material driven processes, while
process driver is due to specific product necessities such as precision, high accuracy,

Figure 1.
The major drives of advanced manufacturing processes.
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high quality etc. The operation driver is responsible for shrinking time to market
requirements which led to high production rate, apart from that its attributed to
produce products cost effective by cutting manufacturing costs.

2.2 Manufacturing philosophy wise the trends

Over a last few decade’s manufacturing theory wise the trends can be observed
in Figure 2 and those are as follows, In the 1960’s a measure trend for manufactur-
ing processes were cost-driven. Then it became quality driven in 1980. However
recently cost quality and time to market are the most important drivers in
manufacturing industries.

The need for advanced manufacturing can be attributed to the following.

a. Limitations in conventional methods.

b. Rapid improvements in material properties.

c. High tolerance requirements, product requirements.

Some major advantages of advanced manufacturing processes

a. Production with low cost

b. Automated data transmission

c. Miniaturization

d. Precise and ultra-precession Finishing

3. Classification of advanced manufacturing techniques

3.1 General classification of advanced manufacturing techniques

A general classification is described in Figure 3. Techniques like ultrasonic
machining, water jet machining, abrasive water jet machining, abrasive jet machin-
ing, abrasive flow machining, magnetic abrasive flow machining are classified
under Mechanical category. Plasma earth machining, laser beam processing, elec-
tron beam processing, electric discharge machining, ion beam machining etcetera

Figure 2.
Manufacturing philosophy wise the trends.
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Figure 1.
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high quality etc. The operation driver is responsible for shrinking time to market
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Figure 2.
Manufacturing philosophy wise the trends.
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are classified under Thermoelectric category. One new process is emerging in this
category, this is microwave processing. Microwave processing of materials have
been extensively used, especially in polymeric and ceramic material processing [1].

The new trend in advanced manufacturing is hybridization of two or more than
two manufacturing processes. The International Academy for Production Engi-
neering (CIRP) has suggested two definition based on its nature of Hybrid
Manufacturing.

i. “A hybrid manufacturing process combines two or more manufacturing
processes into a new combined set-up whereby the advantages of each
discrete process can be exploited synergistically” (Open definition).

ii. “A hybrid manufacturing process comprises a simultaneous acting of
different processing principles on the same zone” (Narrow definition).

3.2 Broad classification of hybrid manufacturing techniques

A classification has been done based on process nature and further its
categorized in Figure 4. A classification by Kalpakjain and Schmid (2010) is as
follows.

i. Joining Technology: Include processes which allowed two or more
workpieces to join and to form a new workpiece. Examples are welding and
assembly.

ii. Dividing Technology: Contain processes which are the opposite to the
joining processes, for instance, sawing and disassembly.

iii. Subtractive Technology: Contains operation which are responsible for
material removal, in an order to make new workpiece materials has
removed from a single workpiece, all machining operations are the
examples of subtractive technology.

Figure 3.
General classification of advanced manufacturing techniques.
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iv. Transformative Technology: Without changing its mass a workpiece is
transformed to create another new workpiece. Examples of transformative
processes are forming, heat treatment and cryogenic cooling.

v. Additive Technology: To build a new workpiece material must be added to
an existing workpiece which result in an increment in the mass of the final
workpiece. The existing technology such as rapid prototyping processes,
injection molding and die casting are the example of additive
manufacturing processes.

Based on above classification a sub-categorization of hybrid and sub-hybrid
processes are mentioned in Figures 5 and 6 respectively.

3.3 Sub categorization of hybrid manufacturing processes

Figure 4.
Classification of hybrid and sub hybrid manufacturing processes.

Figure 5.
Sub categorization of hybrid manufacturing processes.
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4. Overview of processes (setup, procedures, manufacturing)

4.1 Additive subtractive manufacturing processes

4.1.1 Arc welding & mechanical machining

In this process a 3D welding is used as an additive manufacturing process while
milling process is used as a material removal process, single beads of welding is
deposited side by side by using conventional gas metal arc welding. By controlling
the welding parameters mainly speed and power, the thickness of bead can be set in
a range between 0.5 and 1.5 mm. After deposition of a bead layer, surface of layer is
machined by using milling to achieve a smooth surface with defined thickness for

Figure 6.
Sub categorization of sub hybrid manufacturing processes.

Figure 7.
Gmaw and milling operation [2].
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next weld bead deposition, as shown in Figure 7. The combination of this process of
welding pass and with face milling offers a advantage in controlling layer thick-
nesses range between A0.1 and A1 mm. After the sequence of weld bead deposition
and face milling is finished, surface finishing operation is take place on same
machining setup in order to subtract the left stair steps pattern on the surface of the
machining part and to improve the accuracy of the near-net shape metal part [2–5].

4.1.2 Laser cladding and mechanical machining

The combination of selective laser cladding (SLC) and milling process result in a
hybrid process and its design and construction is shown in Figure 8. By laser
cladding a layer of material is deposited on the workpiece, and then subsequently
milling operation was introduced to smooth the deposited clad surface. After the
cladding operation, the engaged focal point of the laser was moved away and the
workpiece was moved to the position beneath the milling head. Then, to achieve the
desired accuracy and a smooth surface, the top surface of the workpiece with the
deposited clad profile was machined in order to make the surface ready for the next
cladding operation [6–10].

4.1.3 Shape deposition manufacturing (SDM) and mechanical machining

One of the variations of Shape Deposition Manufacturing is a Mold SDM and
various process steps can be seen in Figure 9. SDM is a process which include
additive and subtractive manufacturing process which is used to manufacture a
various metal based and polymer-based parts. Almost every layer deposition tech-
nique breaks down the model into moderately thin and uniform thickness layers.
However, in the process of shape deposition manufacturing layers are 3D, also it can
be of arbitrary thickness and it has not compulsion to be planar. Such a decomposi-
tion in additive process allows the quantity of layers to be limited which is leads to
reduction in processing time. In Mold based Shape Deposition Method molds are
constructed using SDM process, afterwards these are used to cast a various part
material. For illustration, the Mold Shape Deposition Methods construct succession
for a basic part with three layers. The shape of the mold cavity is defined by the
support material segments. The mold itself is formed by the support material which
are constructed around by the segments of mold material. In initial step the mold is
constructed up layer by layer by Deposition Methods techniques. In later step
support material is removed which allowed a mold ready for casting. In subsequent

Figure 8.
Laser cladding and mechanical machining [6].
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stage after part material cured it removed from the mold and finishing operation
take place, for example removal of gates and runners. An alternative method also
can be applicable in which the mold material is used as a fixturing during finishing
operations and then it can be remove in later stage [11–14].

4.1.4 Injection molding and machining

Klelkar et al. developed a re-configurable molding process by using movable
pins, as shown in Figure 10, to generate a cavity in the mold, the process has
limitation as a part surface is only approximated. According to the change of
product design the pins can be re-positioned, and a required mold cavity can be
produced. Kelkar and Koc introduced multiaxis machining in re-configurable mold
tooling. Multi-axis machining was used to improve the surface accuracy of the part
after a part is molded. The both process was carried on same setup and make it
suitable for a batch production [15, 16].

Figure 10.
Injectioun molding and machining.

Figure 9.
SDM and machining.
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4.2 Additive and transformative manufacturing processes

4.2.1 Injection molding and sheet metal forming

Polymer Injection Forming (PIF) is a one-operation manufacturing technique
and a novel approach to manufacture sheet metal/polymer macro-composite. Dur-
ing the process, the pressure which is exerted by the injection of the molten poly-
mer is used to shape a metal sheet inside an injection mold. In the same step
permanent bond between the metal sheet and polymer creating a fully finished
product is carried out in only one manufacturing step. The Polymer Injection
Forming manufacturing is a combination of the metal forming and injection mold-
ing processes. The process sequence can be seen in Figure 11.

i. Between the open halves of a mold a metal sheet is inserted.

ii. When the mold closes, the metal sheet is cut down to the defined blank
size. During the same operation and on same apparatus the blank can be
shaped by bending the sheet or by deep drawing metal into the basic
product shape.

iii. The polymer is injected into the remaining cavity when the mold is
completely closed and a second, hydrostatic, deformation step is applied to
shape the metal sheet into its definite form. In this phase of the PIF process,
the physical adhesion between the metal sheet and the injected polymer is
obtained.

iv. Finalizing the production cycle, the product is ready and is removed from
the mold.

4.3 Subtractive and transformative manufacturing processes

4.3.1 Thermally enhanced mechanical machining

In the process of thermally enhanced mechanical machining externally heat
sources is applied to heat the metal locally in front of the cutting tool. The heating
effect changes the microstructure of the workpiece and it softened the material
which allowed reduction in hardness, cutting forces and tool wear during material
removing process on conventional machines. The frequently used external heat
sources are laser beam and plasma. Laser assisted mechanical machining has been
considered as an alternative process for machining of high-strength materials, such
as high-temperature alloys, metal matrix composites, ceramics [18–21].

Figure 11.
Polymer Injection Forming process sequence [17].
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4.3.2 Grinding and hardening

The grind-hardening process shown in Figure 12 used to surface harden steel
parts. This process is using greater depth of cuts, up to 1 mm, and slower work-
piece speeds. Rotating grinding wheel generate a heat at contact by which the
surface temperature of material raised above that of authentication. Also by intro-
ducing self-quenching for heat dissipation by using coolant, martensitic phase
transformation takes place [22, 23].

4.4 Subtractive joining process

A configuration of schematic diagram of Solvent Welding Freeform Fabrication
Technique (SWIFT) process is shown in Figure 13. In initial stage a standard size
solvent weldable thermoplastic sheets placed loaded into a sheet feeder. The most
frequently used solvent weldable thermoplastics materials are polystyrene, poly-
carbonate, PVC, and ABS. A pair of pinch rollers are used to fed sheets forward.
Forwared sheet passes through a solvent masking which assist to prevent unwanted
welding in desired areas. Solvent has been applied to the underside of the sheet at
solvent masking station. Sheets are feeding continuous until it is positioned over the
build platform. A platen is used to apply pressure on the sheet which is positioned
over the stack of previously assembled sheets. In the process the new sheet placed
on the top surface of the previously applied sheet, then the applied solvent between

Figure 12.
Grind hardning process.

Figure 13.
Swift process configuration.
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the two sheets at the interface dissolves polymer chains. After a while as solvent
evaporates or absorbed it result in an interface weld and a solid part, which allows
new molecular bonds between the two sheets to be established. This process is very
rapid, and in practical, the platen apply pressure for only 5 seconds. Then by a CNC
milling machine the cross-sectional contour cut down with a small diameter end
mill cutter. As the machined sheets are preassembled prior to machining, process
does not have any requirement of post assembly or special registration. Final prod-
uct is completed after every layers has been added to the assembly and machined,
the part can be removed from the build platform for the post processing as per the
requirement [24, 25].

4.5 Additive manufacturing processes

4.5.1 Melting deposited material

Plasma laser deposition manufacturing working principle is shown in Figure 14.
Powder is continuously feeding by control system into molten pool where powder is
melted due to the focused laser beam and it result in re-solidification. The coatings
thickness and 3D CADmodel part must be predefined. To reduce oxidation, the whole
operation is carried out under inert gas argon environment. The worktable is con-
trolled by the control system. The material is deposited side by side with a defined
amount of overlap. After deposition of an entire coating layer, the beam height of laser
and plasma considerably keep away from the surface. The variables in the process such
as power of combine plasma and laser beam, velocity of beammovement, feeding rate
of material are controlled as per requirement of part to manufacture a final product.

This proposed PLDM process offers several advantages over conventional sur-
face coatings techniques [26, 27]:

i. The traditional spray coating process can only used for thin coatings; The
proposed PLDM process can allow to deposit thick layer coatings and it
surfaces coating thickness can be controlled according to their requirements.

ii. The PLDM also allows material with a higher melting point such as alloys
and refractory materials to directly fabricating different materials coatings.

iii. The PLDM process also offers comparatively high-quality microstructure
and other mechanical characteristics.

Figure 14.
Plasma laser deposition manufacturing.
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iv. The PLDM process is widely adopted metal based rapid prototyping and
tooling requirements.

4.5.2 Deposition of melted material

The laser deposition is one of the widely used metal deposition processes. This
process offers a several advantages over other conventional solid deposition tech-
niques. The advantages such as robust deposition with more accuracy in placement of
the deposited material and provide in ease of disposition for many functional mate-
rials by using its’ powder form. This proposed process shown in Figure 15 is similar in
working principle to laser welding and laser cladding in which using laser beam to
form a melt pool and subsequently powder injected. The powder which is injected is
deposited and fused onto the substrate because of the scanning from the laser. As the
whole process is driven by the laser, so by controlling its beam and travel speed part
can be manufacturing very accurately and it is become easy to mange other variables
of the process and material waste as well as manufacturing time reduced [28].

4.6 Transformative manufacturing process

4.6.1 Sheet metal forming processes

Incremental forming process in one of the novel approaches of forming. Its basic
working techniques shown in Figure 16 is entirely different than traditional
forming processes. A Single Point Incremental Forming (SPIF) uses a small tool
which deformed the sheet metal and generate the shape of the final geometry. This
process is different because in the process dies are not required to generate the
shape. Below following set of relevant advantages is mentioned of SPIF [29]:

i. Process does not have any setup cost.

ii. A CNC is responsible for tool movement: a three-axis milling machine is
sufficient for the requirement.

iii. Process offers very high flexibility: change in part program is very easy to do

Figure 15.
Laser deposition system.
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iv. The process is good alternative for rapid prototyping; the process is also
very suitable to produce deform parts, especially old automobile body parts
whose die is outdated and no longer available.

v. In comparison to conventional stamping processes, it provides a high
formability. This characteristic of the process is due to the local
deformation produced by the punch.

Some of the limitation of the product is listed below:

i. SPIF is comparatively slow process. The deformation is gradually done
locally by the punch which travel on predefined ttrajectory to form
complex shapes. Although advance machines operate at high tool feed, and
it takes a time to form the sheet metal.

ii. The accuracy from the process is very limited. The effect of spring back can not
be easily predicated, and operation need to be done on trial-and-error basis.

Incremented forming with die can be implied for specific requirement that is
very hard to deformed by AISF. As one can see in the Figure 17, process has
combination of two action AISF and SF. In result this process provides more uni-
form distribution of thickness. In both process stage AISF and SF induce same
thickness across the sheet. After as per requirement less thinning can be generated
by SF. If there is any pocket in the geometry it will help to form accordingly as
material would be available to fill the pocket [30, 31].

4.6.2 Laser heat treatment and sheet metal forming

It is evident that the laser beam is provide a heat energy to change the micro-
structure and mechanical properties of the material, which result in ease of metal
forming process. In the process shown in Figure 18 a laser is utilized to heat sheet
metal which eventually increasing the formability of the sheet and allows more
effectiveness in single point incremental forming process SPIF. A laser beam is passed
in front of the forming tool to heat the metal and to assist the forming process. A deep
drawing process with laser assistance has been investigated. Prior to the deep drawing
process energy of laser beam is used to heat the material locally, which allows the

Figure 16.
Single point increment forming.
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Incremented forming with die can be implied for specific requirement that is
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process energy of laser beam is used to heat the material locally, which allows the

Figure 16.
Single point increment forming.

107

A Review on Advanced Manufacturing Techniques and Their Applications
DOI: http://dx.doi.org/10.5772/intechopen.97702



comparatively less drawing force, also it is responsible for lower number of forming
steps and shows high productivity than the conventional deep drawing [32–35].

4.7 Subtractive manufacturing process

4.7.1 Mechanical machining and ECM

Figure 19 shows schematic view of the proposed hybrid process. The material
removal process is driven by the combination of electrochemical machining and
mechanical machining, a coated diamond abrasives spherical rod act as cathode and
it rotates in pilot hole with certain speed in order removes material. The pilot hole is
machined with a small diameter than the final hole diameter. In the process abra-
sives must be nonconductive while the tool core is electrically conductive. During

Figure 17.
Incremental forming with die.

Figure 18.
Laser assisted V bending.
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the operation, negative node is set on tool whereas positive end is set on workpiece.
The diamond particles, which are abrasive particles of the tool are inserted before
the nickel layer which is the conductive surface. This arrangement allows a gap
between the conductive surface layer and wall inside the hole. In ECMG material
removing action occurs in two stage, as it can be seen in Figure 19. Initially Elec-
trolytic action start as soon as electrolyte filled the gap while during the process
electrical charge supply to the tool. Step 1 of the process is entirely driven by
electrochemical material removal action. Passive electrolyte NaNO3 is used in step 1
which allows passivation of the metal surface inside the hole. Step 2 of material
removal process is a hybrid process which is combine action of electrochemical and
mechanical material removal. As the tool advances inside the hole a gap between
tool and material surface is decreases. The abrasive grains on the tool is responsible
for removal of the soft and non-reactive passivation layer. In result of this step a
fresh metal layer is become expose for another electrolytic reaction. During the
process the electrolyte is stored between tools’ diamond particles while the metal
forms small cells of electrolytic, and that is how the dissolution of materials occurs.
At the end of step 2 diameter of hole is enlarged and at its maximum limit. To
manufacture highly accurate hole and sharp edges, insulated tool is used during the
process. During step 3 only electrochemical dissolution occur which result in taper
hole and no material removal is take place during the last stage [36].

4.7.2 Mechanical machining and EDM

In electrochemical grinding, demonstrate in Figure 20, allows material to
remove by combination of abrasive action and electrochemical reaction; there are
many variants of this process and abrasive wire ECM is one of them. Another
variant of the process is allowing abrasive-laden air jet to directed towards the melt
pool, and introduction laser milling/grooving processes has shown potential
enhancement in the material removal rate (MRR) while almost eliminating the
roughness and minimizing the heat affected zone of the generated surface. It is

Figure 19.
ECM removing and grinding.
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evident that the hybridization in manufacturing processes is generally driven by the
need that emerge due to technological limitations inherent to conventional
manufacturing processes. Many hybridization in manufacturing processes applied
abrasion removal machining process as one of the mechanisms by which material is
removed. In electrochemical grinding process the combination of the abrasive
action, which continually removes the surface material layers, and electrochemical
material removal also contribute in removal of the material [37].

4.7.3 Laser jet and ECM

Electro chemical machining jet and laser drilling machining (JECM-LD) is not
similar to laser drilling. It has combination of two different sources, energy of
photons (laser drilling) and energy of ions (ECM), of energy simultaneously. The
major purpose of combining a laser beam with a jet electrolyte is to achieve high
quality machining by reducing the spatter and recast layer which is produced in
simple laser drilling. As shown in Figure 21 the focused laser beam is co-axially

Figure 20.
EDM and mechanical machining.

Figure 21.
Laser cutting and EDM.
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aligned with a focused laser beam and tool this-electrode is not in contact with the
material. The jet electrolyte and the laser beam are focused at a same time on the
same location of workpiece. In JECM-LD manufacturing process, laser drilling is
more responsible for material removing process and jet electrolyte effects is
responsible to overcome the defects as it provides electrochemical reaction with
materials, transporting debris and effective cooling to workpiece [38].

4.8 Ultrasonic assisted manufacturing process-(UAM)

Figure 22 illustrate the fundamental approach in ultrasonic assisted
manufacturing processes and most potentially effective processes are mention
below.

i. Ultrasonic assisted turning

ii. Ultrasonic assisted milling

iii. Ultrasonic assisted drilling

iv. Ultrasonic assisted grinding

v. Ultrasonic assisted EDM

vi. Ultrasonic assisted FSW

4.8.1 Ultrasonic assisted turning

Ultrasonic-assisted turning (UAT) is a novel approach of machining operation
which generate a vibration by an ultrasonic system. Figure 23 shows basic setup for
UAT and tool behavior during cutting operation. The ultrasonic system generates
high frequency and low-amplitude vibrations. Main purpose of this method is to
avoid continuous contact with the workpiece. Most desirable benefits can be

Figure 22.
Ultrasonic assisted process.
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Ultrasonic assisted process.
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achieved such as enhanced surface quality, reduced cutting forces, and lower resid-
ual stresses in a workpiece compare to conventional turning. Ultrasonic assisted is
also advantageous for the machining equipment as it allows considerable life exten-
sion of the cutting tools because of lower requirements of cutting force. Ultrasonic
Assisted Turning, however, is more efficient at lower cutting speeds compared to
conventional turning. Ultrasonic-assisted machining effects decrease by increasing
speed of cutting [39–43].

4.8.2 Ultrasonic assisted EDM

The combination of USM and EDM has the potential to reduce tool wear and
electrode deflection in EDM of micro-holes and grooves. The mechanical signal was
generated and transmitted to the tool-electrode, which was applied to remove
material. The tungsten carbide workpiece was being vibrated while the EDM pro-
cess was carried out. To remove the burrs formed on the exit region of a drilled hole
ultrasonic vibration assisted dry electrical discharge machining process is used. The
result of the study proves that in lower pulse durations the performance of novel
ultrasonic vibration assisted dry EDM process is better compare to dry EDM pro-
cess. The positive effects of applying ultrasonic vibrations to electrode at EDM
process are because of both cavitation effect of the working fluid and also the
vibrational action of the electrode itself [44–46].

Electrical discharge machining (EDM) is the process which is developed to
remove conductive materials in the form of small craters. Such removal of materials
are ranging from several to tens of microns. Process used electric sparks between a
tool, electrode, and a workpiece which is submerged in a dielectric fluid. The sparks
are strictly coordinated to control material removal rate. The micro-EDM process
mechanism and EDM process mechanism is fundamentally same, the only notable
differences are discharge energy supplied, tool dimensions and the resolution of the
axis’s movement. The gap between the tool and the electrode called spark gap, the
series of sparks in a controlled spark gap is responsible for material removal, a small
amount of material in the form of crater were removed from the workpiece as a
spark strike the material. A pulse duration [μs], series of sparks within a certain
time period, which is followed by a interval [μs], define as a pause for certain time
duration in the sparking process. Each discharge cycle consists of pulse interval and

Figure 23.
Detailed view of ultra sonic turning process, 1–4 stages of the ultrasonic-assisted machining process.
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pulse duration. The number of cycles which could run in a second control the
discharge frequency. The pulse generator is used to control the discharge energy for
a single pulse based on the requirement of machining conditions, such as finishing
or semi-finishing, roughing. To maintain and to modify the spark gap and to control
the movement of electrode respect to workpiece a servo control system is used. The
EDM/micro-EDM system consist built in apparatus such as pump, filter, and
dielectric reservoir to maintain the fresh dielectric flow in the spark gap which also
flushing out the debris from the machined zone. Figure 24 shows the basic
sschematic diagram of ultrasonic assisted EDM/Micro-EDM system [45, 47–52].

5. Conclusions

It is observed tremendous amount of innovation and hybridization in advance
manufacturing technologies. There are many researcher and universities are con-
stantly working on innovative ideas and new technology. It can be observed that by
hybridization of two manufacturing technology, more beneficial result can be
achieved, and individual drawback of same process can be eliminated. Many of
these innovations are potentially transformative, and not simply evolutionary. The
subtractive processes and its combinations are mainly associated with the material,
especially superalloys and ceramic, which are difficult to machine on the material
removal processes such as milling, turning, drilling and grinding. The major con-
tributors to material removal are EDM and other mechanical machining as such
processes provided the high surface quality. Advance assisted processes such as
ultrasonic vibration or laser cutting and its combination with conventional machin-
ing processes result in lower tool wear, higher surface integrity and shorter produc-
tion times. Laser processing is still trending and attract many researchers to work on
it in hybrid subtractive and transformative processes. It is important to be noted
that the laser does not participate in actual materials removing process but
introduction of it prior to the machining change the microstructures of the

Figure 24.
Schematic diagram of ultrasonic assisted EDM.
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materials. It allows higher material removal rate as it become easy for conventional
machining operations to remove the material in terms of the lower cutting forces
which also beneficial as it results in longer tool life. However, flexibility of the
processes is the limitation in a such type of combinations, therefore, to achieve
freedom of flexibility and high dimensional accuracy rapid prototyping technology
has been employed by various researchers to flexibly build components with arbi-
trary shapes. Future research advances, need to be addressed, namely, integration
with other processes; need for new process-planning., modeling representations of
hybrid process capabilities, additional standards, A.I. implementation (Machine
learning) [44].
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Chapter 7

Stress-Strain Relationship:
Postulated Concept to Understand
Genetic Mechanism Associated
with a Seismic Event
Umesh Prasad Verma, Madhurendra Narain Sinha,
Pushan Kumar Dutta and Subhra Mullick

Abstract

In this study, we propose the design methodology for monitoring the earthquake
and for detecting and tracking micro-seismic changes in the earthquake prediction
system. The alert device includes these sensors will be drastically different from
current early warnings using the dozens of seismometers network across seismically
active regions for measurement of small acceleration signals directly and, as the
first, low-noise stage of the instruments measuring low-noise velocity signals. Strain
develops over considerable time in the overlying stratum at right angle to the
applied shearing (max) stress, obeying the internal friction of the stratum, available
seismic energy and law of stress–strain relationship. Using estimated energy (seis-
mic), stress accumulation, the addition or subtraction in the strain rate due to stress
developed can be analyzed for a seismic event. This concept may lead to better
understanding of stress generation; build up, transfer and final drop. Then we
propose a methodology to identify type of data can be used for the spectral analysis
in earthquake seismology and what type of instrument can be used for the spectral
analysis in for data acquisition.

Keywords: Strain rate, Field velocity, Axis rotation, Stress-Strain relationship,
Seismicity Stress generation

1. Introduction

Recent advances in seismic data acquisition techniques and equipment moti-
vated the geo-scientific community in comprehending the complicated structure
and dynamics of Earth, which has shown that plate tectonics can explain properly
oceanic plate behavior having few large and rigid plates and but not fully well
continental plates with models requiring quite a lot of small blocks due to in-situ
material heterogeneity prevalent in deforming regions, such as rifts, spreading
zones; collisional and subduction system including mountain belts. In this context,
prediction of earthquake has become a very challenging task of scientists as it is not
possible with the current state of knowledge of science because of involvement of
complex physics of earthquake in its generating processes. It is the fact that we are
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trying to predict the unpredictable, which can be successfully achieved once the
diagnostic parameters (precursors) responsible for genesis of the earthquake are
known to us, which in turn suggests that the earthquake generating mechanisms are
not completely known and well understood till today. In this proposed study, we
review and revalidate the research aimed at unambiguously defined algorithms for
seismogenesis that is central to the puzzle of geo-scientific community for mitigat-
ing the damage to floras and fauna for the benefit of entire mankind. The research
conducted in this study deals with the integration of earthquake precursory analysis
based on the integration of three methodologies, involving the phenomenological
analysis of geo-scientific observations; universal models for the scientific validation
of complex system design in statistical physics; and Earth-specific models of
seismo-tectonic fault network observation. It is, therefore the study of earthquake,
has become a subject of integrated multi-disciplinary geo-scientific research with
aim of estimating a set of reliable diagnostic earthquake generating precursors so
that prediction of the earthquake can be feasible with better degree of reliability.

This thesis is aimed at extending the scope of better understanding of earth-
quake generating mechanisms and its complexity in diverse geotectonic settings
related to different seismogenic fault triggering systems (e.g., San Andreas Fault;
East Japan fault; Himalayan Faults) for development of a holistic earthquake warn-
ing System for understanding earthquake generating processes in different tectonic
environ, which can help us in adopting measures for mitigating earthquake hazards.
It has been established that junctions of thrust faults and transverse lineaments near
plate boundary are plausible vulnerable geotectonic settings for damaging earth-
quakes attributed to the rupture of the rock which occur in earthquake triggering
zones following the accumulation of strain in the lithosphere. The complexity of the
lithosphere shows that a multitude of mechanisms that affect the earthquake study
are found to have certain space–time constraints. The motivation for defining a
futuristic prediction scenario where rupture initiation and triggering models with
various discontinuities is highly probable as a result of quasi-dynamic instability
due to expansion of strain release areas and accumulation of strain in the fault patch
has been critically examined in our study using nucleation models as a part of the
design to define quasi-static nucleation models to explore the thrust fault locking
zones in different earthquake prone regions. In order to enrich our understanding
of the internal processes and deformation within the triggering zones that culmi-
nate into isolated fault segments with stress release and strain accumulation, we
define certain interaction models which carry significant information about a short
term precursory evaluation for the earthquake phenomena. The basic limitation of
long term forecasting models and self organized criticality mechanism lies in its
inability to define realistic geo-models able to explain the intricate forces involved
in rupture based fault slippages on the nearby faults measured that may increase the
overall stress on the linked fault in a short period of time. The earthquake genesis
models can be defined mainly during short-term swarm events that cluster pre-
dominantly around the inside corner of ridge-transform intersections with events
occurring on both the strike-slip and normal faults within the system. Precise
earthquake locations along mid-ocean ridges, transform faults, and within hydro-
thermal systems can illuminate regions of active seismic deformation, and help us
better understand the mechanics and kinematics of these plate boundaries. Earth-
quake prediction technique involves identifying the upper limit of strain for nucle-
ation periods which is proportional to the magnitude of the mainshock. The
nucleation patch is detectable everywhere locally in the earthquake causative fault
and constrained the pre-rupture nucleation slip for destabilization of the stress-
strength field due to realistic tectonic loading, spontaneous nucleation of the fric-
tional instabilities and visco-elastic relaxation of the lithosphere. The modeled
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seismicity shows that nucleation mechanism leads to the non-reversible expansions
of rocks and spreading of the ocean floor in the neighborhood of the rupture or
along the weakest rocks during inter-plate earthquake cycle. Our study starts from
defining the problem of earthquake forecasting in the context of quasi-static
dynamical models for earthquake nucleation initiation and subsequent arrest in the
fault patch that is incorporated based on the time- and stress-dependencies of the
nucleation process namely pre-slip models, colliding clusters or coalescence models,
dilatancy models, characteristic slip or fixed time recurrence models and spatio-
temporal clustering models where recurrent slip occurs in time with aftershocks,
foreshocks, and pairing of main shocks. The present study proves that only way we
can define earthquake forecast is through analysis of the source of earthquakes
through interdisciplinary approaches of seismo-tectonic studies by observing strain
accumulation and investigation of the physical change and temporal change of the
rock properties in the earthquake source region. The variations of the stress field
precede the main shock by days up to months through a sequence of simple acceler-
ating nucleation process, and clearly inter-event triggering and a pre-existing near-
critical stress field, operating over much longer correlation length scales in the incip-
ient region called triggering basin which has been identified using spatial ant colony
optimization models. Evolutionary robust computational algorithms are found to help
in the recognition and understanding of the triggering mechanisms for localization of
the focal area in the foreland basin in a near-critical state condition.

In the scheme for data analysis and earthquake genesis model section, we have
developed and tested methods analyzing low signal to noise non-stationary data
with quasi-periodic components characteristic of earthquakes. The dependence of
seismicity on the general properties of the fault network can help in the analysis of
local fracture stability by analyzing common characteristics of the seismicity
behavior, identification of the missing attribute for seismicity and through identifi-
cation of the unobserved models of seismicity which are characterized in the time
series data. We focused on different data based techniques involving continuous
time signals for earthquake analysis such as catalogs, acceleration-time series data,
radon count analysis, image-processing techniques that can be used in validating
and testing earthquake models. In this study, several case studies derived from
catalogs for earthquakes occurring in the Himalayan Basin from about six decades
of different researchers are taken up for analyzing the seismic trend using least
square regression and weighted least-square regression. Local search models can be
applied for analyzing rupturing and interaction for earthquake nucleation and trig-
gering mechanisms can be quantified and their correlation can be studied with feed-
forward neural network with backward projection for studying spatio-temporal
seismicity clusters in the Himalayan Basin based on the physical processes
governing dynamic rupture nucleation, growth, and arrest. The heterogeneity of
the strength distribution for a recurrent time –asperity model has been found to
depend on the critical strain as crack heads nucleate in meta stable condition and
numbers increases rapidly. In this regime dominated by nucleation and growth of
individual fractures, the population law exhibits power length distributions as the
nucleation rate decreases as more regions become part of the stress affected regions
resulting in the decrease in the number of fractures. This has been proved in the
Himalayas subduction region could be explained by a coupling process between the
observed physical parameters and the earthquake preparation processes. We have
also used a Kalman particle filter and an improved Periodogram analysis in the
design of a novel algorithm to find the statistical estimators for extracting the
cumulative slip from the earthquake acceleration data for the 2011 Sikkim Earth-
quake Data. In this approach, an attempt is made to apply different algorithms to
undertake detailed study on thrust-fault behaviour for better understanding of
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trying to predict the unpredictable, which can be successfully achieved once the
diagnostic parameters (precursors) responsible for genesis of the earthquake are
known to us, which in turn suggests that the earthquake generating mechanisms are
not completely known and well understood till today. In this proposed study, we
review and revalidate the research aimed at unambiguously defined algorithms for
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various discontinuities is highly probable as a result of quasi-dynamic instability
due to expansion of strain release areas and accumulation of strain in the fault patch
has been critically examined in our study using nucleation models as a part of the
design to define quasi-static nucleation models to explore the thrust fault locking
zones in different earthquake prone regions. In order to enrich our understanding
of the internal processes and deformation within the triggering zones that culmi-
nate into isolated fault segments with stress release and strain accumulation, we
define certain interaction models which carry significant information about a short
term precursory evaluation for the earthquake phenomena. The basic limitation of
long term forecasting models and self organized criticality mechanism lies in its
inability to define realistic geo-models able to explain the intricate forces involved
in rupture based fault slippages on the nearby faults measured that may increase the
overall stress on the linked fault in a short period of time. The earthquake genesis
models can be defined mainly during short-term swarm events that cluster pre-
dominantly around the inside corner of ridge-transform intersections with events
occurring on both the strike-slip and normal faults within the system. Precise
earthquake locations along mid-ocean ridges, transform faults, and within hydro-
thermal systems can illuminate regions of active seismic deformation, and help us
better understand the mechanics and kinematics of these plate boundaries. Earth-
quake prediction technique involves identifying the upper limit of strain for nucle-
ation periods which is proportional to the magnitude of the mainshock. The
nucleation patch is detectable everywhere locally in the earthquake causative fault
and constrained the pre-rupture nucleation slip for destabilization of the stress-
strength field due to realistic tectonic loading, spontaneous nucleation of the fric-
tional instabilities and visco-elastic relaxation of the lithosphere. The modeled

120

Computational Optimization Techniques and Applications

seismicity shows that nucleation mechanism leads to the non-reversible expansions
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along the weakest rocks during inter-plate earthquake cycle. Our study starts from
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dynamical models for earthquake nucleation initiation and subsequent arrest in the
fault patch that is incorporated based on the time- and stress-dependencies of the
nucleation process namely pre-slip models, colliding clusters or coalescence models,
dilatancy models, characteristic slip or fixed time recurrence models and spatio-
temporal clustering models where recurrent slip occurs in time with aftershocks,
foreshocks, and pairing of main shocks. The present study proves that only way we
can define earthquake forecast is through analysis of the source of earthquakes
through interdisciplinary approaches of seismo-tectonic studies by observing strain
accumulation and investigation of the physical change and temporal change of the
rock properties in the earthquake source region. The variations of the stress field
precede the main shock by days up to months through a sequence of simple acceler-
ating nucleation process, and clearly inter-event triggering and a pre-existing near-
critical stress field, operating over much longer correlation length scales in the incip-
ient region called triggering basin which has been identified using spatial ant colony
optimization models. Evolutionary robust computational algorithms are found to help
in the recognition and understanding of the triggering mechanisms for localization of
the focal area in the foreland basin in a near-critical state condition.

In the scheme for data analysis and earthquake genesis model section, we have
developed and tested methods analyzing low signal to noise non-stationary data
with quasi-periodic components characteristic of earthquakes. The dependence of
seismicity on the general properties of the fault network can help in the analysis of
local fracture stability by analyzing common characteristics of the seismicity
behavior, identification of the missing attribute for seismicity and through identifi-
cation of the unobserved models of seismicity which are characterized in the time
series data. We focused on different data based techniques involving continuous
time signals for earthquake analysis such as catalogs, acceleration-time series data,
radon count analysis, image-processing techniques that can be used in validating
and testing earthquake models. In this study, several case studies derived from
catalogs for earthquakes occurring in the Himalayan Basin from about six decades
of different researchers are taken up for analyzing the seismic trend using least
square regression and weighted least-square regression. Local search models can be
applied for analyzing rupturing and interaction for earthquake nucleation and trig-
gering mechanisms can be quantified and their correlation can be studied with feed-
forward neural network with backward projection for studying spatio-temporal
seismicity clusters in the Himalayan Basin based on the physical processes
governing dynamic rupture nucleation, growth, and arrest. The heterogeneity of
the strength distribution for a recurrent time –asperity model has been found to
depend on the critical strain as crack heads nucleate in meta stable condition and
numbers increases rapidly. In this regime dominated by nucleation and growth of
individual fractures, the population law exhibits power length distributions as the
nucleation rate decreases as more regions become part of the stress affected regions
resulting in the decrease in the number of fractures. This has been proved in the
Himalayas subduction region could be explained by a coupling process between the
observed physical parameters and the earthquake preparation processes. We have
also used a Kalman particle filter and an improved Periodogram analysis in the
design of a novel algorithm to find the statistical estimators for extracting the
cumulative slip from the earthquake acceleration data for the 2011 Sikkim Earth-
quake Data. In this approach, an attempt is made to apply different algorithms to
undertake detailed study on thrust-fault behaviour for better understanding of
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earthquake generating processes. A new algorithm is proposed to estimate rupture
directivity using peak ground acceleration data instead of strong motion data, and
we found that peak ground acceleration parameter with rupture directivity is an
important input with immense potential for earthquake forecast and warning
system.

In this study various conceptual models are analyzed among which a quasi-static
nucleation model is used for validating the seismogenesis of earthquakes occurred
in different tectonic settings. The fragmentation of structures and the rotation of
the blocks is found to affect the driving force analyzed through non-linear correla-
tion models which impart information based on the temporalspatial evolution pro-
cesses of fault stress in the stages of stress deviating from linearity and meta
instability in two or three dimensions as colliding cascade, pre-slip, characteristic
earthquake models, dilatancy model and spatio-temporal clustering of earthquake
models. The dilatants model has shown that fault edges can stay locked over an
infinite depth over the entire seismic cycle, possibly by volumetric deformation in
the seismogenic zone at different stages of the seismic cycle. The connection
between seismicity and geodynamic models has been found rejuvenated using
Radon emission in the San Andreas Fault from 1978 to 1981 and the Bayesian
likelihood for a drastic change in the strength of an array and reset the elastic
stresses by external forces (earthquake) occurs when certain changes in the struc-
ture of the array as the compressive and tensile strength of the rock array. Based on
subjective analysis we analyze how this model enable or inhibit rupture to overcome
regions of faults unfavorable to rupture.

In this piece of research, it is found that there is a need to reliably describe the
complexity of the source of a seismic event by evaluating parameters pertaining to
changes in stress, strain and rheology of seismic deformation processes apply
discrete-time Hidden Markov Model in order to reveal the stress field underlying
the earthquake generation. For the Tohoku earthquake, we have studied fault seg-
mentation through studying fault inter-segment areas usually associated with local
slip and fractal clustering through Graph cut based image transformation carried
out for pre and post earthquake image analysis applied for the 2011 Tohoku earth-
quake for satellite image analysis. In the later meta-instability stages, it has been
found that strain release areas expand by linking with each other indicating the
instability leading to an impending earthquake event based on the dynamic varia-
tion associated with meta-instability stage. The increase of such areas is a practical
indicator of the expansion, accelerated expansion and linkage of nucleation models
that give us a tested approach for earthquake forecasting called System of
geodynamic monitoring in localness, radon behavior models and rotation of the
earth to observe the difference in the rate of acceleration or de-acceleration of the
tectonic plate prior to a mega-thrust earthquake using earth rotation data for the
2011 Tohoku earthquake for different time events to relate seismicity with the Earth
spin changes. The variations of the stress field precede the main shock by days up to
months trigger the role of faults in regional deformation in the time of around
150 days. The recognition and understanding of the triggering mechanisms can help
to the localization of the focal area in the foreland basin. Triggering basins serve as
harbingers of large earthquake where stress–strain interactions have been analyzed
by the quasi-static mechanics of seismic precursory stress–strain propagation in the
crustal lithosphere that can make time-dependant rupture analysis and define the
likelihood of the occurrence of the earthquake in the future [1]. The first stage of
the rock fracture begins when the stress curve deviates from linearity as differential
strain variations occur at every portions of the fault due to change of rock stiffness
equivalent to the tensibility co-efficient resulting in isolated areas of stress release
and strain accumulation. In the second stage, strain release areas associated with
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quasi-static instability undergo a state of locking that initiates the early meta-
instability for non causal behavior of stress variability that initiates instable slip of
fault as an independent activity for dissipation in nucleation of each fault part into a
steady state evolution for stress transfer [2]. When the unstable slip function asso-
ciates itself to the attractor states for the optimal state sequences, the fault enters
the meta instability stage of the rock matrix when isolated strain release areas of the
fault increase and stable expansion proceeds as a distribution of the residual strain
and is augmented by the sub-surface heterogeneous environment. All these obser-
vations suggest that understanding of the earthquake generating processes requires
multi-disciplinary approach which can be analyzed based on the rock properties
using a reduced roughest approach for rock characterization. When slips occur
between the crust and the tectonic plate, the stored elastic energies are released in
“bursts” which can be detected as earthquakes. As the stresses become more
intense, the elastic strain energy stored in a portion of the crust (block), moving
with the plate relative to a “stationary” [3] neighboring portion of the crust, can
vary only due to the random strength of the solid–solid friction between the crust
and the plate. This may suggest clustering and specifically localization around
planes, migration, spatio-temporal gradients of seismic parameters within a limited
range. As the steady expansion is associated with quasi-dynamic instability, inter-
action between the areas expands with fault linking as earthquakes are generated.
The process of meta-stability shows that weak and strong segments associated with
fault strain release and strain accumulation is found to occur successively as rela-
tively independent and quasi-static triggering of the rock. The location and timing
can be identified for linking the segment and conducting a location error based
analysis for optimal allocation of wireless sensor networks nodes which measure the
received signal strength for a certain parameter that is highly useful in designing for
the earthquake early warning system (EEWS) in future. Our comprehensive study
made us understand that the reliability of the EEWS depends up on the degree of
integration among various methodologies and models, which have strong bearing
on determination of earthquake location, depth, size and the nature and extent of
fault rupturing.

Stress generation effect and its mechanism causing seismic forces1 [4, 5] related
with endogenous and exogenesis sources both. Correlation of data on strain rate for
past events of Tibet, Anatolia, 1994, Sikkim, 2011 and Turkey, 2011 supports the
concept. Astrophysical like (celestial objects viz.; Sun, Moon, mars. and Jupiter)
influence on gravitational pull on the Earth which ultimately is responsible for the
stress building forces at the interface of Lr-up mantle2 [5, 6] affecting seismicity at
an area. The nucleation patch is detectable everywhere locally in the earthquake
causative fault and constrained the pre-rupture nucleation slip for destabilization of
the stress-strength field due to realistic tectonic loading spontaneous nucleation of
the frictional instabilities and visco-elastic relaxation of the lithosphere. It is neces-
sary to identify the duration for earthquake rupture initiation for the dynamic stress
drop and episodic changes involved for the path of stress relaxation to the most
stable condition. The strain rate measurement by GSRM3 [5, 9], and GPS data

1 Stress generating forces are consequences of either exogenetic or Endogenetic effect as astrocelestial

neration is initiaobjects’ dynamics and status of grvatatonal forces.
2 At the interface of Lr Up mantele interface stress generation is initiated due to reactive force of

gravtational pull interacting in between sun –moon and earth system.
3 GSRM stands for the Global strain rate measurement data which in elaborate manner has been

produced by zhao jeng and E Hot of Stony Brook universitymore in formationin reference ctation no

[5, 7, 8] can be available.
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earthquake generating processes. A new algorithm is proposed to estimate rupture
directivity using peak ground acceleration data instead of strong motion data, and
we found that peak ground acceleration parameter with rupture directivity is an
important input with immense potential for earthquake forecast and warning
system.

In this study various conceptual models are analyzed among which a quasi-static
nucleation model is used for validating the seismogenesis of earthquakes occurred
in different tectonic settings. The fragmentation of structures and the rotation of
the blocks is found to affect the driving force analyzed through non-linear correla-
tion models which impart information based on the temporalspatial evolution pro-
cesses of fault stress in the stages of stress deviating from linearity and meta
instability in two or three dimensions as colliding cascade, pre-slip, characteristic
earthquake models, dilatancy model and spatio-temporal clustering of earthquake
models. The dilatants model has shown that fault edges can stay locked over an
infinite depth over the entire seismic cycle, possibly by volumetric deformation in
the seismogenic zone at different stages of the seismic cycle. The connection
between seismicity and geodynamic models has been found rejuvenated using
Radon emission in the San Andreas Fault from 1978 to 1981 and the Bayesian
likelihood for a drastic change in the strength of an array and reset the elastic
stresses by external forces (earthquake) occurs when certain changes in the struc-
ture of the array as the compressive and tensile strength of the rock array. Based on
subjective analysis we analyze how this model enable or inhibit rupture to overcome
regions of faults unfavorable to rupture.

In this piece of research, it is found that there is a need to reliably describe the
complexity of the source of a seismic event by evaluating parameters pertaining to
changes in stress, strain and rheology of seismic deformation processes apply
discrete-time Hidden Markov Model in order to reveal the stress field underlying
the earthquake generation. For the Tohoku earthquake, we have studied fault seg-
mentation through studying fault inter-segment areas usually associated with local
slip and fractal clustering through Graph cut based image transformation carried
out for pre and post earthquake image analysis applied for the 2011 Tohoku earth-
quake for satellite image analysis. In the later meta-instability stages, it has been
found that strain release areas expand by linking with each other indicating the
instability leading to an impending earthquake event based on the dynamic varia-
tion associated with meta-instability stage. The increase of such areas is a practical
indicator of the expansion, accelerated expansion and linkage of nucleation models
that give us a tested approach for earthquake forecasting called System of
geodynamic monitoring in localness, radon behavior models and rotation of the
earth to observe the difference in the rate of acceleration or de-acceleration of the
tectonic plate prior to a mega-thrust earthquake using earth rotation data for the
2011 Tohoku earthquake for different time events to relate seismicity with the Earth
spin changes. The variations of the stress field precede the main shock by days up to
months trigger the role of faults in regional deformation in the time of around
150 days. The recognition and understanding of the triggering mechanisms can help
to the localization of the focal area in the foreland basin. Triggering basins serve as
harbingers of large earthquake where stress–strain interactions have been analyzed
by the quasi-static mechanics of seismic precursory stress–strain propagation in the
crustal lithosphere that can make time-dependant rupture analysis and define the
likelihood of the occurrence of the earthquake in the future [1]. The first stage of
the rock fracture begins when the stress curve deviates from linearity as differential
strain variations occur at every portions of the fault due to change of rock stiffness
equivalent to the tensibility co-efficient resulting in isolated areas of stress release
and strain accumulation. In the second stage, strain release areas associated with
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quasi-static instability undergo a state of locking that initiates the early meta-
instability for non causal behavior of stress variability that initiates instable slip of
fault as an independent activity for dissipation in nucleation of each fault part into a
steady state evolution for stress transfer [2]. When the unstable slip function asso-
ciates itself to the attractor states for the optimal state sequences, the fault enters
the meta instability stage of the rock matrix when isolated strain release areas of the
fault increase and stable expansion proceeds as a distribution of the residual strain
and is augmented by the sub-surface heterogeneous environment. All these obser-
vations suggest that understanding of the earthquake generating processes requires
multi-disciplinary approach which can be analyzed based on the rock properties
using a reduced roughest approach for rock characterization. When slips occur
between the crust and the tectonic plate, the stored elastic energies are released in
“bursts” which can be detected as earthquakes. As the stresses become more
intense, the elastic strain energy stored in a portion of the crust (block), moving
with the plate relative to a “stationary” [3] neighboring portion of the crust, can
vary only due to the random strength of the solid–solid friction between the crust
and the plate. This may suggest clustering and specifically localization around
planes, migration, spatio-temporal gradients of seismic parameters within a limited
range. As the steady expansion is associated with quasi-dynamic instability, inter-
action between the areas expands with fault linking as earthquakes are generated.
The process of meta-stability shows that weak and strong segments associated with
fault strain release and strain accumulation is found to occur successively as rela-
tively independent and quasi-static triggering of the rock. The location and timing
can be identified for linking the segment and conducting a location error based
analysis for optimal allocation of wireless sensor networks nodes which measure the
received signal strength for a certain parameter that is highly useful in designing for
the earthquake early warning system (EEWS) in future. Our comprehensive study
made us understand that the reliability of the EEWS depends up on the degree of
integration among various methodologies and models, which have strong bearing
on determination of earthquake location, depth, size and the nature and extent of
fault rupturing.

Stress generation effect and its mechanism causing seismic forces1 [4, 5] related
with endogenous and exogenesis sources both. Correlation of data on strain rate for
past events of Tibet, Anatolia, 1994, Sikkim, 2011 and Turkey, 2011 supports the
concept. Astrophysical like (celestial objects viz.; Sun, Moon, mars. and Jupiter)
influence on gravitational pull on the Earth which ultimately is responsible for the
stress building forces at the interface of Lr-up mantle2 [5, 6] affecting seismicity at
an area. The nucleation patch is detectable everywhere locally in the earthquake
causative fault and constrained the pre-rupture nucleation slip for destabilization of
the stress-strength field due to realistic tectonic loading spontaneous nucleation of
the frictional instabilities and visco-elastic relaxation of the lithosphere. It is neces-
sary to identify the duration for earthquake rupture initiation for the dynamic stress
drop and episodic changes involved for the path of stress relaxation to the most
stable condition. The strain rate measurement by GSRM3 [5, 9], and GPS data
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system3 [1, 2, 7, 10–12] have cited theirs work on the strain rate measurement on
the Asian region of Tibet and Anatolian plateau. Pattern of strain rate expansion and
contraction and calculation of axis rotation and field velocity put interesting obser-
vations to be investigated in their works. Contraction alludes for overlooking the
impending seismicity and expansion for positive occurrence. Through the equation
below

εxyz ¼ 1
ε σ3 � σ3ð Þ ∝CΔT (1)

εxyz is utilized for measuring the 3D strain development due to applied stress on
the reservoir rock underlying the stratum. On real time analysis with the available
data on strain rate and field velocity measurement: Kreemer et al. [13] and Marrett
and Allmendinger [14] could not establish the concrete relationship between stress
and strain behavior to follow up for an impending event. In the present paper
mission is to encounter the shortcomings. The latest model version of May 2004
(i.e., GSRM version 1.2) includes 5170 velocities for 4214 sites worldwide [11]. The
model consists of 25 rigid spherical plates and �25,000 0.6° by 0.5° deformable grid
areas within the diffuse plate boundary zones (e.g., western North America, central
Asia, Observations on the available data set for tensor moment of earthquake events
since 1976 to recent period on Asian region Viz Anatolia, and Tibetan plateau4

[8, 16] shows haplessness to foretell the forthcoming events arrival due Strain rate
measurements, over an area by GSRM4 [8] and GPS data sytems4 [8, 15] help in
establishing the nature and pattern of the medium and strain velocity. Expansion
and contraction rate details, at times, impede detection of exact magnitude, direc-
tion of vectors and axis rotation. Minute measurement of direction and magnitude
of strain rate, using the proposed concept, helps in better understanding of
seismicity.

The proposed work is used to highlight the novel concepts developed through
investigation to explain the appropriate mechanism and cause of seismicity at an
area on the basis of strain velocity vectors (in expansion and contraction term) The
findings of facts are in support by the ISAR Infermetry; Price and Sandwell [17] for

Figure 1.
Principle and mechanism: Principal stress on the rock volume considered cause the strain following law and
rules of rock mechanics6 [7, 9] first, the Collaboratory study of earthquake predictability (CSEP; Jordan et al.
[21]) is accepting global agreement in the seismology.

4 Global positioning data reveals besides the GSRM data for strain rate vectors size and direction for

Tibbetan and anatolia plateau which are insufficient to caculate itself stress generation on the site. In Ref.

[8, 15] comprehensive information are laid for pattern and medium of strain vectors progress.
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event of Landers, California Earthquake (7.3Mw) on June 28, 1992.5 [18–20]
(Figures 1 and 2).

Expression from [19]6 [18], we have equation below.

ε1 ¼ 1þ v
ε

σ1 1� γð Þvσ2f g (2)

Which was put in by Smith et al. [22]6 to be cited from Refs. [9, 23].
Symbols hasmeaning like: ϵ= strain; ν=possion ratio; o1,σ2 are (deviatoric)principal

(deviatoric) stresses; ɛ = coefficient of elasticity of thematerials interacted by stress.
Again, strain the y axis direction7 [4, 7, 10].

ε2 ¼ � 1þ v
ε

σ2 1� γð Þvσ1f g (3)

With the thermal stress effect on the stratum rock thermally unconstrained we
get change in temp. That can lead to large change in pressure or stress as in the
equation8 [4, 7, 10].

Figure 2.
An attempt to explain the nature of strain produced to impending principal (devitoric) stresses in the horizontal
plane over the stratum rock unit: Courtesy: Fundamentals of [19].

5 ISAR Infermetry; Price and Sandwell [17] for event of Landers, California Earthquake (7.3 Mw) on

June 28, 1992)9 [18, 19]. Inverse Synthetic aperturer Radar system on real time sampling is available by
Phillipe Laccomme, Eric Norment in Air and spaceborn Radar system,2001.:Sc Direct topic, http//

Science Direct .com landrs california earthquake (7.3.Mw) June, 28 in1992 was worked out with the ISAR

infermetory dta analysis by Price and Sandwll [17]. It includes principles of Rock Mechanics and in

seismology. These rules use mathematical modeling and equations of stress strain relationship in context

with viscosity and linear expansion in the rock body due to thermal stress and produced strain

symptomised by strain field vectors. Discussed in the reference [7, 9] as predictibility solution for any

seismic event by Jordan et al. (2007)
6 Expression from the rock mechanics [18, 19] we have, in the Eq. (2) of the text stated. Mathematics
and relationship in between strain rate Є1 elasticity ɛ of rock interacting stress σ1and viscosity ν with

thermal strain Ý are revealing direction and amount of strain prouced over the rock surface. These are

viewable in form of vectors progression over the GSRM map by E Holt.
7 Smith et al. [22] have implied the use of Eq. (2) in his literature Refs. [9, 23].
8 Similarly as in Eq. (2) stress σ2 interacts as intermediate principal stress along horizontal direction

yielding strain at right angle to the imposed direction as Є2 in Eq. (3), whose better explanation is

available in texts of Refs. [4, 7, 10].
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system3 [1, 2, 7, 10–12] have cited theirs work on the strain rate measurement on
the Asian region of Tibet and Anatolian plateau. Pattern of strain rate expansion and
contraction and calculation of axis rotation and field velocity put interesting obser-
vations to be investigated in their works. Contraction alludes for overlooking the
impending seismicity and expansion for positive occurrence. Through the equation
below
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Figure 1.
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[21]) is accepting global agreement in the seismology.
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Tibbetan and anatolia plateau which are insufficient to caculate itself stress generation on the site. In Ref.

[8, 15] comprehensive information are laid for pattern and medium of strain vectors progress.
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event of Landers, California Earthquake (7.3Mw) on June 28, 1992.5 [18–20]
(Figures 1 and 2).

Expression from [19]6 [18], we have equation below.

ε1 ¼ 1þ v
ε

σ1 1� γð Þvσ2f g (2)

Which was put in by Smith et al. [22]6 to be cited from Refs. [9, 23].
Symbols hasmeaning like: ϵ= strain; ν=possion ratio; o1,σ2 are (deviatoric)principal

(deviatoric) stresses; ɛ = coefficient of elasticity of thematerials interacted by stress.
Again, strain the y axis direction7 [4, 7, 10].

ε2 ¼ � 1þ v
ε

σ2 1� γð Þvσ1f g (3)

With the thermal stress effect on the stratum rock thermally unconstrained we
get change in temp. That can lead to large change in pressure or stress as in the
equation8 [4, 7, 10].

Figure 2.
An attempt to explain the nature of strain produced to impending principal (devitoric) stresses in the horizontal
plane over the stratum rock unit: Courtesy: Fundamentals of [19].

5 ISAR Infermetry; Price and Sandwell [17] for event of Landers, California Earthquake (7.3 Mw) on

June 28, 1992)9 [18, 19]. Inverse Synthetic aperturer Radar system on real time sampling is available by
Phillipe Laccomme, Eric Norment in Air and spaceborn Radar system,2001.:Sc Direct topic, http//

Science Direct .com landrs california earthquake (7.3.Mw) June, 28 in1992 was worked out with the ISAR

infermetory dta analysis by Price and Sandwll [17]. It includes principles of Rock Mechanics and in

seismology. These rules use mathematical modeling and equations of stress strain relationship in context

with viscosity and linear expansion in the rock body due to thermal stress and produced strain

symptomised by strain field vectors. Discussed in the reference [7, 9] as predictibility solution for any

seismic event by Jordan et al. (2007)
6 Expression from the rock mechanics [18, 19] we have, in the Eq. (2) of the text stated. Mathematics
and relationship in between strain rate Є1 elasticity ɛ of rock interacting stress σ1and viscosity ν with

thermal strain Ý are revealing direction and amount of strain prouced over the rock surface. These are

viewable in form of vectors progression over the GSRM map by E Holt.
7 Smith et al. [22] have implied the use of Eq. (2) in his literature Refs. [9, 23].
8 Similarly as in Eq. (2) stress σ2 interacts as intermediate principal stress along horizontal direction

yielding strain at right angle to the imposed direction as Є2 in Eq. (3), whose better explanation is

available in texts of Refs. [4, 7, 10].
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ε1 ¼ 1
ε

σ1 � vσ2f gαxT (4)

From the theory of linear elasticity, Muskhelishvili [3].9 Further linear elasticity
is modified as10 [9].

ε1 ¼ ε2 ¼ ε3 ¼ � 1
ε
αvΔT (5)

And10 [9],

ε1 ¼ 1
ε1

σ1 � vσ2 � vσ3ð Þ � α1ΔT (6)

ε2 ¼ 1
ε2

σ2 � vσ3 � vσ1ð Þ � αlΔT (7)

ε3 ¼ 1
ε3

σ3 � vσ2 � vσ1ð Þ � αlΔT (8)

These Eqs. (7)11 [9] and (8)12 [9] will give associated effect of temperature and
thermal expansion over the Rock Staratum.

In vertical direction for half space, σ3 is 0 and12 [9],

σ1 ¼ εαlΔT
1� v

σ2 (9)

From the Text of Rock Mechanics substituting these values into (4) we obtain

T ¼ ΔT ¼ exp
y

ffiffiffiffi
ω
p
2k
þ cos ωt� y

ffiffiffiffi
ω
p
2k

� �
(10)

Where y = surface length, k = thermal diffusibility in m2/s K, c = specific heat of
the rock of stratum, α = linear coefficient of expansion. σmax ¼ εαlΔT

1�v With thermal
and elastic stress effect on rock stratum13 [9, 17].

9 Eq. (3) states the Absolute value of strain amount as vector size on map in X direction as consequent
interaction of Principal stress in x direction minus intermediate stress σ2 in y axis multiplied by possion

ratio and mnus joint effect of temperature, thermal expansion and poission ratio of the rock under stress.
10 From the theory of linear elasticity, by Muskhelishvili (1963) which is to be cited from Ref. [9] It. He

is briefed as in the referenced author strain produced over a rock in all the three x,y and z direction are

equal to one third of linear expansion � possion ratio � tthermalgradient as in following Eq. (5) Further

linear elasticity is modified in Ref. [9].
11 In the Eq. (6) of manuscript value of strain depends on the principal grwates stress subtracted from

joint effect of intermediate and least stress in the space due to convestive thermal activity which has been
dealt in Ref. [9].
12 Eqs. (7) and (8) of text is incorporating the strain value in y and z direction respectively as per

interacting stress secondary and r (intermediate 0 and least acting at perpendicular to the strain

production direction and is cited from the work from Ref. [9].
13 Deal with the stress calculation steps in the Eqs. (10) and (11) involving frequency and phase of wave

(of stress) due to thermal difusibility and thermal expansion of rock, its elasticity and possion ratio

whose relationship is output from Rock Mechanics cited in Refs. [9, 17].
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σ1 ¼ σ2 � h
1� v

ρgvþ εαlβð Þ (11)

Here β is thermal gradient; With thermal and elastic stress effect on rock
stratum: Pressure at depth h is13 [4, 7–10, 16–18, 23].

P ¼ P ¼ P ¼ 1
3

σ1 þ σ2 þ σ3ð Þ ¼ 1
3
1þ v
1� v

hpg þ 2
3 1� vð Þ εαlβ

� �
(12)

Thus from the mathematical equations derived from the rock mechanics text and
elasticity theory strain behavior can be understood. It is depending on the thermal
stress condition and related parametric sources to be developed in possible direction.

Citing Sources: GSRM data from EHolt and A (Zhao (1997–2002)14 [7, 9, 17, 23].
Figure 8 Above states the nature of strain against impending stress on the

quartzite rocks observed by Bienweiski [24] we infer from the stress: Strain rela-
tionship whatever the type of stress Litho static-or devitoric shearing (axial) or
normal the effect on the rock surface of the stratum15,16 [8, 9, 16, 17].

2. Data acquisition

Figure 3 is the strain rate measurement involving GSRM map from E Holt and
Zhao Zheng.

Figure 4 displays the 25000 grids distribution on the global map. Entire network
of strain rate or velocity vectors shows expansion and contraction due to upwelling
stress from the (mantle-up-lr) interface. Interesting point is that most of velocity

Figure 3.
Courtesy; E.Holt (2004) for strain rate measurement on GSRM.

14 In the Eq. (12) pressure over rock body is calculated as the sum of stress due to thermal convestive

current in all three x,yaxxes direction and with joint effect of possion ratio and thermal gradient and
expansion coefficient is attributed.. as per reference dalt in [4, 7–10, 16–18, 23].
15 E Holt and A Zhao (1997–2002) have worked over assembling global strain Rate measurement data in

form of vectorial notations in size and direction wise as in the Figures 2-8 which have been discussed in

the Refs. [7, 9, 17, 23] of bibliography.
16 Rock stsrata experience stress interaction in upward progression of deviotoric (shearing) or confining

(Lithostatic stress).it has been detailed by Bienweiski, [24] in his literature for stress behaviour over

Quartzite formation. Can be referred in [8]. Elastic anisotropy of regularly jointed media [18].
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vectors on the Asian continental plates are in contracting mode. Vectors at the
oceanic plates are longer and in expanding mode. It is obscure about the stress
stored below the crustal reservoir having contracting mode and stress energy
already been consumed at the expanding region. It has been significantly observed
during the 18th September, 2011 outbreak at Sikkim (6.8 Mw) and Turkey 7.2 Mw
on October 24th 2011.

In the Figure 5 velocity vectors are due north and NE on Indian subcontinent
and Tibetan plateau region, respectively. Vectors show the Indian plate moving
towards the Tibetan plate. Eurasian plate remains passive w.r.t. Pacific and Ameri-
can Plates. It has been evident even by the Harvard CMT catalog data set. From Jan
1977 to November 2002.

Figure 6 shows the pattern of strain rate or vectors with greater in amount than
the vectors at continental plates of America with respect to Pacific. Eventually has
been observed y the events of Chile 7.3 Mw on 2nd Jan 2011 and Mexico 6.5 Mw on
October 2011. Vectors are shorter at the continental region than that of Oceanic
region of pacific. This has been evident even by the Harvard CMT data catalog since
Jan 1977 to Nov 2002 (Figure 7).

Figure 8 above states the nature of strain against impending stress on the
quartzite rocks observed by Bienweiski [24] we infer from the stress–strain rela-
tionship whatever the type of stress Litho static-or devitoric shearing (axial) or
normal the effect on the rock surface of the stratum depends on the parameters.

Figure 4.
Global Strain Rate Measurement courtsey Zhao.

Figure 5.
The supportive evidence of concept laid in the abstract.: Courtesy: Zhao et al. Kreemer et al. [25] strain rate
measurement for the Tibetan and Asian region prior to Sikkim (2004) 5.7Mw event.
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Figure 6.
Velocity vectors of Pacific plate against American fixed plate(relatively) courtesy: Almindger Zhao et al. (1998,
2004).

Figure 7.
The direction and amount of vectors in the oceanic region of Indian and pacific plates with relative passiveness
of Asian plate.

Figure 8.
Courtesy; by E. Holt (2004) for strain rate measurement on GSRM.
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Characters like rigidity G, elasticity ε, density ρ, Poisson ratio υ coefficient of
thermal expansion α, thermal diffusibility β.

Figure 7; ISAR Infermetry; Price and Sandwell [17] for event of Landers,
California Earthquake (7.3 Mw) on June 28, 1992 [18, 19].

Figure 2 is an attempt to explain the nature of strain produced to impending
principal (devitoric) stresses in the horizontal plane over the stratum rock unit
(Figures 8 and 9).

Figure 3 is the data acquired from the GSRM map worked out by E Holt and
zhaon Zeng 1979 et al.

Figure 4 displays the 25000 grids distribution on the global map. Entire network
of strain rate or velocity vectors shows expansion and contraction due to upwelling
stress from the (mantle-up-lr) interface. Interesting point is that most of velocity
vectors on the Asian continental plates are in contracting mode. Vectors at the
(Figures 10 and 11) shows the application frequency range of the circuit to replace
the inductance.

Figure 12: velocity vectors of Pacific plate against American fixed plate (rela-
tively) courtesy: Almindger Zhao et al. (1998, 2004) Figure 6 shows the pattern of
strain rate or vectors with greater in amount than the vectors at continental plates of

Figure 9.
Courtesy: Fundamentals of [19].

Figure 10.
ATF34143 best noise matching conditions.
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America with respect to Pacific. Eventually has been observed y the events of Chile
7.3 Mw on 2nd Jan 2011 and Mexico 6.5 Mw on October 2011.vectors are shorter at
the continental region than that of Oceanic region of pacific. This has been evident
even by the continental plates of America with respect to Pacific. Eventually has
been observed y the events of Chile 7.3 Mw on 2nd Jan 2011 and Mexico 6.5 Mw on
October 2011.vectors are shorter at the continental region than that of Oceanic
region of pacific. This has been evident even by the Harvard CMT data catalog since
Jan 1977 to Nov 2002 (Figures 13–16).

Figure 11.
ATF34143 stability analysis results. (a) Increase the inductance at the source to make the circuit stability
greater than 1 in the application frequency range, and then replace the inductance with a microstrip line.

Figure 12.
ATF34143 the best noise matching under the condition of increasing source inductance.

Figure 13.
ATF34143 stability results with increased source inductance.
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3. Conclusion

It is proved that Amount and direction of velocity vectors or strain rate is
proportional; to the quality and quantity of the stress impending. Shorter vectors
signify of stored seismic energy at the reservoir of stratum. And hence characterizes
of shallow focus expectation. An III vector of medium size signifies of outbreak
stress drop at medium depth. All the vectors aligned in one direction and with same
magnitude it is characteristic of stress line (tangential or radial perpendicular to the
vectors observed At right angle to the vectors pattern observed at one region there
lies the region of perpendicular stress viz. Tangential –to radial and vice versa.
Vectors at these two region shows perpendicularity in relation. Velocity vectors of
shorter size in general characterizes of foreshocks of seismicity at the region.
Whereas larger size signifies greater magnitude of seismicity as in china 1996 with
7.5 Mw. Expectation of epicenter and focus lies better at the terminal point of

Figure 14.
Initial electrical schematic.

Figure 15.
Double-sided PCB layout (the bottom layer is a large area grounding).
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smaller velocity vectors. Smaller vectors are characteristics of higher magnitude and
Intensity of seismicity at the place of observation. If any motion occurs at source of
waves then some surface currents are induced on some parts of the earth since the
earth includes inhomogeneous materials; i.e., including conducting and/or non
conducting bodies and/or free spaces, etc. in some locations. If any part of these
materials makes a deviation then those surface currents variate with respect to time.

The assumption for the fact gives the result below: The Lorentz‘s forces, which
are applied on variating currents due to the geo electromagnetic field appear at
least. A new force [2] additional to Lorentz‘s force has to be observed due to the
irregularities, too. This additional force has to have a very small magnitude around
source of waves, but it has to have an irregularly and non-smoothly deviating
character, so it propagates with increasing-decreasing in magnitude with some
periods according to some transfer rules of forces in bodies. The modernized phys-
ical mechanism beyond the earthquake phenomena is explained with the above
mentioned approach. The fact behind the earthquake phenomenon is postulated.
Restrictions at the use of some specific frequency values are necessary to the
frequency spectrum used in systems all around the earth to realize a successful
prediction.

Acknowledgements

I give my gratitude and obligation are bid to Author cited in the reference
section for their prior and later permission for theirs; reference figure and data viz.;
Dr. E. Holt; Stony Brook University New York.

Figure 16.
Electrical schematic of PCB simulation.
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frequency spectrum used in systems all around the earth to realize a successful
prediction.
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Nature Inspired Metaheuristic
Approach for Best Tool Work
Combination for EDM Process
Goutam Kumar Bose and Pritam Pain

Abstract

As the modern day, the technologies are approaching with high accuracy at the
same time with low material costing, non-traditional machining is very much
essential to sustain in this modern manufacturing system. In this present research
work Electric Discharge Machining (EDM) is used with different types of tools like
Copper, Aluminium, and Brass are used while machining High Carbon High Chro-
mium (HCHCr), Hot Die Steel (HDS) and Oil Hardened Nitride Steel (OHNS)
workpiece material. This research work is aimed to find out the most efficient tool
material for different workpiece materials while satisfying the contradictory objec-
tives of high material removal rate (MRR) and low Tool Wear Rate (TWR). The
experimental data are trained and validated by using Artificial Neural Network
(ANN). Finally, the results obtained through Genetic Algorithm are hybridized
with a Fuzzy- Multi Criteria Decision Making (MCDM) technique to obtain a single
parametric combination of the process control parameters which satisfies these two
contradictory objectives function simultaneously.

Keywords: EDM, ANN, Genetic Algorithm, Fuzzy, MDCM

1. Introduction

The progressive growth in the advanced manufacturing process is aimed to
achieve a finished material with a complex shape having very high accuracy. This
precise manufacturing leads the industries to modern non-traditional machining
processes. Electric Discharge Machining (EDM) is one such wieldy used non-
traditional machining, where material removal takes place by the control erosion
through spark discharge from the cathode tool on the anode workpiece. The con-
ductive tool and the workpiece are submerged in flowing dielectric fluid and are
separated by a small gap, known as a spark gap. The temperature of the spark varies
from 8000°C to 12000°C which melts and vaporizes the workpiece material
instantly. This electric discharge process is used to manufacturing complex part of a
metal mould, tool and die, industrial instruments, aerospace’s instruments, etc. The
main advantage of EDM is that this process can machine hard material accurately
[1]. EDM is a complex machining process which depends upon several interrelated
control parameters; hence it is important to find an optimal control parameter
setting so that the machining can be optimized for a better output. In the modern
era, the optimization techniques are mostly nature inspired metaheuristics process.
Artificial Neural Network (ANN) is one such nature-inspired technique where the
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results are trained, validated and finally tested within an artificial network. In 1940,
D.O. Hebb first introduced neural plasticity-based learning and then finally
backpropagation is developed by Werbos in 1975 [2].

Previous research works which have been carried out to optimize the process
control parameters either analytically or by simulation is presented here. Bose and
Pain [3] have studied the effect of EDM on different types of tool material used in
plastic industries and they have concluded different process control parameters for
different material. Ho and Newman [4] have experimented on different types of an
electric spark in EDM and have designed a simplified electrode to increase the
performance index of the process. Zhou et al. [5] studied on minimum variance and
pole placement coupled controller along with two-step prediction controllers to
stabilize the machining in EDM. Equbal and Sood [6] have discussed the various
parameters of the EDM process. They have also elaborated the future scope of EDM
in industries. Choudhary and Jadoun [7] has experimented various types of EDM
fluid in order to optimize machining productivity. They have developed die-sinking
EDM, dry EDM, powder mixed EDM and also water-based EDM process. Abulais
[8] has researched on various types of EDM like ultrasonic vibration dry EDM,
powder-based EDM, and also used water as the dielectric fluid. Lin et al. [9] used
Grey Neural Network on EDM and verified that the data are very similar to the
actual experimental result. Ni [10] has discussed the various type of application of
the Artificial Neural Network (ANN) in various uneasy condition and achieved a
key technology for this application.

The experimental results are optimized by Genetic Algorithm (GA). Contradic-
tory responses during machining like high Material Removal Rate (MRR) and low
Tool Wear Rate (TWR) can be optimized by applying Fuzzy- Multi-Criteria Deci-
sion Making (MCDM) techniques. The objective of this research work is to identify
the best tool work combination which will satisfy the contradictory responses of
high MRR and low TWR.

2. Experimental design

The present research study is done on the Die Sinking EDM (Electronica make).
In this research work the workpiece material, tool material, current and pulse on
time (POT) are varied simultaneously. The tools considered here are Copper, Alu-
minum, and brass. While the workpiece material used are High Carbon High Chro-
mium (HCHCr) steel, Hot Die Steel (HDS) and Oil Hardened Nitride Steel
(OHNS). During experimentation, the current is varied in three levels as 10 amps,
15 amps and 20 amps and the Pulse on Time (POT) are varied in three levels as
800 μsec, 1600 μsec, and 2000 μsec respectively. Other parameters which have a
significant effect on the process are kept constant. Here kerosene is used as the die-
electric fluid, voltage is kept at 85 Volts, pulse off time is set at 800 μsec, depth of
cut considered is 2 mm and spark gap is 5 mm. During the experimental run,
various parameters are varied simultaneously by following the L9 Orthogonal Array
(OA) so that the experimental time and as well as experimental cost can be reduced
to a great extent. To analyze the data statistically the tool materials and also work-
piece materials are expressed by their respective density as in Table 1.

From the experimental run the regression equitation is obtained for the MRR,
where a1, b1, c1 and d1 are constant terms:

MRR ¼ a1þ b1 ∗Tool Densityþ c1 ∗W=P Densityþ d1 ∗Currentþ e1 ∗POT
þ f1 ∗Machining Time

(1)
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From the same experimental run Tool Wear Rate (TWR) is obtained where a2,
b2, c2 and d2 are constant terms:

TWR ¼ a2þ b2 ∗Tool Densityþ c2 ∗W=P Densityþ d2 ∗Currentþ e2 ∗POT
þ f2 ∗Machining Time

(2)

Here Artificial Neural Network (ANN) is utilized to test and validate the exper-
imental data. Then the responses Material Removal Rate (MRR) and Tool Wear
Rate (TWR) are optimized by Genetic Algorithm (GA) in ‘MATLAB R2015a’ envi-
ronment. The global optimal solution is then calculated by the Multi-Criteria Deci-
sion Making (MCDM) technique by applying Fuzzy set theory. Finally, the
calculated data are analyzed by actual experimentation to validate the final result.

3. Artificial Neural Network

Artificial Neural Network (ANN) is the replica of the actual neural network
system and there working principle is quite similar to the biological neural network
[11]. Outer nodes collect the input responses. The other nodes are inter-connected,
and finally, nodes give the responses to the input responses. In a neuron, there are
synapses, they multiply each input by the weighted value, only if this value receded
the threshold value, then these responses transfer to the next neuron. The
interconnected inner layer of the neuron is known as a hidden layer. Eq. (3) shows
the input calculation for each hidden layer of the neuron.

IIi ¼
Xn
i�1

WiXi (3)

The output responses are defined by sigmoid function as shown in Eq. (4).

Oi ¼ f Iið Þ ¼ 1
1þ e�Ii

(4)

The working principle of an artificial neuron is shown in Figure 1.
There are generally three types of architectures in case of Neural Network.

• Feedforward-neural networks

• Feedback-neural networks

Materials Symbols Density (g/cm3)

Tool Materials Cu 8.96

Al 2.78

Br 8.73

Work Materials HCHCr 7.7

HDS 7.75

OHNS 8.67

Table 1.
Density of the tool and workpiece materials.
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Br 8.73

Work Materials HCHCr 7.7

HDS 7.75

OHNS 8.67

Table 1.
Density of the tool and workpiece materials.
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• Self-organizing-neural networks

Figure 2 displays the general structure of ANN.

3.1 Analysis of the experimental result

In this research work, the analysis of the experimental results is analyzed by
dividerand function, in using Matlab R2015a. The backpropagation method is used
in this analysis because this backpropagation method gives the feedback while
training the data for calculation. The individual responses are evaluated using the
Simulink model in ANN considering all those five parameters. Also, ten number of
hidden layers are used to optimize the responses. Figure 3 shows the Simulink
diagram used in ANN.

InANNresponses are trained thenvalidated and finally tested to find out that is there
any linear relationship between control parameters and responses. The continuous line is
the best fit linear regression line of output versus targets.While the value of regression
(R) is 1 represents the linear relation between control and response parameters.

3.1.1 Analysis to maximize MRR

For calculating 50%, 25% and 25% of the date have been used for training,
testing and validation, respectively. MSE has been achieved after 5 successful

Figure 1.
Schematic diagram of an artificial neural.

Figure 2.
The architecture of general ANN.
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iteration and as a result the training has been terminated. It has been programmed
in such a way that in case the gradient falls below 1.00x10�7, the training will
terminate. In this experiment the gradient is 5.01x10�8. Here the number of suc-
cessive iterations performed for validation checks is 2. Figure 4 represents the
neural network training performance progress.

Best validation performance is 5.0748x10�7 at epoch 3, which is a low prediction
error measured with MSE shown in Figure 5. This graph does not show any main
problems with the training. The validation and test curves are very similar to each
other up to 3 epochs.

In this case, the values of R for training, testing and validation are 0.85099, 1 and
1, respectively. So, from the Figure 6 it is evident that the value of overall R is
0.77755. As the values of R for validation and testing both has the values more than
0.9 the training shows a good result.

Figure 3.
Simulink diagram of ANN.

Figure 4.
Training performance progress for MRR.

Figure 5.
Performance plot for MRR.
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3.1.2 Analysis to minimize TWR

For calculating 55%, 25% and 20% of the date have been used for training,
testing and validation, respectively. MSE has been achieved after 4 successful iter-
ation and as a result the training has been terminated. It has been programmed in
such a way that in case the gradient falls below 1.00x10�7, the training will termi-
nate. In this experiment the gradient is 7.63x10�8. Figure 7 represents the neural
network training performance progress.

Best validation performance is 206859x10�5 at epoch 4, which is a low prediction
error measured withMSE shown in Figure 8. This graph does not show anymain
problemswith the training. The validation and test curves are very similar to each other.

Figure 6.
Regression plot of MRR.

Figure 7.
Training performance progress for TWR.
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In this case, the values of R for training, testing and validation are 0.99999, 1 and
1, respectively. From the Figure 9, the value of overall R is 0.85855. As the values of

Figure 8.
Performance plot for TWR.

Figure 9.
Regression plot of TWR.
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R for validation and testing both has the values more than 0.9 the training shows a
good result.

4. Genetic Algorithm (GA)

Genetic Algorithm is a similar approximation method as survival of the fittest.
This nature-inspired metaheuristic process follows some fundamental rules [12].

• Every living being in any ecosystem struggle for food and mates.

• Those victorious individuals will compete and fittest offspring will be
produced. Those individuals also are known as ‘King’ in the system.

• A good individual will reproduce again and again and will survive in nature for
a long time than those week individuals.

Each fitness functions are considered as individual chromosome and they are the
various sequence of binary alphabets (1 and 0). This algorithm is very useful to find
out the global solution to a problem set.

On average, better new generations are formed with better genes. Every succes-
sive generation will have a ‘partial better solution’ than the previous generations.
Ultimately, when the newly created offspring does not have a noticeable difference
from the previous generations, then the algorithm will terminate at a converged
solution.

4.1 Results using the Genetic algorithm

It has been aimed to find out the single parametric combination for this contra-
dictory parameters by using multi-response optimization. In order to find out the
two contradictory parameters like high MRR and low TWR. The boundary
condition for this genetic algorithm is used as follows:

• Population

Population type: Double vector

• Stopping Criteria

Generations: 100 x number of variables

Time limit: infinity

Stall generations: 100

Function tolerance: 1x10�4

Constrain tolerance: 1x10�3

Here the total number of iterations required for optimization is 127 and which
gives 16 combinations for the control parameters along with responses. Optimiza-
tion terminated as the average change in the spread of Pareto solutions has been
reached to its tolerance value. Based on the conflicting nature of the objectives,
multi-response optimization is carried out in order to achieve the goal by a single
parametric combination. As the EDM process is complex machining, it can have
two general situations while it is used for commercial purposes. In one case the
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primary objective is to achieve maximum MRR. It can be used for rough cutting. In
another case for finishing operation, more emphasis should be given on TWR
instead of MRR. In this condition, the tool wear can highly affect the final geometry
of the product. As the genetic algorithm is generally subjected to minimizing the
function, so in the case of maximizing the MRR the negative sign have been
neglected. In Figure 10 the two contradictory objectives are simultaneously opti-
mized by using GA have been plotted. From this plot, the boundary condition for

Figure 10.
Plot functions for GA.

Exp.
No

Tool Density
(g/cm3)

W/P Density
(g/cm3)

Current
(Amp)

POT
(μSec)

Machining
Time (min)

MRR
(cm3/
min)

TWR
(gm/min)

1 4.5 15.90 88.58 864.64 101.16 1045.33 1216.031

3 16.4 14.82 89.36 771.19 198.54 1436.91 149.4018

4 0.2 9.78 87.15 859.08 126.59 1100.34 961.2881

5 15.7 14.17 86.24 783.69 199.16 1437.78 149.4643

6 15.6 11.71 88.01 774.51 194.3 1167.08 185.9447

7 2.2 7.04 86.72 826.90 158.6 1074.93 1057.663

8 4.5 2.85 88.46 819.28 151.4 1201.48 827.6156

9 2.5 5.09 88.50 828.50 102.9 1145.31 683.333

10 6.3 0.67 88.23 800.79 119.1 1233.71 531.6255

11 2.1 12.68 88.31 849.67 123.3 1070.92 1178.077

12 6.0 1.13 88.41 828.16 150.9 1154.8 633.3167

13 4.7 1.85 88.44 814.21 158.9 1305.47 875.2726

14 1.1 11.47 88.40 860.27 129.6 1072.24 1070.531

15 3.7 14.69 88.50 863.51 101.2 1049.99 1138.689

16 11.2 5.36 88.51 786.64 175.8 1111.97 461.5821

17 1.2 8.81 88.59 851.90 158.6 1074.93 1057.913

Table 2.
Combination of factors and responses.
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MRR and TWR can be found out. For MRR the range is between 1045.3295 cm3/min
to 1437.789 cm3/min and for TWR, it varies between 149.402 gm/min to 1216.031
gm/min respectively. Therefore, in order to arrive at an optimal or near optimal
parametric combination which will consecutively satisfy the contradictory nature of
the responses Fuzzy Gray Relational Analysis is conducted.

The different parametric combinations with respective responses as obtained
through GA are shown in Table 2 below.

5. Multi objective solution using Grey Relation Analysis (GRA)

GRA can be employed to simultaneously find out the optimized solution for
several contradictory responses [13]. This theory has been proposed by Deng in
1982’s [14]. In modern research work, this theory is a very essential tool to design
the model for the unknown of partially known or unspecified data.

GRA form the link between preferred (best/ideal) with real investigational data.
The average of the grey coefficient is used to estimate the grey grade. This grade is
generally varies between 0 and 1. When the value is close to 1, it signifies that the
solution approaches the ideal condition. In the final acquired data set the parametric
combinations which have the maximum grey relation grade, that combination will
be termed as the optimized solution.

The normalized equation for the condition where the maximum value is
required, like MRR that can be expressed as:

Xij ¼
Yij �Min Yij, i ¼ 1, 2, … … n

� �

Max Yij, i ¼ 1, 2, … … n
� ��Min Yij, i ¼ 1, 2, … n

� � (5)

If lower value for the better performance such as TWR then it is expressed as,

Xij ¼
Max Yij, i ¼ 1, 2, … … n

� �� Yij

Max Yij, i ¼ 1, 2, … … n
� ��Min Yij, i ¼ 1, 2, … n

� � (6)

To find out the single solution for these two contradictory processes the GRA is
performed. When the grey grade is 1, that solution gives the optimized single
parametric combination.

6. Fuzzy set theory

To find out the ambiguous solution in decision-making problem, the Fuzzy set
theory can be used as a powerful tool. Instead of using numerical values, assign of
weights for linguistic assessment is more useful [15]. During the consideration of
the decision makers’ fuzzy rating, fuzzy decision matrix can be achieved from a
decision matrix and finally it can be converted into weighted normalized fuzzy
decision matrix. A fuzzy set can be described by a membership function μd̂ xð Þwhile

converting X. A degree of membership of x in d̂ can be plots individual element x in
X to a real number in the period of 0 to 1. In this case triangular fuzzy number
(TFN), can be defined as a triplet (d1, d2, … , dn) and the membership function is
defined [16].

The translation method of fuzzy number into the non-fuzzy number, that is, a
crisp value is identified as defuzzification. In this current research work ‘centroid of
area’ technique for defining Best Non-Fuzzy Performance (BNP) value is applied.
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7. Multi-criteria decision making (MCDM) analysis

In this chapter the two contradictory responses i.e. MRR and TWR have got a
dissimilar level of rank. In this case the maximized MRR is the primary objective
rather than the lower TWR.

Table 3 is tabulated by using the weightage from the fuzzy set theory.
The closed value to the 1 gives the ideal solution between the comparative

sequences. In this case, 16 simulated data from the genetic algorithm have been
used for further evaluation. In this case, the criteria for decision making have been
set as Maximum MRR and minimum TWR.

7.1 Optimization of the parameters

The specified weights for MRR and TWR are 84.4% and 15.6% respectively as
calculated by using Entropy method [17]. Table 4 represents the grey relation
coefficient and grades corresponding to parametric settings and responses for the
material in Table 2.

Criteria Linguistic terms Fuzzy number BNP

MRR VH 0.9,1.0,1.0 0.844

TWR ML 0.1,0.3,0.5 0.156

Table 3.
Weight criteria for deference responses.

Exp.
No

Responses Grey Co-efficient Grey
Grade

Rank

MRR
(cm3/min)

TWR
(gm/min)

MRR
(cm3/min)

TWR
(gm/min)

1 1045.330 1216.031 0.458 0.135 0.296 16

2 1436.914 149.402 0.997 1.000 0.999 2

3 1100.345 961.288 0.495 0.170 0.333 10

4 1437.789 149.464 1.000 1.000 1.000 1

5 1167.082 185.945 0.550 0.820 0.685 3

6 1074.937 1057.663 0.477 0.155 0.316 11

7 1201.488 827.616 0.584 0.197 0.390 8

8 1145.313 683.333 0.531 0.238 0.384 9

9 1233.717 531.626 0.619 0.303 0.461 4

10 1070.928 1178.077 0.474 0.139 0.307 14

11 1154.800 633.317 0.539 0.256 0.398 7

12 1305.472 875.273 0.715 0.186 0.451 5

13 1072.248 1070.531 0.475 0.153 0.314 13

14 1049.991 1138.689 0.461 0.144 0.302 15

15 1111.972 461.582 0.504 0.348 0.426 6

16 1074.937 1057.913 0.477 0.155 0.316 12

Table 4.
Grey relation co-efficient along with grades and ranks.
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Grey relation coefficient, relation grade, and the ranks have been displayed in
Table 4. From this table, it is obvious that the experimental run number 4 has
achieved maximum gray relation grade. As has been discuses earlier, this experi-
mental run satisfies the condition for the optimized multi-response parameter. So,
experiment 4, which have parametric combination Tool Density 15.7 g/cm3,
Workpiece density of 14.17 g/cm3, Current 86.24 amp, POT 7836.89 μSec, and
Machining time of 199.16 min is the best parametric combination for having high
MRR and low TWR.

The confirmation experiment performed with the above optimal combination
results in grey relational grade MRR and TWR is obtained as 1385.75 cm3/min and
256.84 gm/min respectively. It is observed that MRR and TWR improve signifi-
cantly by using optimal machining variables combinations. Table 5 shows the
validation results while machining at optimizing condition.

8. Conclusion

The experimental study indicates that while machining different workpieces like
HCHCr, HDS, and OHNS using different EDM tools like Cu, Al, and Br, the
responses are dependent on tool material, workpiece material, pulse on time, and
machining time. While analyzing the response data individually applying, ANN
considering four control parameters in order to achieve maximum MRR and mini-
mum TWR the training, validation, and testing data indicates that the values of R,
are almost 1.

A multi-objective response is developed which is optimized using GA. Since the
objectives of the responses are contradictory in nature, therefore, using GA the
optimum values of responses are obtained within a range. In the case of MRR varies
from 1045.3295 cm3/min to 1437.789 cm3/min and TWR varies between 149.402
gm/min to 1216.031 gm/min respectively.

The GRA establishes the ranks of output for different variables combinations
and establishes optimal combinations for a complex process like EDM process. For
evaluating the optimum parametric combination during machining her Tool Den-
sity of 15.7 g/cm3, Workpiece density of 14.17 g/cm3, Current of 86.24 amp, POT of
7836.89 μSec and Machining time of 199.16 min is the best among all the other
combinations for having high MRR and low TWR. If any tool material and work-
piece have the exact tool density as obtained from the GA that will give the best tool
and workpiece combination for machining. As our research is limited to the three
types of tool material and three types of the workpiece material, hence it can be
concluded that Cu is the best tool for machining OHNS workpiece material by EDM
when 20 amp current and POT is 800 μSec.

Therefore, this experimental analysis for estimating the optimum EDM para-
metric combination during machining with a different tool and work materials can
act as valuable and an effective guideline for machining of die and mould.

Settings Levels Predicted result Experimental result

MRR 1437.789 1385.74

TWR 149.464 256.84

Grey Grade 1.000 0.736

Improvement of the grey relation grade: 0.264

Table 5.
Results of machining performance using the initial and optimal machining parameters.
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Chapter 9

Atomistic Mathematical Theory
for Metaheuristic Structures of
Global Optimization Algorithms in
Evolutionary Machine Learning
for Power Systems
Jonah Lissner

Abstract

Global Optimization in the 4D nonlinear landscape generates kinds and types of
particles, waves and extremals of power sets and singletons. In this chapter these
are demonstrated for ranges of optimal problem-solving solution algorithms. Here,
onts, particles, or atoms, of the ontological blueprint are generated inherently from
the fractional optimization algorithms in Metaheuristic structures of computational
evolutionary development. These stigmergetics are applicable to incremental
machine learning regimes for computational power generation and relay, and
information management systems.

Keywords: metaheuristic, particle swarm optimization, global optimization,
machine learning, evolutionary algorithms, stigmergetics, arrow’s paradox,
atomistics, Fermat’s last theorem, network theory, Hensellian mathematics

1. Introduction

The evolution of Algorithms from a simple route, to complexified paths requires
maps from zones of optimal utilization, to be solved sufficiently, in a given amount
of time.

These algorithms are constructed for the purpose of building and advancing a
continuity for the next location of optimal utilization, in order to realize the impor-
tance to form workable nodes and circuits, that are discrete and exact algorithm
criteria in a time-basis. Therefore, a complete network on a nonlinear surface and
related machine learning epochs is built.

These criteria are based on Fermat’s Theorem proving global extrema locations
either at stationary or bounding points, based ultimately upon the Pythagorean
Theorem, where:

Let N be the set of natural numbers 1, 2, 3, … , let Z be the set of integers 0, �1,
�2, … , and let Q be the set of rational numbers a/b, where a and b are in Z with
b 6¼ 0. In what follows we will call a solution to xn + yn = zn where one or more of x,
y, or z is zero a trivial solution. A solution where all three are non-zero will be called
a non-trivial solution [1].

151



References

[1] El-Hofy, H.: AdvancedMachining
Processes: Nontraditional andHybrid
Machining Processes, Mcgraw-hill,
(2005).

[2] Werbos, P. J.: Generalization of
backpropagation with application to a
recurrent gas market model, Neural
Networks, Vol. 1(4), (1988) 339–356.

[3] Bose. G.K. and Pain. P.: Parametric
Analysis of Different Grades of Steel
Materials Used in Plastic Industries
through Die Sinking EDM Process.
International Journal of Materials
Forming and Machining Processes, Vol.
3(1), (2016) 55–74.

[4] Ho, K. H. and Newman, S. T.: State
of the electrical discharge machining
(EDM), International Journal of
Machine Tools and Manufacture, Vol.
43(13), (2003) 1287–1300.

[5] Zhou, M., Wu, J., Yang, J. and Yao,
D.: Fast and Stable Electrical Discharge
Machining (EDM) by Two-step-ahead
Predicted Control, Procedia CIPR, Vol.
42, (2016) 215–220.

[6] Equbal, A. and Sood, A.K.: Electrical
DischargeMachining: An Overview on
Various Areas of Research, Journal of
Manufacturing and Industrial Engineering
(MIE), Vol. 1-2(13), (2014) 1–6.

[7] Choudhary, S. K. andDr. Jadoun, R.S.:
Current Advanced ResearchDevelopment
of ElectricDischargeMachining (EDM): A
Review, International Journal of Research
in Advent Technology, Vol. 2(3), (2014)
271–297.

[8] Abulais, S. Current Research trends
in Electric Discharge Machining (EDM):
Review. International Journal of
Scientific & Engineering Research, Vol.
5(6), (2014) 100–118.

[9] Lin, Z., Liu, Y. and Zhang, L.:
Research of EDM (Electrical Discharge

Machining) Process Simulation Based
on Grey Neural Network. Advances in
Mechanical and Electronic Engineering.
Lecture Notes in Electrical Engineering,
Vol. 177, (2012) 373–379.

[10] Ni, X.: Research of Data Mining
Based on Neural Networks, World
Academy of Science, Engineering and
Technology, Vol. 39, (2008) 381–384.

[11] McCulloch, W., Walter, P.: A
Logical Calculus of Ideas Immanent in
Nervous Activity. Bulletin of
Mathematical Biophysics. Vol. 5 (4).
(1943) 115–133.

[12] Goldberg,D. E.: GeneticAlgorithms in
Search, Optimization andMachine
Learning. Addison-Wesley Longman
Publishing Co., Inc. Boston,MA, USA,
1989.

[13] Bose, G. K. and Pain, P.: Nature-
Inspired Metaheuristic Approach for
Multi-Objective Optimization During
WEDM Processes. In: Ram, M. and
Davim, J. P. editors. Soft Computing
Techniques and Applications in
Mechanical Engineering. IGI Global,
2018, pp. 91–122. DOI: 10.4018/978-1-
5225-3035-0.ch004

[14] Deng, J.: Control problems of grey
systems. Systems and Control Letters, 1
(5), (1982) 288–294.

[15] Kaufmann, A. and Gupta, M. M.:
Introduction to Fuzzy Arithmetic:
Theory and Applications, Van Nostrand
Reinhold Company, 1985.

[16] Dubois, D. and Prade, H.: Operations
in a fuzzy-valued logic. Information and
Control, Vol 43(2), (1979) 224–240.

[17] Zhuang, X., Zhao, Y. & Huang, T.
S.: A neural net algorithm for
multidimensional maximum entropy
spectrum estimation, Neural Networks,
Vol. 4, (1991) 619–624.

150

Computational Optimization Techniques and Applications

Chapter 9

Atomistic Mathematical Theory
for Metaheuristic Structures of
Global Optimization Algorithms in
Evolutionary Machine Learning
for Power Systems
Jonah Lissner

Abstract

Global Optimization in the 4D nonlinear landscape generates kinds and types of
particles, waves and extremals of power sets and singletons. In this chapter these
are demonstrated for ranges of optimal problem-solving solution algorithms. Here,
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Theorem, where:

Let N be the set of natural numbers 1, 2, 3, … , let Z be the set of integers 0, �1,
�2, … , and let Q be the set of rational numbers a/b, where a and b are in Z with
b 6¼ 0. In what follows we will call a solution to xn + yn = zn where one or more of x,
y, or z is zero a trivial solution. A solution where all three are non-zero will be called
a non-trivial solution [1].
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2. Materials and methods

2.1 Metaheuristic structural rules for the algorithm building

It is a rule of No Unreasonable Effectiveness of Mathematics in any Science
[Wigner] [2], and therefore a notion that No Unreasonable Effectiveness of
Axiomation in any Science, that 3 Rules of Information Physics [3IP] by Jonah
Lissner exist:

I.Problem of Demarcation.

II.Rule of Information Dichotomy [Gestalt-Inverse Gestalt], and thereby
requiring a kind of.

III.Context-Restricted Deep Structure [CRDS] for the given topology.

Therefore hypothesized to be commutable terms within this 3IP rulebase, The
Three Thermodynamic Rules of Macrodynamics by Jonah Lissner. The 3 General
Rules of Macrodynamics [3GRM] which are established to define Global Optimiza-
tion Algorithm [GOA] challenges:

1.The Rule of the Continuity of Primaries

2.The Rule of Perpetuation of Information Inequalities of Primaries

3.The Rule of Unprovable Ideals, Cardinals or Delimitations of Complex
Adaptive Evolutionary Systems [CAES].

3. Algorithm definition

The Metaheuristic Algorithm is defined by the Author [Jonah Lissner] as.
An ontological mechanism to generate or activate decision paths [algorithms] and

make decision potential to solve [essentially two-state] paradoxes, a computational
physical network and topos, for practical effort or application. Therefore can be
constructed a theoretical or hypothetical guideway from objects and particles to
advance ontological gradations of relevance and value, through a logical progression.

A relevant algorithm to solve for discrete stigmergetics in nonlinear optimiza-
tion challenges for graphing algorithms of power systems has been demonstrated in
Ant Colony Optimization [ACO]:

Here in general formula where

pkxy ¼
ταxy

� �
ηβxy

� �

P
z∈ allowedx ταxz

� �
ηβxz
� �

by trail update action τxy  1� ρð Þτxy þ
P
k
Δτkxy.

for given function sets

f xð Þ ¼ λx, for x≥0; (1)

f xð Þ ¼ λx2, for x≥0; (2)
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f xð Þ ¼ sin
πx
2λ

� �
, for 0≤ x≤ λ;

0, else

(
(3)

f xð Þ ¼ πx sin
πx
2λ

� �
, for 0≤ x≤ λ;

0, else

(
: (4)

Evolutionary Game Theory [EGT] challenges in optimization schedules are
therein linked to Ant Colony Optimization [ACO], e.g. Eigenvector centrality
formula

Where for G≔ E,Vð Þ with V vertices let A ¼ av, tð Þ, e:g:av, t ¼ 1 or av, t ¼ 0:Therefore xv ¼ 1=l
SigtsetM vð Þxt ¼ 1=l SigtsetG av, t xt ibid½ �:

(5)

It is a basis for optimization schedules that there is an asymmetrical velocity,
mass and gravity of said scope of systems. At various times in the computational
history, particle optimization on the manifolds evolve at a faster rate [or slower
rate] than before. Hence the given incremental and discrete rate of increase, in
valleys and peaks accelerates and stabilizes at a higher positive, null or negative
value and result in extremal mechanics and nonlinear dynamics. An example can be
demonstrated utilizing power faults and extremals on the electrical circuits [3].

These problems of prediction for probability of choice of one object or particle of
a set, for pariwise sets and in algorithms, have been demonstrated in Arrow’s
Impossibility Theorem and for Algorithmic Information Theory [AIT] whence we
can replace voter for global optimization particle and replace group with set:

1. If every voter prefers alternative X over alternative Y, then the group prefers X
over Y.

2.If every voter’s preference between X and Y remains unchanged, then the
group’s preference between X and Y will also remain unchanged (even if
voters’ preferences between other pairs like X and Z, Y and Z, or Z and W
change).

3.There is no “dictator”: no single voter possesses the power to always determine
the group’s preference [4].

Important is Criteria 3, from whence adaptive and efficient algorithms have
space to be constructed as particles on the run-time, for a given Global Optimiza-
tion Algorithm [GOA].

4. Building the algorithm

In a praexological theory [5] this is proposed because of the inherent general
inaccuracy of specific problems, learning rubrics, and Macrodynamic properties of
a given performance landscape, and ultimately inefficient of any algorithmic sys-
tem, given isomorphic [atomistic or non-atomistic] qualities of rulebase, algorith-
mic structure, weights, and variables [6]. These in turn can be represented as
information sets, materiel, work, and symbolic representation and/or power in
specific qualia of Historical Rule of Perpetuation of Information Inequalities set to
various scales and models.

153

Atomistic Mathematical Theory for Metaheuristic Structures of Global Optimization…
DOI: http://dx.doi.org/10.5772/intechopen.96516



2. Materials and methods

2.1 Metaheuristic structural rules for the algorithm building

It is a rule of No Unreasonable Effectiveness of Mathematics in any Science
[Wigner] [2], and therefore a notion that No Unreasonable Effectiveness of
Axiomation in any Science, that 3 Rules of Information Physics [3IP] by Jonah
Lissner exist:

I.Problem of Demarcation.

II.Rule of Information Dichotomy [Gestalt-Inverse Gestalt], and thereby
requiring a kind of.

III.Context-Restricted Deep Structure [CRDS] for the given topology.

Therefore hypothesized to be commutable terms within this 3IP rulebase, The
Three Thermodynamic Rules of Macrodynamics by Jonah Lissner. The 3 General
Rules of Macrodynamics [3GRM] which are established to define Global Optimiza-
tion Algorithm [GOA] challenges:

1.The Rule of the Continuity of Primaries

2.The Rule of Perpetuation of Information Inequalities of Primaries

3.The Rule of Unprovable Ideals, Cardinals or Delimitations of Complex
Adaptive Evolutionary Systems [CAES].

3. Algorithm definition

The Metaheuristic Algorithm is defined by the Author [Jonah Lissner] as.
An ontological mechanism to generate or activate decision paths [algorithms] and

make decision potential to solve [essentially two-state] paradoxes, a computational
physical network and topos, for practical effort or application. Therefore can be
constructed a theoretical or hypothetical guideway from objects and particles to
advance ontological gradations of relevance and value, through a logical progression.

A relevant algorithm to solve for discrete stigmergetics in nonlinear optimiza-
tion challenges for graphing algorithms of power systems has been demonstrated in
Ant Colony Optimization [ACO]:

Here in general formula where

pkxy ¼
ταxy

� �
ηβxy

� �

P
z∈ allowedx ταxz

� �
ηβxz
� �

by trail update action τxy  1� ρð Þτxy þ
P
k
Δτkxy.

for given function sets

f xð Þ ¼ λx, for x≥0; (1)

f xð Þ ¼ λx2, for x≥0; (2)

152

Computational Optimization Techniques and Applications

f xð Þ ¼ sin
πx
2λ

� �
, for 0≤ x≤ λ;

0, else

(
(3)

f xð Þ ¼ πx sin
πx
2λ

� �
, for 0≤ x≤ λ;

0, else

(
: (4)

Evolutionary Game Theory [EGT] challenges in optimization schedules are
therein linked to Ant Colony Optimization [ACO], e.g. Eigenvector centrality
formula

Where for G≔ E,Vð Þ with V vertices let A ¼ av, tð Þ, e:g:av, t ¼ 1 or av, t ¼ 0:Therefore xv ¼ 1=l
SigtsetM vð Þxt ¼ 1=l SigtsetG av, t xt ibid½ �:

(5)

It is a basis for optimization schedules that there is an asymmetrical velocity,
mass and gravity of said scope of systems. At various times in the computational
history, particle optimization on the manifolds evolve at a faster rate [or slower
rate] than before. Hence the given incremental and discrete rate of increase, in
valleys and peaks accelerates and stabilizes at a higher positive, null or negative
value and result in extremal mechanics and nonlinear dynamics. An example can be
demonstrated utilizing power faults and extremals on the electrical circuits [3].

These problems of prediction for probability of choice of one object or particle of
a set, for pariwise sets and in algorithms, have been demonstrated in Arrow’s
Impossibility Theorem and for Algorithmic Information Theory [AIT] whence we
can replace voter for global optimization particle and replace group with set:

1. If every voter prefers alternative X over alternative Y, then the group prefers X
over Y.

2.If every voter’s preference between X and Y remains unchanged, then the
group’s preference between X and Y will also remain unchanged (even if
voters’ preferences between other pairs like X and Z, Y and Z, or Z and W
change).

3.There is no “dictator”: no single voter possesses the power to always determine
the group’s preference [4].

Important is Criteria 3, from whence adaptive and efficient algorithms have
space to be constructed as particles on the run-time, for a given Global Optimiza-
tion Algorithm [GOA].

4. Building the algorithm

In a praexological theory [5] this is proposed because of the inherent general
inaccuracy of specific problems, learning rubrics, and Macrodynamic properties of
a given performance landscape, and ultimately inefficient of any algorithmic sys-
tem, given isomorphic [atomistic or non-atomistic] qualities of rulebase, algorith-
mic structure, weights, and variables [6]. These in turn can be represented as
information sets, materiel, work, and symbolic representation and/or power in
specific qualia of Historical Rule of Perpetuation of Information Inequalities set to
various scales and models.

153

Atomistic Mathematical Theory for Metaheuristic Structures of Global Optimization…
DOI: http://dx.doi.org/10.5772/intechopen.96516



Clerc has demonstrated a general Metaheuristic algorithm where for f: n ! 
essentially f(a) ≤ f(b). S includes the number of particles in the swarm having
specific position and velocity in the search—space:

for each particle i = 1, … , S do
Initialize the particle’s position with a uniformly distributed random vector: xi
� U(blo, bup)
Initialize the particle’s best known position to its initial position: pi xi
if f(pi) < f(g) then
update the swarm’s best known position: g pi

Initialize the particle’s velocity: vi � U(�|bup-blo|, |bup-blo|)
while a termination criterion is not met do:

for each particle i = 1, … , S do
for each dimension d = 1, … , n do

Pick random numbers: rp, rg � U(0,1)
Update the particle’s velocity: vi,d ω vi,d + φp rp (pi,d-xi,d) + φg rg
(gd-xi,d)

Update the particle’s position: xi xi + vi
if f(xi) < f(pi) then

Update the particle’s best known position: pi xi
if f(pi) < f(g) then

Update the swarm’s best known position:

g pi: 7½ � (6)

5. Results and discussion

5.1 Complex adaptive evolutionary system: thermodynamic landscape

For the purpose of evaluating algorithmic fitness on the given landscape the
following ansatz can be utilized for Particle Swarm Optimization [PSO] for a
decision tree:

For f : Mn> >M and where0M ¼ KH_ t,hð Þ x iE (7)

Where
M = Manifold
0M = Algorithmic Landscape/Manifold, for
KH = potentiated Knowledge History of the Algorithm
t = tradition or procedural process structure [word, string, grammar, memory

mapping, rulebase, database] of the algorithm
h = computational multiplicatives and inequalities of the x iE = Adaptive Land-

scape History of the [Numerical] Object(s) or Particle(s) on the Network.
Lovbjerg and Krink demonstrate for the thermodynamic variables on the Parti-

cle Swarm Optimization [PSO]:

! vi ¼ χ w! viþ φ! 1i p! i� ! xið Þ þ φ! 2i p! g� ! xið Þð Þ (8)

where χ is the constriction coefficient.
Here the Three General Rules of Macrodynamics [3GRM] Macrodynamic

Automata Rules [MAR] are applied to Information Natural Dynamics [IND]
criteria:
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Natural Sets, Natural Kinds, Natural Procedures, Natural Strings, Natural Radi-
cals, Natural Binaries, Natural Radices, in Complex Adaptive Evolutionary System
[CAES]-Multiagent System [MAS] for 4D model variables.

These variables should each contain criteria:
Time-Complexity, Particle-Value, Particle-Weighting in Fuzzy set theory,

Gravity of System, <<> > Nanodynamics of System variables [TC-PV-PW-GS-
NDS]

Set approximate to

f : Omega set Rn> >R with the global minima f ∗ and the set of all global minimizers X ∗ in
Omega to find the minimum best set in the function series of xð Þ

(9)

for system conditions, system boundaries, number and density of particles in the
total Information Natural Dynamics [IND] of the Global Optimization Algorithm
[GOA]. These are applied to algorithmic manifold for the candidate solution on the
given search spaces. It can be argued that given the extremes of information dis-
equilibrium applied to macrodynamic disequilibrium models, there are inevitably
generated extremals of various degrees of power, in the incremental Information
Dynamics.

5.2 Complex adaptive evolutionary system: weighting

These differentiable functions can be further defined c.f. Dense heterarchy in
Complex Systems Algorithms of a coupled oscillators, where in general formula.

dx
dt
¼ P tð Þ þ μ Q t, μð Þð Þxþ f tð Þ, (10)

Here in a differential equation we can demonstrate.

u nð Þ ¼ f t, u, u0, … , u n�1ð Þ
� �

, n≥ 2, (11)

These can be demonstrated in Particle Swarm Optimization [PSO], and
Macrodynamic models of Meta-optimization of Particle Swarm Optimization [PSO]
[7], c.f.

vi t þ 1ð Þ ¼ w � vi tð Þ þ n1�r1� pi � xi tð Þ
� �þ n2�r2� pbest � xi tð Þ

� �
(12)

for each set of given epoch or evolutionary landscape scenario prediction in
analytical and expectation weighting parameter formula algorithm optimization
[Meissner, et al., ibid].

5.3 Complex adaptive evolutionary system: thermodynamics

Regarding bounding definitions, Chaitin demonstrated in Algorithmic Informa-
tion Theory [AIT] algorithmic decomposition given Boltzmann-Shannon entropy,
where in general formula to set the integral.

H Xð Þ ¼
X
i

P xið ÞI xið Þ ¼ �
X
i

P xið Þ log bP xið Þ,

and
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Clerc has demonstrated a general Metaheuristic algorithm where for f: n ! 
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KH = potentiated Knowledge History of the Algorithm
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scape History of the [Numerical] Object(s) or Particle(s) on the Network.
Lovbjerg and Krink demonstrate for the thermodynamic variables on the Parti-

cle Swarm Optimization [PSO]:

! vi ¼ χ w! viþ φ! 1i p! i� ! xið Þ þ φ! 2i p! g� ! xið Þð Þ (8)

where χ is the constriction coefficient.
Here the Three General Rules of Macrodynamics [3GRM] Macrodynamic

Automata Rules [MAR] are applied to Information Natural Dynamics [IND]
criteria:
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f : Omega set Rn> >R with the global minima f ∗ and the set of all global minimizers X ∗ in
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(9)
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lim
p!0þ

p log pð Þ ¼ 0:

For Information Natural Dynamics [IND] pairwise comparison, the genesis and
stigmergetic evolutionary dynamics of the A-group agent H_A c.f. for

f : n !  for xi ∈n and vi ∈n (13)

in Particle Swarm Optimization [PSO].
The variables include function space, gradient, vector and weighting and addi-

tionally the stigmergy of the given Macrosystem and subsystem autonomics such as
in a Pairwise Breakout Model [PBM].

In associated Fuzzy set logic to determine power externals and singelton
mechanics in atomistic Natural Dynamic System [NDS] operations, are often
utilized border-pairs or extremals for multi-pair Multilayer Perception-Learning
Classification Algorithms [MLP-LCM] [7].

Examples of particle Monadicity in Algorithmic Information Theory [AIT]
whence the formula

F : L Að ÞN > >L Að Þwhere the n‐tuple R1, … ,RNð Þ∈L Að ÞN (14)

indicate the possibilites and types of information physical mechanics for possible
variables of the landscape extremals as particles within the min-max parameters
[8]. A particle-discrete control function of the node degrees on the evolutionary
landscape can therefore be defined where essentially

f t ið Þ : P kð Þn > >Kj Integral o t k t’ð ÞKp Sig dj tð Þ=dt: (15)

To quantify, Primary extrema of n-arity or n-Adicity [Jonah Lissner] are therefore
defined by the Author [Jonah Lissner] for alternatives of pair choices [as monoidal
algorithmic circuits in the Complex Adaptive Evolutionary System [CAES]] which
can be fractional off the prime polynomial root modulos, from the initial power
conditions and therefore generate the discrete information inequalities. These can be
demonstrated in Hensellian numbers, and secondly, derivable fractional functions,
inherent in any given complex topos of an complex adaptive evolutionary system [9].

Nagata defined thusly: A local ring R with maximal ideal m is called Henselian
if Hensel’s lemma holds. This means that if P is a monic polynomial in R[x], then
any factorization of its image P in (R/m)[x] into a product of coprime monic
polynomials can be lifted to a factorization in R[x] [10].

5.4 Complex adaptive evolutionary system: networks

The network of circuits then form the basis for Complex Network Systems
[CNS] from Simple networks L∝ logN and adaptive complex or dynamic systems
and increasingly complex or quantum probability mechanics.

Scale-free or Barbasi-Albert Models are utilized to advance the mechanics and
hypotheses for Complex Network Systems [CNS] e.g. for

P kð Þ � k�3

and

pi ¼
kiP
jk j

,
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exist for give node degree correlations and links at network computations for a
generic clustering law of

C kð Þ ¼ k�1: (16)

It can be determined in scale-free network nodes.

L∝ log logN for P kð Þ � k�γ:

where

s Gð Þ ¼
X

u, vð Þ∈E

deg uð Þ � deg vð Þ:,

and dynamically

P kð Þ � k�γ with γ ¼ 1þ μ

a∞
:

where.

p xi, x j
� � ¼ δxix j

1þ δxix j
:

6. Conclusion

These Metaheuristics for Global Optimization Algorithms [GOA] are for pur-
pose of achievement of the theoretical completion between two and more nodes on
the network landscape, and ultimately the given requirements for the applied elec-
trical grid. This theory can be utilized to derive, add, multiply, subtract, or divide
units designated as necessary to accurately define the parameters for control of the
electrical grid, and for control of network extremals.

Some theoretical requirements for Power System applications and machine
learning algorithm libraries for solving heuristic challenge for power requirements
and control on manifolds have been demonstrated:

1.In the definition for innovation in Global Optimization Algorithms [GOA] for
Machine Learning in Power Systems the Path-decision or Algorithm is the
activated object [ontesis] and Algorithmic network is the kind or type of
systemic algorithmic operation of object-getting and technology-building
[telesis], due to computational physical plasticity conditions and relevant
criteria.

2.Furthermore the network theory meaning of Path-decision or Algorithm and
the computational landscape itself as a network, can be defined discretely in
terms of multiple avenues and nodes for algorithms of Boolean systems, [e.g.
st-connectivity] whence it has progressed in weight, mass and velocity of the
defined Ontology.

3.Path-decision or Algorithm programmes in Computational Sciences, by modules
of Alphanumeric Symbols/Characters as Power Systems of Algorithms, [PSA]-
Information Natural Dynamics [IND] or in a macrodynamic method, Systems
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of Utilizationmay develop, for the purpose of heuristic advancements based on
computational physical references, functions and operations on specific
topologies and as treated as given Computational sequences.

It is proposed from 3 Rules of Information Physics [3IP] and The 3 General Rules
of Macrodynamics [3GRM] for Unprovable Ideals, Cardinals or Delimitations of
Optimization from origins in The Rule of Perpetuation of Information Inequalities of
Primaries. These criteria are the basis to utilize previous methodologies of reasoning
for contemporary and future new evolutionary algorithmic landscapes in the
accretive methods.

This Metatheory develops theoretical agreement for the computational physical
basis for a General Global Optimization Field Theory [GGOFT], given the algorith-
mic requirements of minima and maxima of a set of functions for a given compu-
tational surface, to determine roots, stationary and turning points, points of
inflection, convexity, and concavity for atomistic qualities of evolutionary land-
scape extremals and their subsequent geometric values and derivations [11].

Therefore in this dialectic, the Onts or Particles in Complex Adaptive Evolution-
ary System [CAES] and Dynamic Global Workspace Theory-Intelligent Computa-
tional System Organization [DGWT-ICSO], can be understood as network
gateways in conjunction with nonlinear surfaces, described by Epistemes, or Seman-
tical value for given Formulae, Algorithms, Landscape. Their purpose is to build and
attempt to game-solve more complex and efficient, workable algorithmic structures
for the machine learning algorithm challenges to incremental Global Optimization
Algorithm [GOA] regimes [12].
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Chapter 10

Ultrasonic Detection of Down
Syndrome Using Multiscale
Quantiser with Convolutional
Neural Network
Michael Dinesh Simon and A.R. Kavitha

Abstract

Down Syndrome is a genetic condition that occurs when there is an extra copy of
a chromosome 21 in the newly formed fetus. EIF is observed as one of the possible
symptoms of DS. But in comparison to the other symptoms like nasal bone hypo-
plasia, increased thickness in the nuchal fold, EIF is very much less prone to DS.
Hence, recommending the pregnant women with EIF to undergo the diagnostic
process like amniocentesis, CVS and PUBS is not always a right choice as these
diagnostic processes suffer serious drawbacks like miscarriage, uterine infections.
This chapter “Ultrasonic Detection of Down Syndrome Using Multiscale Quantiser
With Convolutional Neural Network” presents a new ultrasonic method to detect
EIF that can cause DS. Ultrasonic Detection of Down Syndrome Using Multiscale
Quantiser with Convolutional Neural Network entails two stages namely i) training
phase and ii) testing phase. Training phase aims at learning the features of EIF that
can cause DS whereas testing phase classifies the EIF into DS positive or DS negative
based on the knowledge cluster formed during the training phase. A new algorithm
Multiscale Quantiser with the convolutional neural network is used in the training
phase. Enhanced Learning Vector Classifier is used in the testing phase to differen-
tiate the normal EIF from EIF causing DS. The performance of the proposed system
is analysed in terms of sensitivity, accuracy and specificity.

Keywords: echogenic intracardiac focus, down syndrome, cross-correlation,
enhanced learning vector quantiser

1. Introduction

Down syndrome (DS) is the chromosomal abnormality caused in humans when
extra genes from chromosome 21 are transferred to a newly produced embryo. It
affects the fetal development leading to physical and mental abnormalities. The
babies with DS have a distinct appearance than normal babies. Some of the DS
victims are shown in Figure 1. The babies suffering from DS are likely to have
retardation in growth and the mental problems. DS, in general, cannot be cured; the
simplest way to avoid the babies with DS is to detect the fetus with DS and prevent
it from being born.

DS is not a rare phenomenon and the occurrence of this phenomenon is eventu-
ally improving throughout the world. Patterson [1] in his work “Molecular genetic
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This chapter “Ultrasonic Detection of Down Syndrome Using Multiscale Quantiser
With Convolutional Neural Network” presents a new ultrasonic method to detect
EIF that can cause DS. Ultrasonic Detection of Down Syndrome Using Multiscale
Quantiser with Convolutional Neural Network entails two stages namely i) training
phase and ii) testing phase. Training phase aims at learning the features of EIF that
can cause DS whereas testing phase classifies the EIF into DS positive or DS negative
based on the knowledge cluster formed during the training phase. A new algorithm
Multiscale Quantiser with the convolutional neural network is used in the training
phase. Enhanced Learning Vector Classifier is used in the testing phase to differen-
tiate the normal EIF from EIF causing DS. The performance of the proposed system
is analysed in terms of sensitivity, accuracy and specificity.

Keywords: echogenic intracardiac focus, down syndrome, cross-correlation,
enhanced learning vector quantiser

1. Introduction

Down syndrome (DS) is the chromosomal abnormality caused in humans when
extra genes from chromosome 21 are transferred to a newly produced embryo. It
affects the fetal development leading to physical and mental abnormalities. The
babies with DS have a distinct appearance than normal babies. Some of the DS
victims are shown in Figure 1. The babies suffering from DS are likely to have
retardation in growth and the mental problems. DS, in general, cannot be cured; the
simplest way to avoid the babies with DS is to detect the fetus with DS and prevent
it from being born.

DS is not a rare phenomenon and the occurrence of this phenomenon is eventu-
ally improving throughout the world. Patterson [1] in his work “Molecular genetic
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analysis of Down Syndrome” states that more than 1 in 1000 neonates has DS. A
stats report [2] shows that i) the risk of DS in the global birth rate is 0.00125% ii)
women in the age of 30 and below have 0.001% risk of DS iii) women in the age of
45 have 0.022% risk of DS. The abortion rates in DS-affected pregnancies [3] have
amplified to 67–92% in the United States and Europe.

In medical world, ultrasonographic markers like nuchal fold, nasal bone hypo-
plasia and femur length are often seen as a symptom of DS. Nuchal fold is a skin fold
noted at the backside of neck in the fetus during the second trimester. Increased
thickness in the nuchal fold is observed as the most sensitive symptom of DS. A
comparison of the nuchal fold between the normal fetus and DS affected fetus is
shown in Figure 2.

Nasal bone hypoplasia is a condition where the nasal bone of the fetus appears to
be very small. It has to be noted that 70% of DS [4] fetuses have no nasal bone or
smaller nasal bone. A comparison of nasal bone analysis between the normal fetus
and DS related fetus is shown in Figure 3.

Femur length is the measure of the longest bone in the fetus. Shortening of
femur length is considered as the symptom of DS. Recently, Echogenic Intracardiac
Foci (EIF) had been considered as a new symptom of DS. Many clinical researches
affirm that the presence of EIF is considered as a potential indication of DS. An EIF
is named as an intense white shape that is found in the heart of the fetus. It can be
examined through the ultrasound. An article “Ultrasound Findings” expresses that
EIF is seen in around 1 out of each 20 or 30 pregnancies (�3–5%). EIF is associated
with 12% of foetuses with DS [5] and biventricular EIF suffers higher risk for

Figure 1.
Victims of DS (courtesy: www.womens-health-advice.com).

Figure 2.
Comparison of nuchal fold between normal fetus and DS related fetus (courtesy: http://babysmith2014.blog
spot.com).
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aneuploidy. If an EIF is detected in an ultrasound image, the pregnant women with
EIF fetus feel dreadful mental pressure fearing that they would deliver DS affected
baby [2]. This psychological weight caused in the pregnant ladies can undesirably
affect the fetus. To cut the down the psychological weight of the pregnant ladies and
to guarantee that the fetus is unaffected with DS, women with EIF symptoms are
prescribed to go through chorionic villus sampling and amniocentesis.

Amniocentesis, Percutaneous umbilical blood inspecting and Chorionic villus
sampling methods are the most non-ultrasonic method for detecting DS. Amniocen-
tesis is a method of collecting a little amount of the amniotic fluid that surrounds the
fetus and analysing it for trisomy 21. It is carried in the light of ultrasonic guidance. It
is advised after the 15th week of pregnancy. This method has the high risk of leaking
amniotic fluid, miscarriage, needle injury to fetus and infection transmission. Percu-
taneous umbilical blood sampling (PUBS) is a method of collecting the blood from
the umbilical cord and tests it for chromosomal defects. It is performed in the 18th
week of the pregnancy. PUBS have a higher risk of miscarriage. Chorionic villus
sampling (CVS) is a method of analysing the chromosomes in the cells taken from the
placenta. CVS is performed between 9th and 14th weeks of the pregnancy. This
method suffers from the drawbacks like miscarriage and uterine infection problems.

As the relativity of EIF with DS is very low, it would not be advisable to request
women with EIF fetus to undergo Amniocentesis, CVS and PUBS. There is a great
need to coin a new mechanism that can differentiate DS related EIF fetus from the
normal EIF fetus through ultrasound testing. This research aims at bringing a new
invention that can detect DS based on EIF through an ultrasound scan.

The major contributions of this chapter are:

• A new medical parameter EIF is used for the detection of DS

• A new image segmentation algorithm Multi-scale Quantized Convolution
Neural Network (MSQCNN) is developed and used for accurately detecting
and extracting the EIF in the ultrasound fetal images

• Cross-Correlation Technique (CCT) is employed to confirm DS by analysing
the nasal bone hypoplasia in the training phase

• A new supervised classification scheme Enhanced Learning Vector Quantiser
(ELVQ) is utilised to differentiate the normal EIF from the EIF related to DS.

Introduction of the problem statement, the necessity for this research and the
challenges present in this research had already been well discussed in section 1. The

Figure 3.
Comparison of nasal bone between normal fetus andDS related fetus (courtesy: http://babysmith2014.blogspot.com).
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rest of this chapter is structured as follows. A complete view of related studies is
provided in section 2. The proposed methodology is elucidated in section 3. The test
results and comparisons are elaborated in section 4. Future research directions and
conclusion are briefed in section 5 and section 6.

2. Related works

This section provides a detailed view of the emerging researches performed
on the identification of DS utilising ultrasound. Rebecca et.al [6] performed
analyses to decide the exactness of second-trimester ultrasound in identifying DS
in fetuses. The malformation in the structure and ultrasonographic markers are
the baseline factor behind this research examination. The experimental
outcomes demonstrated that the ultrasonographic markers without related
morphological abnormalities could not differentiate between the normal fetus and
the fetus with DS. This research made a noteworthy observation that placing the
markers as a deciding factor to suggest amniocentesis can lead to a huge number of
fetal losses.

Lauren Lynch et.al [7] brought forth the new ultrasonic parameter nuchal fold
that was highly informative for detection of DS than the other parameters like
biparietal diameter and femur length. Patrick Rozenberg et.al [8] recommended the
inclusion of the first-trimester ultrasound scan for the diagnosis of DS in addition to
the second-trimester ultrasound. Detection of the ultrasonographic marker like
nuchal fold, biparietal diameter and femur length is a challenging task due to the
presence of speckle noise in an ultrasound image. Detection of these markers
requires highly skilled sonologists, obstetricians, and fetal medicine professionals
[2]. This led to the paradigm shift for the automated diagnosis of DS from the
ultrasound images.

Cuckle et al. proposed a genetic scan mechanism called nuchal translucency scan
[9] to assess the risk of the fetus suffering from DS based on the nuchal fold. NT
scans works based on the principle that “fetus with DS will accumulate more fluid at
the end of the neck”. NT scan is always performed between 11 to 13 weeks of the
pregnancy. As the risk of Aneuploidy and DS increases exponentially with the
thickness of NT thickness [10], there has been wide growth in the mechanism of
semi-automated methods for detecting DS based on the nuchal fold.

Yinhui Deng et al. [11] have presented a systematic structural model for the
automated detection of nuchal translucency region. Anzalone et al. [12] automated
the measurement of nuchal translucency from the ultrasound image. Nirmala. S and
Palanisamy. V [13] proposed the identification of nuchal translucency utilising the
imaging methods like mean shift analysis and canny operators. The thickness of
nuchal translucency was computed utilising blob analysis. Sonia. R and Shanthi V
[14] performed the morphological operations and Otsu thresholding for the
partitioning and calculating the region of nuchal translucency.

Lai K Wee et.al [15] utilised the neural network to figure out the area of nuchal
translucency. The boundary region of nuchal translucency layer is detected utilising
an instinctive computerised algorithm. After the identification of the boundary
region, the optimum thickness of the region is computed based on intensity conti-
nuity and edge strength. Yan Du et.al [16] performed fetal karyotype assessment
among Chinese ladies and found that nonappearance of nasal bone in the second
trimester has the high risk of DS in the fetus. Iliescu Dominic-Gabriel and Drăgușin
Roxana-Cristina [17] reviewed various schemes in early hereditary screening and
ultrasound assessment and inferred a decision that first-trimester ultrasound
assessment can possibly analyse the most of fetal irregularities.
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Shafia Shakoor, Humera Ismail and Shama Munim [18] explored the experi-
mental results in fetuses with EIF. The trial was experimented in Pakistan and the
outcomes showed that 95.77% of the fetuses were normal, just 4.2% recorded
abnormalities in heart and 0% had DS. Aaron B. Caughey, Deirdre J. Lyell et.al [19]
assessed the impact of isolated EIF for screening DS. The investigation affirmed the
use of EIF as a screening factor may prompt an immense number of amniocenteses
and miscarriages to decide a rare DS fetus.

The following observations are evident from the recent researches carried out in
this field I) The most often utilised parameters for the identification of DS are
nuchal fold, femur length and nasal bone hypoplasia ii) Association of DS and EIF is
relatively low iii) There exist a need and necessity for developing a computerised
methodology for spotting DS, as the manual diagnosis requires some artifacts.

3. Proposed methodology

Histopathology is the assessment of tissues in the impacted organs of the body. The
extensive growth of the computerised image processing has given rise to a new diag-
nostic methodology termed as computer-assisted diagnosis (CAD). CAD assists the
radiologists for disease detection, diagnosis and prognosis prediction. Diagnosis of DS
based on EIF is one of the difficult issues that could be tackled by CADmethodology.
The efficiency of imaging techniques and CAD can be unitedly employed to substitute
the traditional DS diagnostic methods like amniocentesis and chronic sampling.

The proposed system “Ultrasonic Detection of Down Syndrome using Multiscale
Quantiser with Convolution Neural Network” uses a medical parameter EIF for the
detection of DS. It is designed with the aim of discriminating the normal EIF from
DS related EIF. It consists of two phases i) training phase and ii) testing phase.
Training phase involves learning and forming the knowledge cluster of EIF related
to DS. Testing phase involves classifying the diagnostic ultrasound fetal image as DS
positive or negative, based on the knowledge cluster. An architecture diagram of the
proposed system is given below in Figure 4.

3.1 Training phase

Not all the fetus that contain EIF result in DS, only few patterns of EIF can cause
DS. The aim of this phase is to find the characteristics of DS-related EIF. The
training phase includes five steps i) Image Pre-Processing using Neuro-Fuzzy Filter –
to eliminate the speckle noise in the ultrasound fetal image that can hinder the

Figure 4.
The architecture of the proposed system.
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detection of EIF ii) Detection of Nasal Bone using CCT - to confirm the presence of
DS in the ultrasound fetal image iii) Detection of EIF using MSQCNN – to detect/
segment EIF present in the ultrasound fetal image iv) Learning the features of EIF
and cluster formation – to analyse the features of EIF like size, location and form a
cluster. The systematic representation of the training phase is shown in Figure 5.

3.1.1 Image pre-processing

The ultrasound devices produce high quality, real-time images but very often it
is degraded with speckle noise. Speckle noise is a big threat for the quality of the
results of image processing. It can produce artificial edges, echoes the patterns in
the images that disturb the diagnosis process.

The image pre-processing is the most significant step of the training phase. In
pre-processing; a neuro-fuzzy filter that operates based on neuro-fuzzy and evolu-
tionary learning is used to eliminate the speckle noise. The neural network possesses
the ability to train. The knowledge for the training is fed into the system in a fuzzy
format. Speckle noise is eliminated based on the fuzzy knowledge. A memetic
algorithm is utilised to improve neuro-fuzzy filter. The algorithmic description of
neuro-fuzzy filter is given below:

Algorithm: Neuro-fuzzy filter
Input: Ultrasound image with speckle noise
Output: Processed image with less noise
Algorithm
• For each ultrasound image X1, there presents 25 membership function (μ)
• Membership function can generate 25 transitional outcomes Y1, Y2....Y25
• Find the weighting factor for each individual membership
• Average the weight of the individual rule’s output and form Yo output.

3.1.2 Detection of nasal bone using CCT

Detection of nasal bone is the second step of the training phase. The presence of
DS is confirmed by the absence of nasal bone using CCT, as seventy percent of DS

Figure 5.
A schematic representation of the training phase.
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foetuses have no nasal bone [4]. CCT is a simple matching algorithm that
works based on the correlation. The algorithmic description of CCT is displayed
below [20].

Procedure: Cross correlation technique
Input: Pre-processed image
Output: 3D surface plotted graph
Algorithm

1. Start
2. Consider target image S and template image T.
3. Consider the ultrasound image S for which nasal bone has to be detected

S0i, j ¼ 1
mxn

Pn�1,m�1

i¼0, j¼0
S iþ x, jþ yð Þ (1)

where Si! subset of the target image,

i and j are coordinates of the template image

x and y are coordinates of the target image

4. Consider the ultra sound image T with nasal bone detected

T0 ¼ i
mxn

Pn�1,m�1

i¼0, j¼0
Ti, j (2)

where T0 ! subset of template image

5. Derive subset image(I) in T image that include nasal bone area

6. Look for I in S image

7. If I is present in S, obtain the location of I

8. Find cross correlation matrix for the template image and target image

∂ ¼ J Siþx, jþy�S0 i, jð Þ Tx, y�T0ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
J Siþx�S0 i, jð Þ2 ∗ J Tx, y�T0ð Þ2
p (3)

where J ¼Pn�1,m�1
x¼0,y¼0 -> summation of co-ordinates in the template image

9. The correlation matrix is converted into surface plotting graph

10. Based on the graph, the maximum value of image correlation will be used for the detection of

nasal bone

11. If the peak of the graph is less than 0.35, it can be concluded that nasal bone is absent

12. Stop

3.1.3 Detection of EIF using MSQCNN

Detection of EIF is the third step in the training phase following the image pre-
processing and detection of the nasal bone. Training phase continues to the detec-
tion of EIF, only when the detection of nasal bone reports that fetal image has no
nasal bone or weak nasal bone in it.

MSQNN is used to detect the EIF in the ultrasound images. MSQNN consists of
additional components such as acceptor, quantiser with the conventional five layers
that include convolution layer 1 and 2, pooling layer 1 and 2, fully connected layer 1
and 2. The output object coming out of FC Layer 2 is led into acceptor. The
functionality of acceptor is to compare the object detected in the various scale of the
input image and compute the difference between the objects. If the difference
between the objects detected at the various scale lies within the threshold, it is
treated as the final object. Acceptor computes the difference between the objects
using the following formula.

∂ ¼ 1
n
∈ (4)
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p (3)

where J ¼Pn�1,m�1
x¼0,y¼0 -> summation of co-ordinates in the template image
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∂ ¼ 1
n
∈ (4)
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where ∂ = Difference between the object detected at scale 1 and scale 2,
Y (i) = Object detected at scale 1,
Y (i + 1) = Object detected at scale 2,
SF = Scale factor at which object is detected.
Acceptor stops forwarding the control to Quantiser if the acceptance criteria are

met. Below is the condition for the acceptance criteria to be met.

∂t< ¼ ∂ (5)

where ∂t = threshold difference between objects detected at various scale (spec-
ified by the user).

∂ = actual difference between objects detected at various scale.
If the acceptance criterion is not met, acceptor transfers the control to quantiser.

Quantiser performs quantisation by dividing the input image by scaling factor and
rounding this value to the nearest integer. The mathematical formulation of
quantiser is presented below.

X0ðu, vÞ ¼ Round
Xðu, vÞ
Qðu, vÞ (6)

The next iteration for object detection starts with the reduced size input image.
This iterative process of detecting an object continues until the number of iterations
reaches the maximum or the acceptance criterion is met in Acceptor. The final
object detected is treated as the EIF present in the ultrasound image of the fetus.

The pictorial representation of Multiscale Quantised Convolution Neural
Network is given below in Figure 6.

3.1.4 Learning the features of EIF

Learning the features of EIF is the last step of the training phase, it happens just
when the nasal bone is absent. The size and spatial coordinates of EIF are stored and
clustered based on the closeness of the appearance (2). The similarity parameter
utilised for clustering are i) size of EIF and ii) position of EIF specifically left
ventricle and right ventricle. These clusters become the knowledge base for
ELVQ function of the testing stage. Basically, two clusters are formed in this

Figure 6.
A pictorial representation of multiscale quantised convolution neural network.
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training phase of ELVQ, one cluster is for DS positive EIF fetus and other is for DS
negative EIF fetus.

3.2 Testing phase

Testing phase involves discriminating DS related EIF from the normal EIF. The
knowledge attained in the training phase plays the critical role in the determination
of DS-related EIF. ELVQmaps the testing image to the cluster map developed in the
training phase, by spotting the malignant EIF.

The testing phase contains five steps namely i) Image Pre-Processing using
Neuro-Fuzzy Filter – to eliminate the speckle noise in the ultrasound fetal image
that can hinder the detection of EIF ii) Detection of EIF using MSQCNN – to detect
EIF present in the ultrasound fetal image iii) Find the features of EIF – to find the
features of EIF like size and location iv) Enhanced Learning Vector Quantisation
Classification – to classify fetus into DS positive or negative based on the
knowledge cluster. The flowchart representation of the testing phase is shown in
Figure 7.

3.2.1 Enhanced learning vector Quantiser

The first two steps of testing phase are i) Image Pre-Processing and ii) Detection
of EIF using MSQCNN are discussed well in the section 3.1.1 and 3.1.3. The third
step concentrates on obtaining the features of EIF. Then as the fourth step, ELVQ
classification involves.

ELVQ supervised learning classifies the test image into DS positive or negative
groups. For a single testing, two steps of ELVQ should be finished. In the initial
step, the size of EIF is treated as the weight vector and in the second the location of
EIF is treated as the weight vector (2). Enhanced Learning Vector Quantiser differs

Figure 7.
A flowchart representation of the testing phase.

169

Ultrasonic Detection of Down Syndrome Using Multiscale Quantiser with Convolutional…
DOI: http://dx.doi.org/10.5772/intechopen.96502



where ∂ = Difference between the object detected at scale 1 and scale 2,
Y (i) = Object detected at scale 1,
Y (i + 1) = Object detected at scale 2,
SF = Scale factor at which object is detected.
Acceptor stops forwarding the control to Quantiser if the acceptance criteria are

met. Below is the condition for the acceptance criteria to be met.

∂t< ¼ ∂ (5)

where ∂t = threshold difference between objects detected at various scale (spec-
ified by the user).

∂ = actual difference between objects detected at various scale.
If the acceptance criterion is not met, acceptor transfers the control to quantiser.

Quantiser performs quantisation by dividing the input image by scaling factor and
rounding this value to the nearest integer. The mathematical formulation of
quantiser is presented below.

X0ðu, vÞ ¼ Round
Xðu, vÞ
Qðu, vÞ (6)

The next iteration for object detection starts with the reduced size input image.
This iterative process of detecting an object continues until the number of iterations
reaches the maximum or the acceptance criterion is met in Acceptor. The final
object detected is treated as the EIF present in the ultrasound image of the fetus.

The pictorial representation of Multiscale Quantised Convolution Neural
Network is given below in Figure 6.

3.1.4 Learning the features of EIF

Learning the features of EIF is the last step of the training phase, it happens just
when the nasal bone is absent. The size and spatial coordinates of EIF are stored and
clustered based on the closeness of the appearance (2). The similarity parameter
utilised for clustering are i) size of EIF and ii) position of EIF specifically left
ventricle and right ventricle. These clusters become the knowledge base for
ELVQ function of the testing stage. Basically, two clusters are formed in this

Figure 6.
A pictorial representation of multiscale quantised convolution neural network.

168

Computational Optimization Techniques and Applications

training phase of ELVQ, one cluster is for DS positive EIF fetus and other is for DS
negative EIF fetus.

3.2 Testing phase

Testing phase involves discriminating DS related EIF from the normal EIF. The
knowledge attained in the training phase plays the critical role in the determination
of DS-related EIF. ELVQmaps the testing image to the cluster map developed in the
training phase, by spotting the malignant EIF.

The testing phase contains five steps namely i) Image Pre-Processing using
Neuro-Fuzzy Filter – to eliminate the speckle noise in the ultrasound fetal image
that can hinder the detection of EIF ii) Detection of EIF using MSQCNN – to detect
EIF present in the ultrasound fetal image iii) Find the features of EIF – to find the
features of EIF like size and location iv) Enhanced Learning Vector Quantisation
Classification – to classify fetus into DS positive or negative based on the
knowledge cluster. The flowchart representation of the testing phase is shown in
Figure 7.

3.2.1 Enhanced learning vector Quantiser

The first two steps of testing phase are i) Image Pre-Processing and ii) Detection
of EIF using MSQCNN are discussed well in the section 3.1.1 and 3.1.3. The third
step concentrates on obtaining the features of EIF. Then as the fourth step, ELVQ
classification involves.

ELVQ supervised learning classifies the test image into DS positive or negative
groups. For a single testing, two steps of ELVQ should be finished. In the initial
step, the size of EIF is treated as the weight vector and in the second the location of
EIF is treated as the weight vector (2). Enhanced Learning Vector Quantiser differs

Figure 7.
A flowchart representation of the testing phase.

169

Ultrasonic Detection of Down Syndrome Using Multiscale Quantiser with Convolutional…
DOI: http://dx.doi.org/10.5772/intechopen.96502



from the conventional Learning Vector Quantiser in one aspect; LVQ uses Euclid-
ean distance whereas ELVQ uses Manhattan distance function.

Procedure: Enhanced Learning Vector Quantiser
Input: network weights, the learning rate, neighbourhood radius
Output: Classification of zp input vector [21]

1. Set the weights of network, the rate of learning and the neighbourhood radius;
2.while stopping condition(s) not true do
3. for each pattern p do
4.Compute Manhattan distance, dk,p, among input vectors zp and each

Weight vector uk = (uk1, uk2, � � �, uKI) as
dk,p (zp,uk) = |zp – uk| (7)

5.Calculte the output unit ok for which the distance dk,p is the lowest;
6.Update all the neighbourhood weights κk,p using Eq. [7]
end

7.Update the learning rate;
8.Reduce the neighbourhood radius at specified learning iterations;
9.End

At the end of this testing phase, ELVQ classifies an input EIF fetus image as DS
positive or negative.

4. Results and discussions

This section describes the experimental results of the proposed techniques. The
proposed system is implemented with software Scilab. It [2] was employed for
image and mathematical processing needs. Scilab is open source and freeware
that can perform wide numerical computation for engineering and scientific
applications.

4.1 Dataset description

As there is no standard dataset for EIF fetus images, the experiment was carried
out on the user created the dataset. Nearly 35 2D-ultrasound fetal images were
collected from numerous online and offline sources. These fetal images belong to
the period of 24–26 weeks. Out of these 35 fetal images, the diagnosis result of DS is
known for 25 fetal images (that includes 20 ultrasound fetal images with DS positive
and 5 ultrasound fetal images with DS negative).

These 25 ultrasound fetal images are used in the training phase to obtain the
characteristics of EIF associated with DS. There were also 10 ultrasound fetal images
with EIF with no clue for DS were used in the testing phase. Some of the fetal
images with EIF that were used for the experiment were shown in Figure 8.

4.2 Experimental results

Training was performed with 25 DS diagnosed images. It was done in five
iterations and the learning rate was consistently improving. The training phase
results were presented in Table 1. The average rate of the learning at the end of
training phase was 80%, while the rejection rate was only 20%.

Experimental results of the training phase are given as follows:
Detection of EIF using MSQCNN is shown in Figure 9.
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Detection of nasal bone using CCT in Figure 10.
The fetal image (A. Normal) that was rejected and the fetal image (B. Down

syndrome) that was learnt in the training phase is shown in Figure 11.
The knowledge attained from the training phase about the location and size of

EIF is shown in Table 2.

Figure 8.
The dataset of the fetal images with EIF.

Iteration No# No. Of Input Images Learning Rate Rejection Rate

1 10 10 0

2 20 14 6

3 40 34 6

4 80 68 12

5 100 86 14

Table 1.
Training phase results.

Figure 9.
Detection of EIF.
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The testing phase was carried out to identify DS in 5 fetal images with EIF is
shown in Table 3.

The fetal image with EIF that was analysed for DS in the testing phase and
proved to be Down syndrome negative is displayed in Figure 12.

The fetal image with EIF that was analysed for DS in the testing phase and
confirmed as Down syndrome positive is displayed in Figure 13.

Figure 10.
Detection of nasal bone.

Figure 11.
Results of the training phase.

S.No Size of EIF Location of EIF Other Ultrasound findings DS Positive

1 > = 5.4 mm Left Ventricle Nasal Bone Absence Yes

2 > = 5 mm Biventricular Nasal Bone Absence Yes

Table 2.
Clustered knowledge from the training phase.

Experiment No # Tested images Down Syndrome Positive Down Syndrome Negative

1 50 33 17

Table 3.
Results of the testing phase.
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4.3 Performance analysis using evaluation metrics

The performance of DS detection system is evaluated using parameters such as
sensitivity, specificity, and accuracy. Sensitivity is the number of true positives that
are rightly acknowledged by a diagnostic test [2]. It states how well the diagnostic
test is identifying a disease.

Sensitivity ¼ T:P= T:Pþ F:Nð Þ (7)

Specificity is the quantity of the true negatives rightly acknowledged by a
diagnostic test [2]. It determines how good the test is identifying normal (negative)
condition.

Specificity ¼ T:N= T:Nþ F:Pð Þ (8)

Accuracy is the number of true results, either true positive or true negative,
in a population. It measures the degree of veracity of a diagnostic test on a
condition.

Accuracy ¼ T:Nþ T:Pð Þ= T:Nþ T:Pþ F:Nþ F:Pð Þ (9)

(Note: T.P stands for True Positive, T.N stands for True Negative, F.P stands for
False Positive, F.N stands for False Negative)

Figure 12.
26 weeks fetus with left ventricular EIF with DS negative in the testing phase.

Figure 13.
A fetus with EIF on both the ventricles with DS positive in testing phase. X.
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The performance metrics of the proposed system is compared with the existing
system “Automatic Computerized Diagnostic Tool for Down Syndrome Detection
in Fetus” [2] is shown in Figure 14.

The proposed system showed the better performance than the existing system
terms of sensitivity and accuracy, but it showed low specificity than the existing
system.

5. Future research directions

The newly designed system was able to clearly differentiate DS related fetus
from the normal fetus based on EIF. It was producing very accurate results when
operated on the fetal ultrasound images with a single EIF and multiple EIF. In future
works, the soft markers like nuchal fold and femur length can be considered as an
alternate parameter instead of nasal bone hypoplasia in the training phase.

6. Conclusion

This chapter presented a new idea “Ultrasonic Detection of Down Syndrome
using Multiscale Quantiser with Convolutional Neural Network” to detect DS based
on EIF in an ultrasonic automated method. The proposed system was intelligent
enough to clearly distinguish DS causing EIF from the normal EIF. It attained
better results in terms of accuracy, sensitivity, and specificity. In future works,
this system can be added as a new feature in the ultrasound fetal scan. It can also
serve as an alternate for the conventional DS diagnostics like amniocentesis, PUBS,
and CVS.
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Chapter 11

K-Means Efficient Energy Routing 
Protocol for Maximizing Vitality 
of WSNs
Bouakkaz Fatima, Ali Wided, Guemmadi Sabrina  
and Derdour Makhlouf

Abstract

The progress of wireless communication and microelectronics create wireless 
sensor network, which is a very important field of research, The utilization of 
Wireless Sensor Network is growing and have a diversity applications like Military 
applications, Agriculture, Health care, Medical monitoring. The main issue of 
WSN is energy consumption, where prolonged network lifetime, is important 
necessity. From the solution proposed the Clustering with k-means is a successful 
technique for achieving these goals. This work is adaptation of one of the most 
famous protocol in WSN witch is Low Energy Adaptive Clustering Hierarchy 
(LEACH) in the clustering phase where the choice of number of clusters and 
their CHs.sing the k-means method and the distance between nodes and residual 
energy. Clustering k-means given a best partition with cluster separation. This 
chapter regulated as below, in section two we discussed related work used k-means 
to improved vitality of WSN. In the next section, we introduce the proposed 
adaptation protocol. The simulation resultsusing MATLAB have shown that the 
proposed protocol outperforms LEACH protocol and optimizes the nodes energy 
and thenetwork lifetime.

Keywords: wireless sensor networks, clustering, routing protocol,  
low energy consumption, K-means, LEACH

1. Introduction

Wireless Sensors Network (WSN) is composed of vast number of sensor nodes 
for sensing data. Nodes are deployed densely either in (WSN) itself, or some-
where near to it [1]. Although the sensors nodes are low in cost, they have limited 
energy [2].

Figure 1 below displays Wireless Sensor Network architecture.
“Clustering” is technique very efficient to prolong lifetime of network, by 

reducing energy consumption. Clusters are easy to manage as compared to 
large whole network. In this chapter we propose a new routing protocol based 
of K-Means mechanisms in phase of clustering and used the same transmission 
principe of Low Energy Adaptive Clustering Hierarchy (LEACH) protocol in 
each cluster. Cluster Head (CH) is elected the node having the higher residual 
energy and minimum distances from k-means of each cluster.
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2. Related work

2.1 The routing protocol low energy adaptive clustering hierarchy (LEACH)

Low Energy Adaptive Clustering Hierarchy LEACH is considered to be the first 
cluster-based hierarchical routing protocol proposed by Heinzelman et al. As one of 
the most popular hierarchical routing algorithms for wireless sensor networks [4]. 
The LEACH protocol assumes equal residual energy from the sensor when  
starting the network. The life of the network is then divided into towers by a choice 
of CH. However, each cycle consists of two phases: an initialization phase and a 
transmission phase (Figure 2 below displays LEACH cluster formation).

2.2 Clustering with K-means

We distinguish several types of clustering techniques: The most used are 
Partitioning, Hierarchical, Density and Grid based. These algorithms try to 
decompose the set of nodes into a number of disjoint clusters. The problem is 
how to select the Cluster Head (CH) and how to manage the clusters. There 
are many methods of partitioning clustering. The most famous ones are: Fuzzy 
C-Means, K-means, K-medoids and Partitioning Around Medoids (PAM). The 
authors [6] surveyed and summarized all the partitioned clustering protocols 

Figure 1. 
A wireless sensors network architecture [3].

Figure 2. 
LEACH cluster formation [5].
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in WSNs. The next table (Table 1) examined a list of routing protocols in 
wireless sensor networks (WSNs) that uses partitioning clustering with the 
“K-MEANS” method.

The K-MEANS algorithm is presented as one of the simplest non-supervised 
learning algorithms that solve clustering problems, developed by J.B.Mac 
Queen in 1967. In this method we assign a point in each group where the center 
of this group is closest (centroids). The center is the average of all the points 
of the group and its coordinates are the arithmetic average of each dimension, 
together with all the points of the group, which means that each cluster is repre-
sented by its center of gravity. Figure 3 below shows the flowchart of K-means 
algorithm.

Ref Characteristics Intra-cluster inter–cluster CH choice Compared 
with

Advantages

[7] k-means used to 
implement an 
optimal number of 
clusters.

One -hop One -hop Nœud près 
du centre de 
gravité

Clustering 
traditionnel

• Evolving.
• Optimal 

number of 
clusters.

• Increased 
net-
work life.

[8] KPSO/KGA One -hop One -hop K-means/
Distance 
euclidienne

k-means • Reduces 
energy 
con-
sumption.

• Optimal 
number of 
clusters.

• Increased 
net-
work life.

[9] Unique node ID
refers to the 
Euclidian distance 
between nodes and 
center of gravity.

One -hop One -hop Midpoint 
algorithm 
mathematical 
format

k-means • More 
efficient 
and correct 
than 
k-Means 
for large 
clusters.

[10] Combined (K 
means, Davies 
Bouldin Index, 
Gaussian 
elimination)

multi -hop One -hop Euclidian 
distance 
residual 
energy

/ • Better per-
formance.

[11] EBRP One -hop One -hop K-means++ 
Euclidian 
Distance

k-means • Better than 
k-Means 
for large 
clusters.

[12] Algorithm genetic One -hop One -hop K-means/
Euclidian 
Distance

GA • Optimal 
solution.

Table 1. 
The different routing protocol uses k-means in WSNs [3].
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3. Proposed system

Our protocol is an adaptation of Low Energy Adaptive Clustering Hierarchy 
(LEACH) protocol that offers an improvement in the clustering procedure.

In our adaptation the random clustering of LEACH will be changed with the 
K-means clustering algorithm. This adaptation have been improve the clustering 
allocation and cluster features and generate energy efficient clustering to increase 
the life of WSNs.

The use of the K-means algorithm as a clustering technique for cluster formation 
ensures perfect clustering and reduces overheads when the CHs reelection.

This section presents the configuration of the proposed LEACH protocol adapta-
tion, which consists of two phases: the initialization phase and the transmission 
phase. Figure 4 illustrates the two phases of proposed adaptation.

Figure 4. 
The two phases of the proposed adaptation.

Figure 3. 
Flowcharts of K-means algorithm.
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1. The initialization phase: nodes are randomly distributed in the network area, 
after the clustering process with the K-means method begins, the choice of 
k-CH is made in this phase using the maximum energy and the minimum dis-
tance from k-means distance to choose the CH of each cluster.

2. The transmission phase: the nodes of each cluster begins sending collected 
data to their own cluster head CH, after some iteration, (if the CH energy of 
cluster <=Min Energy), a CH update procedure will begin among the alive 
nodes belongs to the cluster using the same parameters of choice new CH(Min 
distance and Max energy) as the beginning in the initialization phase.

Figure 5 below illustrates the flowchart of operation of the proposed adaptation.

4. Experiments and performance evaluation

4.1 Sensor nodes deployment

For example, 100 sensor nodes are randomly deployed over a 100 m2 area of 
interest. The SB is positioned at the coordinates (50 m, 200 m). Initially, there is no 
CH, so the nodes are all normal type. The Table 2 shows simulation setting.

Figure 5. 
The proposed adaptation using clustering with k-means method.
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4.2 Simulation results

In this simulation our experimental model is established with 100 nodes ran-
domly spread over a square surface of 100 m2 and a base station situated in (50,200) 
coordinate: Figure 6 illustrates the simulation phase with k = 7.

After the simulation we compare the performance of the two protocols LEACH 
and LEACH improvement with K-means by certain metrics.

4.2.1 Residual energy

Figure 7 below represents the residual energy relative to the number of rounds 
for the two LEACH and K-LEACH protocols. Both protocols showed a gradual 
decrease in energy and the difference between the two protocols is acceptable. 
However, K-LEACH show good improvement in lifespan with the same measures.

4.2.2 Lifetime comparison

Figure 8 shows the number of dead nodes in both protocols. In LEACH, there 
was a very rapid decrease in the number of dead nodes depending on the number 
of rounds The first dead node in round Number: 97 and the tenth dead node in 
round 120 and all nodes died Round 441. This is what causes a very short lifespan in 
LEACH. On the other hand in K-LEACH has a longer lifespan, with a slow decrease 
in the number of dead nodes according to the round or The first dead node in round 
Number: 235 and the tenth dead node in round 337 and all nodes died Round 689.

4.2.3 Comparison of CH numbers

Figure 9 shows the number of CHs in both protocols. We find that in LEACH has 
a high number of CHs which implies high energy consumption on the other hand 

Figure 6. 
The phase of clustering with (k = 7).

Parameter Value

The size of the network. 10 m * 10 m

La localisation de la station de la base. (50,200)

The number of nodes 100 N

The initial energy of the nodes 0.12 J

Le nombre de cluster à créer avec K-means 5

Table 2. 
The simulation settings.
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Figure 7. 
Residual energy versus rounds (LEACH and K-LEACH).

Figure 8. 
Number of dead nodes “first, tenth, last” versus rounds.

Figure 9. 
Number of CHs nodes versus round.
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Figure 7. 
Residual energy versus rounds (LEACH and K-LEACH).

Figure 8. 
Number of dead nodes “first, tenth, last” versus rounds.

Figure 9. 
Number of CHs nodes versus round.
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in K-LEACH a fixed number of CH k-10 will die slowly. K-LEACH ensures a good 
distribution of CH on the network. LEACH presents a huge variation in the number 
of CH per round this leads to poor network coverage, and affects the overall lifespan 
of the network.

After comparing the performance of the two LEACH and K-LEACH protocols, 
we noticed that the our adaptation K-LEACH has several advantages such as: The 
decrease in energy consumption; A longer lifespan during the simulation with a 
good distribution of CH thanks to the k-means method.

5. Conclusions

In recent years, Wireless Sensor Networks have been among the most active 
research themes due to their applications. The main factor limiting a sensor node is 
energy consumption. The battery-powered sensor nodes must be able to operate at 
very low Energy consumption.

The cluster-based routing protocols group the sensor nodes to efficiently relay 
to transmit data to the Sink. Cluster Head CH aggregates the data and sends it to the 
Sink in the name of the nodes in its group.

The most interesting research problem is how to form the clusters and choose 
the CHs so that energy consumption and contemporary communication parameters 
such as latency are optimized. Factors that influence on cluster formation and selec-
tion of CHs remain open questions for research.

Simulation results show that adapting the LEACH protocol with the K-Means 
clustering method that can extend network life and improve energy efficiency, 
increasing node survival and performance exceeds LEACH’s in terms of the amount 
of data transmitted to the base station and network life.

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Chapter 12

Information Technology Value
Engineering (ITVE)
Lukman Abdurrahman

Abstract

Information Technology (IT) has been the main infrastructures in conducting
businesses nowadays. IT had firstly emerged to automate business operations, in
turn, IT has been able to make business operations more effective due to the nature
of IT as a business enabler. Consequently, resource-based business efficiency is also
the cornerstone of utilizing IT. Most recently, IT has become OTT (Over the Top),
where IT is only the basic layer for conducting online business. In essence, the
aforementioned estimations all still rely on qualitative estimates and are not yet
based on quantitative estimates. This chapter wants to try to offer an IT value model
whose value estimation can be done quantitatively using the Partial Adjustment
Valuation (PAV) approach.

Keywords: information technology, business enabler, value, engineering, model,
optimization, partial adjustment valuation

1. Introduction

Information Technology (IT) has already transformed into a business enabler
and an intentional reason [1] in firms to date. However, the IT presence should get
improved administration to cause more values [2] such as effective and efficient
business processes, and profit growth [3]. Consequently, IT should replace from a
business enabler to a business transformer as per IT ecosystem to convey the
approach of IT services [4], in which IT does not only behave a driving instrument
but also lets businesses innovate and disrupt customs to revitalize its presence inside
the firm. In sequence, this revival will allow the firm to sustain its competitive
advantage remains efficient [5].

Additionally, this chapter intends to verify the IT presence in terms of a business
transformer in the firm operation [6–8] improving its performance. To do so, it
needs a method to engineer the IT position in transforming the business. Also, the
method is to show up the IT capitals bringing up more values. In other words, the
method should involve a systems engineering viewpoint, which discloses prime
thoughts of the systems approach such as holism, synthesis, interrelationships,
along with the engineering-project-based estimates of system life cycle and
requirements [9]. Likewise, the systems engineering utilizes an engineering design
containing problem-solving, alternative solutions, solution selection, detailed
model, model guard, and validated model [10].

Also, validating the chapter, the studies on the strength of resources on perfor-
mance [11–13] turns into an essential theory to analyze IT systems as components of
business completeness [14] because the studies emphasize on the resources an
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organization owns to promote its performance. This is in line with the intent of this
chapter that also emphasizes that the business performance runs over IT resources
owned [15–17]. Likewise, this chapter applies the Partial Adjustment Valuation
(PAV) theory approach in congregating valuation methods among system compo-
nents as promoted by [18–20]. Equally for the use of PAV in this chapter is the
ability to relate between IT resources and the organizational performance mathe-
matically. Thus, it is easier to trace the relationship of each component or subsystem
for further synthesis.

Additionally, this chapter has continued the earlier studies addressing the IT
value model from the ontological approach towards IT value engineering [21], the
IT value model using a variance-based structural equation modeling (SEM) towards
IT value engineering [22], engineering IT value in IT-based industries using PAV
and RBV (Resource-Based View) approach [23], valuation methodology of IT value
in the IT-based business [24], IT value engineering model and its optimum perfor-
mance [25, 26], and hybrid configuration in IT value models [27]. The investigation
leads IT to be valuable resources of the firm to revitalize the IT’s role through the IT
value engineering model. Formerly, those studies had associated with a number of
studies discussing the relationship between IT resources to business performance,
such as [11–13, 17–20, 28, 29]. Meanwhile, the IT value defined in this chapter is the
added value in the form of a currency, which can also be expressed as the index
ratio, generated due to the IT spending presence.

2. Information technology value model study

This chapter problem relates to past studies, which most of them had talked over
the relationship between IT and the organization performance. Researchers identi-
fied the types of conclusion [8] about the relationship, where numerous conclusions
show that the relationship might be positive [12, 13, 30], negative [3], and even
neutral [11, 31], see Figure 1. Additionally, the positive relationship means that IT
has a positive correlation to the organization to increase its business value and at
that moment the negative is otherwise. The negative relationship shows in early
empirical studies explaining the association between IT investment and organiza-
tional performance; they set off the controversy of the IT productivity paradox as
Brynjolfsson’s (1993) conclusion [32].

In addition, the neutral relationship explicates that IT and business performance
have no relationship in between as Strassman (1997) argued that there was no clear
relationship between IT investment and a few measures of firm profitability,
including return on asset, return on equity, and economic value added [11]. This
chapter, further, addresses the positive relationship, although there are unfortunate
situations where IT may have a negative impact as well [33].

The earlier studies, especially about the positive conclusion, have not yet talked
about how to engineer the value of IT to deliver more benefits to the organization.
On one hand, this issue is a complement study to the previous one because the
chapter topic is a continual study of the past studies. On the other hand, also, this
chapter may strengthen to close the past study, especially in terms of positive
relationships between IT and the business performance, therefore, this chapter is to
enrich and develop this domain further.

Additionally, the past studies seem like passive research, meaning that the work
performed in the IT-equipped organization before. Consequently, the study has
been simply conducted in conventional organizations and it has been less hard if it
has maneuvered in a planned system. Therefore, the IT value engineering model
chapter tries to offer a new approach to studying the role of IT within an

190

Computational Optimization Techniques and Applications

organization. The approach initiates from RBV theory mentioning that the firm
performance should root on the resources the firm owns, as the most famous
fundamental theory in studying IT and organizational performance [13]. Then it
explores sources of values of IT such that it can carry out a relationship formulation
between IT value and the organization.

Figure 1 confirms to place this chapter among the others, which grounded on
the earlier ones, nevertheless, with a different approach. For instance, from the
subsystems point of views, this chapter solely resembles the Ravichandran’s model,
which also took in four subsystems, namely IT resources, IS capabilities, IT support
for core competencies, and firm performance [12]. Likewise, [34] exhausted four
subsystems, although their nomenclature is different from Ravichandran’s. As for
the other studies such as [11, 13] used three subsystems, namely IT resources, IT
capability, and firm performance. However, [35] directly studied to link up
between IT competency to firm performance, also [30, 36] simply studied between
the data management capability to the performance as well as [18–20, 37, 38]
researched the relationship between IT investment and public presentation. This
chapter applies four subsystems based on RBV theory with their nomenclature as
follows firm performance (FP), firm competence (FCC), firm capability (FC), and
IT resource (ITR).

Figure 1.
The state of the art of ITVE.
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Furthermore, from an engineering point of views, the earlier studies generally
exploited forward engineering, which begins from resources towards firm perfor-
mance, while this chapter proposes reverse engineering for a serial configuration
(see Figure 1), which begins from the required firm performance, afterwards,
estimate the firm core competencies and firm capabilities to get IT resources com-
position. Also, from a methodological point of views, the earlier studies generally
benefitted statistical approach or structural equation modeling (SEM) and RBV
approach, excluding [18–20, 37, 38] who used PAV. This chapter appears with a
different approach, whereas combining the earlier approaches such as RBV, PAV,
and systems engineering at once. In other words, this chapter also carries the
different final goal from the earlier ones, in which this chapter is to engineer IT
resource about the required firm performance to let it performs at the lower cost.

Additionally, the chapter on the IT value was also conducted by the researchers
such as [33] directing that the IT is an integrally part of a system of interrelated
organizational factors, [39], who concentrated on the potential and realized IT
values estimated by DEA (data envelopment analysis). Similarly, [6] estimated the
IT business value by Cobb–Douglass function. Furthermore, [28, 40, 41] generally
addressed the IT business value.

Meanwhile, to complete the chapter, the PAV [20] applies to correlate the
subsystem input to its output. Additionally, the PAV usually operates with a static
speed of adjustment or with a dynamic speed of adjustment in a researched object,
on the contrary, in this chapter both the static and the dynamic speed of adjustment
work together at a time in the PAV experiment. Likewise, thus far the PAV has
applied in the country level study such as [18–20], however, this chapter tries to use
the PAV at the firm level as the other study of the IT investment correlation to the
firm productivity [8]. As for the chapter analysis, system engineering is to find this
chapter because the IT value engineering essentially consists of subsystems such as
electrical, computer, and value engineering. Likewise, the system engineering
approach analyzes the chapter from both system engineering life cycle and model
point of views.

In turn, the chapter result may turn away to become a framework to design an
IT-based governing body by looking at several factors either internal or outside
factors, including business environment ones. In other words, this chapter is an
active chapter using its result, it can plan an organization as well as develop an
established organization. Consequently, this chapter encompasses a broader domain
of IT-based organization: established and planned systems.

3. IT value engineering paradigm

3.1 Value concept

Discussing a value means that it is addressing usefulness, worth, benefit. Fur-
thermore, the value may disclose if there is an interaction between two or added
systems or subsystems, in which one system works with the other one and vice
versa, or the system works due to the other systems. Why would the systems
mutually function? There is an energy that urges them to work, which is latterly
called the value, usefulness, worth, benefit, competitive advantage, or other terms.
In other words, this construction can facilitate accomplishing the stage of value
creation by benefiting system processes.

There are various types of values such as normative value, realist value, and
perceived value. Consecutively, the normative value relates to the required value as
planned previously, the realist value pertains to the resulted value that comes from
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an accomplishment, and the perceived value is what consumer relatively perceives
[16]. Additionally, if comprehended from cost management perspectives, the other
types of values are the use value, meaning the value of the required function
associated with the cost. Afterwards, the cost value, namely all cost values, dedi-
cated to result in the item; the esteem value, means that the value of surplus cost to
pay the additional items; the exchange value, namely the value of an item to
exchange something else [42, 43].

Moreover, as a fundamental nature of the value definition of this research, the
equation definition below bases further studies. This equation technically articu-
lates a value (V) as an index resulted from a function (F) division by cost (C) as
proposed by [44] as follows:

V ¼ F
C

(1)

According to the formula, several efforts to bring the value gaining are:

• For a similar function (F), diminish the cost (C) or

• The cost (C) is stable, improve the function (F) or

• The function (F) slightly reduced, the cost (C) significantly decreased or

• The cost (C) a slight increase, the function (F) has increased significantly or

• The function (F) increases while the cost (C) decreases.

It appears that by adjusting function and or cost, the system can control the
value to ascend or descend consistent with what the purpose is, although, in prac-
tice, there are several considerations to essentially prepare in implementations [44].

3.2 IT value creation

As mentioned, the IT value may come from an estimate of the real worth, utility,
or the IT system’s significance. This definition does not limit from what the worth,
the utility, or the significance come from, thus, it does not prevent the multiple
perspectives possibility. There is the stakeholder expectation such this, in turn, it
influences the IT value achievement. In substance, value stems from the IT system
to support the stakeholder aims attainment. For example, a debit card system that
removes the requisite for cashiers to manually count cash may present cashiers with
value since it lessens tension on their hands [45].

In addition, to explore the value of IT needs to investigate some scales reflecting
these values. Accordingly, themetrics development is a necessity to measure IT values,
however, there are certain criteria for the metric development as proposed by [45].
These criteria depart from selected questions that might be considered as follows:

• What is the evidence to evaluate?

• Where must valuation occur?

• When must valuation occur?

• How must valuations be interpreted?
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an accomplishment, and the perceived value is what consumer relatively perceives
[16]. Additionally, if comprehended from cost management perspectives, the other
types of values are the use value, meaning the value of the required function
associated with the cost. Afterwards, the cost value, namely all cost values, dedi-
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exchange something else [42, 43].
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proposed by [44] as follows:

V ¼ F
C

(1)
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these values. Accordingly, themetrics development is a necessity to measure IT values,
however, there are certain criteria for the metric development as proposed by [45].
These criteria depart from selected questions that might be considered as follows:
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It has been completely recognized that the IT value systems can manifest as a
complex system consisting of various subsystems, components, subcomponents,
and parts. Furthermore, as measuring the IT value, it is valuable to think about
measurements that concentrate on. Definitely, the building of the metrics as a
means to evaluate values results in a variety of problems, which necessitates doing
so with care [45].

On the other point of view, the IT value study has to involve two sections: (i) IT
variable, IT management variable or manifestation, and (ii) endogenous variable
with IT economic impact [46]. Doing IT valuation involves complex issues, includ-
ing social accomplishment so it requires over a period of time. Thus, this study
should perform in an inclusive fashion such that the IT value research corresponds
to an imperative flow of work that leads to business value. Likewise, there are
economic associates of IT and its manifestations, and by itself, the scope of the
research should restrict to examine the IT value to engineering it at the
organizational level.

In the meantime, the IT resources that are subsequently delivering their capa-
bilities can not create value for themselves within the organization. They need
interaction with a business environment such that each will complement one
another. As a result, IT infrastructures and organizational factors appear to work in
a synergistic way, where these factors are part of the IT-based system consisting of
IT human resources and IT management skills, rules, and policies. This is as the
organizational system that comprises non-IT human resources and management
skills, business procedures, information benefits, affiliation benefits, way of life,
organization, and rules. In reality, IT is production machines, therefore, it generates
value in the output configuration resulting in benefits due to business processing. In
other forms, the value is apparent by itself in the form of process improvements
such as saving time, process effectiveness, profitability, such as a higher return on
assets, on investment, and consumer surplus such as higher customer satisfaction.

Furthermore, [34] stated that there are numerous factors in terms of the IT
value creation chain that is essential and required conditions. Included in these
conditions are the IS-strategy configuration, organizational restructuring, business
process accomplishment, knowledge sharing, and IT management among others.
Accordingly, those are critical in terms of the encouraging of the transformation
process and renovation of the effectiveness of IT advantages. Additionally, there are
four foremost subjects to demonstrate how IT value is shifting to describe, quantify
and show it. The four subjects are (1) value IT-based co-creation, (2) IT
embeddedness, (3) information approach, and (4) value extension.

The following stage of the IT value creation should concentrate on the co-
creation of value by means of IT instead of IT value itself, further, it is called IT-
based co-creation of value. While, the co-creation stands for the thought that (a) IT
value cannot manifest in an isolated environment, it is progressively more being
formed and accomplished due to actions of numerous parties, (b) value comes from
strong joint associations among organizations, and (c) configurations and encour-
agements for the parties to contribute in and equitably assign emergent values are
essential to keeping up co-creation. Moreover, IT embeddedness relates to the
condition in which the IT is a central part of the process such that it turns into
identical to the product. For example, the IT in a bank’s industry of instant credit
check is intensely embedded in the loan endorsement process and hard to separate
out. In other words, IT embeddedness is a fundamental model that attached to value
co-creation, information mindset, and value expansion. Thus, it is plausible that
preferred business capabilities drive IT embeddedness. Therefore, the effective
convergence of preferred business capabilities and IT capabilities is a precondition
“to realizing capabilities among organizations (co-creation), creating information
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value (information mindset), and ultimately realizing a wide repertoire of value
(value expansion)” [34].

3.3 IT value engineering concept

Tohidi (2011) stated that the idea of value engineering is to employ the projects,
strengthen accomplishment and diminish costs in all life cycles of the projects. In
this case, the lifetime value of the engineering project with the productivity incre-
ment can result in the value of the project, namely the output to the input ratio.
Hence, the value engineering application is boiling down to performance improve-
ment of inputs and outputs, by applying a theoretical approach of value engineering
processes together with project management, project analysis, value analysis, and
value management. Additionally, he mentioned that value engineering is constantly
dealing with the growth of technology, reducing the unnecessary costs that do not
relate to improving the products or services quality. Reducing costs in conventional
point of views do not associate with creativity, it only refers to familiarities, feel-
ings, and practices. On the contrary, in value engineering, the usage of knowledge,
the problem recognition, the method of problem-solving, the development of the
creative solutions could combine to develop comprehensive approaches [47].

Additionally, value engineering is a structured method to investigate the systems
function and its completeness in dealing with a systems fundamental function
accomplishment at the lowest cost. However, the functions of systems consistently
keep up a better performance, trustworthiness, quality, and security [48]. Conse-
quently, the value engineering process arrives at success if it is to discover oppor-
tunities to diminish needless costs and at the same time it is able to keep up and
raise quality, consistency, accomplishment, and other customer needs on products
or services. In terms of IT value, the IT generally boils down on the effectiveness
and efficiency of processes, including achieving the best organizational perfor-
mance. In other words, IT should disseminate value-added advantages through
strategic alignment with the organizations.

Essentially, the IT presence within an organization is the norm for the era that is
so, there is no one business organization that does not exploit the IT, where the
simple difference is the amount of IT capacity. Empirically, such circumstances are
something that is unquestionable, but the problem now is how to place the IT
position within the business organization with the aim of its presence increasingly
contribute enormous weights to the organization performance. Thus far, the IT
inclusion in organizations is due to the demands of the times as technology-driven
instead of market-driven, it is more emphasis on administrative rather than busi-
ness development activities. Therefore, this chapter attempts to reposition IT as a
means to improve competitive advantages of firms as indicated in Figure 2, which
appears that IT should set it on the layer where is as the engineering processes
culmination that preceded by electrical, computer, software, systems, and a com-
plex system engineering to lead generating an IT value engineering.

Intrinsically, IT value engineering positions the IT at the more well-organized
since it can go through an engineering process to create additional significant values
as a continuation value generated on the preceding layers (see Figure 2). In other
words, IT value engineering is the added value due to the engineering of the
systems consisting of value, software, computer, electrical engineering. Meanwhile,
the organizational environment is a circumstance where a firm should perform its
business here, which are competitive forces including risks due to the business
activities. The organizational environment should controllable to continue firm’s
existence in business turbulence to sustain its competitive advantages, which are
consisting of six categories, namely cost, differentiation, focus, execution,
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ment can result in the value of the project, namely the output to the input ratio.
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ment of inputs and outputs, by applying a theoretical approach of value engineering
processes together with project management, project analysis, value analysis, and
value management. Additionally, he mentioned that value engineering is constantly
dealing with the growth of technology, reducing the unnecessary costs that do not
relate to improving the products or services quality. Reducing costs in conventional
point of views do not associate with creativity, it only refers to familiarities, feel-
ings, and practices. On the contrary, in value engineering, the usage of knowledge,
the problem recognition, the method of problem-solving, the development of the
creative solutions could combine to develop comprehensive approaches [47].

Additionally, value engineering is a structured method to investigate the systems
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quently, the value engineering process arrives at success if it is to discover oppor-
tunities to diminish needless costs and at the same time it is able to keep up and
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Essentially, the IT presence within an organization is the norm for the era that is
so, there is no one business organization that does not exploit the IT, where the
simple difference is the amount of IT capacity. Empirically, such circumstances are
something that is unquestionable, but the problem now is how to place the IT
position within the business organization with the aim of its presence increasingly
contribute enormous weights to the organization performance. Thus far, the IT
inclusion in organizations is due to the demands of the times as technology-driven
instead of market-driven, it is more emphasis on administrative rather than busi-
ness development activities. Therefore, this chapter attempts to reposition IT as a
means to improve competitive advantages of firms as indicated in Figure 2, which
appears that IT should set it on the layer where is as the engineering processes
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plex system engineering to lead generating an IT value engineering.

Intrinsically, IT value engineering positions the IT at the more well-organized
since it can go through an engineering process to create additional significant values
as a continuation value generated on the preceding layers (see Figure 2). In other
words, IT value engineering is the added value due to the engineering of the
systems consisting of value, software, computer, electrical engineering. Meanwhile,
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business here, which are competitive forces including risks due to the business
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knowledge, and maneuverability advantages [5]. In this study, the competitive
advantage that becomes a highlight is a cost-competitive advantage, which can
result from the IT value engineering through a system optimization effort.

Furthermore, the IT value engineering has presented in an IT-based firm (see
Figure 2), which is a firm that its core business has two wide-ranging groups of
products and services, namely lifespan application development and support ser-
vices and production processes [5] or industrial products and services that catch,
transmit and display data and information by electronic means [49]. In the mean-
time, using RBV theory, this chapter departs from firm performance towards IT
resources instead of the regular RBV, which originates from the resources to the
firm performance in terms of the serial configuration.

This chapter proposes to structure the four subsystems of the RBV-based result,
namely firm performance (FP), firm competence (FCC), firm capability (FC), and
IT resource (ITR) to accomplish the rigorous IT value engineering concept by
considering the nature of VRIN (valuable, rare, inimitable, non-substitutable) IT
resources. In this case, each subsystem needs to identify its measures, which facili-
tate to determine the characteristics of the subsystem to build relationships with
other subsystems or between the subsystem input and output [50]. Therefore, the
FP typically addresses financial and efficiency performance, which manifests in,
such as time-to-market and mass customization [51], profitability containing return
on investment, return on asset, return on equity [16, 52]. While the FCC empha-
sizes to a firm’s core competence as the learning process ability to manage various
resources and technology within the firm [53], consisting of three components: IT
knowledge, IT operations, and IT objects. IT knowledge is the extent to which a
firm possesses a body of technical knowledge about objects such as computer-based
systems, while IT operations are the extent to which a firm utilizes IT to manage
market and customer information. IT objects represent computer-based hardware,
software, and support personnel [35].

Moreover, FC focuses on the assembling and installing IT-based resource capa-
bilities to work together with the other resources in the firm [11] controlled by IT

Figure 2.
IT value engineering position in an organizational environment.
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infrastructures, managed IT skills, and collaboration between IT and business [54].
The three measures combination can result in the firm capability, hence, it can
create the VRIN IT resources, which also consist of IT infrastructure as tangible
resources, human IT resources representing technical and managerial IT skills, and
intangible IT-enabled resources such as knowledge assets, customer orientation,
and synergy [11].

Preferably, to construct an IT spending model system, each measure or compo-
nent of the subsystems relates one to another is not only qualitatively rational, but
also quantitatively plausible as issued by [8]. However, to quantitatively plausible,
the subsystems should also have complete measures that can manifest in a mathe-
matical model. As proposed above, the mathematical formula to construct the
relationship in this research is the partial adjustment valuation theory [20], which
involves Cobb–Douglas production transformation as the input function.

4. Partial adjustment valuation (PAV) theory

Dedrick et al. (2003) stated that the failure of the subject area of the relationship
between IT spending and the output performance at the firm level occurred due to
the difficulty of quantifying measurement between these quantities [8]. Therefore,
the chapter tries to do so by PAV. In this case, Nerlove (1958) was a developer of the
origin of PAV theory and further developed by the researchers as it is today. The
theory tells that the change in real output of a production process generally does not
precisely fit the desired output alteration. The alteration measurement is in the
present (t), compared with the previous period (t-1) for the real alteration and the
desired alteration, which it is clear that there must be a coefficient bridging the
relationship between the two alterations called a constant speed of adjustment
[19, 20]. Therefore, if written in a mathematical formula, the theory manifests as
follows:

yt � yt�1 ¼ μ y ∗t � yt�1

� �
, t ¼ 1, 2, … , sð Þ (2)

It seems that yt is the real output of a production process unit, for example, a
firm, in time t, as for yt-1 is the real output of the equal production process unit at
time t – 1. While yt* is the desired output of the production process unit at time t,
and μ is the coefficient depicting a constant speed of adjustment [20]. In an estima-
tion process, an old-fashioned random error symbolized by ϵt needs to consider
completing the formula. Consequently, Eq. (2) manifests as follows:

yt ¼ μy ∗t þ 1� μð Þyt�1 þ ∈ t t ¼ 1, 2, … , sð Þ (3)

Whereas ϵt = conventional error. It appears that the real output is equal to the
weighted average of the current desired output – with the weights μ – and the real
output at a past time, with weights 1-μ. Furthermore, Lin and Kao (2014) suggested
that μ in Eq. (2) and (3) can vary and be dynamic, therefore, μ may convert to μt
where t represents fluctuations in time for the dynamic and μ for the constant or
static. This scheme aims to provide more meaning of μ, for instance, the dynamic μ
represents the speed of adjustment behavior in connecting the real output alteration
with alterations in the desired one. In other words, these two alterations in output
comprehend the dynamic nature of μ. Later, the scheme also exhibits the other
signification of the state for further exploration [20].

At that time, the writing the equation above can turn to the subsequent Eqs. (4)
and (5) [19, 20]:
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the subsystems should also have complete measures that can manifest in a mathe-
matical model. As proposed above, the mathematical formula to construct the
relationship in this research is the partial adjustment valuation theory [20], which
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4. Partial adjustment valuation (PAV) theory
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weighted average of the current desired output – with the weights μ – and the real
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yt ¼ μt f Xt; βð Þ þ 1� μtð Þyt�1 þ ∈ t t ¼ 1, 2, … , sð Þ (4)

μt ¼ g St; γð Þ, 0≤ μt ≤ 1, t ¼ 1, 2, … , sð Þ (5)

Here f(Xt,β) is the alternate function of the desired output (yt*), which manifests
in the form of a production function [8, 18, 19, 37, 38]. Accordingly, Xt could
consist of a vector of production such as the regular capital (Kt), the regular labor
expense (Lt), and the technology spending, in this study related to IT spending (It).
For the benefit of variable estimation of the production function, it may consist of
two compositions. The first is K, L, and I combination to accommodate the factors
of capital, labor, and IT spending immediately, and the second is K and L combina-
tion that accommodates the factors of capital and labor. Thus, there are two models:
Xt = (Kt, Lt, It) and Xt = (Kt, Lt) while β is the unknown parameters [19, 20].

Meanwhile, the function μt = g(St; γ) represents a dynamic speed of adjustment
that accommodates variables, which fluctuate along with the different fluctuations
of the required output such as return on equity (ROE). The magnitude of μt or μ is
in the range of 0 and 1 [20], where the value of 0 means that the real output at time
t is precisely equal to the real output of the previous period, t-1. While if 1 indicates
that the real output is equivalent to the desired output. Conversely, μt is a St
function, a vector of the variable, affecting the speed of adjustment of a firm, and γ
is the unknown parameters. Therefore, to return to the original PAV theory, Eq. (4)
is as follows:

yt � yt�1 ¼ μt f Xt; βð Þ � μtyt�1 þ ∈ t t ¼ 1, 2, … , sð Þ (6)

Essentially the production function of the Eq. (4), namely f(Xt,β), can originate
from various production functions such as the Cobb–Douglas (CD), the Box–Cox,
the Box–Tidwell, the translog, and the constant elasticity of substitution functions
[18–20, 37, 38]. The work may select all or a number of them as a test target. For
that reason, this study just exploits the CD production function to substitute f(Xt,β)
in Eq. (4). While, the CD equation is equally in the Eq. (7) below [18]:

f Xt; βð Þ ¼ αKβ1
t L

β2
t I

β3
t e

vt�ut t ¼ 1, 2, … , sð Þ (7)

The Eq. (7) presents the CD function with Xt consisting of production factors Kt,
Lt, and It. Kt is the regular capital, Lt is the regular labor expense, and It is IT capital
over time. In other words, Eq. (7) takes into account the IT capital inclusion.
Meanwhile α, β1, β2, and β3 are the unknown parameters and vt � N(0, σv2), and
ut � |N(0, σv2)|. In addition, to estimate these parameters performs in an estimation
process. Equally for the CD function without It presence is as follows in Eq. (8):

f Xt; βð Þ ¼ αKβ1
t L

β2
t e

vt�ut t ¼ 1, 2, … , sð Þ (8)

Justification of the Eq. (8) is equivalent to the Eq. (7), apart just the It absence.
While the Eq. (5), the speed of adjustment, can display as in Eq. (9) [20]:

μt ¼ γ1 þ γ2St with 0≤ μt ≤ 1 (9)

Here μt is the dynamic speed of adjustment, and St is the dynamic factor that can
manipulate the dynamics of μt suitable to the time-varying. Likewise, it may show as
variances between the actual and the estimable variables of the firm. Furthermore,
researchers provide a number of measures to fill these factors with various variables
St, for example, return on equity, interest rate, firm size, growth option, economic
value-added, and Tobin q [19, 20]. While γ1 and γ2 are the unknown parameters.
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Moreover, if the Eqs. (7) and (9) substitute components of the Eq. (6), it
produces an Eq. (10) as follows:

yt � yt�1 ¼ γ1 αK
β1
t L

β2
t I

β3
t e

vt�ut
� �

þ γ2StαK
β1
t L

β2
t I

β3
t e

vt�ut
� �

� γ1 yt�1

� �� γ2Styt�1

� �þ ∈ t t ¼ 1, 2, … , sð Þ
(10)

The Eq. (10) is for the three-factor production function, namely Kt, Lt, and It. It
looks that the equation above is analogous to the Eq. (6), except that the production
function, namely f (Xt, β), has converted to the Cobb–Douglas function [see
Eq. (7)] and the speed of adjustment μt replaced by the Eq. (9). The variables and
parameters justification of the equation is equivalent to the preceding equations,
which substitute it. Meanwhile, for the two-factor function [Eqs. (7) and (8)
substituted into the Eq. (6)], the equation becomes Eq. (11) as follows:

yt � yt�1 ¼ γ1 αK
β1
t L

β2
t e

vt�ut
� �

þ γ2StαK
β1
t L

β2
t e

vt�ut
� �

� γ1 yt�1

� �� γ2Styt�1

� �þ ∈ t t ¼ 1, 2, … , sð Þ
(11)

The equation justification is also analogous to the Eq. (10), except just the It
absence. Furthermore, the Eqs. (10) and (11) are non-linear equations, their solu-
tion must also exploit a non-linear least square (NLS) application [20].

5. ITVE methodology

5.1 Meta-analysis

The first method of the ITVE is the meta-analysis approach, where the study
concerns with the previous results in the analogous context, namely the relationship
between IT resources and business performance. The method enriches the study since
various validated hypotheses provide the researcher with strengthening the topic
justification, therefore, the study can lead to conclude towards the objective of the
chapter qualitatively [13]. In addition, this technique authorizes authors to study
several papers addressing the IT value to the business performance relationship from
the RBV point of view. Consequently, based on a number of the previous papers,
particular topics such as IT resources, firm capabilities, firm core competencies and
firm performance are categorically recognizable, where each group has to have rela-
tionship one to another for what this relationship leads to a means to link one category
to another to construct a model of the IT value. Essentially, the resulting model is not
only based on the meta-analysis approach, but also based on the RBV theory.

5.2 Partial adjustment valuation experiment

This method addresses PAV theory, which is linked components of each
subsystem to investigate the correlation between IT resources and business perfor-
mance. This section first reviews the PAV utilization in this chapter through the
theory experimentally of the real facts to measure several IT-based firms using the
PAV approach to examine the level of the IT value within each firm.

5.2.1 Structure of conceptual models of IT value engineering

According to the meta-analysis, to create conceptual models, which involves
logical and mathematical relationships, this method facilitates to develop two types
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μt ¼ g St; γð Þ, 0≤ μt ≤ 1, t ¼ 1, 2, … , sð Þ (5)

Here f(Xt,β) is the alternate function of the desired output (yt*), which manifests
in the form of a production function [8, 18, 19, 37, 38]. Accordingly, Xt could
consist of a vector of production such as the regular capital (Kt), the regular labor
expense (Lt), and the technology spending, in this study related to IT spending (It).
For the benefit of variable estimation of the production function, it may consist of
two compositions. The first is K, L, and I combination to accommodate the factors
of capital, labor, and IT spending immediately, and the second is K and L combina-
tion that accommodates the factors of capital and labor. Thus, there are two models:
Xt = (Kt, Lt, It) and Xt = (Kt, Lt) while β is the unknown parameters [19, 20].

Meanwhile, the function μt = g(St; γ) represents a dynamic speed of adjustment
that accommodates variables, which fluctuate along with the different fluctuations
of the required output such as return on equity (ROE). The magnitude of μt or μ is
in the range of 0 and 1 [20], where the value of 0 means that the real output at time
t is precisely equal to the real output of the previous period, t-1. While if 1 indicates
that the real output is equivalent to the desired output. Conversely, μt is a St
function, a vector of the variable, affecting the speed of adjustment of a firm, and γ
is the unknown parameters. Therefore, to return to the original PAV theory, Eq. (4)
is as follows:

yt � yt�1 ¼ μt f Xt; βð Þ � μtyt�1 þ ∈ t t ¼ 1, 2, … , sð Þ (6)

Essentially the production function of the Eq. (4), namely f(Xt,β), can originate
from various production functions such as the Cobb–Douglas (CD), the Box–Cox,
the Box–Tidwell, the translog, and the constant elasticity of substitution functions
[18–20, 37, 38]. The work may select all or a number of them as a test target. For
that reason, this study just exploits the CD production function to substitute f(Xt,β)
in Eq. (4). While, the CD equation is equally in the Eq. (7) below [18]:

f Xt; βð Þ ¼ αKβ1
t L

β2
t I

β3
t e

vt�ut t ¼ 1, 2, … , sð Þ (7)

The Eq. (7) presents the CD function with Xt consisting of production factors Kt,
Lt, and It. Kt is the regular capital, Lt is the regular labor expense, and It is IT capital
over time. In other words, Eq. (7) takes into account the IT capital inclusion.
Meanwhile α, β1, β2, and β3 are the unknown parameters and vt � N(0, σv2), and
ut � |N(0, σv2)|. In addition, to estimate these parameters performs in an estimation
process. Equally for the CD function without It presence is as follows in Eq. (8):

f Xt; βð Þ ¼ αKβ1
t L

β2
t e

vt�ut t ¼ 1, 2, … , sð Þ (8)

Justification of the Eq. (8) is equivalent to the Eq. (7), apart just the It absence.
While the Eq. (5), the speed of adjustment, can display as in Eq. (9) [20]:

μt ¼ γ1 þ γ2St with 0≤ μt ≤ 1 (9)

Here μt is the dynamic speed of adjustment, and St is the dynamic factor that can
manipulate the dynamics of μt suitable to the time-varying. Likewise, it may show as
variances between the actual and the estimable variables of the firm. Furthermore,
researchers provide a number of measures to fill these factors with various variables
St, for example, return on equity, interest rate, firm size, growth option, economic
value-added, and Tobin q [19, 20]. While γ1 and γ2 are the unknown parameters.
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Moreover, if the Eqs. (7) and (9) substitute components of the Eq. (6), it
produces an Eq. (10) as follows:

yt � yt�1 ¼ γ1 αK
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(10)

The Eq. (10) is for the three-factor production function, namely Kt, Lt, and It. It
looks that the equation above is analogous to the Eq. (6), except that the production
function, namely f (Xt, β), has converted to the Cobb–Douglas function [see
Eq. (7)] and the speed of adjustment μt replaced by the Eq. (9). The variables and
parameters justification of the equation is equivalent to the preceding equations,
which substitute it. Meanwhile, for the two-factor function [Eqs. (7) and (8)
substituted into the Eq. (6)], the equation becomes Eq. (11) as follows:

yt � yt�1 ¼ γ1 αK
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β2
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� �

� γ1 yt�1

� �� γ2Styt�1

� �þ ∈ t t ¼ 1, 2, … , sð Þ
(11)

The equation justification is also analogous to the Eq. (10), except just the It
absence. Furthermore, the Eqs. (10) and (11) are non-linear equations, their solu-
tion must also exploit a non-linear least square (NLS) application [20].

5. ITVE methodology

5.1 Meta-analysis

The first method of the ITVE is the meta-analysis approach, where the study
concerns with the previous results in the analogous context, namely the relationship
between IT resources and business performance. The method enriches the study since
various validated hypotheses provide the researcher with strengthening the topic
justification, therefore, the study can lead to conclude towards the objective of the
chapter qualitatively [13]. In addition, this technique authorizes authors to study
several papers addressing the IT value to the business performance relationship from
the RBV point of view. Consequently, based on a number of the previous papers,
particular topics such as IT resources, firm capabilities, firm core competencies and
firm performance are categorically recognizable, where each group has to have rela-
tionship one to another for what this relationship leads to a means to link one category
to another to construct a model of the IT value. Essentially, the resulting model is not
only based on the meta-analysis approach, but also based on the RBV theory.

5.2 Partial adjustment valuation experiment

This method addresses PAV theory, which is linked components of each
subsystem to investigate the correlation between IT resources and business perfor-
mance. This section first reviews the PAV utilization in this chapter through the
theory experimentally of the real facts to measure several IT-based firms using the
PAV approach to examine the level of the IT value within each firm.

5.2.1 Structure of conceptual models of IT value engineering

According to the meta-analysis, to create conceptual models, which involves
logical and mathematical relationships, this method facilitates to develop two types
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of the model. The first model of IT value or the three-factor model is through
substituting the Eq. (6) by the Eq. (7) and (9). Hence, the first model changes to the
Eq. (10) above, which is the partial adjustment with Cobb–Douglas (CD) produc-
tion function is inside and implying Kt (regular capital), Lt (labor expense), and It
(IT spending) factors.

Meanwhile, through substituting the Eq. (6) by the Eq. (8) and (9) can create the
second model of IT value (Kt and Lt) or the two-factor model as comprehended in
the Eq. (11) above. Once again, both the Eqs. (10) and (11) are non-linear equations,
thus, to estimate them must also use a non-linear least square (NLS) [20].

5.2.2 Determination of the dynamic and static speed of adjustment and the production
function

This study selects the return on equity (ROE) [20] as a component of the
dynamic factor of the speed of adjustment since the ROE has an adjacent relation-
ship to the regular capital (K), which is the firm equity, thus, the ROE can seem
more representative as a dynamic factor (St) in this study than the others. Also, in
order for the fluctuation rhythm of the K to compensate by the ROE fluctuation.
While the ROE is a gain for the year of the parent firm divided by total equity of the
parent firm at year-end December. Thus, the ROE becomes a dynamic factor (St, t is
a period of time) of μt (the speed of adjustment) function to signify the dynamics of
the speed of adjustment as comprehended in the Eq. (5) or (9). As for the static
speed of adjustment, the Eq. (5) or (9) is equal to a constant, which is estimable in
the non-linear least squares (NLS) estimation process. Moreover, the production
function of the Eq. (4) devotes to the Cobb–Douglas (CD) function as explicated in
the Eq. (7) and (8) above due to its simplicity and familiarity in production function
transformations [18, 55].

5.2.3 Chapter and estimation models

For the purpose of assessment to separate the presence (with Iit) and the absence
(without Iit) of the IT capital in the PAV approach, the estimate works on both
Xit = (Kit, Lit, Iit) and Xit = (Kit, Lit). Here i = 1, ..., r = 8, for example, for the number
of testing firms, and t = 1,..., s = 11, for example, for the period of testing data, such
as from 2004 to 2014. It is a time-varying, hence, the system is dynamic, therefore,
for that reason, the study models can apply both Eqs. (10) and (11), however,
caused the equations to overparameterize due to nonlinear, the estimate also needs
the nonlinear least squares (NLS) application [20].

5.2.4 Estimation of the dynamic and static factor of the speed of adjustment

The Eqs. (10) and (11) estimation results in the unknown parameters, including
γ1 and γ2 of the Eq. (9) for the dynamic speed of adjustment, while the static speed
of adjustment is constant for all periods t. Therefore, the dynamic speed of adjust-
ment as in the Eq. (9) is estimable to assess the dynamics of the μit. In addition, due
to covering a period of time, the μit has the average speed of adjustment (ASA) as
well. Assume γi estimate as γ̂i, the average dynamic speed of adjustment (ASAi)
appears as in the Eq. (12) [20].

ASAi ¼
Xs
t

g Si tð Þ; γ̂i
� �

s
i ¼ 1, … , r and t ¼ 1, … , sð Þ (12)
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At this point, g(Sit; γ̂i) is the Sit function, a vector of the variable, affecting the
speed of adjustment. In that case, i and t address firm category and period of time.
This method allows the study to comprehend the dynamics of the speed of adjust-
ment and the value disparity between the three-factor (Kit, Lit, Iit) and the two-
factor (Kit, Lit) models, which the meaning of the Iit factor appears to contribute to
the business performance. Meanwhile, the static factor of the speed of adjustment is
constant for all periods t, its average is equivalent to its addition, within the periods
divided by the amount of the periods.

5.2.5 Valuation of performance measures of the PAV experiment

In order to evaluate the change of the firm performance due to IT spending, Lin
and Kao (2014) proposed the performance measures (PM) of the dynamic (μit) and
static (μi) speeds of partial adjustment evaluate the performance change of the
processing unit tested. This measurement manifests in Eq. (13) below [19, 20]:

PMt ¼ μtf Xt; βð Þ ¼ g St; γð Þ f Xt; βð Þ (13)

To estimate the parameter γ and β, both parameters further designated to
become γ̂ and β̂, thus the Eq. (13) converts to:

PVit ¼dPMit ¼ μ̂i tð Þ f Xit; β̂i
� � ¼ g Si tð Þ; γ̂i

� �
f Xit; β̂i
� �

(14)

In this case, PVit is performance values of the processing unit or the firm. If
averaged, the Eq. (14) results in:

APVi ¼
X
t

PVit

s
i ¼ 1, … , r and t ¼ 1, … , sð Þ (15)

Both the Eqs. (14) and (15) result in the currency value, however, that is further
common, it would be superior if presented in the form of an index ratio. Conse-
quently, PVit should be divided by the real output (yit), instead of a “devisor” (yΔit)
as suggested by [19] to become an index of performance ratio (PR). Therefore, the
equation seems as the Eq. (6), and if averaged, the equation becomes the Eq. (7),
which it can measure to what extent value the role of IT spending in the business
organization, compared with no the investment.

PRit ¼ PVit

yit
i ¼ 1, … , r and t ¼ 1, … , sð Þ (16)

The average value (APR) of Eq. (16) appears as using the subsequent formula:

APRi ¼
X
t

PRit

s
i ¼ 1, … , r and t ¼ 1, … , sð Þ (17)

Using thismethod, it is plausible to consider the amount of value between the IT
capital presence and its absencewithin a capital expenditure of the firm. In otherwords,
the IT valuemodel using the PAV guides the study to comprehend the value of IT.

In order to evaluate the change in the firm performance due to IT spending, Lin
and Kao (2014) proposed the performance measures (PM) of the dynamic (μit) and
static (μi) speeds of partial adjustment to evaluate the performance change of the
processing unit tested. This measurement manifests in Eq. (18) below [19, 20]:
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of the model. The first model of IT value or the three-factor model is through
substituting the Eq. (6) by the Eq. (7) and (9). Hence, the first model changes to the
Eq. (10) above, which is the partial adjustment with Cobb–Douglas (CD) produc-
tion function is inside and implying Kt (regular capital), Lt (labor expense), and It
(IT spending) factors.

Meanwhile, through substituting the Eq. (6) by the Eq. (8) and (9) can create the
second model of IT value (Kt and Lt) or the two-factor model as comprehended in
the Eq. (11) above. Once again, both the Eqs. (10) and (11) are non-linear equations,
thus, to estimate them must also use a non-linear least square (NLS) [20].

5.2.2 Determination of the dynamic and static speed of adjustment and the production
function

This study selects the return on equity (ROE) [20] as a component of the
dynamic factor of the speed of adjustment since the ROE has an adjacent relation-
ship to the regular capital (K), which is the firm equity, thus, the ROE can seem
more representative as a dynamic factor (St) in this study than the others. Also, in
order for the fluctuation rhythm of the K to compensate by the ROE fluctuation.
While the ROE is a gain for the year of the parent firm divided by total equity of the
parent firm at year-end December. Thus, the ROE becomes a dynamic factor (St, t is
a period of time) of μt (the speed of adjustment) function to signify the dynamics of
the speed of adjustment as comprehended in the Eq. (5) or (9). As for the static
speed of adjustment, the Eq. (5) or (9) is equal to a constant, which is estimable in
the non-linear least squares (NLS) estimation process. Moreover, the production
function of the Eq. (4) devotes to the Cobb–Douglas (CD) function as explicated in
the Eq. (7) and (8) above due to its simplicity and familiarity in production function
transformations [18, 55].

5.2.3 Chapter and estimation models

For the purpose of assessment to separate the presence (with Iit) and the absence
(without Iit) of the IT capital in the PAV approach, the estimate works on both
Xit = (Kit, Lit, Iit) and Xit = (Kit, Lit). Here i = 1, ..., r = 8, for example, for the number
of testing firms, and t = 1,..., s = 11, for example, for the period of testing data, such
as from 2004 to 2014. It is a time-varying, hence, the system is dynamic, therefore,
for that reason, the study models can apply both Eqs. (10) and (11), however,
caused the equations to overparameterize due to nonlinear, the estimate also needs
the nonlinear least squares (NLS) application [20].

5.2.4 Estimation of the dynamic and static factor of the speed of adjustment

The Eqs. (10) and (11) estimation results in the unknown parameters, including
γ1 and γ2 of the Eq. (9) for the dynamic speed of adjustment, while the static speed
of adjustment is constant for all periods t. Therefore, the dynamic speed of adjust-
ment as in the Eq. (9) is estimable to assess the dynamics of the μit. In addition, due
to covering a period of time, the μit has the average speed of adjustment (ASA) as
well. Assume γi estimate as γ̂i, the average dynamic speed of adjustment (ASAi)
appears as in the Eq. (12) [20].

ASAi ¼
Xs
t

g Si tð Þ; γ̂i
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s
i ¼ 1, … , r and t ¼ 1, … , sð Þ (12)
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At this point, g(Sit; γ̂i) is the Sit function, a vector of the variable, affecting the
speed of adjustment. In that case, i and t address firm category and period of time.
This method allows the study to comprehend the dynamics of the speed of adjust-
ment and the value disparity between the three-factor (Kit, Lit, Iit) and the two-
factor (Kit, Lit) models, which the meaning of the Iit factor appears to contribute to
the business performance. Meanwhile, the static factor of the speed of adjustment is
constant for all periods t, its average is equivalent to its addition, within the periods
divided by the amount of the periods.

5.2.5 Valuation of performance measures of the PAV experiment

In order to evaluate the change of the firm performance due to IT spending, Lin
and Kao (2014) proposed the performance measures (PM) of the dynamic (μit) and
static (μi) speeds of partial adjustment evaluate the performance change of the
processing unit tested. This measurement manifests in Eq. (13) below [19, 20]:

PMt ¼ μtf Xt; βð Þ ¼ g St; γð Þ f Xt; βð Þ (13)

To estimate the parameter γ and β, both parameters further designated to
become γ̂ and β̂, thus the Eq. (13) converts to:

PVit ¼dPMit ¼ μ̂i tð Þ f Xit; β̂i
� � ¼ g Si tð Þ; γ̂i

� �
f Xit; β̂i
� �

(14)

In this case, PVit is performance values of the processing unit or the firm. If
averaged, the Eq. (14) results in:

APVi ¼
X
t

PVit

s
i ¼ 1, … , r and t ¼ 1, … , sð Þ (15)

Both the Eqs. (14) and (15) result in the currency value, however, that is further
common, it would be superior if presented in the form of an index ratio. Conse-
quently, PVit should be divided by the real output (yit), instead of a “devisor” (yΔit)
as suggested by [19] to become an index of performance ratio (PR). Therefore, the
equation seems as the Eq. (6), and if averaged, the equation becomes the Eq. (7),
which it can measure to what extent value the role of IT spending in the business
organization, compared with no the investment.

PRit ¼ PVit

yit
i ¼ 1, … , r and t ¼ 1, … , sð Þ (16)

The average value (APR) of Eq. (16) appears as using the subsequent formula:

APRi ¼
X
t

PRit

s
i ¼ 1, … , r and t ¼ 1, … , sð Þ (17)

Using thismethod, it is plausible to consider the amount of value between the IT
capital presence and its absencewithin a capital expenditure of the firm. In otherwords,
the IT valuemodel using the PAV guides the study to comprehend the value of IT.

In order to evaluate the change in the firm performance due to IT spending, Lin
and Kao (2014) proposed the performance measures (PM) of the dynamic (μit) and
static (μi) speeds of partial adjustment to evaluate the performance change of the
processing unit tested. This measurement manifests in Eq. (18) below [19, 20]:
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PMt ¼ μtf Xt; βð Þ ¼ g St; γð Þ f Xt; βð Þ (18)

To estimate the parameter γ and β, both parameters further designated to be γ̂
and β̂, thus the Eq. (18) converts to:

PVit ¼dPMit ¼ μ̂i tð Þ f Xit; β̂i
� � ¼ g Si tð Þ; γ̂i

� �
f Xit; β̂i
� �

(19)

In this case, PVit is the performance values of the processing unit or the firm. If
averaged, the Eq. (19) results in:

APVi ¼
X
t

PVit

s
i ¼ 1, … , r and t ¼ 1, … , sð Þ (20)

Both the Eqs. (19) and (20) result in the currency value, however, that is further
common, it would be superior if presented in the form of an index ratio. Conse-
quently, PVit should be divided by the real output (yit), instead of a “devisor” (yΔit)
as suggested by [19] to be an index of performance ratio (PR). Therefore, the
equation seems as the Eq. (21), and if averaged, the equation becomes the Eq. (22),
which it can measure to what extent value the role of IT spending in the business
organization, compared with no the investment.

PRit ¼ PVit

yit
i ¼ 1, … , r and t ¼ 1, … , sð Þ (21)

The average value (APR) of Eq. (21) is calculated using the subsequent formula:

APRi ¼
X
t

PRit

s
i ¼ 1, … , r and t ¼ 1, … , sð Þ (22)

Using this method, it is plausible to consider the amount of value between the IT
capital presence and the absence of it within a capital expenditure of the firm. In
other words, the IT value model using the PAV guides the study to comprehend the
value of IT.

5.3 The PAV approach validation

In essence, the applied method in this chapter is identical to the abovementioned
method, namely starting from the structure of the conceptual model of IT value
consisting of two types of models: three and two-factor models up until valuation of
performance measures. However, the difference is simply on the goal, namely the
earlier method aims to examine the PAV theory using the real facts to make sure
that the IT inclusion in the business organization is material and valuable, while,
this subchapter is to validate the resulted experiment data in several IT-based firms
to certify that the PAV theory encounters the criteria of system measurements from
a statistical point of views [8] to identify the level of the IT value of each firm. The
validation is through model data examinations.

Here, the exploited data have been covering the period, for example, from 2004
to 2014, collected from the audited financial statements and the published annual
reports. To compare between the presence (with It) and absence (without It) of the
IT capital in the PAV approach [20], the estimation involves both Xt = (Kt, Lt, It),
and Xt = (Kt, Lt) where t = 1..., 11 at the time of confirmed data from 2004 to 2014
for both static and dynamic speed of adjustment.
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5.4 Development of IT value engineering model

In reality, the adopted chapter method respects with the exposure of systems
engineering processes offered by [50, 56], which is afterwards packaged in the
method sequences as depicted below [10].

5.4.1 Definition of the problem

As mentioned, the primary problem of this chapter is how to carry out the need of
worthy performance of the IT-based business organization to sustain competitive
advantages by optimal costs, especially IT costs. Since this problem involves a variety
of factors such as functional subsystems of RBV point of views, financial systems,
competitive forces, business performance, risk management, resource management,
and so forth. Accordingly, to solve this problem needs a systems engineering
approach integrating various components into a unity solving the needed values.

5.4.2 Invention, evaluation, and selection of alternative solutions

In order to solve the problem, various alternative solutions could be a means to
undo. Examples of the alternatives are with increasing the firm performance while
the IT capital is constant, improving the IT competency and capability of the
organization, and cost optimization by encouraging innovation, restructuring, IT
cost-saving/ efficiency, and effective IT procurement. Indeed, each alternative has
advantages and disadvantages, therefore, the preferred solution is all alternatives
combinations to compile in a systems engineering process.

In the meantime, the preferred solution selected based on the five criteria that
Kosky et al. (2013) initiated, namely “minimize information content, maintain the
independence of functional requirements, ease of manufacture, robustness, and
design for adjustability” [10].

5.4.3 Detail of design

According to [56], the systems engineering life cycle phases and the systems
engineering method merges, which denotes that for each engineering phase of a
horizontal nature, is vertically explored using these engineering models. This step is
for concept development and engineering development phases, including each
block of the phases. Meanwhile, the post-development phase is beyond this study.
Consequently, the analytical results separated into two tables.

5.4.4 Development and validation of the model

Furthermore, the information technology value engineering model exists to
develop three types of models: parallel, serial, and hybrid ITVE. Likewise, their valida-
tion takes place to certify that themodel is reasonable philosophically and technically.

5.4.4.1 Parallel approach model

The parallel model is in Figure 3 [25, 26]. This figure explicates that the principal
subsystems of the model consist of firm performance (FP), firm core competence
(FCC), firm capability (FC), and IT resource (ITR), which each subsystem links
one to another in a parallel fashion. In a mathematical relationship, the parallel
connection manifests an add operation (see Figure 3). It implies that the input (yt*)
is proportionally divided into four sub-inputs, i.e. y*1t, y*2t, y*3t, and y*4t or
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PMt ¼ μtf Xt; βð Þ ¼ g St; γð Þ f Xt; βð Þ (18)

To estimate the parameter γ and β, both parameters further designated to be γ̂
and β̂, thus the Eq. (18) converts to:

PVit ¼dPMit ¼ μ̂i tð Þ f Xit; β̂i
� � ¼ g Si tð Þ; γ̂i

� �
f Xit; β̂i
� �

(19)

In this case, PVit is the performance values of the processing unit or the firm. If
averaged, the Eq. (19) results in:

APVi ¼
X
t

PVit

s
i ¼ 1, … , r and t ¼ 1, … , sð Þ (20)

Both the Eqs. (19) and (20) result in the currency value, however, that is further
common, it would be superior if presented in the form of an index ratio. Conse-
quently, PVit should be divided by the real output (yit), instead of a “devisor” (yΔit)
as suggested by [19] to be an index of performance ratio (PR). Therefore, the
equation seems as the Eq. (21), and if averaged, the equation becomes the Eq. (22),
which it can measure to what extent value the role of IT spending in the business
organization, compared with no the investment.

PRit ¼ PVit

yit
i ¼ 1, … , r and t ¼ 1, … , sð Þ (21)

The average value (APR) of Eq. (21) is calculated using the subsequent formula:

APRi ¼
X
t

PRit

s
i ¼ 1, … , r and t ¼ 1, … , sð Þ (22)

Using this method, it is plausible to consider the amount of value between the IT
capital presence and the absence of it within a capital expenditure of the firm. In
other words, the IT value model using the PAV guides the study to comprehend the
value of IT.

5.3 The PAV approach validation

In essence, the applied method in this chapter is identical to the abovementioned
method, namely starting from the structure of the conceptual model of IT value
consisting of two types of models: three and two-factor models up until valuation of
performance measures. However, the difference is simply on the goal, namely the
earlier method aims to examine the PAV theory using the real facts to make sure
that the IT inclusion in the business organization is material and valuable, while,
this subchapter is to validate the resulted experiment data in several IT-based firms
to certify that the PAV theory encounters the criteria of system measurements from
a statistical point of views [8] to identify the level of the IT value of each firm. The
validation is through model data examinations.

Here, the exploited data have been covering the period, for example, from 2004
to 2014, collected from the audited financial statements and the published annual
reports. To compare between the presence (with It) and absence (without It) of the
IT capital in the PAV approach [20], the estimation involves both Xt = (Kt, Lt, It),
and Xt = (Kt, Lt) where t = 1..., 11 at the time of confirmed data from 2004 to 2014
for both static and dynamic speed of adjustment.
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5.4 Development of IT value engineering model

In reality, the adopted chapter method respects with the exposure of systems
engineering processes offered by [50, 56], which is afterwards packaged in the
method sequences as depicted below [10].

5.4.1 Definition of the problem

As mentioned, the primary problem of this chapter is how to carry out the need of
worthy performance of the IT-based business organization to sustain competitive
advantages by optimal costs, especially IT costs. Since this problem involves a variety
of factors such as functional subsystems of RBV point of views, financial systems,
competitive forces, business performance, risk management, resource management,
and so forth. Accordingly, to solve this problem needs a systems engineering
approach integrating various components into a unity solving the needed values.

5.4.2 Invention, evaluation, and selection of alternative solutions

In order to solve the problem, various alternative solutions could be a means to
undo. Examples of the alternatives are with increasing the firm performance while
the IT capital is constant, improving the IT competency and capability of the
organization, and cost optimization by encouraging innovation, restructuring, IT
cost-saving/ efficiency, and effective IT procurement. Indeed, each alternative has
advantages and disadvantages, therefore, the preferred solution is all alternatives
combinations to compile in a systems engineering process.

In the meantime, the preferred solution selected based on the five criteria that
Kosky et al. (2013) initiated, namely “minimize information content, maintain the
independence of functional requirements, ease of manufacture, robustness, and
design for adjustability” [10].

5.4.3 Detail of design

According to [56], the systems engineering life cycle phases and the systems
engineering method merges, which denotes that for each engineering phase of a
horizontal nature, is vertically explored using these engineering models. This step is
for concept development and engineering development phases, including each
block of the phases. Meanwhile, the post-development phase is beyond this study.
Consequently, the analytical results separated into two tables.

5.4.4 Development and validation of the model

Furthermore, the information technology value engineering model exists to
develop three types of models: parallel, serial, and hybrid ITVE. Likewise, their valida-
tion takes place to certify that themodel is reasonable philosophically and technically.

5.4.4.1 Parallel approach model

The parallel model is in Figure 3 [25, 26]. This figure explicates that the principal
subsystems of the model consist of firm performance (FP), firm core competence
(FCC), firm capability (FC), and IT resource (ITR), which each subsystem links
one to another in a parallel fashion. In a mathematical relationship, the parallel
connection manifests an add operation (see Figure 3). It implies that the input (yt*)
is proportionally divided into four sub-inputs, i.e. y*1t, y*2t, y*3t, and y*4t or
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yt* = y*1t + y*2t + y*3t + y*4t. Each subsystem has each speed of adjustment
(μit, i = 1,2,3,4 and t = period), i.e. FP has μ1t, FCC has μ2t, FC has μ3t, and ITR has
μ4t, whether static (constant) or dynamic [20]. Likewise, the output consists of four
sub outputs, i.e. y1t, y2t, y3t, and y4t, which can appear as yt = y1t + y2t + y3t + y4t.

Using the partial adjustment valuation approach [see the Eq. (3)], each
subsystem could be mathematically revealed as follows [25, 26], see Figure 3:

Firm Performance (FP):

y1t � y1t�1
¼ μ1 y ∗1t � y1t�1

� �
(23)

y1t ¼ μ1 y
∗
1t þ 1� μ1t

� �
y1t�1

(24)

Firm Core Competence (FCC):

y2t � y2t�1
¼ μ2 y ∗2t � y2t�1

� �
(25)

y2t ¼ μ2 y
∗
2t þ 1� μ2ð Þy2t�1

(26)

Firm Capability (FC):

y3t � y3t�1
¼ μ3 y ∗3t � y3t�1

� �
(27)

y3t ¼ μ3 y
∗
3t þ 1� μ3ð Þy3t�1

(28)

Information Technology Resource (ITR):

y4t � y4t�1
¼ μ4 y ∗4t � y4t�1

� �
(29)

y4t ¼ μ4 y
∗
4t þ 1� μ4ð Þy4t�1

(30)

If Eq. (24), Eq. (26), Eq. (28), and Eq. (30) are together added would result in
Eq. (31) [25, 26]:

yt ¼ μ1 y
∗
1t þ 1� μ1ð Þy1t�1

þ μ2 y
∗
2t þ 1� μ2ð Þy2t�1

þ
μ3 y

∗
3t þ 1� μ3ð Þy3t�1

þ μ4 y
∗
4t þ 1� μ4ð Þy4t�1

(31)

Figure 3.
IT value engineering model in a parallel relationship [25].
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Where yt = the real output of period t, y1t = the real output of FP at period t,
y*1t = the desired output (input) of FP, y1t-1 = the real output of the previous period
(t-1), and μ1 = the constant speed of adjustment of FP. Similarly, y2t = the real
output of FCC at period t, y*2t = the desired output (input) of FCC at period t,
y2t-1 = the real output of the previous period (t-1), and μ2 = the constant speed of
adjustment of FCC. Afterwards, y3t = the real output of FC at period t, y*3t = the
desired output (input) of FC at period t, y3t-1 = the real output of the previous
period (t-1), and μ3 = the constant speed of adjustment of FC. Finally, y4t = the real
output of ITR at period t, y*4t = the desired output (input) of ITR period t, y4t-1 = the
real output of the previous period (t-1), and μ4 = the constant speed of adjustment
of ITR.

5.4.4.2 Serial approach model

Instead of the parallel fashion, the serial ITVEM appears, in which to do so,
suppose the Eq. (24), the Eq. (26), the Eq. (28), and the Eq. (30) exhibit in a serial
relationship (see Figure 4), with an assumption that each output of a subsystem
fully becomes an input of the subsequent ones, the end result is as Eq. (32) [25, 26].

yt ¼ μ1y
∗
t þ 1� μ1ð Þy1t�1

h i
þ μ2μ1y

∗
t þ μ2 1� μ1ð Þy1t�1

þ 1� μ2ð Þy2t�1

h i

þ μ3 μ2 μ1y
∗
t þ μ3μ2 1� μ1ð Þy1t�1

þ μ3 1� μ2ð Þy2t�1
þ 1� μ3ð Þy3t�1

h i

þ μ4 μ3 μ2 μ1y
∗
t þ μ4μ3μ2 1� μ1ð Þy1t�1

þ μ4μ3 1� μ2ð Þy2t�1
þ μ4 1� μ3ð Þy3t�1

þ 1� μ4ð Þyt�1

h i

(32)

As for the explanation of the symbols is equal to the parallel ITVE.

5.4.4.3 Hybrid approach model

The hybrid configuration [27] is an option for structuring each subsystem in the
chapter. Figure 5 explicates that the principal subsystems of the model consist of
ITR, FC, FCC, and FP. It appears that the resources are the ITR consisting of the
regular capital (Kt), the regular labor expense (Lt), and the technology spending, in
this chapter related to IT spending (It). Furthermore, the resources become inputs
of the FC subsystem as Kcap, Lcap, and Icap to be processed in resulting the FC
output, viz. wmt (m = 1,2,3) or w1t, w2t, and w3t, see Figure 5. Likewise, the
resources also become inputs of the FCC subsystem as Kcom, Lcom, and Icom to be
processed in resulting the FC output, viz. vjt (j = 1,2,3) or v1t, v2t, and v3t, see

Figure 4.
IT value engineering model in a serial relationship [25].
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yt* = y*1t + y*2t + y*3t + y*4t. Each subsystem has each speed of adjustment
(μit, i = 1,2,3,4 and t = period), i.e. FP has μ1t, FCC has μ2t, FC has μ3t, and ITR has
μ4t, whether static (constant) or dynamic [20]. Likewise, the output consists of four
sub outputs, i.e. y1t, y2t, y3t, and y4t, which can appear as yt = y1t + y2t + y3t + y4t.

Using the partial adjustment valuation approach [see the Eq. (3)], each
subsystem could be mathematically revealed as follows [25, 26], see Figure 3:

Firm Performance (FP):

y1t � y1t�1
¼ μ1 y ∗1t � y1t�1

� �
(23)

y1t ¼ μ1 y
∗
1t þ 1� μ1t

� �
y1t�1

(24)

Firm Core Competence (FCC):

y2t � y2t�1
¼ μ2 y ∗2t � y2t�1

� �
(25)

y2t ¼ μ2 y
∗
2t þ 1� μ2ð Þy2t�1

(26)

Firm Capability (FC):

y3t � y3t�1
¼ μ3 y ∗3t � y3t�1

� �
(27)

y3t ¼ μ3 y
∗
3t þ 1� μ3ð Þy3t�1

(28)

Information Technology Resource (ITR):

y4t � y4t�1
¼ μ4 y ∗4t � y4t�1

� �
(29)

y4t ¼ μ4 y
∗
4t þ 1� μ4ð Þy4t�1

(30)

If Eq. (24), Eq. (26), Eq. (28), and Eq. (30) are together added would result in
Eq. (31) [25, 26]:

yt ¼ μ1 y
∗
1t þ 1� μ1ð Þy1t�1

þ μ2 y
∗
2t þ 1� μ2ð Þy2t�1

þ
μ3 y

∗
3t þ 1� μ3ð Þy3t�1

þ μ4 y
∗
4t þ 1� μ4ð Þy4t�1

(31)

Figure 3.
IT value engineering model in a parallel relationship [25].
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Where yt = the real output of period t, y1t = the real output of FP at period t,
y*1t = the desired output (input) of FP, y1t-1 = the real output of the previous period
(t-1), and μ1 = the constant speed of adjustment of FP. Similarly, y2t = the real
output of FCC at period t, y*2t = the desired output (input) of FCC at period t,
y2t-1 = the real output of the previous period (t-1), and μ2 = the constant speed of
adjustment of FCC. Afterwards, y3t = the real output of FC at period t, y*3t = the
desired output (input) of FC at period t, y3t-1 = the real output of the previous
period (t-1), and μ3 = the constant speed of adjustment of FC. Finally, y4t = the real
output of ITR at period t, y*4t = the desired output (input) of ITR period t, y4t-1 = the
real output of the previous period (t-1), and μ4 = the constant speed of adjustment
of ITR.

5.4.4.2 Serial approach model

Instead of the parallel fashion, the serial ITVEM appears, in which to do so,
suppose the Eq. (24), the Eq. (26), the Eq. (28), and the Eq. (30) exhibit in a serial
relationship (see Figure 4), with an assumption that each output of a subsystem
fully becomes an input of the subsequent ones, the end result is as Eq. (32) [25, 26].

yt ¼ μ1y
∗
t þ 1� μ1ð Þy1t�1

h i
þ μ2μ1y

∗
t þ μ2 1� μ1ð Þy1t�1

þ 1� μ2ð Þy2t�1

h i

þ μ3 μ2 μ1y
∗
t þ μ3μ2 1� μ1ð Þy1t�1

þ μ3 1� μ2ð Þy2t�1
þ 1� μ3ð Þy3t�1

h i

þ μ4 μ3 μ2 μ1y
∗
t þ μ4μ3μ2 1� μ1ð Þy1t�1

þ μ4μ3 1� μ2ð Þy2t�1
þ μ4 1� μ3ð Þy3t�1

þ 1� μ4ð Þyt�1

h i

(32)

As for the explanation of the symbols is equal to the parallel ITVE.

5.4.4.3 Hybrid approach model

The hybrid configuration [27] is an option for structuring each subsystem in the
chapter. Figure 5 explicates that the principal subsystems of the model consist of
ITR, FC, FCC, and FP. It appears that the resources are the ITR consisting of the
regular capital (Kt), the regular labor expense (Lt), and the technology spending, in
this chapter related to IT spending (It). Furthermore, the resources become inputs
of the FC subsystem as Kcap, Lcap, and Icap to be processed in resulting the FC
output, viz. wmt (m = 1,2,3) or w1t, w2t, and w3t, see Figure 5. Likewise, the
resources also become inputs of the FCC subsystem as Kcom, Lcom, and Icom to be
processed in resulting the FC output, viz. vjt (j = 1,2,3) or v1t, v2t, and v3t, see

Figure 4.
IT value engineering model in a serial relationship [25].
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Figure 5. Moreover, the output of both FC and FCC turn into the input of the FP. In
other words, (w1t, w2t, w3t) and (v1t,v2t, v3t) appear as inputs of the FP.

Therefore, the PAV model of the hybrid configuration (see Figure 5) is as
follows [27]:

Firm Capabilities “cap” (FC):

wmt �wmt�1 ¼ μm αmKβ1mcapm Lβ2mcapm Iβ3mcapm �wmt�1

� �

m ¼ 1, 2, 3; t ¼ 1, … , 11ð Þ (33)

or

wmt ¼ μm αmKβ1mcapm Lβ2mcapm Iβ3mcapm þ 1� μmð Þwmt�1 (34)

Where wmt = the real output of FC at period t, μm = the constant speed of
adjustment of FC, αm = a constant of Cobb–Douglas function; β1, β2, and β3 are input
elasticity of production factors regarding the regular capital (K), the labor expense
(L), and the IT capital (I), and wmt-1 = the real output of the previous period (t-1).
Hence, if the FC consists of three variables (m = 1, 2, and 3), viz. IT infrastructures,
IT managerial skills, and Collaboration [54], thus each variable has output as fol-
lows [27].

IT infrastructures (w1t):

w1t ¼ μ1 α1K
β11 cap 1Lβ21 cap 1 Iβ31 cap 1 þ 1� μ1ð Þw1t�1 (35)

IT managerial skills (w2t):

w2t ¼ μ2 α2K
β12 cap 2Lβ22 cap 2 Iβ32 cap 2 þ 1� μ2ð Þw2t�1 (36)

Collaboration (w3t):

w3t ¼ μ3 α3K
β13 cap 3Lβ23 cap 3 Iβ33 cap 3 þ 1� μ3ð Þw3t�1 (37)

Firm Core Competence “com” (FCC):

vjt � vjt�1
¼ δ j λ j Kσ1j

com j Lσ2j
com j Iσ3j com j � vjt�1

� �

j ¼ 1, 2, 3; t ¼ 1, … , 11ð Þ (38)

or

vjt ¼ δ jλ jKσ1j
com j Lσ2j

com j Iσ3j com j þ 1� δ j
� �

vjt�1
(39)

Figure 5.
IT value in the hybrid configuration [27].
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Where vjt = the real output of FCC at period t, λj = the constant speed of adjust-
ment of FCC, λj = a constant of Cobb–Douglas function; σ1,σ2, and σ3 are input
elasticity of production factors regarding the regular capital (K), the labor expense
(L), and the IT capital (I), and vjt-1 = the real output of the previous period (t-1).
Hence, if the FCC consists of three variables (j = 1, 2, and 3), viz. IT knowledge, IT
operations, and IT objects [35], thus each variable has output as follows [27].

IT knowledge (v1t):

v1t ¼ δ1 λ1Kσ11
com 1Lσ21

com 1 Iσ31 com 1 þ 1� δ1ð Þv1t�1 (40)

IT managerial skills (v2t):

v2t ¼ δ2 λ2Kσ12
com 2Lσ22

com 2 Iσ32 com 2 þ 1� δ2ð Þv2t�1 (41)

Collaboration (v3t):

v3t ¼ δ3 λ3Kσ13
com 3Lσ23

com 3 Iσ33 com 3 þ 1� δ3ð Þv3t�1 (42)

Firm Performance “per” (FP):

znt � znt�1 ¼ ηn γn w1t ,w2t ,w3tð Þφ1n
per n v1t , v2t , v3tð Þφ2n

per n

h
�znt�1 �

n ¼ 1, 2, 3; t ¼ 1, … , 11ð Þ
(43)

or

znt ¼ ηn γn w1t ,w2t ,w3tð Þφ1n
per n v1t , v2t , v3tð Þφ2n

per n þ 1� ηnð Þznt�1 (44)

Where znt = the real output of FP at period t, ηn = the constant speed of
adjustment of FC, γn = a constant of Cobb–Douglas function; ϕ1 and ϕ2 are input
elasticity of production factors regarding the FC output (w1t,w2t,w3t) and the FCC
output (v1t,v2t,v3t), and znt-1 = the real output of the previous period (t-1). Hence, if
the FP consists of three variables (n = 1, 2, and 3), viz. ROE, ROA, and Revenue
[16], thus each variable has output as follows [27].

ROE (z1t):

z1t ¼ η1 γ1 w1t ,w2t ,w3tð Þφ11
per 1 v1t , v2t , v3tð Þφ21

per 1 þ 1� η1ð Þz1t�1 (45)

ROA (z2t):

z2t ¼ η2 γ2 w1t ,w2t ,w3tð Þφ21
per 2 v1t , v2t , v3tð Þφ22

per 2 þ 1� η2ð Þz2t�1 (46)

Revenue (z3t):

z3t ¼ η3 γ3 w1t ,w2t ,w3tð Þφ31
per 3 v1t , v2t , v3tð Þφ23

per 3 þ 1� η3ð Þz3t�1 (47)

6. System optimization

The ITVE optimization involves the cost minimization in accordance with the
major problem of this research to raise the firm performance at optimal cost [26].
To do so, it needs several assumptions [57] along with the optimization process. For
example, the Cobb–Douglas production function [20] replaces each the desired
output (the starred y*it, i = 1, 2, 3, 4 and t = 1, ..., 11, for example) of subsystems. The
Cobb-Douglass function is as follows:
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Figure 5. Moreover, the output of both FC and FCC turn into the input of the FP. In
other words, (w1t, w2t, w3t) and (v1t,v2t, v3t) appear as inputs of the FP.

Therefore, the PAV model of the hybrid configuration (see Figure 5) is as
follows [27]:

Firm Capabilities “cap” (FC):

wmt �wmt�1 ¼ μm αmKβ1mcapm Lβ2mcapm Iβ3mcapm �wmt�1

� �

m ¼ 1, 2, 3; t ¼ 1, … , 11ð Þ (33)

or

wmt ¼ μm αmKβ1mcapm Lβ2mcapm Iβ3mcapm þ 1� μmð Þwmt�1 (34)

Where wmt = the real output of FC at period t, μm = the constant speed of
adjustment of FC, αm = a constant of Cobb–Douglas function; β1, β2, and β3 are input
elasticity of production factors regarding the regular capital (K), the labor expense
(L), and the IT capital (I), and wmt-1 = the real output of the previous period (t-1).
Hence, if the FC consists of three variables (m = 1, 2, and 3), viz. IT infrastructures,
IT managerial skills, and Collaboration [54], thus each variable has output as fol-
lows [27].

IT infrastructures (w1t):

w1t ¼ μ1 α1K
β11 cap 1Lβ21 cap 1 Iβ31 cap 1 þ 1� μ1ð Þw1t�1 (35)

IT managerial skills (w2t):

w2t ¼ μ2 α2K
β12 cap 2Lβ22 cap 2 Iβ32 cap 2 þ 1� μ2ð Þw2t�1 (36)

Collaboration (w3t):

w3t ¼ μ3 α3K
β13 cap 3Lβ23 cap 3 Iβ33 cap 3 þ 1� μ3ð Þw3t�1 (37)

Firm Core Competence “com” (FCC):

vjt � vjt�1
¼ δ j λ j Kσ1j

com j Lσ2j
com j Iσ3j com j � vjt�1

� �

j ¼ 1, 2, 3; t ¼ 1, … , 11ð Þ (38)

or

vjt ¼ δ jλ jKσ1j
com j Lσ2j

com j Iσ3j com j þ 1� δ j
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vjt�1
(39)

Figure 5.
IT value in the hybrid configuration [27].
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Where vjt = the real output of FCC at period t, λj = the constant speed of adjust-
ment of FCC, λj = a constant of Cobb–Douglas function; σ1,σ2, and σ3 are input
elasticity of production factors regarding the regular capital (K), the labor expense
(L), and the IT capital (I), and vjt-1 = the real output of the previous period (t-1).
Hence, if the FCC consists of three variables (j = 1, 2, and 3), viz. IT knowledge, IT
operations, and IT objects [35], thus each variable has output as follows [27].

IT knowledge (v1t):

v1t ¼ δ1 λ1Kσ11
com 1Lσ21

com 1 Iσ31 com 1 þ 1� δ1ð Þv1t�1 (40)

IT managerial skills (v2t):

v2t ¼ δ2 λ2Kσ12
com 2Lσ22

com 2 Iσ32 com 2 þ 1� δ2ð Þv2t�1 (41)

Collaboration (v3t):

v3t ¼ δ3 λ3Kσ13
com 3Lσ23

com 3 Iσ33 com 3 þ 1� δ3ð Þv3t�1 (42)

Firm Performance “per” (FP):

znt � znt�1 ¼ ηn γn w1t ,w2t ,w3tð Þφ1n
per n v1t , v2t , v3tð Þφ2n

per n

h
�znt�1 �

n ¼ 1, 2, 3; t ¼ 1, … , 11ð Þ
(43)

or

znt ¼ ηn γn w1t ,w2t ,w3tð Þφ1n
per n v1t , v2t , v3tð Þφ2n

per n þ 1� ηnð Þznt�1 (44)

Where znt = the real output of FP at period t, ηn = the constant speed of
adjustment of FC, γn = a constant of Cobb–Douglas function; ϕ1 and ϕ2 are input
elasticity of production factors regarding the FC output (w1t,w2t,w3t) and the FCC
output (v1t,v2t,v3t), and znt-1 = the real output of the previous period (t-1). Hence, if
the FP consists of three variables (n = 1, 2, and 3), viz. ROE, ROA, and Revenue
[16], thus each variable has output as follows [27].

ROE (z1t):

z1t ¼ η1 γ1 w1t ,w2t ,w3tð Þφ11
per 1 v1t , v2t , v3tð Þφ21

per 1 þ 1� η1ð Þz1t�1 (45)

ROA (z2t):

z2t ¼ η2 γ2 w1t ,w2t ,w3tð Þφ21
per 2 v1t , v2t , v3tð Þφ22

per 2 þ 1� η2ð Þz2t�1 (46)

Revenue (z3t):

z3t ¼ η3 γ3 w1t ,w2t ,w3tð Þφ31
per 3 v1t , v2t , v3tð Þφ23

per 3 þ 1� η3ð Þz3t�1 (47)

6. System optimization

The ITVE optimization involves the cost minimization in accordance with the
major problem of this research to raise the firm performance at optimal cost [26].
To do so, it needs several assumptions [57] along with the optimization process. For
example, the Cobb–Douglas production function [20] replaces each the desired
output (the starred y*it, i = 1, 2, 3, 4 and t = 1, ..., 11, for example) of subsystems. The
Cobb-Douglass function is as follows:
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y ∗it ¼ αKβ1
it L

β2
it I

β3
it i ¼ 1, … , 4 and t ¼ 1, 2, … , 11ð Þ (48)

Whereas y*it = the desired output with i = subsystem and t = period, Kit = the
regular capital, Lit = the labor expense, Iit = the IT capital, α = total factor produc-
tivity, and β1, β2, β3 = the output elasticity of the regular capital, the labor expense,
and the IT capital. Therefore, the partial adjustment for each subsystem is as follows
(to simplify, i is disappearing):

yt ¼ μt y
∗
t þ 1� μtð Þyt�1 ¼ μt αKt

β1 Lt
β2 Itβ3 þ 1� μtð Þyt�1 (49)

Whereas μt is the static speed of adjustment and yt-1 is the revenue in the earlier
period. Additionally, for cost minimization, the partial derivatives of the Eq. (48)
should fulfill these conditions [58, 59]:

∂yt
∂Kt

¼ 0,
∂yt
∂Lt

¼ 0,
∂yt
∂It

¼ 0 (50)

If the Eq. (49) is mathematically derived to K, L, and I, it respectively results in
the following equations (whereas p1, p2, and p3 are added to the equations as unit
prices of the regular capital (K), the labor expense (L), and the IT capital (I):

∂yt
∂K

¼ μtαβ1 p1K
β1�1 p2L

β2 p3I
β3 (51)

∂yt
∂L

¼ μtαβ2 p1K
β1 p2L

β2�1 p3I
β3 (52)

∂yt
∂I

¼ μtαβ3 p1K
β1 p2L

β2 p3I
β3�1 (53)

Using the Eq. (50) prerequisites, the Eq. (51) = the Eq. (52) = the Eq. (53),
further equations arise as follows:

K ¼ p3
p1

β1
β3

I; L ¼ p1
p2

β2
β1

K; and I ¼ p2
p3

β3
β2

L (54)

If the Eq. (49) is substituted by the Eq. (54) such that the new equation appears
in the regular capital (K) variable, the equation is as Eq. (55) and afterwards
simplified to become Eq. (56).

yt ¼ μtαK
β1

p1
p2

β2
β1

K
� �β2 p1

p3

β3
β1

K
� �β3

þ 1� μtð Þyt�1 (55)

yt ¼ μtαβ
�β2�β3
1 ββ22 ββ33 pβ2þβ3

1 p�β2
2 p�β3

3 Kβ1þβ2þβ3 þ 1� μtð Þyt�1 (56)

Furthermore, the Eq. (56) becomes K variable as in Eq. (57) and afterwards
simplified as in Eq. (58) as follows:

Kβ1þβ2þβ3 ¼ μ�1
t α�1 ββ2þβ3

1 β�β2
2 β�β3

3 p�β2�β3
1 pβ22 pβ33 yt � 1� μtð Þyt�1

� �
(57)

K ¼ μ
�1

β1þβ2þβ3ð Þ
t α

�1
β1þβ2þβ3ð Þ β

β2þβ3
β1þβ2þβ3ð Þ
1 β

�β2
β1þβ2þβ3ð Þ
2 β

�β3
β1þβ2þβ3ð Þ
3 p

�β2�β3
β1þβ2þβ3ð Þ
1

p
β2

β1þβ2þβ3ð Þ
2 p

β3
β1þβ2þβ3ð Þ
3 yt � 1� μtð Þyt�1

� � 1
β1þβ2þβ3ð Þ

(58)
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Using the equivalent way, the variable L and I can become as follows:

L ¼ μ
�1

β1þβ2þβ3ð Þ
t α

�1
β1þβ2þβ3ð Þ β

�β1
β1þβ2þβ3ð Þ
1 β

β1þβ3
β1þβ2þβ3ð Þ
2 β

�β3
β1þβ2þβ3ð Þ
3 p

β1
β1þβ2þβ3ð Þ
1

p
�β1�β3

β1þβ2þβ3ð Þ
2 p

β3
β1þβ2þβ3ð Þ
3 yt � 1� μtð Þyt�1

� � 1
β1þβ2þβ3ð Þ

(59)

I ¼ μ
�1

β1þβ2þβ3ð Þ
t α

�1
β1þβ2þβ3ð Þ β

�β1
β1þβ2þβ3ð Þ
1 β

�β2
β1þβ2þβ3ð Þ
2 β

β1þβ2
β1þβ2þβ3ð Þ
3 p

β1
β1þβ2þβ3ð Þ
1

p
β2

β1þβ2þβ3ð Þ
2 p

�β1�β2
β1þβ2þβ3ð Þ
3 yt � 1� μtð Þyt�1

� � 1
β1þβ2þβ3ð Þ

(60)

If K, L, and I are multiplying p1, p2, and p3 as unit prices respectively, then it
appears as follows:

p1K ¼ μ
�1

β1þβ2þβ3ð Þ
t α

�1
β1þβ2þβ3ð Þ β

β2þβ3
β1þβ2þβ3ð Þ
1 β

�β2
β1þβ2þβ3ð Þ
2 β

�β3
β1þβ2þβ3ð Þ
3 p

β1
β1þβ2þβ3ð Þ
1

p
β2

β1þβ2þβ3ð Þ
2 p

β3
β1þβ2þβ3ð Þ
3 yt � 1� μtð Þyt�1

� � 1
β1þβ2þβ3ð Þ

(61)

p2L ¼ μ
�1

β1þβ2þβ3ð Þ
t α

�1
β1þβ2þβ3ð Þ β

�β1
β1þβ2þβ3ð Þ
1 β

β1þβ3
β1þβ2þβ3ð Þ
2 β

�β3
β1þβ2þβ3ð Þ
3 p

β1
β1þβ2þβ3ð Þ
1

p
β2

β1þβ2þβ3ð Þ
2 p

β3
β1þβ2þβ3ð Þ
3 yt � 1� μtð Þyt�1

� � 1
β1þβ2þβ3ð Þ

(62)

p3 I ¼ μ
�1

β1þβ2þβ3ð Þ
t α

�1
β1þβ2þβ3ð Þ β

�β1
β1þβ2þβ3ð Þ
1 β

�β2
β1þβ2þβ3ð Þ
2 β

β1þβ2
β1þβ2þβ3ð Þ
3 p

β1
β1þβ2þβ3ð Þ
1

p
β2

β1þβ2þβ3ð Þ
2 p

β3
β1þβ2þβ3ð Þ
3 yt � 1� μtð Þyt�1

� � 1
β1þβ2þβ3ð Þ

(63)

Moreover, the Eqs. (61), (62), and (63) substituted into Eq. (64), the total cost
of yielding y units in the low-cost technique manifest as the Eq. (64) and (65).

C p1, p2, p3, yt
� � ¼ p1K þ p2Lþ p3 I

¼ B p
β1

β1þβ2þβ3ð Þ
1 p

β2
β1þβ2þβ3ð Þ
2 p

β3
β1þβ2þβ3ð Þ
3 yt � 1� μtð Þyt�1

� � 1
β1þβ2þβ3ð Þ

(64)

Where B:

B ¼ μ
�1

β1þβ2þβ3ð Þ
t α

�1
β1þβ2þβ3ð Þ β1

β2

� � β2
β1þβ2þβ3ð Þ β1

β3

� � β3
β1þβ2þβ3ð Þþ

"

β2
β1

� � β1
β1þβ2þβ3ð Þ β2

β3

� � β3
β1þβ2þβ3ð Þ þ β3

β1

� � β1
β1þβ2þβ3ð Þ β3

β2

� � β2
β1þβ2þβ3ð Þ

# (65)

Whereas p1, p2, and p3 is unit prices of the regular capital (Kt), the labor expense
(Lt), and the IT capital (It) respectively, yt is the real output of period t, yt-1 is the
real output of earlier period t-1, and C is the total cost [26].

7. Conclusion

The significant problem surrounding this study is to sustain superior firm per-
formance as desired at optimal costs due to the IT presence, which has inevitably
become a need for running the business world. Numerous studies on the
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y ∗it ¼ αKβ1
it L

β2
it I

β3
it i ¼ 1, … , 4 and t ¼ 1, 2, … , 11ð Þ (48)

Whereas y*it = the desired output with i = subsystem and t = period, Kit = the
regular capital, Lit = the labor expense, Iit = the IT capital, α = total factor produc-
tivity, and β1, β2, β3 = the output elasticity of the regular capital, the labor expense,
and the IT capital. Therefore, the partial adjustment for each subsystem is as follows
(to simplify, i is disappearing):

yt ¼ μt y
∗
t þ 1� μtð Þyt�1 ¼ μt αKt

β1 Lt
β2 Itβ3 þ 1� μtð Þyt�1 (49)

Whereas μt is the static speed of adjustment and yt-1 is the revenue in the earlier
period. Additionally, for cost minimization, the partial derivatives of the Eq. (48)
should fulfill these conditions [58, 59]:

∂yt
∂Kt

¼ 0,
∂yt
∂Lt

¼ 0,
∂yt
∂It

¼ 0 (50)

If the Eq. (49) is mathematically derived to K, L, and I, it respectively results in
the following equations (whereas p1, p2, and p3 are added to the equations as unit
prices of the regular capital (K), the labor expense (L), and the IT capital (I):

∂yt
∂K

¼ μtαβ1 p1K
β1�1 p2L

β2 p3I
β3 (51)

∂yt
∂L

¼ μtαβ2 p1K
β1 p2L

β2�1 p3I
β3 (52)

∂yt
∂I

¼ μtαβ3 p1K
β1 p2L

β2 p3I
β3�1 (53)

Using the Eq. (50) prerequisites, the Eq. (51) = the Eq. (52) = the Eq. (53),
further equations arise as follows:

K ¼ p3
p1

β1
β3

I; L ¼ p1
p2

β2
β1

K; and I ¼ p2
p3

β3
β2

L (54)

If the Eq. (49) is substituted by the Eq. (54) such that the new equation appears
in the regular capital (K) variable, the equation is as Eq. (55) and afterwards
simplified to become Eq. (56).

yt ¼ μtαK
β1

p1
p2

β2
β1

K
� �β2 p1

p3

β3
β1

K
� �β3

þ 1� μtð Þyt�1 (55)

yt ¼ μtαβ
�β2�β3
1 ββ22 ββ33 pβ2þβ3

1 p�β2
2 p�β3

3 Kβ1þβ2þβ3 þ 1� μtð Þyt�1 (56)

Furthermore, the Eq. (56) becomes K variable as in Eq. (57) and afterwards
simplified as in Eq. (58) as follows:

Kβ1þβ2þβ3 ¼ μ�1
t α�1 ββ2þβ3

1 β�β2
2 β�β3

3 p�β2�β3
1 pβ22 pβ33 yt � 1� μtð Þyt�1

� �
(57)

K ¼ μ
�1

β1þβ2þβ3ð Þ
t α

�1
β1þβ2þβ3ð Þ β

β2þβ3
β1þβ2þβ3ð Þ
1 β

�β2
β1þβ2þβ3ð Þ
2 β

�β3
β1þβ2þβ3ð Þ
3 p

�β2�β3
β1þβ2þβ3ð Þ
1

p
β2

β1þβ2þβ3ð Þ
2 p

β3
β1þβ2þβ3ð Þ
3 yt � 1� μtð Þyt�1

� � 1
β1þβ2þβ3ð Þ

(58)
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Using the equivalent way, the variable L and I can become as follows:

L ¼ μ
�1

β1þβ2þβ3ð Þ
t α

�1
β1þβ2þβ3ð Þ β

�β1
β1þβ2þβ3ð Þ
1 β

β1þβ3
β1þβ2þβ3ð Þ
2 β

�β3
β1þβ2þβ3ð Þ
3 p

β1
β1þβ2þβ3ð Þ
1

p
�β1�β3

β1þβ2þβ3ð Þ
2 p

β3
β1þβ2þβ3ð Þ
3 yt � 1� μtð Þyt�1

� � 1
β1þβ2þβ3ð Þ

(59)

I ¼ μ
�1

β1þβ2þβ3ð Þ
t α

�1
β1þβ2þβ3ð Þ β

�β1
β1þβ2þβ3ð Þ
1 β

�β2
β1þβ2þβ3ð Þ
2 β

β1þβ2
β1þβ2þβ3ð Þ
3 p

β1
β1þβ2þβ3ð Þ
1

p
β2

β1þβ2þβ3ð Þ
2 p

�β1�β2
β1þβ2þβ3ð Þ
3 yt � 1� μtð Þyt�1

� � 1
β1þβ2þβ3ð Þ

(60)

If K, L, and I are multiplying p1, p2, and p3 as unit prices respectively, then it
appears as follows:

p1K ¼ μ
�1

β1þβ2þβ3ð Þ
t α

�1
β1þβ2þβ3ð Þ β

β2þβ3
β1þβ2þβ3ð Þ
1 β

�β2
β1þβ2þβ3ð Þ
2 β

�β3
β1þβ2þβ3ð Þ
3 p

β1
β1þβ2þβ3ð Þ
1

p
β2

β1þβ2þβ3ð Þ
2 p

β3
β1þβ2þβ3ð Þ
3 yt � 1� μtð Þyt�1

� � 1
β1þβ2þβ3ð Þ

(61)

p2L ¼ μ
�1

β1þβ2þβ3ð Þ
t α

�1
β1þβ2þβ3ð Þ β

�β1
β1þβ2þβ3ð Þ
1 β

β1þβ3
β1þβ2þβ3ð Þ
2 β

�β3
β1þβ2þβ3ð Þ
3 p

β1
β1þβ2þβ3ð Þ
1

p
β2

β1þβ2þβ3ð Þ
2 p

β3
β1þβ2þβ3ð Þ
3 yt � 1� μtð Þyt�1

� � 1
β1þβ2þβ3ð Þ

(62)

p3 I ¼ μ
�1

β1þβ2þβ3ð Þ
t α

�1
β1þβ2þβ3ð Þ β

�β1
β1þβ2þβ3ð Þ
1 β

�β2
β1þβ2þβ3ð Þ
2 β

β1þβ2
β1þβ2þβ3ð Þ
3 p

β1
β1þβ2þβ3ð Þ
1

p
β2

β1þβ2þβ3ð Þ
2 p

β3
β1þβ2þβ3ð Þ
3 yt � 1� μtð Þyt�1

� � 1
β1þβ2þβ3ð Þ

(63)

Moreover, the Eqs. (61), (62), and (63) substituted into Eq. (64), the total cost
of yielding y units in the low-cost technique manifest as the Eq. (64) and (65).

C p1, p2, p3, yt
� � ¼ p1K þ p2Lþ p3 I

¼ B p
β1

β1þβ2þβ3ð Þ
1 p

β2
β1þβ2þβ3ð Þ
2 p

β3
β1þβ2þβ3ð Þ
3 yt � 1� μtð Þyt�1

� � 1
β1þβ2þβ3ð Þ

(64)

Where B:

B ¼ μ
�1

β1þβ2þβ3ð Þ
t α

�1
β1þβ2þβ3ð Þ β1

β2

� � β2
β1þβ2þβ3ð Þ β1

β3

� � β3
β1þβ2þβ3ð Þþ

"

β2
β1

� � β1
β1þβ2þβ3ð Þ β2

β3

� � β3
β1þβ2þβ3ð Þ þ β3

β1

� � β1
β1þβ2þβ3ð Þ β3

β2

� � β2
β1þβ2þβ3ð Þ

# (65)

Whereas p1, p2, and p3 is unit prices of the regular capital (Kt), the labor expense
(Lt), and the IT capital (It) respectively, yt is the real output of period t, yt-1 is the
real output of earlier period t-1, and C is the total cost [26].

7. Conclusion

The significant problem surrounding this study is to sustain superior firm per-
formance as desired at optimal costs due to the IT presence, which has inevitably
become a need for running the business world. Numerous studies on the
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relationship of the firm performance of the IT resource were more focused on a
statistical method that links between components using survey data. In essence, this
study undertakes an analogous study, but with a different approach, namely, the
systems engineering approach combined with RBV theory, systems engineering, the
theory of partial adjustment, including the CD production function, which, in turn,
lead to creating the ITVE. Furthermore, to create the ITVE, the followed stages are
to build the conceptual model of the IT value based on the RBV theory, model
experiment using PAV, validate PAV, model the ITVE, confirm the ITVE and study
managerial impacts of the model.

The conceptual model of IT value has logically exemplified the relationship
between ITR, FC, FCC, and FP in terms of competitive advantages. The theory of
partial adjustment links logically the model, which formulates it in two types of
models. Explicitly, the first model addresses PAV with the IT capital presence (with
It) inside of its production function, and the second model with the IT capital
absence (without It). The applied production function is the CD function while the
dynamic factor component of the speed of adjustment is the ROE. However, it may
be replaced by other dynamic factors.

The principal problem of this chapter is how to achieve the optimal resources,
for instance, IT resource costs, for required business performance. By benefiting the
earlier studies, namely the systems engineering methodology, the conceptual model
of IT value, the RBV theory, and the PAV theory can solve this problem so that the
solution results in the IT value engineering. Furthermore, using the analysis results,
a synthesis work leads to composing a block diagram, which depicts a model in
terms of the systems engineering of IT value engineering framework, which ulti-
mately results in serial, parallel, and hybrid configurations. Likewise, by benefiting
CD production function involved within PAV, the optimal cost of the required firm
performance occurs. For that reason, it should surely be an experiment as a simula-
tion on work mechanisms of the model. Consequently, the ITVE technically
appears as a framework to study IT value models. However, in practice, this model
contributes to managerial implications, which should reinforce the match between
techniques and practices.
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relationship of the firm performance of the IT resource were more focused on a
statistical method that links between components using survey data. In essence, this
study undertakes an analogous study, but with a different approach, namely, the
systems engineering approach combined with RBV theory, systems engineering, the
theory of partial adjustment, including the CD production function, which, in turn,
lead to creating the ITVE. Furthermore, to create the ITVE, the followed stages are
to build the conceptual model of the IT value based on the RBV theory, model
experiment using PAV, validate PAV, model the ITVE, confirm the ITVE and study
managerial impacts of the model.

The conceptual model of IT value has logically exemplified the relationship
between ITR, FC, FCC, and FP in terms of competitive advantages. The theory of
partial adjustment links logically the model, which formulates it in two types of
models. Explicitly, the first model addresses PAV with the IT capital presence (with
It) inside of its production function, and the second model with the IT capital
absence (without It). The applied production function is the CD function while the
dynamic factor component of the speed of adjustment is the ROE. However, it may
be replaced by other dynamic factors.

The principal problem of this chapter is how to achieve the optimal resources,
for instance, IT resource costs, for required business performance. By benefiting the
earlier studies, namely the systems engineering methodology, the conceptual model
of IT value, the RBV theory, and the PAV theory can solve this problem so that the
solution results in the IT value engineering. Furthermore, using the analysis results,
a synthesis work leads to composing a block diagram, which depicts a model in
terms of the systems engineering of IT value engineering framework, which ulti-
mately results in serial, parallel, and hybrid configurations. Likewise, by benefiting
CD production function involved within PAV, the optimal cost of the required firm
performance occurs. For that reason, it should surely be an experiment as a simula-
tion on work mechanisms of the model. Consequently, the ITVE technically
appears as a framework to study IT value models. However, in practice, this model
contributes to managerial implications, which should reinforce the match between
techniques and practices.
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Chapter 13

Multi-Agent Implementation of
Filtering Multiset Grammars
Igor Sheremet

Abstract

Chapter is dedicated to the application of multi-agent technology to generation of
sets of terminal multisets (TMS) defined by filtering multiset grammars (FMG).
Proposed approach is based on creation of multi-agent system (MAS), corresponding
to specific FMG in such a way, that every rule of FMG is represented by indepen-
dently acting agent. SuchMAS provides high-parallel generation of TMS and may be
effectively used in any proper hardware environment. Directions of further develop-
ment of the proposed approach are discussed.

Keywords: multi-agent systems and technologies, multisets, multiset grammars,
filtering multiset grammars, parallel computations

1. Introduction

Filtering multiset grammars (FMG) were developed as a result of multiset-based
deep integration and convergence of classical mathematical programming and
modern knowledge engineering for compact, flexible and natural representation of
wide spectrum of combinatorial problems and their solution by application of
unified algorithmics [1–6].

One of the advantages of FMG is natural parallelism of generation of multisets
(MS) due to the possibility of independent application of rules to the currently avail-
ableMS. Such feature being supported by appropriate hardware is a very promising
background for the effective implementation of FMG and hence effective solution of
the aforementioned problems. However, the “brutal force” approach, demanding on
the extensive parallelism, is not suitable here because of evident cost restrictions. More
attractive looks such techniques which would be based on the “branches and bounds”
logics providing cut off sets of multisets (SMS) which provably do not contain
terminal multisets (TMS), defined by FMG, without their generation.

To develop such perspective approach we propose to apply multi-agent technol-
ogy (MAT) [7–12] as a basis for implementation of the aforementioned techniques.
The main idea of the suggested method of TMS generation is representation of the
generating engine as a multi-agent system (MAS), which includes:

N agents, each corresponding to one rule from FMG scheme;
one agent corresponding to FMG filter;
one supervising agent, accumulating generated TMS, satisfying filter.

This MAS operates in such a way that every rule is applied (i.e. agent becomes
active) as soon as there occurs multiset, matching this rule. By this approach
maximally possible degree of parallelism is achieved.
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Chapter 13

Multi-Agent Implementation of
Filtering Multiset Grammars
Igor Sheremet

Abstract

Chapter is dedicated to the application of multi-agent technology to generation of
sets of terminal multisets (TMS) defined by filtering multiset grammars (FMG).
Proposed approach is based on creation of multi-agent system (MAS), corresponding
to specific FMG in such a way, that every rule of FMG is represented by indepen-
dently acting agent. SuchMAS provides high-parallel generation of TMS and may be
effectively used in any proper hardware environment. Directions of further develop-
ment of the proposed approach are discussed.

Keywords: multi-agent systems and technologies, multisets, multiset grammars,
filtering multiset grammars, parallel computations

1. Introduction

Filtering multiset grammars (FMG) were developed as a result of multiset-based
deep integration and convergence of classical mathematical programming and
modern knowledge engineering for compact, flexible and natural representation of
wide spectrum of combinatorial problems and their solution by application of
unified algorithmics [1–6].

One of the advantages of FMG is natural parallelism of generation of multisets
(MS) due to the possibility of independent application of rules to the currently avail-
ableMS. Such feature being supported by appropriate hardware is a very promising
background for the effective implementation of FMG and hence effective solution of
the aforementioned problems. However, the “brutal force” approach, demanding on
the extensive parallelism, is not suitable here because of evident cost restrictions. More
attractive looks such techniques which would be based on the “branches and bounds”
logics providing cut off sets of multisets (SMS) which provably do not contain
terminal multisets (TMS), defined by FMG, without their generation.

To develop such perspective approach we propose to apply multi-agent technol-
ogy (MAT) [7–12] as a basis for implementation of the aforementioned techniques.
The main idea of the suggested method of TMS generation is representation of the
generating engine as a multi-agent system (MAS), which includes:

N agents, each corresponding to one rule from FMG scheme;
one agent corresponding to FMG filter;
one supervising agent, accumulating generated TMS, satisfying filter.

This MAS operates in such a way that every rule is applied (i.e. agent becomes
active) as soon as there occurs multiset, matching this rule. By this approach
maximally possible degree of parallelism is achieved.
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Structure of the chapter is as follows. Section 2 contains main definitions and
notions of the multigrammatical framework, necessary for further considerations.
Proposed techniques of the multi-agent implementation of multisets generation is
introduced in Section 3. Directions of future development of these techniques are
discussed in the conclusion.

2. Basic notions and definitions of the multigrammatical framework

Classical theory of sets is based on notion of set as an unordered collection of
mutually distinguishable elements. Basic assumption of theory of multisets is that
aforementioned collection may contain indistinguishable (identical) elements:

v ¼ a1, … , a1|fflfflfflfflffl{zfflfflfflfflffl}
n1 times

, … , ai, … , ai|fflfflfflfflffl{zfflfflfflfflffl}
ni times

, … , am, … , am|fflfflfflfflfflffl{zfflfflfflfflfflffl}
nm times

8<
:

9=
;: (1)

Record (1) is usually represented as

v ¼ n1 � a1, … , nm � amf g, (2)

where v is called multiset, ni � ai – multiobjects (MO), ai – objects, ni– their
multiplicities, for all i ¼ 1, … ,m. According to (2), multiset may be considered as a
set of multiobjects, and, in fact, multiset 1 � a1, … , 1 � amf g and set a1, … , amf g
represent one and the same collection. Set a1, … , amf g, denoted as β vð Þ, is called
basis of multiset v. Both empty multiset and empty set are denoted as Øf g.

Zero multiplicity of some object is equivalent to the absence of this object in
multiset, i.e.

n1 � a1, … , nm � am, 0 � amþ1f g ¼ n1 � a1, … , nm � amf g: (3)

Fact, that object a enters MS v (or MS v includes object a), is denoted as a∈ v.
Symbol “∈ ” is also used to denote, that MO n � a enters MS v (MSv includes MO
n � a):n � a∈ v. Structure of the left operand determines what kind of relation is
referred in every particular case. Similarly, symbol “ ∉ ” is used to denote, that
object a (multiobject n � a) does not enter multiset v. Due to (3), a ∉ v and 0 � a∈ v
are equivalent.

Number vj j ¼ m is called dimensionality of MS v, and number

vj j ¼
Xm
i¼1

ni, (4)

is called power of MS v.
Two basic relations on multisets – inclusion (“⊆ ”) and strict inclusion (“⊂ ”) –

are defined as follows.
MS v is included to MS v0, if

∀n � a∈ vð Þ ∃n0 � a∈ v0ð Þ n≤ n0, (5)

i.e. for every MO n � a entering MS v there exists MOn0 � a, which multiplicity n0

is not less than n. There may be also n0 � a0 ∈ v0 such that a0 ∉ v (as seen, this does not
contradict (5), because0 � a0 ∈ v and 0< n0).

If v⊆ v0 and v 6¼ v0, then MS v is strictly included to MS v0, that is denoted v⊂ v0.
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MS v, which is included to MS v0, is called submultiset of MS v0; MS v, which is
strictly included to MS v0, is called strict submultiset of MS v0.

Let us illustrate introduced notions by the following example, where, as in all
other examples, having place in this chapter, objects will be represented by strings
in brackets.

Example 1. Let

v ¼ 1 � eurð Þ, 5 � usdð Þ, 12 � rurð Þf g,
v0 ¼ 6 � eurð Þ, 5 � usdð Þ, 12 � rurð Þf g:

As seen, according to (5), v⊆ v0 and v⊂ v0.∎
Three basic operations on multisets are multiplication by a constant, addition, and

subtraction, which are denoted by bold symbols ∗, + and � respectively. Semantics
of these operations is defined by use of the well known set-theoretical operations
(join and intersection), as well as arithmetic operations on integer numbers:

n ∗ n1 � a1, … , nm � amf g ¼ n� n1ð Þ � a1, … , n� nmð Þ � amf g, (6)

where “�” denotes multiplication of integer numbers;

vþ v0 ¼ ⋃
a∈ β vð Þ∪ β v0ð Þ

n�aϵv
n0 �a∈ v0

nþ n0ð Þ � af g, (7)

v� v0 ¼ ⋃
a∈ β vð Þ∪ β v0ð Þ

n�aϵv
n0 �a∈ v0

n> n0

n� n0ð Þ � af g: (8)

Along with these operations, we shall use set-theoretical operations on multisets
– join and intersection, – denoted respectively by bold symbols ∪ and ∩, different
from ∪ and ∩:

v∪ v0 ¼ ⋃
a∈ β vð Þ∪ β v0ð Þ

n�aϵv
n0 �a∈ v0

max n, n0f g � af g, (9)

v∩ v0 ¼ ∪
a∈ β vð Þ∪ β v0ð Þ

n�aϵv
n0 �a∈ v0

min n, n0f g � af g, (10)

We have used equivalence between a ∉ v and 0 � a∈ v in (9).
Example 2. Let v and v0 be as in Example 1. Then

3 ∗ v ¼ 3 � eurð Þ, 15 � usdð Þ, 36 � eurð Þf g,
vþ v0 ¼ 7 � eurð Þ, 10 � usdð Þ, 24 � rurð Þf g,

v� v0 ¼ Øf g,
v0 � v ¼ 5 � eurð Þf g,
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v∪ v0 ¼ 6 � eurð Þ, 5 � usdð Þ, 12 � rurð Þf g,
v∩ v0 ¼ 1 � eurð Þ, 5 � usdð Þ, 12 � rurð Þf g:∎

Common feature of all described operations, which are known from theory of
multisets [13, 14], is that their operands are multisets and integer numbers. Unlike
them, following operation called “filtration” applies set of multisets (SMS) as the
first operand and so called “filter”, being set of conditions, as the second operand.
Filtration is denoted as V↓F, where V is filtrated SMS, F is filter, and “↓” – symbol
of operation.

Conditions entering filter F may be boundary and optimizing.
Boundary conditions (BC) are recorded as aθn, where θ∈ > , < , ≥ , ≤ , ¼f g.

Multiset v satisfies BC aθn, if m � a∈ v and mθn is true (as everywhere, a ∉ v is
equivalent to 0 � a∈ v).

Let F ≤ ¼ bc1, … , bckf g be a filter, containing only boundary conditions.
Then

V↓F ≤ ¼ ⋂
k

i¼1
V↓ bcif gð Þ: (11)

Example 3. Let V ¼ v1, v2, v3f g, where

v1 ¼ 4 � eurð Þ, 3 � rurð Þf g,
v2 ¼ 8 � usdð Þ, 10 � rurð Þf g,

v3 ¼ 3 � eurð Þ, 19 � usdð Þ, 17 � rurð Þf g,

and F ≤ ¼ usdð Þ> 3, rurð Þ≤ 12f g. Then

V↓F ≤ ¼ V↓ usdð Þ> 3f gð Þ∩ V↓ rurð Þ≤ 12f gð Þ ¼
¼ v2, v3f g∩ v1, v2f g ¼ v2f g:

∎

Optimizing conditions (OC) are recorded asa ¼ opt, where opt∈ max , minf g.
Multiset v∈V satisfies OC a ¼ max , if n � a∈ v and all multisets v0 ∈V � vf g satisfy
boundary condition a≤ n. Similarly, multiset v∈V satisfies OC a ¼ min , if n � a∈ v
and all multisets v0 ∈V � vf g satisfy boundary condition a≥ n.

Let Fopt ¼ oc1, … , oclf g be filter, containing only optimizing conditions. Then,
similarly to (6),

V↓Fopt ¼ ⋂
l

i¼1
V↓ ocif gð Þ: (12)

Example 4. Let V be the same as in Example 3, and
Fopt ¼ usdð Þ ¼ max , rurð Þ ¼ minf g. Then
V↓Fopt ¼ v↓f usdð Þ ¼ maxð ÞgÞ∩ v↓ rurð Þ ¼ minf gð Þ ¼ v3f g∩ v1f g ¼ Øf g:∎

If filter F contains both boundary and optimizing conditions, i.e.

F ¼ F ≤ ∪Fopt, (13)

then

V↓F ¼ V↓F ≤ð Þ↓Fopt, (14)
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i.e. result of filtering set of multisets V by filter F is obtained by application of
boundary subfilter F ≤ to V, after what resulting SMS is filtered by optimizing
subfilter Fopt.

Application of filters, containing boundary and optimizing conditions, is illus-
trated by Figure 1.

Considered operations on multisets and their sets make it possible to define
syntax and semantics of family of multiset grammars.

Background of this family is notion of multiset grammar as a couple S ¼ v0,Rh i,
where v0 called kernel is multiset, and R called scheme is finite set of so called rules.
Set of all objects used in kernel and scheme of MG S is denoted as AS.

Rule r∈R is a construction

v! v0, (15)

where multisets v and v0 are called respectively left part and right part of the rule
r, and “!” is divider. The only restriction on left and right parts of the rule
isv 6¼ Øf g.

If v⊆ v, then result of application of rule r to multiset v is multiset

v0 ¼ v� vþ v0: (16).

Speaking informally, (16) defines, that if left part of the rule, i.e. multiset v, is
included toMS v, then v is replaced by right part of this rule, i.e. multiset v0. Result
of application of rule r to multiset v is denoted as

v)r v0, (17)

and it is said, that MS v0 is generated from MS v by application of rule r. If left
part v is not included to MS v, result of application r to v is empty MS Øf g.

Set of multisets, generated by application of multigrammar S ¼ v0,Rh i, or, just the
same, defined by this multigrammar, is recursively created as follows:

V 0ð Þ ¼ v0f g, (18)

Figure 1.
Filters application.
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V iþ1ð Þ ¼ V ið Þ⋃ ⋃
v∈V ið Þ

⋃
r∈R

v0 v)r
��� v0

n o !
, (19)

VS ¼ V ∞ð Þ: (20)

As seen, VS includes all multisets, which may be generated from MS v0 by
sequential application of rules r∈R, and VS is fixed point of the sequence
V 0ð Þ,V 1ð Þ, … ,V ið Þ, … , so

VS ¼ ⋃
∞

i¼0
V ið Þ: (21)

In general case VS may be infinite.
IfMS v0may be generated fromMS v by application of some sequence (chain) of

rules entering scheme R, it is denoted as

v)R v0, (22)

and, if so,

VS ¼ v v0 )
R

���� v
� �

: (23)

Multiset v∈VS is called terminal multiset (TMS), if

∀r∈Rð Þ v)r Øf g, (24)

i.e. no any rule r∈R may be applied to this multiset. Set of terminal multisets
(STMS) defined by multiset grammar S is denoted VS. Evidently,

VS ⊆VS: (25)

Example 5. Let S ¼ v0,Rh i, where kernel

v0 ¼ 3 � eurð Þ, 6 � usdð Þ, 5 � rurð Þf g,

and scheme R ¼ r1, r2f g, where r1 is

2 � eurð Þf g ! 4 � usdð Þf g,

and r2 is

2 � usdð Þ, 3 � rurð Þf g ! 2 � eurð Þf g:

According to (18)–(19),

V 0ð Þ ¼ 3 � eurð Þ, 6 � usdð Þ, 5 � rurð Þf gf g,
V 1ð Þ ¼ V 0ð Þ � ∪ 1 � eurð Þ, 10 � usdð Þ, 5 � rurð Þf gf g, 5 � eurð Þ, 4 � usdð Þ, 2 � rurð Þf g,
V 2ð Þ ¼ V 1ð Þ ∪ 3 � eurð Þ, 8 � usdð Þ, 2 � rurð Þf gf g,
⋯

As seen, this MG provides generation of all possible collections of Euros, US
dollars, and Russian rubles, which may be obtained from the initial collection v0 by
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sequential currency exchanges, which parameters are fixed by rules r1 and r2
(2 Euros may be exchanged to 4 US dollars, 2 US dollars and 3 Russian rubles may
be exchanged to 2 Euros).∎

Generalized scheme of application of multiset grammars is presented at Figure 2.
Due to the fact, that multiobjects contain both numerical and symbolic compo-

nents (multiplicities and object names), generation of multisets provides
knowledge-driven numerical computation, that creates a lot of new opportunities
for simple formalizing and effective solution of various sophisticated practical
problems with hard combinatorial background. To implement such opportunities,
so called filtering multiset grammars were proposed in [1, 2]. FMG are such gener-
alization of MG, that integrate two basic concepts—generation of set of multisets
and selection from it such MS, that satisfy some logical conditions, joined to filter.

Filtering multiset grammar is a triple S ¼ v0,R,Fh i, where v0 and R are, as above,
kernel and scheme, while F is a filter, including boundary and optimizing condi-
tions, defining multisets, which would be selected from the set of TMS, generated
by MG v_0,Rh i, i.e.

Figure 2.
Application of multiset grammars.

Figure 3.
Application of filtering multiset grammars.
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sequential currency exchanges, which parameters are fixed by rules r1 and r2
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Due to the fact, that multiobjects contain both numerical and symbolic compo-

nents (multiplicities and object names), generation of multisets provides
knowledge-driven numerical computation, that creates a lot of new opportunities
for simple formalizing and effective solution of various sophisticated practical
problems with hard combinatorial background. To implement such opportunities,
so called filtering multiset grammars were proposed in [1, 2]. FMG are such gener-
alization of MG, that integrate two basic concepts—generation of set of multisets
and selection from it such MS, that satisfy some logical conditions, joined to filter.

Filtering multiset grammar is a triple S ¼ v0,R,Fh i, where v0 and R are, as above,
kernel and scheme, while F is a filter, including boundary and optimizing condi-
tions, defining multisets, which would be selected from the set of TMS, generated
by MG v_0,Rh i, i.e.
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Vs ¼ V v0,Rh i↓F: (26)

Verbally, Vs is subset of V v0,Rh i, which includes only such elements of this set,
that satisfy filter F. Generalized scheme of application of filtering multiset gram-
mars is presented at Figure 3.

After description of syntax and semantics of filtering multiset grammars we
may move to their implementation issues, which background are multi-agent
technologies.

3. Basic techniques of the multi-agent implementation
of multisets generation

Due to granularity and natural internal parallelism of multigrammatical repre-
sentation it is perspective to try to use multi-agent paradigm as a background for
implementation of the FMG application engine (AE), providing generation of
multisets.

We shall use scheme, depicted at Figure 4, as a basis for primary multi-agent
implementation of FMG AE. Proposed multi-agent system implementing FMG S ¼
v0,R, Fh i, contains l ¼ Rj j agents r1, … , rl, each corresponding to one rule from set R
(everywhere below we shall denote rules and implementing them agents by the
same symbols); one agent F ∗ , implementing filter F; one agent G ∗ , providing
supervision on other agents interaction (in fact, implementing ubiquitous genera-
tion by application of rules to multisets, generated at previous steps). AgentG ∗ uses
storage VS for accumulation of all generated terminal multisets, satisfying filter F.
Also G ∗ operates storage V, containing current set of generated multisets, which
are not yet transferred to other agents. Initial state of V is v0f g. Agents communi-
cate via network N.

Described multi-agent system is operating according to the definition of mathe-
matical semantics of FMG (15)–(26). Set of messages, which are circulating
between the agents, is represented in Table 1.

Figure 4.
Multi-agent system implementing FMG.
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All messages are couples, the first components of which are numbers of
multisets, processed by the agents, and every MS has its unique number. Assigning
numbers to multisets is performed by agent G ∗ . Current maximal number is
denoted J. Also agent G ∗ uses variable Z, which value is set of couples j, nh i, where
n is number of agents ri which until current moment have not sent to G ∗ messages
with results of application of corresponding rule to jth MS.

Agent G ∗ sends couple j, vh i to all agents ri. After this, G ∗ joins to the current
value of variable Z couple j, lh i. Every agent ri, receiving message j, vh i from agent
G ∗ , tries to apply v to rule ri. If application is possible, ri sends to G ∗ message j, v0,
where v0 is result of application of rule ri toMS v. Otherwise ri sends to G ∗ message
j, Øf gh i. Agent G ∗ , receiving message j, vh i, where v 6¼ Øf g, assigns J new value

J þ 1, and sends message J, vh i to all agents. Also couple J, lh i is joined to Z, and
couple j, qh i∈Z is eliminated from set Z, that means at least one rule was applied to
jth MS, so this multiset is non-terminal. If agent G ∗ receives message j, Øf gh i from
ri, that means rule ri was not applied to jth multiset, and j, qh i∈Z is replaced by
j, q� 1h i. If now j, 0h i∈Z, that means no one rule was applied to jthMS, that’s why

it is terminal, and, according to FMG semantics, it must be filtered. So agent G ∗

sends couple j, vh i to agent F ∗ , which provides testing, whether v satisfies boundary
subfilter F ≤ ⊆F. If testing is successful, agent F ∗ sends to agent G ∗ message j, 1h i,
otherwise—message j, 0h i. In the case j, 1h i couple j, vh i is joined to the current
value of variable Vs. After no active agents ri remain, agent G ∗ applies optimizing
subfilter Fopt ⊆F to the aforementioned current value Vs, eliminating from it all
multisets, which do not satisfy Fopt. Final value of variable Vs is exactly set of
terminal multisets, defined by FMG S ¼ v0,R,Fh i.

As may be seen, proposed multi-agent system provides generation and filtration
of multisets by parallel operation of all agents, entering this MAS.

However, there are some evident bottlenecks, limiting speed of multisets gener-
ation. Most essential of such bottlenecks are massive transmissions of multiply
repeated sets of multiobjects via MAS communication network. To reduce such
transmission it is possible not to send MO to agents ri such, that corresponding
them rules are applicable to multisets, having place in the storage V, and this
applicability may be recognized directly by agent G ∗ . If such opportunity may be
implemented, only those agents ri, which, possibly, may apply corresponding rules
to current MS, would receive it. By this measure, traffic on MAS communication
network may be reduced sharply.

To implement proposed logics, we shall introduce auxiliary database L, which
elements would be couples a, i1, n1h i, … , ik, nkh if gh i, where a is name of object, and
in couples i, nh i, entering the set, which is second component of the couple, integer i
is number of the rule, which left part contains multiobject n � a.

N Sender Receiver Message Comment

1 G ∗ ri j, vh i j – number of MS,v 6¼ Øf g
2 ri G ∗ j, v0h i v0 – result of application of rule

ri to MS v

3 ri G ∗ j, Øf gh i Rule ri is not applicable to v

4 G ∗ j, vh i, j, vh i As 1

5 F ∗ G ∗ j, 1h i jth MS satisfies filter F

6 F ∗ G ∗ j, 0h i jth MS does not satisfy filter F

Table 1.
Set of MAS messages.
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between the agents, is represented in Table 1.
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denoted J. Also agent G ∗ uses variable Z, which value is set of couples j, nh i, where
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with results of application of corresponding rule to jth MS.
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otherwise—message j, 0h i. In the case j, 1h i couple j, vh i is joined to the current
value of variable Vs. After no active agents ri remain, agent G ∗ applies optimizing
subfilter Fopt ⊆F to the aforementioned current value Vs, eliminating from it all
multisets, which do not satisfy Fopt. Final value of variable Vs is exactly set of
terminal multisets, defined by FMG S ¼ v0,R,Fh i.

As may be seen, proposed multi-agent system provides generation and filtration
of multisets by parallel operation of all agents, entering this MAS.

However, there are some evident bottlenecks, limiting speed of multisets gener-
ation. Most essential of such bottlenecks are massive transmissions of multiply
repeated sets of multiobjects via MAS communication network. To reduce such
transmission it is possible not to send MO to agents ri such, that corresponding
them rules are applicable to multisets, having place in the storage V, and this
applicability may be recognized directly by agent G ∗ . If such opportunity may be
implemented, only those agents ri, which, possibly, may apply corresponding rules
to current MS, would receive it. By this measure, traffic on MAS communication
network may be reduced sharply.

To implement proposed logics, we shall introduce auxiliary database L, which
elements would be couples a, i1, n1h i, … , ik, nkh if gh i, where a is name of object, and
in couples i, nh i, entering the set, which is second component of the couple, integer i
is number of the rule, which left part contains multiobject n � a.

N Sender Receiver Message Comment

1 G ∗ ri j, vh i j – number of MS,v 6¼ Øf g
2 ri G ∗ j, v0h i v0 – result of application of rule

ri to MS v

3 ri G ∗ j, Øf gh i Rule ri is not applicable to v
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5 F ∗ G ∗ j, 1h i jth MS satisfies filter F
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Example 6. Let scheme R ¼ r1, r2f g, where r1 is

9 � eurð Þf g ! 10 � usdð Þf g,

and r2 is

5 � eurð Þ, 3 � rurð Þf g ! 7 � usdð Þf g:

Then L ¼ < eurð Þ, < 1, 9> , < 2, 5>f g> , < rurð Þ, < 2, 3>f g>f g:∎
Database L has such internal organization, that there exists associative index,

providing direct selection of couple a,wh i for object name a. To reduce search in the
selected list of couples i, nh i, it may be created as ordered by increase of multiplic-
ities n. Let v ¼ n1 � a1, … , nm � amf g be a current multiset processed by agent G ∗ ,
and Q ¼ a1, ≤ n1h i, … , am, ≤ nmh if g is set of queries to database L, each providing

selection of couples ai, ji1, … , jiki

n oD E
, such that nip ≤ ni. It is clear, that only in this

case rules r ji1
, … , r jiki

may have opportunity to be applied toMS v, and, totally, only

those rules, in which all multiobjects from their left parts have multiplicities hot
greater than those of the same objects having place in v. So there is an evident
criterion for selection of rules, which may be applicable to the current multiset v.

Statement 1. Let ai1 ,N1h i, … , aip ,Np

D En o
be a set, selected from database L by

query Q ¼ a1, ≤ n1h i, … , am, ≤ nmh if g, corresponding to multiset v ¼
n1 � a1, … , nm � amf g, and n j1 � a j1 , … , n js � a js

� �
be the left part of rule r. Then r

may be applicable to v, if

a j1 , … , a js

� �
⊆ a j1 , … , a jp

n o
:∎ (27)

As seen, proposed associative organization of set of left parts of rules entering
scheme R provides fast selection of sets of rules, which may be applied to the
current multiset.

Let us consider further enhancement of FMG application engine, based on the
multi-agent technology.

First of all, it is evident, that it is not necessary to send all multiobjects of
multiset v, to which ruleri is applicable, to agent ri, because replacement of left part
of this rule by its right part is local operation, regarding in general case relatively
small number of multiobjects in the processed multiset v, while all the rest MO
remain unchanged. So it is sufficient to send to agent ri only tuple f 1ni1 , … , f tnit

� �
of multiplicities of objects ai1 , … , ait , in MS v, such that tuple A ¼ ai1 , … , aith i is
ordered lexicographically set of objects, having place in both left and right parts of
rule r, and signs f i before multiplicities ni j of objects ai j , having place in left side of
rule r, are “–”, while all other are “+”. Receiving this tuple, agent r provides

computation of tuple ni1 , … ,nith i, where nj ¼ n j þ f jni j
� �

, j ¼ 1, … , t. (There may

be particular case, when some objects do enter both left and right parts but this
singularity is simply handled by positioning to the jth place of tuple A number
�nþ n0, where n is multiplicity of object ai j in the left part, and n0–its multiplicity in
the right part of rule r).

Example 7. Let v ¼ 5 � eurð Þ, 10 � usdð Þ, 7 � rurð Þ, 18 � poundð Þf g, and r is
3 � eurð Þ, 2 � rurð Þf g ! 5 � usdð Þf g. Because set of lexemes, entering this rule, is

ordered lexicographically as eur, rur, usd,h i so tuple, sent by agent G ∗ to agent r,
would be 5, 7, 10,h i and agent rwould sent to agent G ∗ tuple 5� 3, 7 � 2, 10þ 5h i ¼
2, 5, 15h i, and, thus, result of v)r v0 would be v0 ¼ 2 � eurð Þ; 15 � usdð Þ; 5 � rurð Þ;f
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18 � poundð Þg. As seen, multiplicity of object poundð Þ is not transferred to agent r,
because this object does not enter rule r.∎

Proposed techniques provides further reduction of traffic on MAS communica-
tion network and, thus, total time of generation of STMS, defined by FMG.

Application of the described MAS-based generation of STMS is flexible as it is
only possible: due to granularity of multigrammatical knowledge representation
local corrections of FMG by replacement of one rules by another are easily reflected
by corresponding replacement of only concerned agents without touching the
other. The same may be done with FMG filters. Such flexibility provides the
simplest implementation of the most practically useful “what-if” regimes of
application of MG-centered knowledge-based decision support systems.

4. Conclusion

Proposed techniques of application of multi-agent technology to the high-
parallel generation of sets of multisets, defined by filtering multiset grammars,
provides essential growth of speed of creation of STMS. However, there are
some evident ways of further enhancement of FMG implementation upon this
background:

• development of methods of matching constructed MAS to real homogeneous
or heterogeneous hardware in such a way that delays, caused by information
exchange between agents, would be minimal;

• development of more efficient MAT application techniques concerning some
more particular cases of MG – first of all, filtering context-free multiset
grammars as well as filtering unitary MG and unitary multiset metagrammars;

• design of special-purpose computing environments suitable for direct
implementation of FMG and other dialects of MG family;

• development of MAT-based techniques of implementation of algorithmics of
unitary multiset metagrammars as most practically useful tool of the MG
family.
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