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Preface

This book presents recent information on automation and control, a field that deals
with a wide range of technologies that reduce human intervention in processes
using predetermined criteria and actuator relationships and embodying this prede-
termination in machines based on digital equipment and algorithms. Automatic
control includes the use of various control systems for operating equipment such as
machinery, processes in factories, telephone networks, and ships, aircraft, and
vehicles with reduced intervention, intelligent process monitoring, and optimal
decision making based on practical measurements. Automation and control appli-
cations range from home control applications to large industrial control systems
with tens of thousands of input measurements and output control signals, process
monitoring, and centralized management policies.

Researchers in automation and control are continually developing new concepts and
tools that enhance human understanding and improve the specialist’s ability to
design and implement high-performance solutions. As such, this book presents
practical automation and control applications across various domains that empha-
size methodologies used with implementation and commissioning issues. It also
discusses new methodologies and techniques in the field.

The readers get new solutions and answers to questions related to the emerging
automation and control in various applications and their implementation.

The book is structured in seven sections, each of which examines one of the fol-
lowing thematic areas: control theory, which deals with the control of dynamical
systems in engineered processes and machines; autonomous or self-driving vehi-
cles, which are vehicles capable of sensing the environment and moving safely with
little or no human input via a variety of sensors and advanced control systems;
mechatronics, which is an interdisciplinary branch of engineering that focuses on
the engineering of electrical and mechanical systems and includes a combination of
robotics, electronics, computers, telecommunications, and control; digital image
processing, which is the use of digital computers to process digital images using
algorithms, electrical grids, which are networks that provide power to homes and
industries within an extended area; artificial intelligence, which is a field of research
that seeks to develop machines, programs, systems, algorithms, and methods to
mimic natural intelligence; and electric motor drives, which are equipment, sys-
tems, control algorithms, and programs used to control the speed of machinery.

This book contents fifteen chapters. Chapter 1 presents a theoretic study on ellip-
soidal analysis and filtering methods for nonlinear control stochastic systems with
some basic applications. Stochastic control is a subfield of control theory that deals
with the existence of uncertainty either in observation or in the noise that drives the
evolution of the system. Methods of stochastic control based on the parametrization
of distributions allow the design of practical software tools. Chapter 2 presents an
interesting approach of reconfigurable minimum-time guidance of autonomous
vehicles moving in variable sea currents, characterized by robustness and fault
tolerance to environmental uncertainties. Chapter 3 discusses the development of
an adaptive path-tracking controller equipped with a knowledge-based supervisory



algorithm for an autonomous heavy vehicle, with optimal parameters depending on
the maneuvering and vehicle conditions. Chapter 4 investigates an integral
backstepping control strategy for unmanned aerial vehicle team formation to
improve the performance indicators of the control. Chapter 5 presents a stabilizing
model-predictive control strategy for inverted pendulum-like behaved systems that
has an offset-free optimization control law. The Lyapunov stability of the closed-
loop system is achieved by adopting an infinite prediction horizon. Chapter 6 pre-
sents the design of a digital PID control for a Stewart-Gough platform with six
degrees of freedom. The authors develop a prototype for the study, design, and
control of parallel mechanisms. Chapter 7 is a theoretic study of kinematic modeling
of serial manipulators, as multibody systems. Chapter 8 analyzes a sliding mode
solution applied to robotic manipulators. Chapter 9 presents an iterative technique
for polygonal approximation of digital image boundary, with application in parallel
manipulators in detecting target boundary of an image with varying scale. Chapter
10 presents a study on selecting the appropriate robust and adaptive control theo-
ries for power system stabilizer implementation. Chapter 11 is a study in the field of
control and protection algorithms for the electric power industry. Chapter 12 eval-
uates the algorithmic management of a digital work platform in developing coun-
tries. Chapter 13 is a short overview of some intelligent control structures and
dedicated algorithms. Chapter 14 presents a technical solution for speed control of a
DC motor based on a microcontroller. Finally, Chapter 15 presents a study on using
wavelet neural networks for speed control of BLDC motors.

The chapters were edited and published following a rigorous selection process, with
only a small number of the proposed chapters selected for publication.

The editor thanks the authors for their excellent contributions in the field as well as
their understanding during the editing process. The editor also wishes to thank Josip
Knapic, assistants to the editor, and the staff at IntechOpen.

Constantin Voloşencu
Department of Automation and Applied Informatics,

“Politehnica” University Timisoara,
Timisoara, Romania

Dr. Oscar Valero and Dr. José Guerrero
Department of Mathematics and Computer Science,

University of the Balearic Islands,
Spain

Dr. Serdar Küçük
University of Kocaeli,

Turkey
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Chapter 1

Development of Ellipsoidal
Analysis and Filtering Methods for
Nonlinear Control Stochastic
Systems
Igor N. Sinitsyn, Vladimir I. Sinitsyn
and Edward R. Korepanov

Abstract

The methods of the control stochastic systems (CStS) research based on the
parametrization of the distributions permit to design practically simple software
tools. These methods give the rapid increase of the number of equations for the
moments, the semiinvariants, coefficients of the truncated orthogonal expansions
of the state vector Y, and the maximal order of the moments involved. For struc-
tural parametrization of the probability (normalized and nonnormalized) densities,
we shall apply the ellipsoidal densities. A normal distribution has an ellipsoidal
structure. The distinctive characteristics of such distributions consist in the fact that
their densities are the functions of positively determined quadratic form of the
centered state vector. Ellipsoidal approximation method (EAM) cardinally reduces
the number of parameters. For ellipsoidal linearization method (ELM), the number
of equations coincides with normal approximation method (NAM). The develop-
ment of EAM (ELM) for CStS analysis and CStS filtering are considered. Based on
nonnormalized densities, new types of filters are designed. The theory of ellipsoidal
Pugachev conditionally optimal control is presented. Basic applications are
considered.

Keywords: conditionally optimal filtering and control, control stochastic system,
ellipsoidal approximation method (EAM), ellipsoidal linearization method (ELM)

1. Introduction

The methods for the control stochastic systems (CStS) research based on the
parametrization of the distributions permit to design practically simple software
tools [1–6]. These methods give the rapid increase of the number of equations for
the moments, the semiinvariants, and coefficients of the truncated orthogonal
expansions of the state vector Y for the maximal order of the moments involved.
For structural parametrization of the probability (normalized and nonnormalized)
densities, we shall apply the ellipsoidal densities. A normal distribution has an
ellipsoidal structure. The distinctive characteristics of such distributions consist in
the fact that their densities are the functions of positively determined quadratic
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form u ¼ u yð Þ ¼ yT �mT
� �

C y�mð Þ where m is an expectation of Y,C is some
positively determined matrix. Ellipsoidal approximation method (EAM) cardinally
reduces the number of parameters till QEAM ¼ QNAM þ nm � 1 and QNAM ¼
r rþ 3ð Þ=2 where 2nm being the number of probabilistic moments. For ellipsoidal
linearization method (ELM), we get QELM ¼ QNAM:

The theory of conditionally optimal filters (COF) is described in [7, 8] on the
basis of methods of normal approximation (NAM), methods of statistical lineariza-
tion (SLM), and methods of orthogonal expansions (OEM) for the differential
stochastic systems on smooth manifolds with Wiener noise in the equations of
observation and Wiener and Poisson noises in the state equations. The COF theory
relies on the exact nonlinear equations for the normalized one-dimensional a
posteriori distribution. The paper [9] considers extension of [7, 8] to the case where
the a posteriori one-dimensional distribution of the filtration error admits the ellip-
soidal approximation [4]. The exact filtration equations are obtained, as well as the
OEM-based equation of accuracy and sensitivity, the elements of ellipsoidal analysis
of distributions are given, and the equations of ellipsoidal COF (ECOF) using EAM
and ELM are derived. The theory of analytical design of the modified ellipsoidal
suboptimal filters was developed in [10, 11] on the basis of the approximate solution
by EAM (ELM) of the filtration equation for the nonnormalized a posteriori char-
acteristic function. The modified ellipsoidal conditionally optimal filters (MECOF)
were constructed in [12] on the basis of the equations for nonnormalized distribu-
tions. It is assumed that there exist the Wiener and Poisson noises in the state
equations and only Wiener noise being in the observation equations. At that, the
observation noise can be non-Gaussian.

Special attention is paid to the conditional generalization of Pugachev optimal
control [13] based on EAM (ELM).

Let us consider the development of EAM (ELM) for solving problems of
ellipsoidal analysis and optimal, suboptimal, and conditionally optimal filtering
and control in continuous CStS with non-Gaussian noises and stochastic factors.

2. Ellipsoidal approximation method

This method was worked out in [1–4] for analytical modeling of stochastic
process (StP) in multidimensional nonlinear continuous, discrete and continuous-
discrete (CStS). Let us consider elements of EAM.

Following [1–4] let us find ellipsoidal approximation (EA) for the density of r-
dimensional random vector by means of the truncated expansion based on

biorthogonal polynomials pr,ν u yð Þð Þ, qr,ν u yð Þð Þ
n o

, depending only on the quadratic

form u ¼ u yð Þ u ¼ u yð Þ for which some probability density of the ellipsoidal struc-
ture w u yð Þð Þ serves as the weight:

ð∞

�∞
w u yð Þð Þpr, ν u yð Þð Þqr,μ u yð Þð Þdy ¼ δνμ: (1)

The indexes ν and μ at the polynomials mean their degrees relative to the
variable u. The concrete form and the properties of the polynomials are determined
further. But without the loss of generality, we may assume that qr,0 uð Þ ¼ pr,0 uð Þ ¼ 1.
Then the probability density of the vector Y may be approximately presented by the
expression of the form:

4
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f yð Þ≈ f ∗ uð Þ ¼ w uð Þ 1þ
XN
ν¼2

cr,νpr,ν uð Þ
" #

: (2)

Here the coefficients cr,ν are determined by the formula:

cr,ν ¼
ð∞

�∞
f yð Þqr,ν uð Þdy ¼ Eqr,ν Uð Þ, ν ¼ 1, … ,Nð Þ: (3)

As pr,0 uð Þ and qr,0 uð Þ are reciprocal constants (the polynomials of zero degree),
then always cr,0pr,0 ¼ 1 and we come to the following results.

Statement 1. Formulae (2) and (3) express the essence of the EA of the proba-
bility density of the random vectorY.

For the control problems, the case when the normal distribution is chosen as the
distribution w uð Þ is of great importance

w uð Þ ¼ w xTCx
� � ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2πð Þr∣K∣
p exp �xTK�1x=2� �

; (4)

accounting that C ¼ K�1, we reduce the condition of the biorthonormality (1) to
the form

1
2r=2Γ r=2ð Þ

ð∞

0

pr,ν uð Þqr,μ uð Þur=2�1e�u=2du ¼ δνμ, (5)

where Γ �ð Þ is gamma function [5].
Statement 2. The problem of the choosing of the polynomial system

pr,ν uð Þqr,μ uð Þ
n o

which is used at the EA of the densities (4) and (5) is reduced to

finding a biorthonormal system of the polynomials for which the χ2-distribution
with r degrees of the freedom serves as the weigh.

A system of the polynomials which are relatively orthogonal to χ2-distribution
with r degrees of the freedom is described by series:

Sr,ν uð Þ ¼
Xν
μ¼0
�1ð ÞνþμCμ

ν

rþ 2ν� 2ð Þ!!
rþ 2μ� 2ð Þ!! u

μ: (6)

The main properties of polynomials Sr,ν are given in [2–4]. Between the poly-

nomials Sr,ν uð Þ and the system of the polynomials pr,ν uð Þ, qr,μ uð Þ
n o

, the following

relations exist:

pr,ν uð Þ ¼ Sr,ν uð Þ, qr,ν uð Þ ¼ r� 2ð Þ!!
rþ 2ν� 2ð Þ!! 2νð Þ!! Sr,ν uð Þ, r≥ 2: (7)

Example 1. Formulae for polynomials pr,ν uð Þ and qr,ν uð Þ and its derivatives for
some r and ν are as follows [4]:

• At r ¼ 2, ν≥ 2,

p2,ν uð Þ ¼ uν, q2,ν uð Þ � 0, q02,ν uð Þ � 0, q002,ν uð Þ � 0;

5
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• At r≥ 2, ν ¼ 2

pr,2 uð Þ ¼ u2, qr,2 uð Þ ¼ 1
8
u2, q0r,2 uð Þ ¼ 1

4
u, q00r,2 uð Þ ¼ 1

4
:

For r ¼ 2 at ν ¼ 3 we have

p2,3 uð Þ ¼ u3, q2,3 uð Þ � 0, q02,3 uð Þ � 0, q002,3 uð Þ � 0;

at r ¼ 3

p3,3 uð Þ ¼ S3,3 uð Þ, q3,3 uð Þ ¼ 1
5040

S3,3 uð Þ,

q03,3 uð Þ ¼ 1
5040

S03,3 uð Þ, q003,3 uð Þ ¼ 1
5040

S003,3 uð Þ,
S3,3 uð Þ ¼ �105þ 105u� 21u2 þ u3,
S03,3 uð Þ ¼ 105� 42uþ 3u2, S003,3 uð Þ ¼ �42þ 6u;

9>>>>>>>=
>>>>>>>;

at r ¼ 4:

p4,3 uð Þ ¼ S4,3 uð Þ, q4,3 uð Þ ¼ 1
9216

S4,3 uð Þ,

q04,3 uð Þ ¼ 1
9216

S04,3 uð Þ, q004,3 uð Þ ¼ 1
9216

S04,3 uð Þ,
S4,3 uð Þ ¼ �197 þ 144u� 24u2 þ u3,
S04,3 uð Þ ¼ 144� 48uþ 3u2, S004,3 uð Þ ¼ �48þ 6u:

9>>>>>>>=
>>>>>>>;

Following [5] we consider the H-space L2 Rrð Þ and the orthogonal system of the
functions in them where the polynomials Sr,ν uð Þ are given by Formula (6), and w uð Þ
is a normal distribution of the r-dimensional random vector (4). This system is not
complete in L2 Rrð Þ. But the expansion of the probability density f uð Þ ¼
f yT �mT
� �

C y�mð Þ� �
of the random vector Y which has an ellipsoidal structure

over the polynomials pr,ν uð Þ ¼ Sr,ν uð Þ, m.s. converges to the function f uð Þ itself. The
coefficients of the expansion in this case are determined by relation:

cr,ν ¼
ð∞

�∞
f uð Þpr,ν uð Þdy= 2νð Þ!! rþ 2ν� 2ð Þ!!

r� 2ð Þ!! : (8)

Statement 3. The system of the functions
ffiffiffiffiffiffiffiffiffiffi
w uð Þp

Sr,ν uð Þ� �
forms the basis in the

subspace of the space L2 Rrð Þ generated by the functions f uð Þ of the quadratic form
u ¼ y�mð ÞTC y�mð Þ.

At the probability density expansion over the polynomial Sr,ν uð Þ, the probability
densities of the random vector Y and all its possible projections are consistent. In
other words, at integrating the expansions over the polynomials Shþl,ν uð Þ and
hþ l ¼ r, of the probability densities of the r-dimensional vector Y,

f yð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2πð Þhþl∣K∣

q e�u=2 1þ
XN
ν¼2

chþl,νShþl,ν uð Þ
" #

, u ¼ y�mð ÞTK�1 y�mð Þ,

y ¼ y0Ty00T
h iT

,

(9)
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on all the components of the l-dimensional vector y00, we obtain the expansion
over the polynomials Sh,ν u1ð Þ of the probability density of the h-dimensional vector
Y 0 with the same coefficients

f y0ð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2πð Þh∣K11∣

q e�u1=2 1þ
XN
ν¼2

ch,νSh,ν u1ð Þ
" #

, u1 ¼ y0 �m0ð ÞTK�111 y0 �m0ð Þ,

ch,ν ¼ chþl,ν,
(10)

where K11 is a covariance matrix of the vector Y 0.
But in approximation (10) the probability density of h-dimensional random

vector Y 0 obtained by the integration of expansion (9) the density of hþ lð Þ-
dimensional vector is not optimal EA of the density.

For the random r-dimensional vector with an arbitrary distribution, the EA (2)
of its distribution determines exactly the moments till the Nth order inclusively of
the quadratic form U ¼ Y �mð ÞTK�1 Y �mð Þ, i.e.,

EUμ ¼ EEAUμ, μ≤N: (11)

(EEA stands for expectation relative to EA distribution).
In this case the initial moments of the order s and s ¼ s1 þ⋯þ sr of the random

vector Y at the approximation (4) are determined by the formula:

αs1,… ,sr ¼ αs ¼ EYs1
1 …Ysr

r ≈
ð∞

�∞
ys11 … ysrr w uð Þdyþ

XN
v¼2

cr,v
ð∞

�∞
ys11 … ysrr pr,v uð Þw uð Þdy

(12)

Statement 4. At the EA of the distribution of the random vector, its moments are
combined as the sums of the correspondent moments of the normal distribution and
the expectations of the products of the polynomials pr,ν uð Þ by the degrees of the
components of the vector Y at the normal density w uð Þ.

3. EAM accuracy

For control problems the weak convergence of the probability measures gener-
ated by the segments of the density expansion to the probability measure generated
by the density itself is more important than m.s. convergence of the segments of the
density expansion over the polynomials Sr,ν uð Þ to the density, namely,

ð

A

w uð Þ 1þ
XN
ν¼2

cr,νpr,ν uð Þ
" #

!
ð

A

f uð Þdy

uniformly relative to A at N ! ∞ on the σ-algebra of Borel sets of the space Rr.
Thus the partial sums of series (2) give the approximation of the distribution, i.e.,
the probability of any event A determined by the density f uð Þ with any degree of
the accuracy. The finite segment of this expansion may be practically used for an
approximate presentation of f uð Þ with any degree of the accuracy even in those
cases when f uð Þ= ffiffiffiffiffiffiffiffiffiffi

w uð Þp
does not belong to L2 Rrð Þ. In this case it is sufficient to
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substitute f uð Þ by the truncated density. Expansion (2) is valid only for the densities
which have the ellipsoidal structure. It is impossible in principal to approximate
with any degree of the accuracy by means of the EA (2) the densities which
arbitrarily depend on the vector y.

One is the way of the estimate of the accuracy of the distribution approximation
in the comparison of the probability characteristics calculated by means of the
known density and its approximate expression. The most complete estimate of the
accuracy of the approximation may be obtained by the comparison of the probabil-
ity occurrence on the sets of some given class. Besides that taking into consideration
that the probability density is usually approximated by a finite segment of its
orthogonal expansion for instance, over Hermite polynomials or by a finite segment
of the Edgeworth series [1–5] which contain the moments till the fourth order, the
accuracy may be characterized by the accuracy of the definition of the moments of
the random vector or its separate components, in particular, of the fourth order
moments.

Corresponding estimates for these two ways of approximation are given
in [2, 3].

4. Ellipsoidal linearization method

Now we consider ellipsoidal linearization of nonlinear transforms of random
vectors Y using mean square error (m.s.e.) criterion optimal m.s.e. regression of
vector Z ¼ φ Yð Þ on vector Y is determined by the formula [4, 6]:

mz Yð Þ ¼ h2Y, h2 ¼ ΓzyΓ�1y (13)

or

mz Yð Þ ¼ h1Y þ a, h1 ¼ KzyK�1y , a ¼ mz � h1my: (14)

where h1 and h2 are equivalent linearization matrices and my and Ky are
mathematical expectation and covariance matrix detj Kyj6¼ 0

� �
. In case (14) coef-

ficient h1 is equal to

h1 ¼ KzyK�1y ¼
ð∞

�∞

ð∞

�∞
z�mzð Þ y�my

� �TK�1y f z, yð Þdzdy

¼
ð∞

�∞
mz yð Þ �mz½ � y�my

� �TK�1y f 1 yð Þdy (15)

where f 1 yð Þ is the density of random vector Y.
For ellipsoidal density f 1 yð Þ in (15) is defined by

f 1 yð Þ ¼ f EL1 yð Þ ¼ ~f
EL
1 u yð Þ,my,Ky, c
� �

: (16)

In case (14) we get Statement 5 for ELM:

mz Yð Þ≈mEL
1z þ hEL1 my,Ky, c

� �
Y0, (17)

8
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where

hEL1 ¼ hEL1 my,Ky, c
� � ¼

ð∞

�∞
mz yð Þ �mz½ � y�my

� �TK�1y f EL1 yð Þdy

¼
ð∞

�∞
mz yð Þ �mz½ � y�my

� �TK�1y
~f
EL
1 u yð Þ,my,Ky, c
� �

dy: (18)

In case (13) we have Statement 6 for ELM:

mz Yð Þ≈ hEL2 Γy, c
� �

Y, (19)

hEL2 Γy, c
� � ¼

ð∞

�∞
mz yð ÞyTΓ�1y f EL1 yð Þdy ¼

ð∞

�∞
mz yð ÞyTΓ�1y

~f 1 u yð Þ,my,Γy, c
� �

dy: (20)

For control problems the following ELM new generalizations are useful:

1.Let us consider for fixed dimension p ¼ dimy and N in (2) with normal w uð Þ
distinguish modifications of various orders ELM p,2

w , ELM p,3
w , … , ELM p,N

w . In
this case c ¼ cp,v

� �
characterizes partial deviations from normal distributions

of various orders v jointly for all p components of vector Y (be part of
quadratic form U Yð Þ.

2.At decomposition of vector Y on l1, l2, … , lr random subvectors, Y ¼

YT
l1Y

T
l2 …YT

lr

h iT
, we distinguish ELMl1,… ,lr,N

w . Coefficients cl1,v, … , cl2,v
characterize partial deviations of subvectors from normal distribution.

3.For matrix transforms Z ¼ φ Yð Þ ¼ φ1 Yð Þ…φq Yð Þ
h iT

, φi Yð Þ ¼

φi1 Yð Þ…φip Yð Þ
h iT

i ¼ 1, qÞ,
�

dimφ ¼ p� q, we have the following formulae

for ELM:

mz Yð Þ≈mEL
1z þHEL

1 my,Ky, c
� �

Y �mð Þ; (21)

mz Yð Þ≈HEL
2 Y: (22)

where

HEL
1 my,Ky, c
� � ¼ hEL11 my,Ky, c

� �
… hEL1q my,Ky, c

� �h i
(23)

HEL
2 Γy, c
� � ¼ hEL21 Γy, c

� �
… hEL2q Γy, c

� �h i
, (24)

(hEL1i and hEL2i i ¼ 1, qÞ
�

are determined by formulae (18) and (19)).

4.For transforms depending on time process t, it is useful to work with overage
ELM coefficients mizh i and hELi

� �
for time intervals.
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5. EAM and ELM for nonlinear CStS analysis

Let us consider nonlinear CStS defined by the following Ito vector stochastic
differential equation:

dYt ¼ a Yt, tð Þdtþ b Yt, tð ÞdW0 þ
ð

Rq
0

c Yt, t, υð ÞP0 dt, dυð Þ, Y t0ð Þ ¼ Y0: (25)

Here Yt ∈Δy is (Δy is a smooth state manifold)W0 ¼W0 tð Þ is an r – dimensional
Wiener StP of intensity v0 ¼ v0 tð Þ, P Δ,ð A ) is simple Poisson StP for any set A ,
Δ ¼ t1, t2ð �, P0 Δ,Að Þ ¼ P0 Δ,Að Þ � μP Δ,Að Þ, μP Δ,Að Þ ¼ EP0 Δ,Að Þ ¼
Ð
Δ
vP τ,Að Þdτ. Integration by υ extends to the entire space Rq with deleted origin, a

and b are certain functions mapping Rp � R, respectively, into Rp, Rpr, and c is for
Rp � Rq into Rp.

Following [4] we use for finding the one-dimensional probability density f 1 y; tð Þ of
the r-dimensional Y tð Þ which is determined by Eq. (25). Suppose that we know a
distribution of the initial value Y0 ¼ Y t0ð Þ of the StP Y tð Þ. Following the idea of EAM,
we present the one-dimensional density in the form of a segment of the orthogonal
expansion in terms of the polynomials dependent on the quadratic form u ¼
yT �mT
� �

C y�mð Þ wherem and K ¼ C�1 are the expectation and the covariance
matrix of the StPY tð Þ:

f 1 y; tð Þ ffi f EAM1 uð Þ ¼ w1 uð Þ 1þ
XN
ν¼2

cp,vpp,ν uð Þ
" #

: (26)

Here w1 uð Þ is the normal density of the p-dimensional random vector which is
chosen in correspondence with the requirement cp,1 ¼ 0. The optimal coefficients of
the expansion cp,v are determined by the relation

cp,v ¼
ð∞

�∞
f 1 y; tð Þqp,v uð Þdy ¼ Eqp,v Uð Þ, ν ¼ 1, … ,Nð Þ: (27)

The set of the polynomials pp,v uð Þ, qp,v uð Þ
n o

is constructed on the base of the

orthogonal set of the polynomials Sp,v uð Þ� �
according to the following rule which

provides the biorthonormality of system at p≥ 2 given by (5). Thus the solution of
the problem of finding the one-dimensional probability density by EAM is reduced
to finding the expectation m, the covariance matrix K of the state vector, and the
coefficients of the correspondent expansion cp,v also.

So we get the equations

_m ¼ φ10 m,K, tð Þ þ
XN
ν¼2

cp,vφ1ν m,K, tð Þ, (28)

_K ¼ φ20 m,K, tð Þ þ
XN
ν¼2

cp,vφ2ν m,K, tð Þ, (29)

_cp,κ ¼ �
cp,κ�1
2p
� κcp,κ

p

� �
� tr K�1φ20 m;K; tð Þ þ K�1

XN
ν¼2

cp,vφ2ν m;K; tð Þ
( )

þ ψκ0 m;K; tð Þ þ
XN
ν¼2

cp,vψκν m;K; tð Þ, κ ¼ 2, … ,N, (30)

10
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where the following indications are introduced:

φ10 m,K, tð Þ ¼ Ð∞
�∞

a y, tð Þw1 uð Þdy,φ1ν m,K, tð Þ ¼ Ð∞
�∞

a y, tð Þpp,v uð Þw1 uð Þdy,

φ20 m,K, tð Þ ¼
ð∞

�∞
a y, tð Þ yT �mT� �þ y�mð Þa y, tð ÞT þ σ y, tð Þ
h i

w1 uð Þdy,

φ2v m,K, tð Þ ¼
ð∞

�∞
a y, tð Þ yT �mT� �þ y�mð Þa y, tð ÞT þ σ y, tð Þ
h i

pp,v uð Þw1 uð Þdy,

σ y, tð Þ ¼ σ y, tð Þ þ
ð

Rq
0

c y, t, υð Þc y, t, υð ÞTvP t, dυð Þ, σ y, tð Þ ¼ b y, tð Þν0 tð Þb y, tð ÞT,

(31)

ψκ0 m;K; tð Þ ¼
ð∞

�∞
q0p,κ uð Þ 2 y�mð ÞTK�1a y; tð Þ þ tr K�1σ y; tð Þ

� �h

þ 2q00κ uð Þ y�mð ÞTK�1σ y; tð Þ y�mð Þ
i
w1 uð Þdy

ψκv m;K; tð Þ ¼
ð∞

�∞
q0p,κ uð Þ 2 y�mð ÞTK�1a y; tð Þ þ tr K�1σ y; tð Þ

h i

þ 2q00κ uð Þ y�mð ÞTK�1σ y; tð Þ y�mð Þ
o
pp,v uð Þw1 uð Þdy:

(32)

Eqs. (28)–(30) at the initial conditions

m t0ð Þ ¼ m0, K t0ð Þ ¼ K0, cp,κ t0ð Þ ¼ c0p,κ κ ¼ 2, … ,Nð Þ (33)

determine m,K, cp,2, … , cp,N as time functions. For finding the variables c0p,κ, the
density of the initial value Y0 of the state vector should be approximated by
Formula (26).

So we get the following result.
Statement 7. At sufficient conditions of existence and uniqueness of StP in

Eq. (25), Eqs. (28)–(33) define EAM.
For stationary CStS we get the corresponding EAM equations putting in

Eqs. (28)–(30) right-hand equal to zero.
Example 2. Following [4, 14, 15] in case of vibroprotection Duffing StS:

€X þ δ _X þ ω2X þ μX3 ¼ U þ V, X t0ð Þ ¼ X0, _X t0ð Þ ¼ _X0,

(δ,ω2, μ,U are constants, V is the white noise with intensity v) with accuracy till
4th probabilistic moments, ellipsoidal approximation of one-dimensional density is
described by the set of parameters:

m1 ¼ EX, m2 ¼ _X, K11 ¼ EX02, K12 ¼ EX0 _X
0
, K22 ¼ E _X

02
and c2,2:

These parameters satisfy the following ordinary differential equations:

_m1 ¼ m2, m1 t0ð Þ ¼ m0
1 , _m2 ¼ U � ω2m1 þ μ m3

1 þ 3m1K11
� �� δm2,

m2 t0ð Þ ¼ m0
2 ;
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_K11 ¼ 2K12,

_K12 ¼ K22 � ω2K11 þ 3μK11 K11 þm2
1

� �� δK12 þ 24μc2,2K2
11,

_K22 ¼ ν� 2 ω2K12 � 3μK12 K11 þm2
1

� �þ δK22
� �þ 48μc2,2K11K12,

K11 t0ð Þ ¼ K0
11, K12 t0ð Þ ¼ K0

12, K22 t0ð Þ ¼ K0
22;

_c2,2 ¼ c2,2
K11ν

∣K∣
� 5δ

� �
jKj¼ K11K22 � K2

12

� �
, c2,2 t0ð Þ ¼ c02,2:

At U ¼ 0 stationary values are as follows:

m1 ¼ 0, m2 ¼ 0, K11 ¼ ω2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω4 � 6μν=δ

p
6μ

, K12 ¼ 0, K22 ¼ ν

2δ
, c2,2 ¼ 0:

Figure 1.
K11 graphs for at 0,1 (a); 0,5 (b); 1,0 (c).
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At conditions

1: U ¼ 0; μ ¼ 0:1; ω ¼ 3; δ ¼ 1; ν ¼ 0:5;

2: U ¼ 0; μ ¼ 0:5; ω ¼ 3; δ ¼ 1; ν ¼ 0:5;

3: U ¼ 0; μ ¼ 1; ω ¼ 3; δ ¼ 1; ν ¼ 0:5

And at zero initial conditions, the results of analytical modeling for K11, K12, K22
are given in Figures 1–3. Mathematical expectations m1 and mn are equal to zero.

Graphs (1) are the results of integration of NAM equations at initial stage. Then
for nongenerated covariance matrix K integration of EAM equations (2). Graphs are
the results of EAM equation integration at the whole stage.

The results of investigations for c2,2 are given in Figure 4 for the following sets
of conditions:

Figure 2.
K12 graphs for at 0,1 (a); 0,5 (b); 1,0 (c).
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1: U ¼ 0; μ ¼ 1; ω ¼ 3; δ ¼ 0, 5; ν ¼ 0, 5; T ¼ 0, 20½ � zero initial conditions;

2: U ¼ 0; μ ¼ 1; ω ¼ 3; δ ¼ 0, 5; ν ¼ 1; T ¼ 0, 20½ � zero initial conditions;

3: U ¼ 0; μ ¼ 1; ω ¼ 3; δ ¼ 0, 5; ν ¼ 1; T ¼ 0, 20½ � zero initial conditions except m1 0ð Þ ¼ 0, 2;

4: U ¼ 0; μ ¼ 1; ω ¼ 3; δ ¼ 1; ν ¼ 1; T ¼ 0, 20½ � zero initial conditions:

For the stationary CStS regimes, EAM gives the same results as NAM (MSL).
EAM describes non-Gaussian transient vibro StP at initial stage.

Figure 3.
K22 graphs for at 0,1 (a); 0,5 (b); 1,0 (c).
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Figure 4.
C22 graphs for at sets № 1 (a); 2 (b); 3 (c); 4 (d).
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Methodological and software support for analysis and filtering problem CStS for
shock and vibroprotection is given in [4, 14].

6. Exact filtering equations for continuous a posteriori distribution

Following [7–9, 15], let the vector StP XT
t Y

T
t

� �T
be defined by a system on vector

stochastic differential Ito equations:

dXt ¼ φ Xt;Yt;Θ; tð Þdtþ ψ 0 Xt;Yt;Θ; tð ÞdW0

þ
ð

Rq
0

ψ″ Xt;Yt;Θ; t; vð ÞP0 dt; dvð Þ, X t0ð Þ ¼ X0, (34)

dYt ¼ φ1 Xt,Yt,Θ, tð Þdtþ ψ 01 Xt,Yt,Θ, tð ÞdW0

þ
ð

Rq
0

ψ 001 Xt,Yt,Θ, t, vð ÞP0 dt, dvð Þ, Y t0ð Þ ¼ Y0: (35)

where Yt ¼ Y tð Þ is an ny-dimensional observed StP Yt ∈Δy Δyð is a smooth
manifold of observations); Xt ∈Δx Δxð is a smooth state manifold), W0 ¼W0 tð Þ is
an nw-dimensional Wiener StP nw ≥ ny

� �
of intensity ν0 ¼ ν0 Θ, tð Þ; P0 Δ,Að Þ ¼

P Δ,Að Þ � μP Δ,Að Þ, P Δ,Að Þ for any set A represents a simple Poisson StP, and
μP Δ,Að Þ is its expectation,

μP Δ,Að Þ ¼ EP Δ,Að Þ ¼
ð

Δ

νP τ,Að Þdτ;

vP Δ,Að Þ is the intensity of the corresponding Poisson flow of events, Δ ¼ t1, t2ð �;
integration by υ extends to the entire space Rq with deleted origin; Θ is the
vector of random parameters of size nΘ; φ ¼ φ Xt,Yt,Θ, tð Þ, φ1 ¼ φ1 Xt,Yt,Θ, tð Þ,
ψ 0 ¼ ψ 0 Xt,Yt,Θ, tð Þ, and ψ 01 ¼ ψ 01 Xt,Yt,Θ, tð Þ are certain functions mapping Rnx �
Rny � R, respectively, into Rnx ,Rny ,Rnxnw ,  Rnynw ; ψ 00 ¼ ψ 00 Xt,Yt,Θ, t, vð Þ, and ψ 001 ¼
ψ 001 Xt,Yt,Θ, t, vð Þ are certain functions mapping Rnx � Rny � Rq into Rnx ,Rny .
Determine the estimate X̂t StP Xt at each time instant t from the results
of observation of StP Y τð Þ until the instant t,Yt

t0 ¼ Y τð Þ : t0 ≤ τ< tf g.
Let us assume that the state equation has the form (34); the observation

Eq. (35), first, contains no Poisson noise ψ}1 � 0ð Þ; and, second, the coefficient at
the Wiener noise ψ 01 in the observation equations is independent of the state
ψ 01 Xt,Yt,Θ, tð Þ ¼ ψ 01 Yt,Θ, tð Þ� �

, and then the equations of the problem of nonlinear
filtration are given by

dXt ¼ φ Xt,Yt,Θ, tð Þdtþ ψ 0 Xt,Yt,Θ, tð ÞdW0

þ
ð

Rq
0

ψ 00 Xt,Yt,Θ, t, vð ÞP0 dt, dvð Þ, X t0ð Þ ¼ X0, (36)

dYt ¼ φ1 Xt,Yt,Θ, tð Þdtþ ψ1 Yt,Θ, tð ÞdW0, Y t0ð Þ ¼ Y0: (37)

The known sufficient conditions for the existence and uniqueness of StP defined
by (36) and (37) under the corresponding initial conditions [1, 3, 16] are satisfied.

The optimal estimate X̂t minimizing the mean square of the error at each time
instant t is known [10–14] to represent for any StP Xt and Yt.
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An a posteriori expectation StP Xt: X̂t ¼ E Xt∣Yt
t0

h i
. To determine this conditional

expectation, one needs to know pt ¼ pt xð Þ and gt ¼ gt λð Þ, the a
posteriori one-dimensional density, and the characteristic function of the
distribution StP Xt.

Introduce the nonnormalized one-dimensional a posteriori density ~pt x,Θð Þ and a
characteristic function ~gt λ,Θð Þ according to

~pt x,Θð Þ ¼ μtpt x,Θð Þ, ~gt λ,Θð Þ ¼ Ept
Δx eiλ

TXtμt

h i
¼ μtgt λ,Θð Þ, (38)

where μt is a normalizing function and Ept
Δx is the symbol of expectation on the

manifold Δx on the basis of density pt xð Þ. Then, by generalizing [11] to the case of
Eqs. (36) and (37), we get the following exact equation of the rms optimal nonlinear
filtration:

d~gt λ;Θð Þ ¼ E~pt
Δx iλTφ X;Yt;Θ; tð Þ � 1

2
ψ 0ν0ψ 0

T
� �

ðX;Yt;Θ; tÞ
��

þ ÐRq
0
eiλ

Tψ ″ X;Yt;Θ;t;vð Þ � 1� iλTψ ″ X;Yt;Θ; t; vð Þ
h i

νP Θ; t; dvð Þ
i
eiλ

TX
o
dt

þ E~pt
Δx φ1 X;Yt;Θ; tð ÞT þ iλT ψ 0ν0ψ 0

T
� �

ðX;Yt;Θ; tÞ
h i

eiλ
TX

n o
ψ 0ν0ψ 0

T
� ��1

Yt;Θ; tð ÞdYt:

(39)

If by following [15, 17] the function ψ 00 in (36) admits the representation

ψ 00 ¼ ψ 0ω Θ, vð Þ, (40)

where P0 Δ,Að Þ ¼ P0 0, t�, dvð Þð , then Eqs. (36) and (37) take the form

_Xt ¼ φ Xt,Yt,Θ, tð Þ þ ψ 0 Xt,Yt,Θ, tð ÞV Θ, tð Þ, X t0ð Þ ¼ X0, (41)

_Yt ¼ φ Xt,Yt,Θ, tð Þ þ ψ1 Yt,Θ, tð ÞV0 Θ, tð Þ, Y t0ð Þ ¼ Y0: (42)

with V0 Θ, tð Þ ¼ _W0 Θ, tð Þ; V Θ, tð Þ ¼ _W Θ, tð Þ,

W Θ, tð Þ ¼W0 Θ, tð Þ þ
ð

Rq
0

ω Θ, vð ÞP0 0, t�, dvð Þ,ð (43)

where νP Θ, t, vð Þdv ¼ ∂μ Θ, t, vð Þ=∂t½ �dv is the intensity of the Poisson flow of
discontinuities equal to ω Θ, tð Þ; the logarithmic derivatives of the one-dimensional
characteristic functions obey certain formulas

χW ρ;Θ, tð Þ ¼ χW0 ρ;Θ, tð Þ þ
ð

Rq
0

eiρ
Tω Θ,vð Þ � 1� iρTω Θ, vð Þ

h i
νP Θ, t, vð Þdv, (44)

where

χW0 ρ;Θ, tð Þ ¼ � 1
2
ρTν0 Θ, tð Þρ:
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In this case, the integral term in (39) admits the following notation:

γ ¼
ð

Rq
0

eiλ
Tψ 00 Xt,Yt,Θ,tð Þω Θ,vð Þ � 1� iλTψ 00 Xt,Yt,Θ, tð Þω Θ, vÞð �νP Θ, t, vð Þdv:

h
(45)

For the Gaussian CStS, the condition γ � 0 is, obviously, true, and we come to
the well-known statements [11, 15, 17].

Statement 8. Let the conditions for existence and uniqueness be satisfied for the
non-Gaussian CStS (36) and (37). Then, the equation with a continuous rms of
the optimal nonlinear filtration for the nonnormalized characteristic function (38)
is given by (39).

Statement 9. Let the non-Gaussian CStS (41) and (42) the conditions for exis-
tence and uniqueness be satisfied. Then, the equation with continuous rms of
optimal nonlinear filtration for the nonnormalized characteristic function is given
by (39) provided that (45).

7. EAM (ELM) for nonlinear CStS filtering

EAM (ELM) for approximate conditionally optimal and suboptimal filtering
(COF and SOF) in continuous CStS for normalized one-dimensional density is given
in [11]. Let us consider the case of nonnormalized densities:

~pt x,Θð Þ≈ p ∗
t u,Θð Þ ¼ w u,Θð Þ μt þ

XN
ν¼1

cνpν uð Þ
" #

: (46)

Here, w ¼ w u,Θð Þ is the reference density and pν uð Þ, qν uð Þ� �
is the

biorthonormal system of polynomials, Ct ¼ K�1t ; Kt is the covariance matrix and cν
is the coefficient of ellipsoidal expansion

cν ¼ μtE
EA qν Utð Þ
� � ¼ qν Uλð Þ~gEAt λ,ΘÞð �λ¼0,

�
(47)

with the notation

u ¼ xT � X̂
T
t

� �
Ct x� X̂t
� �

; Ut ¼ XT
t � X̂

T
t

� �
Ct Xt � X̂t
� �

;

Uλ ¼ ∂
T=i∂λ� X̂t

� �
Ct ∂=i∂λ� X̂t
� �

; (48)

EEA is the expectation for the ellipsoidal distribution (46).
According to [11], in order to compile the stochastic differential equations for

the coefficients cν, one has to find the stochastic Ito differential of the product
qχ uð Þ~gt λð Þ bearing in mind that u depends on the estimate X̂t ¼ mt=μt and the
expectation mt and the normalizing function μt obey the stochastic differential
equations. Therefore, one has to replace the variables x and u and the operators
∂=i∂λ and Uλ, carry out differentiation, and then assume that λ ¼ 0.

So by repeating [11], we get that the equations for mt and μt with the function φ̂1
obey the formula

φ̂1 ¼ Ept
Δx φ1½ �, (49)
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with regard to the notation

σ0 ¼ ψν0ψ
T, σ1 ¼ ψν0ψ

T
1 , σ2 ¼ ψ1ν0ψ

T
1 (50)

and the equation for ~gt λ,Θð Þ is representable as

dmt ¼ fdtþ hdYt, dμt ¼ bdYt, (51)

d~gt ¼ Adtþ BdYt: (52)

It is denoted here that

f ¼ μt f 0 þ
XN
ν¼1

cνf ν, h ¼ μth0 þ
XN
ν¼1

cνhν, b ¼ μtb0 þ
XN
ν¼1

cνbν,

f 0 ¼ f 0 Yt, X̂t,Θ, t
� � ¼ Ew

Δx φ½ �, f ν ¼ f ν Yt, X̂t, ,Θ, t
� � ¼ Ewpν

Δx φ½ �,

h0 ¼ h0 Yt, X̂t,Θ, t
� � ¼ Ew

ΔU σ1 Yt,Θ, tð Þ þ Xφ1ðX,Yt,Θ, tÞT
� �

σ2 Yt,Θ, tð Þ�1,

hν ¼ hν Yt, X̂t,Θ, t
� � ¼ Ewpν

ΔU σ1 X,Yt,Θ, tð Þ þ Xφ1 X,Yt,Θ, tÞT
� �

σ2 Yt,Θ, tð Þ�1,
h

b0 ¼ b0 Yt; X̂ t;Θ; t
� � ¼ Ew

ΔU φ1 X;Yt;Θ; tð ÞT
h i

σ2 Yt;Θ; tð Þ�1, bν ¼ bν Yt; X̂ t;Θ; t
� �

¼ Ewpν
ΔU φ1 X;Yt;Θ; tð Þ½ �σ2 Yt;Θ; tð Þ�1,

A ¼ E~pt
Δx iλTφ X;Yt;Θ; tð Þ � 1

2
λT ψ 0ν0ψ 0

T
� �

X;Yt;Θ; tð Þλ
�

ð

Rq
0

eiλ
Tψ ″ X;Yt;Θ;t;vð Þ � 1� iλTψ ″ X;Yt;Θ; t; vð Þ

h i
νP t; dvð ÞeiλTX

9>=
>;
,

B ¼ E~pt
Δx φ1 X;Yt;Θ; tð ÞT þ iλT ψ 0ν0ψ 0

T
1

� �
X;Yt;Θ; tð Þ

h i
eiλ

TX ψ10ν0ψ
0T
1

� ��1
X;Yt;Θ; tð Þ:

(53)

The equations for coefficient of MOE in (46) and (47) in virtue of [11] have the
form

dcχ ¼ Ep ∗

Δxfqχ 0 uð Þ 2φTCt X � X̂t
� �þ tr Ctσ0½ �� �þ 2qχ 00 uð Þ XT � X̂

T
t

� �
Ctσ0Ct X � X̂t

� �

þ
ð

Rq
0

qχ uð Þ � qχ uð Þ � 2qχ0 uð Þ XT � X̂
T
t

� �
Ctψ

00
h i

νP t, dvð Þ � qχ0 uð Þ XT � X̂
T
t

� �
Ct hþ X̂tb
� �

φ1=μt

þqχ0 uð Þtr hþ X̂tb
� �

σT1Ct
� �

=μt þ 2qχ00 uð Þtr hþ X̂tb
� �

σT1Ct X � X̂t
� �

XT � X̂
T
t

� �
Ct

h i
=μtgdt

þ 1
2n

cχ�1 þ 2χcχ
� �

tr _CtKt
� �þ cχ�1

2n
tr Cthσ2h

T� �� 2X̂
T
t Cthσ2b

T þ X̂
T
t CtX̂tbσ2b

T
� �

=μ2t

� �
dt

þEp ∗

Δx qχ uð ÞφT
1 þ qχ0 uð Þ XT � X̂

T
t

� �
Ctσ1

h i
σ�12

n o
dYt:

(54)
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In addition to the notation (54), we assume that

γχ0 ¼ γχ0 Yt, X̂t,Θ, t
� � ¼ Ew

Δxfqχ0 uð Þ 2φ X,Yt,Θ, tð ÞTCt X � X̂t
� �þ tr Ctσ0 X,Yt,Θ, tð Þ½ �

� �

þ2qχ00 uð Þ XT � X̂
T
t

� �
Ctσ0 X,Yt,Θ, tð ÞCt X � X̂t

� �þ
ð

Rq
0

qχ uð Þ � qχ uð Þ � 2qχ0 uð Þ XT � X̂
T
t

� �
Ctψ

00ðX,Yt,Θ, t, vÞ
h i

νP t, dvð Þg,

γχν ¼ γχν Yt, X̂t,Θ, t
� � ¼ Ewpν

Δx fqχ0 uð Þ 2φ X,Yt,Θ, tð ÞTCt X � X̂t
� �þ tr Ctσ0 X,Yt,Θ, tð Þ½ �

� �

þ2qχ00 uð Þ XT � X̂
T
t

� �
Ctσ0 X,Yt,Θ, tð ÞCt X � X̂t

� �

þ
ð

Rq
0

qχ uð Þ � qχ uð Þ � 2qχ0 uð Þ XT � X̂
T
t

� �
Ctψ

00ðX,Yt,Θ, t, vÞ
h i

νP t, dvð Þg,

εχ0 ¼ εχ0 Yt, X̂t,Θ, t
� � ¼ Ew

Δxfqχ0 uð Þ σ1 X,Yt,Θ, tð ÞT � φ1ðX,Yt,Θ, tÞ XT � X̂
T
t

� �h i

þ2qχ00 uð Þσ1 X,Yt,Θ, tð ÞTCt X � X̂t
� �

XT � X̂
T
t

� �
g,

εχν ¼ εχν Yt, X̂t,Θ, t
� � ¼ Ewpν

Δx fqχ0 uð Þ σ1 X,Yt,Θ, tð ÞT � φ1ðX,Yt,Θ, tÞ XT � X̂
T
t

� �h i

þ2qχ00 uð Þσ1 X,Yt,Θ, tð ÞTCt X � X̂t
� �

XT � X̂
T
t

� �
g,

ηχ0 ¼ ηχ0 Yt, X̂t,Θ, t
� � ¼ Ew

Δx qχ uð Þφ1 X,Yt,Θ, tð ÞT þ qχ0 uð Þ XT � X̂
T
t

� �
Ctσ1 X,Yt,Θ, tð Þ

n o
σ2 Yt,Θ, tð Þ�1,

ηχν ¼ ηχν Yt, X̂t,Θ, t
� � ¼ Ewpν

Δx qχ uð Þφ1 X,Yt,Θ, tð ÞT þ qχ0 uð Þ XT � X̂
T
t

� �
Ctσ1 X,Yt,Θ, tð Þ

n o
σ2 Yt,Θ, tð Þ�1:

(55)

and then we can rearrange Eq. (54) in

dcχ ¼ μtγχ0 Yt; X̂ t;Θ; t
� �þ

XN
ν¼1

cνγχν Yt; X̂ t;Θ; t
� �þ tr

"
μtðh0 Yt; X̂ t;Θ; t

� �þ X̂ tb0ðYt; X̂ t;Θ; tÞ
� �(

þ
XN
ν¼1

cν hν Yt; X̂ t;Θ; t
� �þ X̂ tbν Yt; X̂ t;Θ; t

� �� �
εχ0 Yt; X̂ t;Θ; t
� �þ

XN
ν¼1

cνεχνðYt; X̂ t;Θ; tÞ=μt
( )

Ct

#

þ 1
2n

cχ�1 þ 2χcχ
� �

tr _CtKt
� �þ cχ�1

2n
tr Ct h0 Yt; X̂ t;Θ; t

� �þ
XN
ν¼1

cνhνðYt; X̂ t; tÞ=μt
 !

σ2 Yt;Θ; tð Þ
"

� h0 Yt; X̂ t;Θ; t
� �T þ

XN
ν¼1

cνhνðYt; X̂ t;Θ; tÞT=μt
 !#

� 2X̂T
t Ct h0 Yt; X̂ t;Θ; t

� �þ
XN
ν¼1

cνhνðYt; X̂ t;Θ; tÞ=μt
 !

� σ2 Yt;Θ; tð Þ b0 Yt; X̂ t;Θ; t
� �T þ

XN
ν¼1

cνbνðYt; X̂ t;Θ; tÞT=μt
 !

þ ^XtTCtX̂t b0 Yt; X̂ t;Θ; t
� �þ

XN
ν¼1

cνbνðYt; X̂ t;Θ; tÞ=μt
 !

σ2 Yt;Θ; tð Þ

� b0 Yt; X̂ t;Θ; t
� �þ

XN
ν¼1

cνbνðYt; X̂ t;Θ; tÞT=μt
 !)

dt

þ μtηχ0 Yt; X̂ t;Θ; t
� �þ

XN
ν¼1

cνηχνðYt; X̂ t;Θ; tÞ
( )

dYt χ ¼ 1; … ;Nð Þ:

(56)

The modified ellipsoidal suboptimal filter (MESOF) is defined by Eqs. (51), (52),
and (56) and the relation X̂t ¼ mt=μt under the initial conditions

m t0ð Þ ¼ E X0∣Y0½ �, μ t0ð Þ ¼ 1, cχ t0ð Þ ¼ cχ0 χ ¼ 1, … ,Nð Þ, (57)

(cχ0 χ ¼ 1, … ,Nð Þ are the coefficients of the expansion (46) of the probability
density ~pt0 xð Þ ¼ p0 x∣Y0ð Þ of the vector X0 relative to Y0).
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Upon solution of Eqs. (51), (52), (56), and (57), the rms optimal estimate of the
state vector and the covariance matrix of filtration error in MESOF obey the fol-
lowing approximate formulae:

X̂t ¼ mt=μt;

Rt ¼ Ew
Δx X �mt

μt

� �
XT �mT

t

μt

� �� �
þ
XN
ν¼1

cν
μt
Ewpν
Δx X �mt

μt

� �
XT �mT

t

μt

� �� �
:

(58)

Note that the order of the obtained MESOF, especially under high dimension n
of the system state vector, is much lower than the order of other conditionally
optimal filters. It is the case at allowing for the moments of up to the 10th order.
Then, already for n>3 and N ¼ 5, we have nþN þ 1≤ n nþ 3ð Þ=2. We conclude
that for n>3 and N ¼ 5, MECOF has a lower order than the filters of the method
of normal approximation, generalized second-order Kalman-Bucy filters, and
Gaussian filter. Thus, the following theorems underlie the algorithm of modified
ellipsoidal conditionally optimal filtration.

Statement 10. Under the conditions of Statement 8, if there is MECOF, then it is
defined by Eqs. (51), (52), and (56) under the conditions (57) and (58).

Statement 11. Under the conditions of Statement 9, if there is MESOF, then it is
defined by the equations of Statement 10 under the conditions (45).

The aforementioned methods of MESOF construction offer a basic possibility of
getting a filter close to the optimal-in-estimate one with any degree of accuracy. The
higher the EA coefficient, the maximal order of the allowed for moments, the
higher accuracy of approximation of the optimal estimate. However, the number of
equations defining the parameters of the a posteriori one-dimensional ellipsoidal
distribution grows rapidly with the number of allowed for parameters. At that, the
information about the analytical nature of the problem becomes pivotal.

For approximate analysis of the filtration equations by following [11] and
allowing for random nature of the parameters Θ, we come to the following equa-
tions for the first-order sensitivity functions [11]:

d∇ΘX̂s ¼ ∇ΘAX̂sdtþ ∇ΘBX̂sdYt, ∇ΘBX̂s t0ð Þ ¼ 0,

d∇ΘRsq ¼ ∇ΘARsqdtþ ∇ΘBRsqdYt, ∇ΘRsq t0ð Þ ¼ 0,

d∇Θcκ ¼ ∇ΘAcκdtþ ∇ΘBcκdYt, ∇Θcκ t0ð Þ ¼ 0:

(59)

Here the procedure of taking the derivatives is carried out over all input vari-
ables, and the coefficients of sensitivity are calculated for Θ ¼ mΘ. It is assumed
at that the variance is small as compared with their expectations. Obviously, at
differentiation with respect to Θ ∇Θ ¼ ∂=∂Θ

� �
, the order of the equations grows

in proportion to the number of derivatives. The equations for the elements of
the matrices of the second sensitivity functions are made up in a similar manner.

To estimate the MESOF (MECOF) performance, we follow [5, 8] and introduce
for the Gaussian Θ with the expectation mΘ and covariance matrix KΘ the
conditional loss function admitting quadratic approximation, the factor ε ¼ ε1=42 ,
as well as

ρX̂s ¼ ρX̂s Θð Þ ¼ ρ mΘ� �þ
XnΘ

ii¼1
ρ0i m

Θ� �
Θ0

s þ
XX

i, j¼1
ρ00ij m

Θ� �
Θ0

i Θ
0
j : (60)
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It is denoted here

ε2 ¼ EEA ρ Θð Þ2
h i

� ρ mΘ� �2
,

EEA ρ Θð Þ2
h i

¼ ρ mΘ� �2 þ ρ0 mΘ� �T
KΘρ0 mΘ� �þ 2ρ mΘ� �

tr ρ00 mΘ� �
KΘ� �

þ tr ρ00 mΘ� �
KΘ� �� �2 þ 2tr ρ00 mΘ� �

KΘ� �2
:

(61)

At that, in (61) the functions ρ0 and ρ} are determined through certain formulas
on the basis of the first and second sensitivity functions. Therefore, we come to the
following result.

Statement 12. Estimation of MESOF (MECOF) performance under the condi-
tions of Statements 10 and 11 relies on Eqs. (59)–(61) under the corresponding
derivatives in the right sides of Eq. (59).

8. New types of continuous MECOF

Based on Statements 10 and 11 in [18], continuous MECOF were described. We
consider the problem of continuous conditionally optimal filtration for the general
case of Eqs. (34) and (35) where it is desired to determine the optimal estimate X̂t of
process Xt at the instant t>t0 from the results of observation of this process until the
instant t, that is, over the interval t0, t½ Þ, in the class of permissible X̂t ¼ AZt
estimates and with a stochastic differential equation given by

dZt ¼ αtξ Yt,Zt,Θ, tð Þ þ γt½ �dtþ βtη Yt,Zt,Θ, tð ÞdYt (62)

under the given vector and matrix structural functions ξ and η and every
possible time functions αt, βt, γt (αt and βt are matrices and γt is a vector). The
criterion for minimal rms error of the estimate Zt is used as the optimality criterion.
It is common knowledge that selection of the class of permissible filters defined by
the structural functions ξ and η in Eq. (62) is the greatest challenge in practice of
using the COF theory [1, 3, 11]. In principle they can be defined arbitrarily. One can
select ξ and η at will so that the class of permissible filters contained an arbitrarily
defined COF. In this case, COF is in practice more precise than the given COF. At
the same time, by selecting a finite segment of some basis in the corresponding
Hilbertian space L2 as components of the vector function ξ and elements of the
matrix function η, one can obtain an approximation with any degree of precision to
the unknown optimal functions ξ and η. This technique of selecting the functions ξ
and η on the basis of the equations of the theory of suboptimal filtration seems to be
the most rational one. At that, the COF equations obtained from the equation for
the nonnormalized a posteriori characteristic function open up new possibilities.

To use the equations obtained from nonnormalized equations for the a posteriori
distribution, one needs to change the formulation of the COF problems [3, 11] so as
to use the equation for the factor μt. For that, we take advantage of the following
equations to determine the class of permissible continuous MECOF (62):

dμt ¼ ρtχ Yt,Zt,Θ, tð ÞdYt, (63)

X̂t ¼ AZt=μt, (64)

where χ Yt,Zt,Θ, tð Þ is a certain given structural matrix function and ρt is the row
matrix of coefficients depending on t and subject to rms optimization along with the
coefficients αt, βt, and γt in the filter Eq. (62).
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Relying on the results of the last section and generalizing [7], one can specify the
following types of the permissible MECOF:

1.This type of permissible MECOF can be obtained by assuming Zt ¼ mt,A ¼ In
and determining the functions ξ, η, χ in Eqs. (62) and (63) and obeying
Eq. (51) which gives rise to the following expressions for the structural
functions:

ξ ¼ ξ Yt,Zt,Θ, tð Þ ¼ μtf 0 Yt,Zt=μt,Θ, tð ÞTf 1 Yt,Zt=μt,Θ, tÞT … f N Yt,Zt=μt,Θ, tÞT
� �T

;
�h

(65)

η ¼ η Yt,Zt,Θ, tð Þ
¼ μth0 Yt,Zt=μt,Θ, tð ÞTh1 Yt,Zt=μt,Θ, tÞT … hN Yt,Zt=μt,Θ, tÞT

� �T
;

�h
(66)

χ ¼ χ Yt,Zt,Θ, tð Þ
¼ μtb0 Yt,Zt=μt,Θ, tð ÞTb1 Yt,Zt=μt,Θ, tÞT … bN Yt,Zt=μt,Θ, tÞT

� �T
:

�h
(67)

At that, the order of MECOF defined by Eqs. (62) and (63) is equal to nþ 1. This
type of MECOF may be designed for Zt being constant Z0 and A ¼ Iℓ ℓ< nð Þ.

2.To obtain a wider class of permissible MECOF, rearrange Eq. (56) in

dcχ ¼ Fχ0 Yt;Zt;Θ; tð Þ þ
XN
ν¼1

cνFχν Yt;Zt;Θ; tð Þ þ
XN
λ, ν¼1

cλcνFχλν Yt;Zt;Θ; tð Þ
(

þ cχ�1
XN
λ, ν¼1

cλcνFχλν0 Yt;Zt;Θ; tð Þ
)
dt

þ μtηχ0 Yt;Zt;Θ; tð Þ þ
XN
ν¼1

cνηχνðYt;Zt;Θ; tÞ
( )

dYt

(68)

with the following notations:

Fχ0 Yt;Zt;Θ; tð Þ ¼ μtγχ0 Yt;Zt;Θ; tð Þ þ μttr h0 Yt;Zt;Θ; tð ÞZtb0 Yt;Zt;Θ; tð Þð Þεχ0 Yt;Zt;Θ; tð Þ� �
;

Fχν Yt;Zt;Θ; tð Þ ¼ γχ0 Yt;Zt;Θ; tð Þ þ tr½ hν Yt;Zt;Θ; tð Þ þ Ztbν Yt;Zt;Θ; tð Þð Þεχ0 Yt;Zt;Θ; tð Þ þ ðh0 Yt;Zt;Θ; tð Þ

þZtb0 Yt;Zt;Θ; tð ÞÞεχν Yt;Zt;Θ; tð Þ� þ 1
2n

δχ�1,ν{tr bνKt þ Cth0 Yt;Zt;Θ; tð Þσ2ðYt;Θ; tÞh0ðYt;Zt;Θ; tÞT
� �

�2ZT
t Cth0 Yt;Zt;Θ; tð Þσ2 Yt;Θ; tð Þb0 Yt;Zt;Θ; tð ÞT þ ZT

t CtZtb0 Yt;Zt;Θ; tð Þσ2 Yt;Θ; tð Þb0 Yt;Zt;Θ; tð ÞTg þ 1
n
χδχνtr _CtKt

� �
;

Fχλν ¼ tr Ctðhλ Yt;Zt;Θ; tð Þ þ ZtbλðYt;Zt;Θ; tÞÞεχνðYt;Zt;Θ; tÞ
� �

=μt

þ 1
n
δχ�1,λ{tr Cth0 Yt;Zt;Θ; tð Þσ2ðYt;Θ; tÞhνðYt;Zt;Θ; tÞT

� �� ZT
t Ct(h0 Yt;Zt; tð Þσ2 Yt; tð Þbν Yt;ZtΘ; ; tð ÞT

þhν Yt;Zt;Θ; tð Þσ2 Yt;Θ; tð Þb0 Yt;Zt;Θ; tð ÞT þ ZT
t CtZtb0 Yt;Zt;Θ; tð Þσ2 Yt;Θ; tð Þbν Yt;Zt;Θ; tð ÞTg=μt;

Fχλν0 ¼
1
2n

(
tr Ctðhλ Yt;Zt;Θ; tð Þ þ σ2ðYt;Θ; tÞhνðYt;Zt;Θ; tÞT
� �

� 2ZT
t Cthλ Yt;Zt;Θ; tð Þσ2 Yt;Θ; tð Þbν Yt;Zt;Θ; tð ÞT

þ ZT
t CtZtbλ Yt;Zt;Θ; tð Þσ2 Yt; tð Þbν Yt;Zt;Θ; tð ÞT

�
=μ2t :

(69)
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By taking as the basis for the type of permissible MECOF Eqs. (51), (52), and
(68), one has to regard all components of the vector Zt as all components of the

vector mt and coefficients c1, … , cN so that Zt ¼ mT
t c1 … cN

� �T. At that, the order of
all permissible filters is equal to nþNþ 1. Putting Zt ¼ Z0 and A ¼ Il l< nð Þ, one
gets the corresponding MECOF.

3.The widest class of permissible filters providing MECOF of the maximal
reachable accuracy can be obtained if one takes the function ξ in (62) as the
vector with all components of the vector functions μf χ0, cνf χν χ, ν ¼ 1, … ,Nð Þ
in Eqs. (65) and (66) all addends involved in the scalar functions
Fχ0, cνFχν, cλcνFχλν χ, λ, ν ¼ 1, … ,Nð Þ cχ�1cλcνFχλν0 , χ � 1, λ, ν ¼ 1, … ,Nð Þ in
(68) and as the function η in (62), the matrix whose rows are the row matrices
μthχ0, cνhχν χ, ν ¼ 1, … ,Nð Þ in (68) and all row matrices μηχ0, cνηχν χ, ν ¼ð
1, … ,NÞ in (69). As for the function χ in Eq. (63), it is determined through
(67) as in the case of the simplest types of permissible filters. The so-
determined class of permissible filters has ECOF defined by Eqs. (51), (52),
and (69), at that ECOF is more precise than ESOF. We notice that this class of
permissible filters can give rise to an overcomplicated ECOF because of high
dimension of the structural vector function ξ. So we distinguish the following
new type of permissible filters.

4.Components of the vector function ξ are all components of the vector
functions μtf χ0, cνf χν χ, ν ¼ 1, … ,Nð Þ and all scalar functions Fχ0, cνFχν, cλcνFχλν

χ, λ, ν ¼ 1, … ,Nð Þ, cχ�1cλcνFχλν0 χ � 1, λ, ν ¼ 1, … ,Nð Þ without decomposing
them into individual addends. This class of permissible filters also includes
ECOF (51), (52), and (69).

To determine the coefficients αt, βt, and γt of the equation MECOF (62), one
needs to know the joint one-dimensional distribution of the random processes Xt

and X̂t. It is determined by solving the problem of analysis of the system obeying
the stochastic differential Eqs. (62) and (63). As always in the theory of condition-
ally optimal filtration, all complex calculations required to determine the optimal
coefficients of the MECOF Eq. (62) or (63) are based only on the a priori data and
therefore can be carried out in advance at designing MECOF. At that, the accuracy
of filtration can be established for each permissible MECOF. The process of filtra-
tion itself comes to solving the differential equation, which enables one to carry out
real-time filtration.

Consequently, we arrive to the following results.
Statement 13. Under the conditions of Statement 8, the MECOF equations like

(62) and (63) coincide with the equations of continuous MECOF where the struc-
tural functions belong to the four aforementioned types.

Statement 14. The rms MECOF of the order nx þ 1 coinciding with MECOF is
defined for CStS (34) and (35), Eqs. (62)–(64), and the structural functions of the
first class.

Statement 15. The rms of MECOF of the order nx þN þ 1 coinciding with
MECOF obeys for the CStS (34) and (35), Eqs. (62)–(64), and the structural
functions of Statement 14.

Statement 16. If accuracy of MECOF determined according to Statement 14 is
insufficient, then the functions of the Statement 15 can be used as structural ones.

Statement 17. The relations of Statement 12 underlie the estimate of quality of
MECOF under the conditions of Statements 13–15, provided that there are
corresponding derivatives in the right sides of the equations.
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Example 3. The presented MECOF for linear CStS coincide with Kalman-Bucy
filter [2–4, 11].

Example 4. MECOF for linear CStS with parametric noises coincide with linear
Pugachev conditionally optimal filter.

Finally let us consider quasilinear CStS (36) and (37), reducible to the following
differential one:

_Xt ¼ φ Xt,Θ, tð Þ þ ψ t,Θð ÞVEL
1 , (70)

_Yt ¼ φ1 Xt,Θ, tð Þ þ VEL
2 (71)

where V1 and V2 are non-Gaussian white noises. In this case using ELM and
Kalman-Bucy filters with parameters depending on mx

t ,K
x
t and cx1t, we get the

following interconnected set of equations:

_mx
1 ¼ φ00 mx

t0 ¼ mx
0, _my

1 ¼ φ10 my
t0 ¼ my

0, (72)

_X
0
t ¼ φ01X

0
t þ ψ t,Θð ÞV1, _Y

0
t ¼ φ11X

0
t þ VEL

2 , Y0
t0 ¼ Y0

0, (73)

_K
x
t ¼ φ11K

x
t þ Kx

t φ
T
11 þ ψ t,Θð ÞGEL

1 t,Θð Þψ t,Θð ÞT, Kx
t0 ¼ Kx

0, (74)

_̂Xt ¼ φ00 � φ01mx
t þ φ01X̂t þ RtGEL

2 t,Θð Þ�1 _Yt � φ11X̂t � φ10 þ φ11mx
t

� �
,

X̂0 ¼MELX̂t0 ,
(75)

_Rt ¼ φ01Rt � Rtφ01 � Rtφ11G
EL
2 t,Θð Þ�1φ11Rt þ ψ tð ÞGEL

1 t,Θð Þψ tð ÞT,
R0 ¼MEL X0 � X̂0

� �
X0 � X̂0
� �Th i

:
(76)

Here the following notations are used:

mx
t ¼MELXt, my

t ¼ MELYt and Kx
t ¼MEL X0

t X0T
t

� �
,

Rt ¼ MEL Xt � X̂t
� �

Xt � X̂t
� �Th i (77)

being the mathematical expectations, state, and error covariance matrices

φ00 ¼ φ00 mx
t ,K

x
t , c

x
1t, t,Θ

� �
, φ10 ¼ φ10 mx

t ,K
x
t , c

x
1t, t,Θ

� �
,

φ01 ¼ φ01 mx
t ,K

x
t , c

x
1t, t,Θ

� � ¼ ∂φ01

∂mx
t
, φ11 ¼ φ11 mx

t ,K
x
t , c

x
1t, t,Θ

� � ¼ ∂φ10

∂mx
t

(78)

being ELM ecoefficiencies, GEL
i (i ¼ 1, 2) are intensities of normal EL equivalent

white noises. So Eqs. (72)–(78) define the corresponding Statement 18.

9. Ellipsoidal Pugachev conditionally optimal continuous control

The idea of conditionally optimal control (COC) was suggested by Pugachev
(IFAC Workshop on Differential Games, Russia, Sochi, 1980) and developed [13].
The COC essence is in the search of optimal control among all permissible controls
(as in classical control theory) but in the restricted class of permissible controls.
These controls are computed in online regime. At practice the permissible continu-
ous class of controls may be defined by the set of ordinary differential equations of
the given structure.
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So let us consider the following Ito equations:

dX ¼ φ X,Y,U, tð Þdtþ ψ1 X,Y,U, tð ÞdW0 þ
ð

Rq
0

ψ2 X,Y,U, t, vð ÞP0 dt, dvð Þ, (79)

dY ¼ φ0 X,Y,U, tð Þdtþ ψ 01 X,Y,U, tð ÞdW0 þ
ð

Rq
0

ψ 02 X,Y,U, t, vð ÞP0 dt, dvð Þ: (80)

Here X is the nonobservable state vector; Y is the observable vector; U ∈D is the
control vector; W0 being the Wiener StP, P0 A,Bð Þ being the independent of W0

centered Poisson measure; φ,ψ1,ψ2 and φ0,ψ 01,ψ
0
2 being the known functions.

Integration is realized in Rq space with the deleted origin. Initial conditions X0 and
Y0 do not depend on X and Y. Functions φ,ψ1,ψ2 in (79) as a rule do not depend on
Y, but depend on U components that are governed by Eq. (79). Functions φ0,ψ 01,ψ

0
2

in Eq. (80) depend on U components that govern observation.
The class of the admissible controls is defined by the equations

dU ¼ αξ Y,U, tð Þ þ γ½ �dtþ βη Y,U, tð ÞdY (81)

without restrictions and with restrictions

dU ¼ αξ Y,U, tð Þ þ γ½ �dtþ βη Y,U, tð ÞdY
� max 0, n Uð ÞT αξ Y,U, tð Þ þ γ½ �dtþ n Uð ÞTβη Y,U, tð ÞdY

n o
n Uð Þ1∂D Uð Þ:

(82)

Here n Uð Þ is the unit vector of external normal for boundary ∂D in point U;
1∂D Uð Þ is the set indicator.

Conditionally optimal criteria is taken in the form of mathematical expectation
of some functional depending on Xt

t0 ¼ X τð Þ : τ∈ t0, t½ �f g and Ut
t0 ¼

U τð Þ : τ∈ t0, t½ �f g :

ρ ¼ Eℓ Xt
t0 ,U

t
t0 , t

� �
, (83)

where E is the mathematical expectation and ℓ is the loss function at the given
realizations xtt0 , u

t
t0 of X

t
t0 ,U

t
t0 .

So according to Pugachev we define COC as the control realized by minimiza-
tion (83) by choosing α, β, γ and by satisfying (82) at every time moment and at a
given α, β, γ for all preceding time moments. For the loss function (83) depending
on X and U at the same time, moment t is necessary to compute ellipsoidal one-
dimensional distribution of X and Y in Eqs. (79), (80), and (82) using EAM (ELM).
This problem is analogous to COF and MCOF design (Section 8).

For high accuracy and high availability CStS especially functioning in real-time
regime, software tools “StS-Analysis,” “StS-Filtering,” and “StS-Control” based on
NAM, EAM, and ELM were developed for scientists, engineers, and students of
Russian Technical Universities.

These tools were implemented for solving safety problems for system
engineering [19].

In [18, 20] theoretical propositions of new probabilistic methodology of analysis,
modeling, estimation, and control in stochastic organizational-technical-economical
systems (OTES) based on stochastic CALS informational technologies (IT) are
considered. Stochastic integrated logistic support (ILS) of OTES modeling life cycle
(LC), stochastic optimal of current state estimation in stochastic media defined by
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internal and external noises including specially organized OTES-NS (noise sup-
port), and stochastic OTES optimal control according to social-technical--
economical-support criteria in real time by informational-analytical tools (IAT) of
global type are presented. Possibilities spectrum may be broaden by solving prob-
lems of OTES-CALS integration into existing markets of finances, goods, and ser-
vices. Analytical modeling, parametric optimization and optimal stochastic
processes regulation illustrate some technologies and IAT given plans. Methodolog-
ical support based on EAM gives the opportunity to study infrequent probabilistic
events necessary for deep CStS safety analysis.

10. Conclusion

Modern continuous high accuracy and availability control stochastic systems
(CStS) are described by multidimensional differential linear, linear with parametric
noises, and nonlinear stochastic equations. Right-hand parts of these equations also
depend on stochastic factors being random variables defining the dispersion in
engineering systems parameters. Analysis and synthesis CStS needs computation of
non-Gaussian probability distributions of multidimensional stochastic processes.
The known analytical parametrization modeling methods demand the automatic
composing and the integration of big amount interconnected equations.

Two methods of analysis and analytical modeling of multidimensional non-
Gaussian CStS were worked out: ellipsoidal approximation method (EAM) and
ellipsoidal linearization method (ELM). In this case one achieves cardinal reduction
the amount of distribution parameters.

Necessary information about ellipsoidal approximation methods is given and
illustrated. Some important remarks for engineers concerning EAM accuracy are
given. It is important to note that all complex calculations are performed on design
stage. Algorithms for composition of EAM (ELM) equation are presented. Applica-
tion to problems of shock and vibroprotection are considered.

For statistical CStS offline and online analysis approximate methods based on
EAM (ELM) for a posteriori distributions are developed. In this case one has twice
reduction of equation amount. Special bank of approximate suboptimal and
Pugachev conditionally optimal filters for typical identification and calibration
problems based on the normalized and nonnormalized was designed and
implemented.

In theoretical propositions of new probabilistic methodology of analysis, model-
ing, estimation, and control in stochastic OTES based on stochastic CALS informa-
tion technologies (IT) are considered. Stochastic integrated logistic support (ILS) of
OTES modeling life cycle, stochastic optimal of current state estimation in stochas-
tic media defined by internal and external noises including specially organized
OTES-NS (noise support), and stochastic OTES optimal control according to social-
technical-economical-support criteria in real time by informational-analytical tools
(IAT) of global type are presented. Possibility spectrum may be broaden by solving
problems of OTES-CALS integration into existing markets of finances, goods, and
services. Methodological support based on EAM (ELM) gives the opportunity to
study infrequent probabilistic events necessary for deep CStS safety analysis.
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Chapter 2

Reconfigurable Minimum-Time
Autonomous Marine Vehicle
Guidance in Variable Sea Currents
Kangsoo Kim

Abstract

In this chapter, we present an approach of reconfigurable minimum-time
guidance of autonomous marine vehicles moving in variable sea currents. Our
approach aims at suboptimality in the minimum-time travel between two points
within a sea area, compensating for environmental uncertainties. Real-time reactive
revisions of ongoing guidance followed by tracking controls are the key features of
our reconfigurable approach. By its reconfigurable nature, our approach achieves
suboptimality rather than optimality. As the basic tool for achieving minimum-time
travel, a globally working numerical procedure deriving the solution of an optimal
heading guidance law is presented. The developed solution procedure derives opti-
mal reference headings that achieve minimum-time travel of a marine vehicle in
any deterministic sea currents including uncertainties, whether stationary or time
varying. Pursuing suboptimality, our approach is robust to environmental uncer-
tainties compared to others seeking rigorous optimality. As well as minimizes the
traveling time, our suboptimal approach works as a fail-safe or fault-tolerable
strategy for its optimal counterpart, under the condition of environmental uncer-
tainties. The efficacy of our approach is validated by simulated vehicle routings in
variable sea currents.

Keywords: guidance, minimum-time, marine vehicle, sea current, suboptimal,
environmental uncertainty

1. Introduction

It is well known that the sea environment contains several kinds of flows, which
possibly interacts with the motion of surface or submerged vehicles. Among these,
sea or ocean currents are the most significant ones, directly affecting traveling
speed, power consumption, and thus the endurance and range of a vehicle. Suppose
that a marine vehicle is to travel to a given destination starting from a point in the
region of flow disturbance. Then, it is quite natural that the traveling time of the
vehicle should change according to the selection of a specific path. In case the power
consumption of a vehicle is controlled to be constant throughout the travel, the total
energy consumption is directly proportional to the traveling time.

Recently, autonomous marine vehicles (AMVs) are playing important roles in
diverse applications, such as oceanographic survey, marine patrol, undersea oil/gas
production, and various military applications [1]. Relying on onboard energy
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storage as the main energy source, the endurance and moving range of an AMV are
limited by its power consumption and its capacity of energy storage. Therefore, it
can be said that the reduced traveling time of an AMV enhances vehicle safety and
mission effectiveness [2].

Considerable research works have been done on the guidance or path planning
for a mobile vehicle through varied fluid environments. Though aiming at the same
objectives, the most notable difference between the guidance and the path planning
of a vehicle is the consideration of its dynamical constraints. While, in general,
dynamical constraints in vehicle motion are incorporated into the formulation of
vehicle guidance problems [3, 4], they are ignored in most path planning problems
[5, 6]. This allows great flexibility in the target path generation, enabling the use of
combinatorial optimization techniques in path planning approaches. Dynamic pro-
gramming (DP) might be one of the most classical and popular techniques for
combinatorial optimization. In [6], the problem of minimal-time vessel routing in a
region of deterministic wave environment is treated on the basis of the dynamic
programming approach. In this problem, sea region is subdivided into several sub-
regions of different sea states. The optimal path is derived by determining the
sequence of subregions to be visited, which minimizes the traveling time to a given
destination. Aside from the difficulty in establishing a practically available numer-
ical procedure adjoining the formulation, the significant solution dependency on
the regional subdivision is a critical issue in this approach. Some recent researches
reported the application of a generic algorithm (GA) to path planning for an
underwater vehicle in a variable ocean [5]. Major advantages of the GA over
dynamic programming are reduced computational complexity and time, although it
is susceptible to local minima, however. Also, one of its significant drawbacks is a
strong constraint in generating the optimal path. In a path planning application on
the basis of GA, a user-defined primary coordinate should strictly maintain a
monotonic increase in the optimal path [5]. This is such a strong constraint that
makes it impossible to generate the optimal path containing interim backward
intervals. Minimum-time guidance of a mobile vehicle in a fluid environment of
arbitrary flow field is a strongly nonlinear optimization problem, quite difficult to
solve numerically as well as analytically. One of the recent approaches to treating
this sort of problems is cell mapping [3]. Though it is known to be especially
adequate for strongly nonlinear problems, computational demand of cell mapping
for obtaining a stable solution is enormous.

Path finding or guidance algorithms can be classified into two categories
according to the instant when its solution is generated. While a pregenerative one
derives an unchangeable solution prior to a mission, a reactive algorithm allows
revised solution during the mission [5, 7]. In this research, as a reactive strategy for
achieving minimum-time travel in varied sea current environments, we propose an
approach of suboptimal guidance. In our problem, minimum-time travel of a vehi-
cle is attempted on the basis of the optimal guidance law presented by Bryson and
Ho [8]. The solution of this guidance law is a time sequence of the optimal headings.
In an actual field application for the minimum-time travel, obtained optimal head-
ings are tracked by a vehicle as the reference in its heading control. Compact as it is,
the optimal guidance law is derived without considering any specific dynamic
constraint, like many other path planning approaches. In our suboptimal strategy,
we compensate for this drawback by incorporating reactive revisions of optimal
reference heading. Once there happens a failure in tracking current optimal refer-
ence attributed to the ignorance of limitations in vehicle dynamics, onboard auto-
pilot reroutes the vehicle by reapplying the optimal guidance law.

In addition to the dynamic constraints, there are several unfavorable environ-
mental factors that might be fatal in achieving the proposed optimal vehicle routing.
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Examples of such factors are uncertainties in sea environments, severe sensor
noises, or temporally faulty actuators [9, 10]. As a fail-safe or fault-tolerable strat-
egy, our suboptimal approach can compensate for the failure in ongoing minimum-
time travel due to any of the abovementioned factors. The suboptimal guidance
does not achieve rigorous optimality. However, it achieves a near-optimality real-
ized by the utmost in-situ actions as possible, which is useful and important in a
practical sense.

Though provides superior adaptiveness, robustness, and more flexibility, the
reactive approach in marine vehicle guidance incurs a heavy computational cost in
its onboard implementation [3, 5, 10]. In this research, we present a practical
solution procedure of highly reduced computational cost required for implementing
our minimum-time guidance in a suboptimal manner. This is a simple procedure
applicable to any sea current whether stationary or time-varying, provided that its
distribution at a specified instant is deterministic. Robust global convergence is
another advantage of our procedure. On the basis of the minimum principle [8, 11],
our procedure realizes an efficient search space reduction, enabling optimal solution
search in a global manner. Due to this algorithmic nature, our numerical procedure
bears crucially lower possibility of taking local minima than other search algorithms
primarily relying on initial guesses.

As mentioned previously, deterministic sea current is the prerequisite for
implementing our suboptimal and optimal strategies. It is noted that, however, in
many cases, it is not easy to obtain a predescribed current distribution of the sea
region of interest. One of the simplest ways to build up the database of sea current
distribution is direct measurement. Many governmental, public, or private institu-
tions related to maritime affairs provide tabulated surface current distributions
which are obtained by field measurements [12, 13]. The availability of these data is
more or less restrictive because there are many sea regions for which the current
distribution data are not built up or treated as confidential. As another source of sea
current information, numerical estimation models are playing an important role. By
assimilating the field measurement into them, some recent numerical models pro-
vide both forecasts and nowcasts of ocean fields with sufficiently accurate meso-
scale resolution [14]. In this research, we employ two kinds of sea current data
generated in totally different ways; the measurement-based stationary current dis-
tribution in Northwest Pacific, near Japan, and the sequential tidal current distri-
bution in Tokyo Bay obtained by a numerical forecasting model.

Unlike path-planning approaches, our approach leads to simulation-based resul-
tant optimal trajectory rather than optimal reference path. In our optimal guidance
problem, not the position but the heading of a vehicle is employed as the design
variable to be optimized. And, since we consider the dynamics of a specific vehicle
as a constraint, optimal trajectory is to be generated by the simulated vehicle
routing following the optimal reference heading. It is noted here that while the term
of path is used as a route or track between one place and another, the trajectory
means a curved path that an object describes on the basis of its kinematic scheme in
this research [15].

2. Minimum-time guidance

2.1 Problem statement

The problem of minimum-time guidance for AMVs moving in flow fields is
described in this section. Consider a marine vehicle traveling through a sea region of
flows such as sea currents, whose properties are the function of space, or both space
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and time. The vehicle is to travel to a predetermined destination starting from the
initial position at the initial time t0. Then, it is easily anticipated that the traveling
time of the vehicle varies depending on its traveling path (Figure 1). Furthermore,
it is also anticipated that an ingenious traveling path can minimize the traveling
time to the destination. In this research, we refer to the optimal path as the path of
minimum traveling time to the destination. As a minimum-time problem, our
problem merely takes the traveling time as the performance index. In other words,
in the general form used in optimal control, the integrand of performance index
takes the value of 1.

ð1Þ

In Eq. (1), J is the performance index, and t0 and tf are the initial and final time
of the travel.

2.2 Formulation

As mentioned previously, we employ the vehicle heading as the output in our
optimal guidance problem. Here, it is noted that we adopt the so-called GNC
(Guidance, Navigation, and Control) system based on the hierarchical control
architecture consisting of two control layers. That is, the high-level control for
guidance and navigation, and the low-level control for pure tracking purpose
(Figure 2). The optimal heading derived by solving the optimal guidance law is
used as the reference output for low-level heading tracking control. In this research,
we use the optimal heading guidance law presented by Bryson and Ho [8]. In
deriving the optimal guidance law, two sets of coordinate systems are used: the
inertial (earth-fixed) coordinate system o-xy and the body fixed coordinate system
o’-x’y’ (Figure 3).

As the marine vehicle used in our problem, we employ an autonomous under-
water vehicle (AUV) “r2D4” as described by Kim and Ura [10]. In Figure 3, actu-
ator inputs and kinematic variables are described. ψ is the yaw displacement of the
vehicle. While δpr denotes the main thruster axis deflection, δel and δer are the
deflections of elevators on left and right sides, respectively.

Figure 1.
Dependence of traveling time on traveling path.

36

Automation and Control



In this research, we approximate that the direction of the vehicle’s advance
velocity coincides with the x’-axis. It is arguable in the rigorous definition since
there certainly occurs sideslip during a turning motion of an underactuated vehicle.
However, as mentioned by Lewis et al. [16], the hydrodynamic sideslip induced by
a low-speed, slender vehicle is bounded within a sufficiently small range, justifying
our approximation. Since the distribution of a sea current is considered to be
deterministic in our research, current velocity is described as a function of the
position and time. Therefore, on the assumption that the advance velocity of a
vehicle and the current velocity are superimposable, the resultant vehicle velocity is
expressed as follows:

ð2Þ
ð3Þ

Figure 2.
Two-layer hierarchical control architecture for an AMV.

Figure 3.
Coordinate systems for optimal guidance problem formulation.
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where u and v are the components of the vehicle velocity relative to the inertial
frame, U0 is the advance speed of the vehicle in still water, and uc and vc are the
components of current velocity at a given position and time. It is noted that we
assume U0 is the constant throughout a travel, which implies the operating condi-
tion of steady cruise.

Eq. (4) shows the minimum-time guidance law originally presented by Bryson
and Ho [8]. Detailed procedures deriving Eq. (4) are well explained by Kim and Ura
[10]. It is noted here that if only deterministic, there is no restriction on the type of
the sea current in Eq. (4). That is, not only stationary but also time-varying sea
current can be applied to Eq. (4). This leads to one of the most powerful aspects of
our approach over many other path planning approaches based on combinatorial
optimization.

ð4Þ

The optimal guidance law shown above is a nonlinear ordinary differential
equation of unknown vehicle heading. The solution of optimal guidance law is used
as the optimal reference heading, by tracking which a vehicle achieves the
minimum-time travel to the destination, leaving the trail of optimal trajectory.

3. Numerical solution procedure

Eq. (4) is a nonlinear ordinary differential equation (ODE) for an unspecified
vehicle heading ψ(t). If the functions uc(x,y,t) and vc(x,y,t) describing current
velocity distribution are differentiable and deterministic, the solution of Eq. (4)
seems to be attainable with an initial value of ψ(t), in terms of an appropriate
numerical solution algorithm such as Runge-Kutta. However, in practice, with an
arbitrary initial heading a vehicle following the guidance law Eq. (4) does not reach
the destination, as depicted in Figure 4.

More precisely, consisting of a part of the solution, the initial vehicle heading is
not arbitrary but is to be assigned correctly. This is because Eq. (4) is derived from

Figure 4.
Solution convergence affected by initial heading.
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the Euler-Lagrange equation, which is a typical example of the two-point boundary
value problem, characterized by split boundary conditions in states and costates
[8, 11]. To obtain the solution of a two-point boundary value problem, an iterative
solution procedure is usually required. The most famous and commonly used
numerical procedures for such purpose are the shooting and relaxation methods
[17]. However, direct applications of these methods to our problem have significant
difficulties. In applying shooting method to a two-point boundary problem in time
domain, governing ODEs with proper initial guesses should be integrated until
reaching the upper limit of the boundary. However, as noticeable from its name,
i.e., the minimum-time guidance, our problem is a so-called free boundary one,
having unspecified upper limit in time domain. In treating a free boundary problem
by relaxation method, on the other hand, the independent variable should be
transformed into a new one defined between 0 and 1. Here, we can anticipate an
intrinsic serious difficulty in determining the stepsize in free boundary problems.
Properness of temporal grid distribution ensuring convergence is initially unknown,
and to know, it is extremely difficult before the end time-marching computation.
Moreover, strong initial guess dependency of the solution is another serious concern
in applying the relaxation method to our problem. Inappropriate initial guess pos-
sibly leads to local optimality or divergence [17].

As a new approach for deriving the numerical solution of the optimal guidance
law Eq. (4), we presented a search procedure, which determines correct initial
heading. Being named AREN (Arbitrary REference Navigation), our procedure
works globally on the basis of the minimum principle. Figure 5 summarizes the
algorithmic scheme of our solution procedure.

Note that in Figure 5 and hereafter, an asterisked variable denotes the one
corresponding to the optimal solution. In applying AREN, we first have to make a
vehicle routing simulation in which the vehicle travels to the destination following
an arbitrary guidance. It is noted here that the traveling time must be registered at
the final stage of this simulation. We call the traveling time the reference final time
and use it as the key criterion in seeking optimal initial heading. The navigation
applied to the simulation is called reference navigation, which is arbitrary if only
the vehicle’s arrival at the destination is assured. Therefore, simple one such as
proportional navigation (PN) based on the line-of-sight (LOS) guidance is fre-
quently used as the reference navigation. To find the correct initial heading, the
interval of 0–2π is divided by equally spaced N-1 subintervals, as represented by:

Figure 5.
Schematic of the numerical solution procedure AREN.
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ð5Þ

where is (i)th initial heading guess, and is the increment of the guess.

Next, by applying an initial heading guess to Eq. (4), we solve Eq. (4) in time

domain. This produces a simulated vehicle routing starting from . The routing

having been produced here is called the (i)th trial adjoining to . Once the vehicle
passes through the destination by the (i)th trial, it is regarded as a possible optimal
routing since the correct initial heading incorporated into the optimal guidance law
lets a vehicle reach the destination. Therefore, N trials are the candidates for the
simulated minimum-time routing. In practice, however, discretization error in the
optimal initial heading causes the residual in the optimal trajectory, making the
optimal solution identified in an approximate manner. For the vehicle trajectory
generated by a trial, we define the “minimum distance” as the shortest distance
between the destination and the trajectory. In Figure 6, , , and are the
minimum distances corresponding to (k-1)th, (k)th, and (k + 1)th trials, respectively.

When the minimum distance of (k)th trial is smaller than any other one,
satisfying:

ð6Þ

we choose the (k)th trial as the optimal routing because the vehicle approaches
the destination marking the smallest deviation. In determining the optimal routing
among the trials, however, there still remains a serious drawback. We have no idea
how long we have to continue a trial not to miss the true minimum distance of the
trial. We settle this problem by exploiting the result of reference navigation. The
reference navigation is apparently a nonoptimal one based on an arbitrary guidance
only assuring the arrival at the destination. Therefore, the reference final time
must be larger or equal to that of the optimal routing as follows:

ð7Þ

where represents the traveling time of the optimal routing. It should be noted
here that by the minimum principle [8, 11], we can set up a sufficient condition for

Figure 6.
Minimum distances of trials.
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seeking the optimal solution. By the minimum principle, once a trial has started
with an initial heading sufficiently close to the optimal value, the vehicle obviously
passes by the vicinity of the destination at the traveling time smaller than . In
other words, the reference final time qualifies as the upper limit of the necessary
simulation time of any trial, which assures the convergence to the vicinity of the
destination in case the trial is near optimal. In Figure 7, (k)th trial is selected as the
optimal routing among all trials terminated at since is the smallest mini-
mum distance.

The minimum distance of the optimal routing is to be interpreted as the residual
error in the converged solution. Therefore, it can be said that the smaller the
minimum distance is, the better the convergence is. When is still unacceptably
large though the (k)th trial has been accepted as the optimal routing, the initial
heading interval of � is subdivided, and the trials are repeated starting
from these subdivisions pursuing finer convergence.

4. Dynamic constraint

As mentioned previously, we adopt GNC system based on the hierarchical
control architecture consisting of two control layers. In the high-level control layer,

Figure 7.
Determining optimal routing among trials.

Figure 8.
Graphical description of the equation of motion for lateral dynamics.
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i.e., the optimal guidance, the guidance law derived irrespective of specific vehicle
dynamics is used. In the low-level control layer, however, vehicle dynamics is
implemented as an implicit constraint. When conducting the trials explained in
previous section, closed-loop dynamics of a specific vehicle is used. Therefore,
vehicle trajectories generated by the trials are feasible ones subject to the dynamic
constraint of a specific vehicle. Eq. (8) is the state-space model of the lateral
dynamics of r2D4 describing its sway, roll, and yaw responses. In Figure 8, kine-
matic variables and actuations appearing in Eqs. (8)–(10) are described graphically.
By solving Eq. (8) in time domain, velocities and attitudes of the vehicle are
obtained.

ð8Þ

where

ð9Þ

ð10Þ

5. Minimum-time guidance in stationary current flows

5.1 Reference navigation

As mentioned previously, in order to practice the numerical procedure AREN, a
vehicle routing simulation by the reference navigation has to be conducted before-
hand. Among several strategies for mobile vehicle navigation, the simplest one
ensuring arrival at the destination might be the PN based on LOS guidance. In all of
our optimal guidance examples presented in this paper, we employ PN as the
reference navigation.

5.2 Linear shearing flow

The first example of the optimal guidance in this paper is the minimum-time
routing in a current disturbance of linear shearing flow, taken from Bryson and Ho
[8]. The current velocity in this problem is described by:

ð11Þ
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ð12Þ

In Eq. (12), Uc and h are constants whose numerical values are set to be 1.54 m/s
and 100 m, respectively. In this example, the vehicle is to travel to the destination
located at the origin, starting from the initial position at (�186 m, 366 m). As an
operating condition, the vehicle is assumed to maintain its thrust power constant
throughout its travel, producing a constant advance speed of 1.54 m/s. This is an
important operating condition applied to all examples presented thereafter. With
the current distribution given as Eqs. (11) and (12), we can derive the analytic
optimal guidance law in a closed form, shown as follows:

ð13Þ

ð14Þ

where ψf represents the final vehicle heading taken at the destination. The
analytic optimal guidance law shown above is similar to that found by Bryson and
Ho [8] but has some differences due to the switched x and y.

Vehicle trajectories are shown in Figure 9. In Figure 10, vehicle headings
obtained by the routings conducted by PN, that is, the reference navigation, and by
optimal guidance are shown.

During the vehicle routing by PN, significant adverse drift happens at the initial
stage. This is because the speed of current flow exceeds the advance speed of the
vehicle in the region |x| > 100 m, as noticeable from Eqs. (11) and (12). On the other
hand, optimal guidance detours the vehicle across the upper half plane of the flow
region on purpose, taking advantage of the strong current flowing to favorable
direction. This leads to the dramatic decrease in traveling time. The traveling times
by PN and optimal guidance are 353.8 and 739.2 s, respectively, implying a 52%
reduction in the optimal guidance. As seen in Figure 9, the optimal trajectory

Figure 9.
Vehicle trajectories in a stationary linear shearing flow.
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obtained by the numerical solution shows extremely good agreement with the
analytic one.

As a criterion for evaluating the reference tracking performance in our two-layer
control architecture, we employ Normalized Root-Mean Square Error (NRMSE) fit
defined as follows:

ð15Þ

where ξref and ξ are the vectors of output reference and output, and represents
the mean value of ξ. The value of NRMSE fit varies between �∞ to 1, implying full
decorrelation to perfect fit between the output reference and the output. In this
simulation, NMRES fit between the optimal reference heading and the actually
tracked one has marked 0.993. This means highly good heading tracking result,
which is also found in Figure 10. The numerical solution approximates the analytic
solution with extremely high accuracy (Figure 9), validating AREN as an effective
numerical procedure for the optimal guidance law Eq. (4). As shown in this exam-
ple, our approach based on the numerical procedure AREN and two-layer control
architecture works properly achieving minimum-time AMV routing in a given sea
current field.

5.3 Sea current in Northwest Pacific near Japan

In response to the successful result obtained from the benchmark example
shown in previous section, we apply our optimal guidance to the minimum-time
routing problem in an actual sea region of stationary sea current. The sea region
selected is located in the Northwest Pacific Ocean near Japan. The daily updated sea
current data of this region are available from [18] presented by the Japan Meteoro-
logical Agency. The most notable environmental characteristic in this sea region is
the current field dominated by Kuroshio. The Kuroshio is a strong western

Figure 10.
Vehicle headings during travels in a stationary linear shearing flow.
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boundary current flowing northeastward along the coast of Japan. In the sea current
data from [18], current velocity is defined only on the grid nodes covering the
region. As noticeable from Eq. (4), however, in order to derive the optimal heading
reference, current velocity and its gradient at every vehicle position have to be
available. In the previous example, their exact values are easily obtained by analytic
formulae. In this example, however, since they are defined only on the grid nodes,
current velocity and its gradient are estimated by interpolating the predefined
values on grid nodes surrounding the present vehicle position. In applying the
current velocity interpolation, the grid node nearest the present vehicle position is
identified first. Then, the current velocity at the present vehicle position is esti-
mated by 2-D bi-quadratic interpolation utilizing the values on the nearest node and

Figure 11.
Vehicle trajectories in a sea current in Northwest Pacific near Japan.

Figure 12.
Time sequences of vehicle headings during the travel.
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eight nodes surrounding current vehicle position. Gradients of current velocities are
obtained by the same manner. Since the velocity gradients are not provided from
the database, however, prior to the interpolation, we calculate their nodal values by
finite difference approximation.

Figure 11 shows the vehicle trajectories obtained by the guidance of three dif-
ferent objectives already explained in the previous example. Time sequences of the
vehicle headings corresponding to the vehicle trajectories shown in Figure 11 are
depicted in Figure 12.

As shown in the figure, like the preceding examples in which the current veloc-
ities and their gradients are analytically available anywhere in the region, optimal
reference trajectory has successfully been derived by interpolation-based current
velocities and gradients. Moreover, subject to its dynamic constraint, the vehicle
tracks the optimal reference trajectory with a negligibly small deviation, resulting in
the NMRES fit to be 0.986. This demonstrates the validity of our optimal guidance
strategy in any actual sea currents, if only their distribution is deterministic.

6. Suboptimal strategy

6.1 Environmental uncertainty

In the following example, we apply our optimal guidance strategy to a vehicle
routing in the same sea region shown in the preceding example. The only thing
different from the preceding example is that we consider uncertainty in our sea
current data in this example. The uncertainty components in sea current velocities
are expressed as additive white Gaussian noise (AWGN). Taking the sea current
velocities in the Northwest Pacific Ocean used beforehand as the mean values, the
on-site current velocity including uncertainty is given by:

ð16Þ
ð17Þ

where ucs and vcs are the components of onsite current velocity, uc and vc are the
components of deterministic current velocity taken from the database, and eu(σ)
and ev(σ) are the AWGNs with standard deviation σ. As the parameter for specify-
ing the value of σ, we introduce the regional mean current speed Ucm defined as
follows:

ð18Þ

where i represents the index covering all grid nodes on which the database-based
current velocities are defined.

Vehicle trajectories by optimal vehicle routings conducted on two different level
uncertainties are shown in Figure 13. When the level uncertainty is such that
σ = 2Ucm, optimal heading reference derived without considering any uncertainty
still seems acceptable. As a result, though slightly deviating from the destination,
the final position of the vehicle remains in the vicinity of the destination. When the
level of uncertainty increases up to σ = 4Ucm, however, the vehicle following the
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optimal reference heading can no longer approach the destination, which means the
failure in accomplishing the minimum-time travel to the destination.

6.2 Suboptimal guidance

The suboptimal guidance proposed in this research is a fail-safe or fault-tolerable
strategy toward robust field implementation of our optimal guidance strategy. The
optimal reference heading obtained by our approach is the one derived without
considering the dynamics of a specific vehicle. This means the optimal trajectory
may not be realized by a specific vehicle. Hence, we note that the dynamic con-
straint is one possible source of the failure in putting our approach into practice for
an actual field application. Another significant source of the failure is the environ-
mental uncertainty, as already shown above. It is easily expected that as a vehicle
progresses following the optimal heading in the sea region of environmental uncer-
tainty, due to the interaction with the current flow different from that was used in
deriving the optimal heading, its actual trajectory deviates away from the optimal
reference trajectory, and eventually, it might fail in reaching the destination. The
basic idea of our suboptimal approach is rather simple. Let d1 denotes the deviation
distance between the present vehicle position and the preassigned one on the
optimal reference trajectory obtained by AREN. When d1 exceeds a prescribed
acceptable limit da, the high-level controller in autopilot is activated to reroute the
vehicle by reapplying AREN. This rerouting is repeated whenever d1 exceeds a
predefined acceptable limit. The resulting vehicle routing is not rigorously optimal,
since it includes past nonoptimal travels. However, Bellman’s principle of optimality
[8, 11] states that it is evidently the best strategy we can take under the condition
we are faced with. We, therefore, call this approach the suboptimal guidance.
Figure 14 depicts the schematic of our suboptimal guidance explained thus far.

Figure 13.
Vehicle trajectories in Northwest Pacific near Japan. The sea current velocities in this example include
uncertainties modeled by AWGN.
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6.3 Suboptimal vehicle routing in a stationary sea current

Here we show another example of vehicle routing in the Northwest Pacific
Ocean containing the environmental uncertainty of σ = 4Ucm. Vehicle trajectories
are shown in Figure 15.

In this example, a vehicle does not merely track the pregenerated optimal head-
ing reference throughout but regenerates and follows new ones whenever neces-
sary. In other words, the vehicle follows the optimal heading references revised
repeatedly on the basis of our suboptimal strategy. In this example, we set da, the
acceptable limit of position deviation, to be 12,500 m. As noted in the figure,
optimal vehicle routing is revised five times, making the vehicle to reach the desti-
nation, at last. Repeating the vehicle rerouting five times, our suboptimal guidance
has succeeded in taking the vehicle to the destination. Traveling times of vehicle
routings are summarized in Table 1. It is noted here that, while the results of vehicle
routing by PN, straight-line tracking, and optimal guidance are deterministic, the
result by suboptimal guidance is not since it is derived using the model including
environmental uncertainties. Therefore, care should be taken in interpreting the
suboptimal result. The result of suboptimal vehicle routing is event-dependent, so
that it differs in every event. In Table 1, we find that the traveling time of
suboptimal vehicle routing is 208372.0 s. Notably, it is even shorter than that of the

Figure 14.
Schematic of the vehicle routing by suboptimal guidance.

Figure 15.
Vehicle trajectories in NW Pacific generated by suboptimal routing.
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optimal routing in the sea current without uncertainty. This implies that in total, the
uncertainties have affected the travel in a favorable manner, which may not be the
case in other events, however.

6.4 Suboptimal vehicle routing in a time-varying tidal flow

The last example presented in this chapter is an underwater vehicle routing in
Tokyo Bay. In this example, we consider the mission of minimum-time homing to a
destination. Due to its narrow entrance and shallow depth, sea currents in Tokyo
Bay are hardly affected by the outer ocean currents such as Kuroshio. Instead, like
many other littoral zones, currents in Tokyo Bay are dominated by the tidal flow. In
this research, we use the time-varying sea current distribution data in Tokyo Bay,
generated by a numerical tidal flow simulation model by Kitazawa et al. [19]. As
was the case in the previous examples, we first conduct optimal vehicle routing
without considering environmental uncertainties. In Figure 16, vehicle trajectories
generated by the routings of different guidance strategies are shown. As found in
the figure, our approach of optimal guidance successfully accomplishes the
minimum-time homing mission even the sea current is time varying. Note that the
current distribution shown in the figure is the one taken at the traveling time of
straight-line tracking, which makes the last arrival at the destination.

Traveling time

Guidance Nonoptimal PN 232198.0 s

Straight-line tracking 244312.0 s

Optimal 212006.5 s

Suboptimal 208372.0 s

Table 1.
Traveling times of vehicle routings in NW Pacific.

Figure 16.
Vehicle trajectories in the tidal flow in Tokyo Bay.
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Next, on the basis of our suboptimal strategy, we conduct the vehicle routing
simulation, incorporating uncertainties into the time-varying tidal flow in Tokyo
Bay. The standard deviation of the uncertainties is set to be 4Ucm, as was the case in
the preceding examples. Figure 17(a)–(f) shows sequential vehicle trajectories
created by our suboptimal vehicle routing. The traveling time of the suboptimal

Figure 17.
Sequential vehicle trajectories in Tokyo Bay generated by suboptimal routing (a) t = 4000 s (b) t = 11000 s
(c) t = 13000 s (d) t = 14000 s (e) t = 18000 s (f) t =24251 s.
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vehicle routing and those of the optimal, PN, and straight-line tracking obtained in
the previous example are summarized in Table 2.

In this example, we set da, the acceptable limit of deviation distance, to be
1800 m. As seen in the figures, the vehicle has successfully accomplished its homing
mission by the suboptimal routing, repeating five revised travels. In view of the
results obtained by this example, we find that our suboptimal approach works
effectively even in a time-varying environment including uncertainties.

7. Conclusion

In this chapter, a systematic procedure for obtaining the numerical solution of
the optimal guidance law to achieve the minimum-time routing in a region of sea
current has been presented. The optimal heading is obtained as the solution of the
optimal guidance law, which is fed to the heading control system as the reference.

Reduced computational cost is one of the outstanding features of the proposed
procedure. While linearly proportional to the area of a search region in DP, the
computational time in our procedure exhibits square root dependence. Moreover,
unlike the other path finding algorithms such as DP or GA, when applied to a time-
varying environment, our procedure does not increase the search space, resulting in
the same computational cost as required in the time-invariant ones.

The performance of the optimal guidance has strong dependency on the current
distribution. While an extremely simple configuration, such as uniform flow, hardly
allows navigation time reduction by the optimal guidance, a multi-directional com-
plicated flow distribution enhances the potential efficacy of the optimal guidance.

As a fail-safe or fault-tolerable strategy in optimal guidance, the concept of
suboptimal guidance has been proposed. The fact that there actually are several
possible actions lessening the chance of optimality emphasizes the practical impor-
tance of our suboptimal strategy.

We have not considered the problem of unknown or nondeterministic currents.
Our approach cannot be applied to an entirely unknown environment. For a sea
region with partially or coarsely defined current flow, however, an estimated dis-
tribution can be built by means of interpolation and extrapolation. As has already
been shown in the optimal and suboptimal vehicle routing examples in actual sea
regions, spatiotemporal interpolation of the current velocity successfully derives the
converged solution.
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Chapter 3

Knowledge-Based Controller
Optimised with Particle Swarm
Optimisation for Adaptive Path
Tracking Control of an
Autonomous Heavy Vehicle
Noor Hafizah Amer, Khisbullah Hudha, Hairi Zamzuri,
Vimal Rau Aparow, Amar Faiz Zainal Abidin,
Zulkiffli Abd Kadir and Muhamad Murrad

Abstract

This chapter discusses the development of an adaptive path tracking controller
equipped with a knowledge-based supervisory algorithm for an autonomous heavy
vehicle. The controller was developed based on a geometric/kinematic controller,
the Stanley controller. One of the mostly known issues with any geometric/kine-
matic controller is that a properly tuned controller may not be valid in a different
operating region than the one it was being tuned/optimised on. Therefore, this
study proposes an adaptive algorithm to automatically choose an optimal controller
parameter depending on the manoeuvring and vehicle conditions. An optimal
knowledge database is developed for an adaptive algorithm to automatically obtain
the parameter values based on the vehicle speed, v, and heading error, ϕ. Several
simulations are carried out with different trajectories and speeds to evaluate the
effectiveness of the controller against its predecessors, namely, Stanley and the non-
adaptive modified Stanley (Mod St) controllers. The simulated steering actions are
then compared against human driver’s experimental data along the predefined
paths. It was shown that the proposed adaptive algorithm managed to guide the
heavy vehicle successfully and adapt to various trajectories with different vehicle
speeds while recording lateral error improvement of up to 82% compared to the
original Stanley controller.

Keywords: heavy vehicle, autonomous trajectory tracking, path tracking,
Stanley controller, particle swarm optimisation

1. Introduction

This study proposed a new adaptive steering control strategy for trajectory
tracking controller of a heavy vehicle. The controller aims to automatically steer the
vehicle along the desired trajectory and adapt to various speeds and trajectories
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during varied manoeuvrings. A path tracking controller is a controller module that
is developed to provide electronic actuation to the vehicle system while navigating
the vehicle automatically. An effective controller needs to be developed to ensure a
functional steering module while autonomously navigating through various paths.
Commonly, there are several types of trajectory tracking controllers as reviewed
previously [1, 2]. One of the most common types of controllers is kinematic con-
trollers such as Pure Pursuit and Follow-the-Carrot due to the simplicity and stabil-
ity it can provide. This type of controllers relies on the kinematic properties of the
vehicles such as speed and acceleration, as well as the travelled distance for the
controller feedback. Compared to other dynamic controllers that require the kinetic
properties of the vehicle such as torques, moments, and forces, geometric and
kinematic properties are relatively easier to measure.

In geometric/kinematic controllers, one of the most established controllers is
the Stanley controller as published in [3, 4]. The controller was developed by the
Stanford University racing team on their autonomous vehicle (Stanley) in winning
the DARPA Challenge in 2005 [5]. Compared to other geometric/kinematic con-
trollers, the Stanley controller does not include a lookahead distance in its formu-
lation. This enables the controller to be robust enough without depending on what
lies ahead. However, the Stanley controller poses different problems, which is
common in most of the geometric/kinematic controllers. It was found that the
performance of this controller on any given trajectory depends on how well the
parameter-tuning process was. A finely tuned Stanley controller will be effective
only on the driving conditions that it was tuned for. However, it needs to be re-
tuned to work with another road course and speed range. Previous studies have
been discussing this issue and stated the same conclusion for most of geometric/
kinematic controllers [1, 3, 6].

Therefore, an improvement is proposed to include an adaptive algorithm that
will adjust the controller’s parameters based on the driving conditions. Adaptive
controllers for trajectory tracking controller have been proposed in numerous
studies recently [7–10] to improve the adaptability and stability of the controller
under varying conditions. These controllers are designed to cater robustness in a
specific area, such as for slippery roads [7], unknown slip conditions [9], and
unknown skidding conditions [10]. While the adaptiveness of these controllers in
the designated area was proven, respectively, it may not be as effective when
dealing with multiple types of disturbances other than the ones it was designed
for. For example, an adaptive controller designed to cater various skidding condi-
tions may not be able to cater unknown yaw disturbance. Also, most of the studies
for an autonomous vehicle are using the linear vehicle model to develop the
control structure where most of the nonlinearity in vehicle motions is neglected
such as frictions and aerodynamic effects. In addition, some adaptive algorithms
consist of algorithms that require high computational capability due to its associ-
ated complexity. Therefore, the adaptive controller proposed in this study is
aimed to solve these issues by (1) considering a nonlinear vehicle model
containing most of the nonlinearity of a vehicle motion in the controller develop-
ment phase; (2) using adaptive inputs as vehicle speed and heading error, which
both are directly dependent on the sharpness of turns and vehicle slips; and (3)
using a simple geometric/kinematic controller as the basic controller to be
modified.

Overall, the main contribution of this work is on the development of a
knowledge-based algorithm using the adaptive mechanism of path tracking con-
troller to accommodate the varying trajectories and vehicle’s speed setting.
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Two inputs are considered in triggering the adaptive algorithm, which are the
heading error, ϕ, and vehicle speed, v. The range of speed region catered in this
study is based on the limitations and the expected operating region of the auton-
omous heavy vehicle, which is up to 72 km/h. Variations in road course trajectory
are observed in terms of the instantaneous difference between vehicle heading
and trajectory direction, ϕ with a range between 0 and 75 deg. in both directions.
This may as well cater sharp turns. The basic controller is modified to increase its
sensitivity to disturbance. Then, by optimising the controller parameters for
different disturbance input combinations, a knowledge database is developed.
With this, a set of optimum parameters can be chosen depending on the instanta-
neous speed and trajectory experienced by the vehicle. An algorithm has been
developed to carry out the selection process. The controller’s performance is then
evaluated on six different trajectories and four random speed values to evaluate its
effectiveness against the basic Stanley controller and the modified controller
without an adaptive algorithm. Results show a promising prospect for the
proposed controller.

This chapter starts with Introduction section that covers a brief background of
the study, followed by the modelling of a nonlinear seven-degree-of-freedom
(7DoF) vehicle model used to simulate the vehicle’s behaviour. Next, the proposed
adaptive controller is explained in Section 3, beginning with the basic controller’s
and the adaptive algorithm development. The simulation and experiment proce-
dures in evaluating the controllers including the development of road courses used
are presented in Section 4, with the findings discussed in Section 5. Conclusions for
this work are presented in the final section.

2. Modelling of a 7DoF heavy vehicle

In this study, a full vehicle model is developed with the aim to simulate the
vehicle’s behaviour in lateral direction. The model, developed based on a heavy
vehicle, namely, a High Mobility Multipurpose Wheeled Vehicle (HMMWV), is
closely related to an armoured vehicle as shown in Figure 1. It consists of several

Figure 1.
Heavy vehicle model [11–13].
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subsystems in order to simulate the different elements in the vehicle system that
contribute to the overall vehicle performance in lateral directions: a 7DoF handling
model to simulate the vehicle dynamic responses at its centre of gravity during
manoeuvrings; a tyre model in order to simulate all four tyres’ behaviour from the
road surface interactions; a slip model to calculate the generated slips in lateral and
longitudinal directions during driving manoeuvrings, which will be an important
input to the tyre model; a load distribution model to estimate the static and dynamic
load transfers in longitudinal and lateral directions, which are significant during
accelerating, braking, and/or cornering; an engine model; and lastly, a kinematic
model to evaluate the vehicle’s position relative to the local and global coordinates.
The configuration of the overall vehicle model and its respective subsystem is
shown in Figure 2.

Few assumptions and simplifications are made in developing this model. Firstly,
this model focuses mainly on the vehicle responses in lateral and longitudinal
directions. Responses and disturbances in vertical direction are considered less
significant by assuming an ideal suspension system between vehicles’ sprung body,
and the vehicle is assumed to travel on even and smooth roads. With these two
assumptions, the ride model involving suspension forces and road disturbances is
not considered in this model. Next, the vehicle is modelled as a rigid body with
concentrated sprung mass at the centre of gravity and four wheels that are
connected to each of the vehicle four corners. The vehicle is moving on a level,
unbanked, and uninclined road, and therefore, the weight is acting along the z-axis.
The vehicle body is represented in three-dimensional x-y-z planes, which is allowed
to displace in lateral and longitudinal directions, as well as rotating about the z-axis
(yaw). Each of the connected wheels is modelled as a rigid body, which is allowed to
rotate about its rotational axis, which is parallel with the vehicle’s lateral axis. Only
the two front wheels are allowed to steer, which is equipped with an active Pitman
arm steering system. Modelling of this system is also considered in this chapter. In
calculating the tyre responses, the vertical load on each tyre is calculated using the
vehicle’s load transfer model by considering the amount of load transfer during
manoeuvrings. The load transfer is based on weight distribution in lateral direction
during cornering and longitudinal direction during acceleration/braking. To ensure
that the model generate response as close as possible to a real condition, rolling and
air resistance are considered in this model. In terms of the steering system, the

Figure 2.
Configuration of the heavy vehicle model [12, 14, 15].
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armoured vehicle is equipped with a Pitman arm steering system where the output
steering values were saturated at �10 deg. This is due to the consideration of the
system’s limitation as well as the controller’s stability region that has been tested as
described previously [3, 14].

The previous work from the authors has demonstrated the derivations and
verifications of this model [12, 15]. Also, several previous studies have been evalu-
ating its controller’s performance on the same model [11, 14, 16]. Figure 1 also
shows the symbols and vehicle parameters used in developing the model. Perhaps it
is worth noting a common confusion between the fixed global coordinate axes (X,
Y, and Z), which are commonly associated with the Earth’s longitude, latitude, and
altitude, respectively, and the moving local coordinate axes (x, y, and z). This model
has been validated by verifying the simulated vehicle responses against the
HMMWV responses from a CarSim software as described in detail by Aparow et al.
[12]. The verification was done using the standard manoeuvring procedures,
namely, Slalom tests, double lane change, and step steer manoeuvrings.

3. Knowledge-based adaptive controller development for a path
tracking system

3.1 Basic structure of trajectory tracking controller

In this study, the adaptive controller was based on the previously developed
controller from the previous publication by Amer et al. [14], namely, the modified
Stanley (Mod St) controller. Equation (1) shows the original Stanley controller from
Hoffmann et al. [3]. The same publication has extended the controller to include the
yaw rate compensation as shown in Eq. (2). A modification has been carried out to
these controllers to increase their sensitivity towards the disturbance input as pro-
posed previously in [14]. The Mod St controller used in this work is shown in
Eq. (3), where the main parameters are shown in Figure 3. Here, e is the lateral
error of the vehicle (m), measured between the vehicle and the perpendicular point
on path; ϕ is the heading error (rad), which is the difference between the vehicle’s
and the path’s instantaneous directions; v is the vehicle speed (m/s); _ψ is the
instantaneous yaw rate of the vehicle (rad/s); and _ψ traj is the trajectory yaw rate
(rad/s). Meanwhile, kϕ, k1, k, and kψ are the tuneable gains. In this study, the
original Stanley controller from Eq. (1) is used as the benchmark, while the Mod St
controller from Eq. (3) is used as the base controller for the adaptive control
structure.

ð1Þ

ð2Þ

ð3Þ

Six trajectories are chosen for this study in order to portray the different kinds of
road courses, shown in Figure 4. Each was named based on the trajectory shape,
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namely, “straight road”, “multiple lane change”, “double lane change”, “curve”,
“S”, and “hook”. Each trajectory is defined as a set of points with X-Y coordinates.
Therefore, lateral error is obtained based on the current X position for the vehicle,
such that e ¼ YpathðXvehicleÞ � YvehicleðXvehicleÞ.

Further analysis on the application of controller on a heavy vehicle yields an
important issue in tuning the parameters as discussed previously by Snider [6] and
Shan et al. [17]. A perfectly tuned controller will work properly within a certain

Figure 3.
Main parameters for the Stanley controller and its variants.

Figure 4.
Road courses for controller testing.
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range of vehicle speed, as well as a certain type of trajectory and road courses. Also,
the more parameters included in the controller, the more sensitive it is to changes,
which will make it less robust. These effects can be shown in Figure 5 where all the
three variants of the Stanley controller were simulated on the heavy vehicle model
with different speeds on S road. Each of the controllers was properly tuned for 6 m/s
speed on the particular trajectory using particle swarm optimisation (PSO) algo-
rithm with the same approach as presented in [13–15]. Table 1 shows the parameter
values for each controller upon optimisations for each trajectory at 6 m/s speed,
which was used throughout the testing for all speed values. From the figures, it can
be seen that the properly tuned controller is valid only for a certain range of speed
and the number of parameters is one of the main factors that affect the robustness
of the controller. The controller with the least parameters showed better robustness
and performance in varying speeds. However, significantly large error (0.4–0.8 m)
can be noticed. This is agreeable to the finding by Wallace et al. [18], which
concludes that it is a conflicting factor in tuning a geometric controller between
stability and robustness. Therefore, this study proposes an adaptive controller with
the ability to supervise the selection of an optimum set of controller parameters
based on the speed and trajectory experienced by the vehicle. With this, the con-
troller can be used regardless of the manoeuvring conditions without the need to be
re-tuned.

With the original Stanley controller modified into the Mod St controller in
Eq. (3) to increase its sensitivity, an adaptive algorithm is proposed to automatically
tune the four parameters in Mod St, namely, kϕ, k1, k, and kψ. An adaptive algorithm
using a three-dimensional control surface is used. Since it was known that the main
factors affecting the validity of any set of controller parameters are both the vehicle
speed and type of trajectory, two inputs are chosen for the algorithm, which are the
heading error, ϕ, and vehicle speed, v. Each of the controller parameters is
optimised for each input combination to form a knowledge database. With this, the
adaptive algorithm is developed and converted into separate control surfaces for
each parameter where the adaptive algorithm will be developed to automatically

Figure 5.
Effect of varying speeds on the S road for the Mod St controller [Eq. (3)], Stanley controller [Eq. (1)], and
Stanley controller with yaw compensation [Eq. (2)].
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choose parameter values from the surfaces. The overall procedure can be illustrated
in Figure 6.

3.2 Development of the adaptive controller

An adaptive controller with the ability to supervise the selection of an optimum
set of controller parameters depending on the heading error (ϕ) and vehicle speed

Figure 6.
Procedure in developing an adaptive modified Stanley controller.

Table 1.
Controller parameters for St and Mod St controllers for each trajectory.
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(v) is proposed in this study. These two variables are chosen since they represent
the vehicle’s instantaneous speed and the state of trajectory heading with respect to
vehicle’s heading at a particular time. By choosing this as the input for the adaptive
mechanism, and optimising the controller at different values of these two states, the
controller will be able to react to variable speed and trajectory it operates on. The
overall structure for the knowledge-based adaptive Stanley controller is shown in
Figure 7.

3.2.1 Building knowledge database using particle swarm optimisation

In this study, a knowledge database is built to provide artificial insights for the
controller to choose a suitable set of parameter values for the controller based on the
vehicle’s driving conditions, namely, speed (v) and heading error (ϕ). The database
should have a complete set of parameters (kϕ, k1, k, and kψ) that correspond to each
range of v and ϕ.

Table 2 shows the interval values for input variables that were chosen for the
knowledge database. In choosing the interval values, several sensitivity analyses
were carried out to test the suitability of an optimised parameters set in varying
speeds. It was found that each optimised parameters will yield satisfactory results
within �5 m/s and � 15 deg. Therefore, these intervals are chosen. A minimum of
1 m/s (≈ 3.6 km/h) and a maximum of 20 m/s (≈ 72 km/h) were chosen based on
the common and safe operating speed for the vehicle. A minimum of 1 deg. and a

Figure 7.
Structure of the adaptive Stanley controller.

Table 2.
Interval for knowledge database for each input.
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maximum of 75 deg. were chosen for ϕ values, which correspond to the minimum
and maximum values of the cornering angle for the vehicle.

A metaheuristic optimisation algorithm, namely, PSO method, is used in build-
ing the knowledge database, as outlined in Amer et al. [13, 15] to optimise the four
controller parameters for each of the v and ϕ combinations. Each of the four
controller parameters is optimised for each of the v and ϕ combinations. PSO is one
of the established optimisation algorithms based on a natural phenomenon. First
introduced in 1995 [19], it is one of the many optimisation algorithms based on
swarm intelligence available as research tools. A comprehensive study on PSO
algorithm and other swarm intelligence algorithms with their associated optimisa-
tion performance can be found in [20]. The study has found that PSO has better
performance in terms of solution consistencies and convergence than the other
swarm algorithms. Zhang [21] has also stated that PSO has better convergence in
achieving global optimum with better accuracy than conventional methods. Also,
with a lesser number of algorithm parameters to tweak than genetic algorithm
(GA), PSO is always preferable. Overall, it was found that PSO converged faster
and the study concluded that PSO provides better accuracy with a fast convergence
for a standard computing capability. The PSO performance has also been studied in
various applications for controller parameter tuning such as [22]. Here, PSO was
used to tune a model predictive controller, and the optimisation performance was
compared against ant colony optimisation (ACO) and gravitational search algo-
rithm (GSA). It was shown that PSO was more superior than the others with up to
90% quicker convergence than ACO and GSA. The PSO-optimised controller also
performed better, showing that PSO managed to find better optimum points than
its counterparts.

PSO algorithm simulates the behaviour of swarmed particles, which move
within the swarm towards an intended position. Each particle will be assigned
random positions within the swarm, and its next movement (position and velocity)
will be determined based on its relative position to an optimum position. Optimum
position will be the position of any particle with an optimum fitness value. Every
particle will have its own fitness value and the memory of its own best position,
pbest, as well as the overall swarm best position, gbest, based on the optimum fitness
value. The particle’s next position will be determined by considering these memo-
ries. This will guarantee that the particles will not be moving too quick towards the
new position that can turn out to be another local optimum. In other words, any of
the ith particle within the swarm will have position coordinates, xid, in each of the
dth dimensions and move with velocity vt. Its next position, xid

(t + 1), will be deter-
mined based on its next velocity v(t + 1) shown in Eqs. (4) and (5), respectively.
These processes will be iterated over several cycles, and finally, the swarm will
converge to an optimum position:

ð4Þ

ð5Þ

In this study, the optimisation process of Stanley controllers using PSO can be
shown in Figure 8. Referring back to Figure 6, the upper part of the chart shows the
optimisation process of each input combination using PSO, while Table 3 tabulates
the main parameters used in PSO algorithm. In addition, since lateral error is one of
the most significant performance indices for a path tracking controller, fitness
function for each particle will be evaluated by the lateral error between the vehicle
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and trajectory (e), which resulted from the parameter values for each particle’s
position. Lateral error is quantified by the root mean square (RMS) value, as shown
in Eq. (6):

ð6Þ

Upon completion, all sets of parameters are compiled and integrated into a
knowledge database consisting all parameters for each combination of ϕ and v

Figure 8.
Procedure for PSO.

Table 3.
PSO parameters used in building a knowledge database [13, 15].
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values. The database is then used to form separate control surfaces for each
corresponding parameter. For the proposed basic controller in Eq. (3), there are
four parameters, which correspond to four separate control surfaces formed from
the knowledge database. For the adaptive method, the controller parameters are
adjusted by an algebraic algorithm that will interpolate a suitable set of parameter
values based on the developed knowledge database. The interpolation will be on a
set of control surfaces that map the optimum set of parameters according to its
respective ϕ and v values.

3.2.2 Generating control surface from the knowledge database

In this study, the developed knowledge database in Section 3.2.1 is transformed
into a set of control surfaces (Φk) that correspond to each of the four controller
parameters kϕ, k1, k, and kψ. The transformation of the database to control surfaces
was carried out using the concept named biharmonic spline [23], originally used to
deduce geographical contour from a set of altitude data of the topography. It
worked by assuming an imaginary spline across a one-dimensional data point and
applying a point force (αj) to each of the data points with coordinates (xj, ζj). This
can be shown in Figure 9.

Using the biharmonic spline method, the line in Figure 9 satisfies a biharmonic
partial differential equation (PDE) with N = 6 shown in Eq. (7). The solution of
this PDE is satisfied with a point-force Green’s function that is centred at each
point as shown in Eq. (8). Solving for αj in Eq. (9) will yield the strength of each
point force (αj):

ð7Þ

ð8Þ

ð9Þ

Figure 9.
Wrapping an imaginary spline around data points (xi, ζi) with point forces (αi) acting at each point.
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Extending this method to a three-dimensional space, one can assume spreading
an imaginary surface over the points instead of a spline. In this study, the
biharmonic interpolation concept is applied on the knowledge database, which
consists of data that are scattered in a three-dimensional space. The control surface
produced needs to pass through each of the data in the database using this concept

Figure 10.
Control surface for each controller parameter.
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by wrapping an imaginary thin lamina around all the data points. The database is
separated into four sets of data, which will generate four control surfaces, which
corresponds to each controller parameter as shown in Figure 10. Each surface
shows the interpolated surface relating to the control parameter values to its
corresponding vehicle speed and heading error.

3.2.3 Using the control surface to generate an optimum set of parameters

Using the control surface generated previously, the interpolation algorithm will
choose corresponding parameter values within the surface based on instantaneous
heading error and vehicle’s speed. This will adaptively tune the modified Stanley
controller, adjusting it to various conditions during manoeuvring regardless of any
path and vehicle speed. In cases where the v and ϕ values are outside of the database
range from Table 2 and surfaces from Figure 10, no extrapolation method will be
used. Instead, parameter values at surface boundaries will be considered. This is to
avoid the controller to enter an unstable controller region and ensure that the
algorithm will continuously tune the parameters even when the v and ϕ values are
outside of the range in the knowledge database. By denoting the kth control surface
as Φ k(v, ϕ) where k = 1, 2, 3, 4 and Kk corresponds to the controller parameters kϕ,
k1, k, and kψ, the adaptive algorithm to automatically tune the controller parameters
has been developed as a set of controller commands as shown in Eq. (10):

ð10Þ

4. Simulation and experimental procedures

The effectiveness of the developed controller is evaluated through simulations
within the MATLAB/Simulink using ODE solver settings, namely, Heun ODE2 and
a fixed-step size of 0.001 s. The controller is implemented on the validated vehicle
model from Section 2 that was set to enter each of the trajectories in Figure 4 with
an initial velocity, zero brake, and throttle settings to keep the vehicle at a constant
speed of 6 m/s. The adaptive controller is compared against the two of its pre-
decessors, namely, the Mod St from Eq. (3) and the original Stanley controller as
shown in Eq. (1). Each of these controllers has been optimised using PSO with
similar procedures as described in Section 3.2.1 and simulated using the same
simulation settings. In evaluating the controller’s performance under varying input
disturbances, a set of simulations were carried out using a different trajectory as
shown in Figure 4 as well as different speed settings. The vehicle was set to travel
with different speed values that are chosen randomly within and outside of the
range of the knowledge database.

4.1 Experimental validation against the human driver

The adaptive path tracking controller developed in this study is validated exper-
imentally against the human-driven responses when navigating similar paths. For
this, an instrumented heavy vehicle was driven, and the driver’s steering input was
recorded. The same manoeuvring was simulated using the developed controller,
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and the resulted steering input from the controller was compared against the
human’s driving input, to observe the validity of the automatic steering input from
the controller.

Figure 11.
Road course used in the experiment: (a) single lane change and (b) double lane change.

Figure 12.
Road course for simulations taken from real dimensions for (a) single lane change and (b) double lane change.

Figure 13.
(a) Prototype of heavy vehicle and (b) sensor configuration in driver’s cockpit.
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In the experiment, two types of manoeuvrings were conducted, namely, single
and double lane changes. The dimensions of the desired road were set on a level,
open space as shown in Figure 11 for both single and double lane change
manoeuvrings, based on ISO-3888 [24]. These dimensions were converted into a
series of coordinate points for simulation stages as shown in Figure 12. As one can
see, the dimensions are quite short due to the limited space available. For this, only
20 km/h speed was chosen to ensure good manoeuvrings.

The manoeuvring tests are carried out with an instrumented prototype of a
heavy vehicle as shown in Figure 13. The prototype was installed with various
sensors and actuators as shown. However, for this experiment, the main sensors
used are the accelerometer, gyro sensor, and rotary encoder. The rotary encoder
will record the driver’s steering input from steering column rotation, and from this,
the wheel angle data can be deduced. Meanwhile, position data is acquired by a
built-in GPS sensor in IMC DAQ that is attached to the roof of the vehicle to ensure
good data transmission. Should the GPS fail, one can use the recorded acceleration
data from the accelerometer, as well as vehicle speed data from the speed sensor to
calculate the vehicle position in local coordinates.

From this experiment, automated manoeuvrings from the controller will be com-
pared against the actual driving inputs from the human driver. Two observations can
be deduced due to the nature of the short trajectories. First, the controller’s ability in
mimicking human driver behaviour can be evaluated. Second, the path tracking
performance of the controller in guiding the heavy vehicle along short roads and sharp
cornering can be evaluated also. The findings will be detailed in the next section.

5. Results and discussions

In evaluating the performance of the proposed adaptive controller, trajectory
tracking performance was observed. Two aspects were compared, namely, (a) the
vehicle trajectories and (b) the lateral error while navigating the trajectories with
each respected controller. The performance of the proposed knowledge-based
adaptive controller was compared against its two predecessors, which are the orig-
inal St controller from Eq. (1) and Mod St from Eq. (3) as explained in Section 3.1.
All simulation results for the six trajectories are shown in Figure 14 for the straight
road, Figure 15 for the Multiple Lane Change Road, Figure 16 for the Double Lane
Change Road, Figure 17 for the Hook Road, Figure 18 for the S Road, and Figure 19
for the Curved Highway Road.

Figure 14.
Trajectory tracking performance for straight road: (a) vehicle trajectories, (b) lateral error, e.
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It can be seen that the proposed controller managed to guide the heavy vehicle
along the desired trajectories successfully. Overall, the adaptive controller
performed significantly better than the St controller. The proposed controller man-
aged to guide the vehicle with better precision closer to the path, which can be
indicated further by the lateral error graphs in (b). These improvements are mainly
caused by the fact that the adaptive controller adopts Mod St steering command
from Eq. (3) as the base controller to be automatically tuned. This controller con-
siders the yaw rate error feedback, which can improve the overall trajectory track-
ing performance. Also, it has more controller parameters, which made the
controller more sensitive to tuning, which, in turn, improve the tracking perfor-
mance upon parameter selection. This also explains the exceptional performance by
the Mod St controller shown in the graphs. For shorter and tight manoeuvring road

Figure 15.
Trajectory tracking performance for curved highway road: (a) vehicle trajectories, (b) lateral error, e.

Figure 16.
Trajectory tracking performance for multiple lane change road: (a) vehicle trajectories, (b) lateral error, e.

Figure 17.
Trajectory tracking performance for double lane change road: (a) vehicle trajectories, (b) lateral error, e.
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courses, namely, straight, multiple lane change, and lane change, shown in
Figures 14–16 respectively, the vehicle was manoeuvred successfully along the
intended road courses with significantly better lateral error than the original Stanley
controller. However, unwanted oscillations can be observed in Figures 16 and 17
due to rapid cornering that exists in these courses. This can be minimised by
preparing smoother curvature for the vehicle to follow [6].

However, one might notice the inferior performance shown by the proposed
controller when compared against the Mod St controller. As stated before, this is the
base controller where the adaptive algorithm was built on. In the simulation, the
Mod St controller was tuned specifically for each trajectory using a metaheuristic
optimisation algorithm, namely, PSO. The procedures are explained by Amer et al.
[15]. Since the controller was specifically tuned for each trajectory and the 6 m/s
speed, the controller parameter has been chosen to optimise the vehicle perfor-
mance for each of the roads. This explains the fact that the base controller
performed better than the adaptive controller, which was automatically tuned by
the adaptive algorithm. However, despite the inferior performance compared to the
Mod St controller, the adaptive controller still managed to guide the vehicle with a
satisfactory performance. Looking at the RMS values for lateral error, the adaptive
controller recorded a lateral error of 0.00154–0.0341 m across all the six trajecto-
ries, which are well below the average lateral error of 0.1 m recorded by the Stanley
vehicle in the original publication [3]. Therefore, it can be concluded that the
proposed adaptive controller performed well in navigating various trajectories.
Overall comparison results for the RMS values on lateral error between the evalu-
ated controllers are listed in Table 4.

The response of the controller under various vehicle speeds was studied next for
hook, S, and curved highway road, as shown in Figure 20. These roads were chosen

Figure 18.
Trajectory tracking performance for hook road: (a) vehicle trajectories, (b) lateral error, e.

Figure 19.
Trajectory tracking performance for S road: (a) vehicle trajectories, (b) lateral error, e.
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due to its suitability for a high-speed testing. Straight, multiple lane change, and
double lane change roads have shorter courses and extreme manoeuvrings, which
are not suitable for a high-speed testing. In each analysis, six constant speed values
were chosen to evaluate the controller, namely, 3, 8, 12, 17, 20, and 30 m/s. Based on
knowledge database range and intervals listed in Table 2, 20 and 30 m/s were
chosen to observe the controller’s behaviour on the knowledge database boundary
and outside the boundary. Other values were chosen randomly to observe the
controller’s performance with vehicle speeds well within the knowledge database
boundary. From the figures, one can see that the proposed adaptive controller
managed to steer the heavy vehicle well along the desired trajectory. However, as
the vehicle speeds increase, larger error was observed since the vehicle is moving
further than the intended trajectory. This is understandable since an increasing
speed means that the vehicle can be diverted faster. Nevertheless, the controller still
managed to bring the vehicle back to its intended direction with lateral error of well
within 1 m as shown in Table 5.

Figure 20.
Effect of varying speeds for (a) hook road, (b) S road, and (c) curved highway road.

Table 4.
Comparison of RMS values for lateral error between the controllers.
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5.1 Validation of steering angle against the human driver

For this analysis, three responses were observed, namely, vehicle trajectories,
lateral error, and vehicle wheel angle throughout the manoeuvrings, which are single
lane change and double lane change from Figure 11, and described in detail in Section
4.1. The actual data from the instrumented vehicle are compared against the simula-
tion results with the adaptive controller using the same trajectory and road courses in
Figure 12 and constant vehicle speed of 20 km/h. Figure 21 shows the comparison
between experimental results by the human driver and simulation results by the
adaptive controller for the single lane change manoeuvring. Meanwhile, Figure 22
shows the same comparison for the double lane change manoeuvring.

In both figures, graphs in (a) show the vehicle trajectories, which indicate that
the proposed controller managed to automatically provide correctional steering
input in guiding the vehicle closer to the desired trajectories. There is a noticeable

Figure 21.
Comparison between experimental results and simulations for single lane change road: (a) vehicle trajectory,
(b) lateral error w.r.t. trajectory, (c) steering input required.

Table 5.
RMS values of lateral error for various vehicle speeds with the adaptive controller.
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overshoot in vehicle trajectory from simulation (X = 80 m) for both manoeuvrings,
which can be attributed to the speed of the vehicle. In the experiment, it was hard to
keep the constant speed, and human instinct has caused the driver to slow down the
vehicle while navigating sharp corners, whereby the speed was kept constant
throughout the simulations. This has caused dissimilarities between the two results.
Also, the road courses used here are very short, which may account to the inabilities
of the controller, as well as the human driver, to perfectly track the trajectories.
Nevertheless, the controller did well in steering the vehicle. This can be further
studied through the lateral error results shown in graphs (b). The adaptive control-
ler recorded better lateral error 82 and 78% less RMS values for single lane change
and double lane change manoeuvrings, respectively.

Looking at the wheel angle from graphs (c), one can observe the correctional
steering input provided by the human driver in the experiment, as well as the inputs
from the adaptive controller in simulation. Compared against the human driver for
the same manoeuvrings, the controller provides the steering input to the wheel with
the same trend and input shape as the human driver, but with a faster response.
Having a fast controller is always advantageous for any unaccountable delays and
uncertainties that may happen in real implementation. Also, the controller is able to
adapt to various speeds and trajectories while mimicking the human driver actions,
which was proven from the results presented here.

6. Conclusions

In this study, an adaptive controller for an autonomous heavy vehicle is presented.
The controller was developed based on an established Stanley controller that was
modified to increase its sensitivity to the parameter changes. An adaptive algorithm
was constructed to automatically tune the controller parameters based on the instan-
taneous vehicle speeds, v, and heading error, ϕ, between the vehicle and road course

Figure 22.
Comparison between experimental results and simulations for double lane change road: (a) vehicle trajectory,
(b) lateral error w.r.t. trajectory, (c) steering input required.
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trajectory. In constructing the adaptive algorithm, a knowledge database was built by
optimising a set of parameters for the modified Stanley controller that corresponds to
various combinations of v and ϕ using particle swarm optimisation.

The developed controller was applied on a validated 7DOF, nonlinear heavy
vehicle model. Six trajectories were chosen representing long and short courses as
well as courses with large and very small turning curvatures. With these, a series of
simulations were carried out, and the performance of the proposed controller was
compared against the basic original Stanley and also the modified Stanley controllers.

From the simulations, it was found that the proposed adaptive controller
performed well in guiding the vehicle along all trajectories. It recorded significantly
lower lateral error RMS between 61 and 82% improvement when compared against
the original Stanley controller. However, 48–89% increases in lateral error RMS were
observed when comparing the controller against the modified Stanley controller. This
can be explained by the fact that the Mod St controller was optimised specifically for
the respective courses and, therefore, performed exceptionally well on the roads.

In terms of the controller’s ability in adapting to various trajectories and vehicle
speeds, the controller was tested with various vehicle speeds within and outside of
the knowledge database region. It was capable of navigating the vehicle smoothly
regardless of the vehicle speed, with understandably larger error in maximum
speed. However, the overall lateral error was well kept below 1 m. While the
maximum testing speed was 30 m/s, the autonomous heavy vehicle will be operat-
ing with speeds much lower than that. Previous studies and implementations of
autonomous passenger’s vehicles have been recorded to operate with about 10 m/s
and lower [4, 25, 26]. In this study, the proposed adaptive controller has managed to
perform well without depending on any planner to provide a smooth trajectory.
This ensures the applicability of the proposed controller to be operated on a heavy
vehicle on various trajectories and vehicle speed values.
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Chapter 4

Integral Backstepping Controller
for UAVs Team Formation
Wesam M. Jasim and Dongbing Gu

Abstract

In this chapter, two controllers are investigated for stabilisation, path tracking
and leader-follower team formation. The first controller is a PD2 implemented for
attitude stability. The second controller is an Integral Backstepping IBS control
algorithm presented for the path tracking and leader-follower team formation
problems of quadrotors. This nonlinear control technique divide the control into
two loops, the inner loop is for the attitude stabilisation and the outer loop is for the
position control. The dynamic model of a quadrotor is represented based on Euler
angles representation and includes some modelled aerodynamical effects as a
nonlinear part. The IBS controller is designed for the translational part to track the
desired trajectory and to track the leader quadrotor by the followers. Stability
analysis is achieved via a suitable Lyapunov function. The external disturbance and
model parameters uncertainty are considered in the simulation tests. The proposed
controllers yielded good results in terms of Root Mean Square Error RMSE values,
time-consumption, disturbance rejection and model parameter uncertainties
change coverage.

Keywords: integral backstepping, adaptive controller, Euler angles,
UAVs quadrotors, team formation

1. Introduction

In recent years, research on the control of Unmanned Aerial Vehicles (UAVs)
has been growing due to its simplicity in design and low cost. Quadrotor helicopters
have several advantages over fixed-wing air crafts, such as taking off and landing
vertically in a limited space and hovering easily over fixed or dynamic targets,
which gives them efficiency in applications that fixed-wing air crafts cannot do, in
addition to being safer [1–3]. Based on its structure the UAV offers the power of
sensing and computing in many applications. Quadrotor UAVs can be used to
perform several tasks in the applications of dangerous areas for a manned aircraft in
a high level of accuracy. They can be utilised in different applications, such as
inspection of power lines, oil platforms, search and rescue operations, and surveil-
lance [4–6]. Increasing the applications of quadrotors encourages the growth in
their technologies and raises the requirements on autonomous control protocols.
Moreover, using swarm robotics has advantages over individual robots in that they
perform their tasks faster with high accuracy and use a minimum number of sensors
by distributing them to the robots [7]. Researchers are focusing on the design and
implementation of many types of controllers to control the take-off, landing and
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hovering of individual quadrotor UAVs with some applications which require the
creation of a trajectory and tracking in three dimensions, benefiting from the wide
developments in sensors.

Research in the field of control of individual and multi-robot quadrotor team
formation is still facing some challenges. Challenges of individual quadrotor control
come from the complexity of modelling its dynamic system because of its complex
structure and the design issue. The dynamic model equations present four input
forces with six output states, which mean that the system is in under-actuated range
[5, 7]. Further challenges of multi-robot control come from evaluating the control
architecture and communication network limitations.

The formation problem of quadrotors has had a vast area of interesting research
in the past few years. Researchers have been motivated to contribute to this field of
research by the development of materials, sensors and electronics used in designing
quadrotors, which consequently has an effect on minimising their size, weight and
cost. Working as a team of quadrotors has many benefits over using a single
quadrotor in several applications.

Team formation control includes many problems to be addressed, including
communication loss, delay between the robots or packet drop problems [8–11].
Simultaneous localization and mapping is another problem in team formation con-
trol, in which the vehicle builds up its maps and estimates its location precisely at
the same time; this problem has also been addressed in [12–14]. The third problem
is the collision and obstacle avoidance, which includes avoiding collisions with both
other robots and static or moving unknown obstacles while flying to their destina-
tion and maintaining their positions. Solutions to this problem have been handled
by [12, 15]. Now, team formation control adopts a combination of some functions;
the first is to perform the mission between two points, the second is to preserve the
comparative positions of the robots over the formation and maintain the shape
consequently, the third is to avoid obstacles and the forth is to divide the formation.
In this chapter, we focus on designing only a control law for the leader-follower
team formation problem with collision avoidance between team members by
maintaining the distance between the leader and the follower.

In the leader-follower approach, at least one vehicle performs as a leader and the
other robots are followers. The leader vehicle tracks a predefined path, whereas the
followers maintain a certain distance with the leader and among themselves to
obtain the desired shape. Each robot has its own controller and the robots keep the
desired relative distance between themselves. However, two types of control
architecture may be used to control the vehicle: one loop control scheme and two
loop control scheme. If a two loop control scheme is used to control each vehicle,
the outer loop is used for position control and its x and y output is the desired roll
and pitch angles. These desired angles with the desired yaw angle are used to
calculate the vehicle torques; in other words, they stabilise the quadrotor angles.
This type of control is built according to time scale separation, where the attitude
dynamics are much faster than translation dynamics. In the one loop control
scheme, on the other hand, separation of the vehicle dynamics to attitude and
translation is not considered. In this case, the position tracking error is used directly
to calculate the vehicle torques to achieve its path tracking. According to these
definitions, leader-follower team formation requires attitude stabilisation and path
tracking to be achieved.

Abundant literature exists on the subject of attitude stabilisation, path tracking
and leader-follower team formation control. Several control techniques have been
demonstrated to control a group of quadrotors varying between the linear PID, PD
or LQR controllers to more complex nonlinear controllers as neural networks and
BS controllers. These controllers achieved good results and some of them

82

Automation and Control



guaranteed the performance, such as the LQR controller, and some of them
guaranteed their stability. The performance of an individual quadrotor or a group of
quadrotors in formation control is often affected by external disturbances such as
payload changes (or mass changes), wind disturbance, inaccurate model parame-
ters, etc. Therefore, the IBS controller was proposed to reject the effect of distur-
bances and handle the change in model parameter uncertainties. On the other hand,
improving the control performance is another aspect.

Dynamic model representation of the quadrotors is a major demand for design-
ing these controllers. In this chapter, Euler angles technique was used to represent
the quadrotors.

2. Dynamic model

In this section, Euler angles are used to represent the quadrotor dynamical
model. External disturbances and model parameter uncertainties change are con-
sidered as well. An IBS controller is derived and tested in simulation. The stability
analysis is obtained via a selected Lyapunov function. The full quadrotor dynamic
model including the gyroscope effects G ωð Þ is

_p ¼ v

_v ¼ �geþ f
m
Rθe

_Rθ ¼ RθS ωð Þ
J _ω ¼ �S ωð ÞJω�G ωð Þ þ τE

8>>>>><
>>>>>:

(1)

and the rotational matrix Rθ from the inertial frame to the body frame is

Rθ ¼
cψcθ cψ sθsφ� sψcφ cψsθcφþ sψ sφ
sψcθ sψ sθsφþ cψcφ sψ sθcφ� cψ sφ
�sθ cθsφ cθcφ

2
64

3
75: (2)

where m is the quadrotor mass, ω ¼ ωx,ωy,ωz
� �T is the angular velocity in the

body frame, J is the 3� 3 diagonal matrix representing three inertial moments in

the body frame, τE is the torque vector applied on the quadrotor, v ¼ vx, vy, vz
� �T is

the linear velocity, p ¼ x, y, z½ �T is the position vector, S is the skew-symmetric cross
product matrix, and the vector e ¼ 0, 0, 1½ �T.

Assuming that φ, θ, ωx, ωy and ωz are very small, ζ ¼ φ, θ,ψ½ �T, η ¼ _ζ ¼
_φ, _θ, _ψ
� �T ¼ ωx,ωy,ωz

� �T and _η ¼ €φ, €θ, €ψ
� �T ¼ _ωx, _ωy, _ωz

� �T, then the attitude con-
trol part of Eq. (1) can be written as:

f ¼ mg

€φ ¼ _θ _ψ
Jy � Jz
Jx
þ Jr
Jx

_θΩþ τφ
Jx

€θ ¼ _φ _ψ
Jz � Jx

Jy
� Jr
Jy

_φΩþ τθ
Jy

€ψ ¼ _φ _θ
Jx � Jy
Jz
þ τψ

Jz

:

8>>>>>>>>>>><
>>>>>>>>>>>:

(3)
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3. Quadrotors formation problem

The full dynamic model based on Euler angles (1) of a quadrotor can be
written as:

_pi ¼ vi

_vi ¼ �geþ f i
mi

Riθe

_ζi ¼ ηi
Ji _ηi ¼ S ηið ÞJiηi þG ηið Þ � τiE

8>>>>><
>>>>>:

(4)

where i is L for the leader and F for the follower.
The leader-follower formation control problem to be solved in this chapter is a

distributed control scheme of one leader and one follower. The leader control
problem is formulated as a trajectory tracking, and the follower control problem is
also formulated as a tracking problem, but with a different tracking target.

The follower keeps its yaw angle the same as the leader when it maintains the
formation pattern. It moves to a desired position pFd, which is determined by a
desired distance d, a desired incidence angle ρ, and a desired bearing angle σ. A new
frame F0 is defined by the translation of the leader frame L to the frame with the
desired follower position pFd as the origin. As shown in Figure 1, the desired
incidence angle is measured between the desired distance d and the x� y plane in
the new frame F0, and the desired bearing angle is measured between the x axis and
the projection of the d in x� y plane in the new frame F0. The desired position pFd is

Figure 1.
Body frames in formation.
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pFd ¼ pL � RT
Lqd

cos ρ cos σ

cos ρ sin σ

sin ρ

2
64

3
75: (5)

Assume both the leader and the follower are able to obtain their own pose
information and the follower is able to obtain the leader’s pose information via
wireless communication. The design goal of the controllers is to find the state
feedback control law for the thrust and torque inputs for both the leader and the
follower. The leader-follower formation control problem is solved if both conditions
(6) and (7) are satisfied.

lim t!∞ pFd � pF

� � ¼ 0

lim t!∞ ψL � ψFð Þ ¼ 0

�
(6)

and

lim t!∞ pLd � pL

� � ¼ 0

lim t!∞ ψLd � ψLð Þ ¼ 0

�
(7)

The communication among the robots is assumed to be available. The position
pL, yaw angle ψL of the leader L and its first and second derivatives _ψL and €ψL are
assumed to be available and measurable. The linear velocity of the leader L and its
derivatives vL and _vL are assumed bounded and available for the follower.

4. Formation IBS controllers

Integral backstepping control is one of the popular control approaches for both
individual and multiple quadrotors. In this section, the integral backstepping
control is applied for the individual quadrotor path tracking and leader-follower
formation problems. This nonlinear control technique divide the control into two
loops, the inner loop is for the attitude stabilisation and the outer loop is for the
position control as shown in Figure 2.

In this case, the leader and the follower desired roll and pitch angles are assumed
to be θLd ¼ θFd ¼ 0 and φLd ¼ φFd. The dynamic model of a quadrotor is

Figure 2.
Two-loop control block diagram.
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represented based on Euler angles representation and includes some modelled
aerodynamical effects as a nonlinear part. The IBS controller is designed for the
translational part to track the desired trajectory. Stability analysis is achieved via a
suitable Lyapunov function. The external disturbance and model parameters
uncertainty are considered in the simulation tests in all circumstances.

4.1 Backstepping control concept

Backstepping is a recursive design mechanism to asymptotically stabilise a
controller for the following system [16]:

_x ¼ f xð Þ þ g xð ÞΓ
_Γ ¼ u

:

�
(8)

This system is described as an initial system in Figure 3, where x∈n and Γ∈
are the system state and u∈ is the control input. f , g : D ! n are assumed to be
smooth and f 0ð Þ ¼ 0. A stabilising state feedback control law Γ ¼ Φ xð Þ, assuming
Φ 0ð Þ ¼ 0, exists, in addition to a Lyapunov function V1 : D ! þ such that

_V1 xð Þ ¼ ∂V1

∂x
f xð Þ þ g xð ÞΦ xð Þ½ �≤ � Vε xð Þ, ∀x∈D (9)

where Vε xð Þ : D ! þ is a positive semidefinite function. Now, the following
algebraic manipulation is required: by adding and subtracting the term g xð ÞΦ xð Þ
to/from the subsystem (8) we can have the following system:

_x ¼ f xð Þ þ g xð ÞΦ xð Þ þ g xð Þs (10)

where s ¼ Γ�Φ xð Þ, by this construction, when s! 0, _x ¼ f xð Þ þ g xð ÞΦ xð Þ
which is asymptotically stable. The derivative of s is

_s ¼ _Γ� _Φ xð Þ ¼ u� _Φ xð Þ ¼ υ (11)

which is the backstepping, since Φ xð Þ is stepped back by differentiation as
described in Figure 4. So we have

_x ¼ f xð Þ þ g xð ÞΦ xð Þ þ g xð Þs
_s ¼ υ

(12)

This system is equivalent to the initial system (8), where _Φ ¼ ∂Φ
∂x _x ¼

∂Φ
∂x f xð Þ þ g xð ÞΓ½ �. The next step is to stabilise the system (12), and the following
Lyapunov function is considered:

Figure 3.
Initial system.
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V x, sð Þ ¼ V1 xð Þ þ 1
2
s2: (13)

Then

_V ¼ ∂V1

∂x
f xð Þ þ g xð ÞΦ xð Þ þ g xð Þs½ � þ sυ

≤ � Vε xð Þ þ ∂V1

∂x
g xð Þ þ υ

� �
s:

(14)

Let

υ ¼ � ∂V1

∂x
g xð Þ � εs

ε>0
:

8<
: (15)

Then

_V ≤ � Vε xð Þ � εs2 <0: (16)

This signifies that the origin x ¼ 0, s ¼ 0ð Þ is asymptotically stable. Since , then
the origin x ¼ 0 and Γ ¼ 0 is also asymptotically stable. In the next step an integral
part is added to the BS controller to eliminate the steady state error which occurred
in the simulation results and is called IBS.

4.2 Follower integral backstepping controller

The IBS controller for the follower is to track the leader and maintain a desired
distance between them with desired incidence and bearing angles.

In this subsection, we derive the IBS controller for the follower. Let us use the
follower translational part (17):

€pF ¼ f pF

� �þ g pF

� �
f F (17)

where

f pF

� � ¼ 0 0 � g½ �T (18)

g pF

� � ¼ uFx=mF uFy=mF cθFcφF=mF
� �T (19)

where

uFx ¼ cψFsθFcφF þ sψFsφFð Þ (20)

uFy ¼ sψFsθFcφF � cψFsφFð Þ: (21)

Figure 4.
Backstepping system.
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Then the position tracking error between the leader and the follower can be
calculated as:

~pF ¼ pFd � pF ¼ pL � RT
Ld

cos ρ cos σ

cos ρ sin σ

sin ρ

2
64

3
75� pF (22)

and its derivative is

_~pF ¼ _pFd � _pF ¼ _pFd � vF (23)

where vF is a virtual control, and its desirable value can be described as:

vd
F ¼ _pFd þ bF~pF þ kFpF (24)

where the integration of the follower position error is added to minimise the
steady-state error.

Now, consider the linear velocity error between the leader and the follower as:

~vF ¼ vd
F � _pF: (25)

By substituting (24) into (25) we obtain

~vF ¼ _pFd þ bF~pF þ kFpF � _pF (26)

and its time derivative becomes

_~vF ¼ €pFd þ bF _~pF þ kF~pF � €pF: (27)

Then from (24) and (25) we can rewrite (23) in terms of the linear velocity error as:

_~pF ¼ ~vF � bF~pF � kFpF: (28)

By substituting (17) and (28) into (27), the time derivative of the linear velocity
error can be rewritten as:

_~vF ¼ €pFd þ bF~vF � b2F _~pF � bFkFpF þ kF~pF � f pF

� �� g pF

� �
f F: (29)

The desirable time derivative of the linear velocity error is supposed to be

_~vF ¼ �cF~vF � ~pF: (30)

Now, the total thrust f F, the longitudinal uFx and the lateral uFy motion control
can be found by subtracting (29) from (30) as follows:

f F ¼ ðg þ _vLz þ 1� b2Fz þ kFz
� �

~zF þ bFz þ cFzð Þ~vFz � bFzkFzzF

�dðRθ31 cos ρ cos σ þ Rθ32 cos ρ sin σ þ Rθ33 sin ρÞÞ mF

cθFcφF

(31)

uFx ¼ ð _vLx þ 1� b2Fx þ kFx
� �

~xF þ bFx þ cFxð Þ~vFx � bFxkFxxF

�dðRθ11 cos ρ cos σ þ Rθ12 cos ρ sin σ þ Rθ13 sin ρÞÞmF

f F

(32)
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uFy ¼ ð _vLy þ 1� b2Fy þ kFy
� �

~yF þ bFy þ cFy
� �

~vFy � bFykFyyF

�dðRθ21 cos ρ cos σ þ Rθ22 cos ρ sin σ þ Rθ23 sin ρÞÞmF

f F
:

(33)

For the attitude stability, the following nonlinear PD2 controller (34) proposed
in [17] was implemented and tested in simulation for both the leader and the
follower:

τE ¼ ω� JωþG ~ωð Þ � μ3 þ μ2μ1ð Þ~q� μ1J _~q� μ2~ω: (34)

where μ1, μ2 and μ3 are constants.
Next, we show the stability of the follower’s translational part.

4.3 Follower controller stability analysis

The following candidate Lyapunov function is chosen for the stability analysis
for the follower’s translational part with the IBS controller:

V ¼ 1
2

~pT
F ~pF þ ~vT

F ~vF þ kFpT
FpF

� �
(35)

and its time derivative is

_V ¼ ~pT
F
_~pF þ ~vT

F
_~vF þ kFpT

F
_pF: (36)

By substituting _pF ¼ ~pF and Eqs. (28) and (30) into (36), Eq. (36) becomes

_V ¼ �bF~pT
F ~pF � cF~vT

F ~vF ≤0: (37)

Finally, (37) is less than zero provided bF and cF are positive diagonal matrices,
i.e. _V <0, ∀ ~pF, ~vF

� � 6¼ 0 and _V 0ð Þ ¼ 0. It can be concluded from the positive
definition of V and applying LaSalle theorem that a global asymptotic stability is
guaranteed. This leads us to conclude that lim t!∞ ~pF ¼ 0 and lim t!∞ ~vF ¼ 0,
which meets the position condition of (6).

4.4 Leader IBS controller

The leader is to track a desired trajectory pLd. Its IBS controller is developed by
following the procedure described for the follower quadrotor.

The result is that the total force and horizontal position control laws f L, uLx and
uLy can be written using Euler angles dynamic model representation as:

f L ¼ €zLd þ g þ 1� bLz
2 þ kLz

� �
~zL þ bLz þ cLzð Þ~vLz � bLzkLzzL

� � mL

cθLcφL
(38)

uLx ¼ €xLd þ 1� bLx
2 þ kLx

� �
~xL þ bLx þ cLxð Þ~vLx � bLxkLxxL

� �mL

f L
(39)

uLy ¼ €yLd þ 1� bLy
2 þ kLy

� �
~yL þ bLy þ cLy

� �
~vLy � bLykLyyL

� �mL

f L
: (40)

The torque vector applied to the leader quadrotor τLE ∈3 is a nonlinear PD2

controller (34). These leader controllers are used for path tracking tests.
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5. Simulations

In order to determine the efficiency of the proposed controller, a MATLAB
quadrotor simulator is used to test it numerically. The design parameters of the
quadrotor used in the simulator are listed in Table 1. Two paths were presented in
the simulation to show the performance of using the proposed controller with four
different circumstances for quadrotors team formation. The first desired path to be
tracked by the leader was.

xLd ¼ 2 cos tπ=80ð Þ; yLd ¼ 2 sin tπ=80ð Þ
zLd ¼ 1þ 0:1t; ψLd ¼ π=6

:

�
(41)

The IBS controllers were tested in simulation to track a desired path by the
leader and maintain the desired distance, desired incidence angle and desired
bearing angle between them for the follower. The parameters chosen for
both paths were bL ¼ diag 180, 0:34, 0:34ð Þ, cL ¼ diag 0:7, 0:02, 0:02ð Þ, kL ¼
diag 0:0516, 0:0081, 0:0081ð Þ, bF ¼ diag 12, 0:7, 0:7ð Þ, cF ¼ diag 1:4, 0:02, 0:02ð Þ and
kF ¼ diag 0:01, 0:001, 0:001ð Þ.

The leader initial positions were xL, yL, zL
� �T ¼ 2, 0, 0½ �T metres and the initial

angles were φL, θL,ψL½ �T ¼ 0, 0, 0½ �T radian. Then the follower followed the leader
and maintained the desired distance between them d ¼ 2 metres, the desired inci-
dence and bearing angles ρ ¼ �π=6, σ ¼ π=6 radian, respectively. The follower

initial positions were xF, yF, zF
� �T ¼ 0:5, 0, 0½ �T metres and the initial angles were

φF, θF,ψF½ �T ¼ 0, 0, 0½ �T radian.
The second desired path to be tracked by the leader was

xLd ¼ 4 cos tπ=40ð Þ; yLd ¼ 4 sin tπ=40ð Þ
zLd ¼ 1þ 0:1t; ψLd ¼ π=6

:

�
(42)

The leader initial positions were xL, yL, zL
� �T ¼ 4, 0, 0½ �T metres and the initial

angles were φL, θL,ψL½ �T ¼ 0, 0, 0½ �T radian. Then the follower followed the leader
and maintained the desired distance between them d ¼ 3 metres, the desired inci-
dence and bearing angles ρ ¼ 0, σ ¼ π=6 radian, respectively. The follower initial

positions were xF, yF, zF
� �T ¼ 1:4,�1:5, 0½ �T metres and the initial angles were

φF, θF,ψF½ �T ¼ 0, 0, 0½ �T radian.
The four circumstances included: (17) no disturbance, (32) force

disturbance dvix ¼ �2 Nm during 10≤ t≥ 10:25 seconds, dviz ¼ 2 Nm during

Symbol Definition Value Units

Jx Roll Inertia 4:4� 10�3 kg:m2

Jy Pitch Inertia 4:4� 10�3 kg:m2

Jz Yaw Inertia 8:8� 10�3 kg:m2

m Mass 0.5 kg

g Gravity 9.81 m=s2

l Arm Length 0.17 m

Jr Rotor Inertia 4:4� 10�5 kg:m2

Table 1.
Quadrotor parameters.
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20≤ t≥ 20:25 seconds, dviy ¼ 2 Nm during 30≤ t≥ 30:25 seconds in the first path,
dvix ¼ �0:5 Nm during 20≤ t≥ 20:25 seconds, dviz ¼ 0:5 Nm during 60≤ t≥ 60:25
seconds, dviy ¼ 0:5 Nm during 100≤ t≥ 100:25 seconds in the second path, and the
attitude part for the leader and the follower is disturbed using (43), applied at the
same time for both the leader and the follower, (33) þ30% model parameter
uncertainty, and (44) �30% model parameter uncertainty.

d ¼ 0:01þ 0:01 sin 0:024πtð Þ þ 0:05 sin 1:32πtð Þ (43)

Figures 5 and 6 indicate the response of the IBS controller while the leader was
tracking the first and second desired path, respectively. Figure 7 shows the distance

Figure 5.
Leader-follower formation in first path.

Figure 6.
Leader-follower formation in second path.
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between the leader and the follower via the two paths, and Figures 8–11 illustrate
the yaw angles’ behaviour for the leader and the follower via the two paths
respectively.

It can be noticed from these figures that not only the overshoot but also the error
in distance between the leader and the follower was low. It was also rejecting the
disturbances in the two paths.

Table 2 demonstrates the RMSE values of the two paths positions and yaw
angle. It is clear that the RMSE values of the IBS controller were almost the same

Figure 7.
The distance between the leader and the follower in (a) the first path, (b) the second path.

Figure 8.
Leader yaw angle in first path.
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when using the IBS controller in normal conditions and with �30% model param-
eter uncertainty in both paths, while they significantly increased with the distur-
bance. It can be seen that the IBS controller was able to track the desired trajectories
with small position tracking errors in less than 3 s and it could reject the distur-
bances and cover the change in model parameter uncertainties.

Figure 10.
Leader yaw angle in second path.

Figure 9.
Follower yaw angle in first path.

93

Integral Backstepping Controller for UAVs Team Formation
DOI: http://dx.doi.org/10.5772/intechopen.93731



In conclusion, it is obvious that the proposed IBS controller maintained the
distance between the leader and the follower and keep them in the desired
formation.

6. Discussions

This chapter presented an IBS controller derived based on the Backstepping
controller for quadrotor UAVs leader-follower team formation problem. Two loops
control scheme was used in simulation to find the total thrust and torques. A PD2

controller was used for attitude part control, while the IBS controller was used to
control the translation part of the quadrotors. The dynamic model of the quadrotor
was derived based on Euler angles and the effect of the external disturbance and the
model parameter uncertainties are also considered.

It is well-known that IBS control is a methodical approach to build the Lyapunov
function ahead with the control input design. Thus by the cancellation of the
indefinite error terms, the stability of the derivative of the Lyapunov function can

Figure 11.
Follower yaw angle in second path.

Path 1 Path 2

RMSE x mð Þ y mð Þ z mð Þ ψ deg:ð Þ x y mð Þ z mð Þ ψ deg:ð Þ
IBS 0.0005 0.0040 0.0936 0.0004 0.0030 0.0248 0.0936 0

IBSþ d 0.0112 0.0772 0.0943 0.0004 0.0804 0.1018 0.0910 7e�6

IBSþ 30% 0.0005 0.0040 0.0936 0.0004 0.0030 0.0248 0.0936 0

IBS� 30% 0.0005 0.0040 0.0936 0.0004 0.0030 0.0248 0.0936 0

Table 2.
Position and ψ RMSE values for the two paths.
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be secured. Although the stability of the Lyapunov function is guaranteed, this does
not guarantee the performance of the system. In this work, a suitable Lyapunov
function was used to derive the controller stability conditions.

The simulation results prove that the performance by using the IBS controller
had significantly small errors. It is also obvious that using the IBS controller led to a
smooth and fast performance with small overshoot. Moreover, the response of using
the proposed controller in rejecting the external disturbances was fast enough.

As a result, the proposed IBS controller indeed produced good control
performance in all circumstances.
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Chapter 5

An Implementable and Stabilizing
Model Predictive Control Strategy
for Inverted Pendulum-Like
Behaved Systems
Odilon S.L. de Abreu, Márcio A.F. Martins
and Leizer Schnitman

Abstract

In control theory, the inverted pendulum is a class of dynamic systems widely
used as a benchmarking for evaluating several control strategies. Such a system is
characterized by an underactuated behavior. It is also nonlinear and presents open-
loop unstable and integrating modes. These dynamic features make the control
more difficult, mainly when the controller synthesis seeks to include constraints
and the guarantee of stability of the closed-loop system. This chapter presents a
stabilizing model predictive control (MPC) strategy for inverted pendulum-like
behaved systems. It has an offset-free control law based on an only optimization
problem (one-layer control formulation), and the Lyapunov stability of the closed-
loop system is achieved by adopting an infinite prediction horizon. The controller
feasibility is also assured by imposing a suitable set of slacked terminal constraints
associated with the unstable and integrating states of the system. The effectiveness
of the implementable and stabilizing MPC controller is experimentally demon-
strated in a commercial-didactic rotary inverted pendulum prototype, considering
both cases of stabilization of the pendulum in the upright position and the output
tracking of the rotary arm angle.

Keywords: rotary inverted pendulum, model predictive control, nonlinear system,
Lyapunov stability, feasible-optimization problem

1. Motivation

Dynamic inverted pendulum-featured apparatuses are widespread in systems
and control theory. These represent a class of nonlinear and underactuated electro-
mechanical systems, which, in turn, are composed of open-loop unstable and
integrating modes. The scale-up of inverted pendulum-based conceptual sketches in
practical mechanisms and real applications has been in progress, of which one
can cite stabilization of rocket launch, robot balance, and segway-like means of
transportation, among others [1, 2].

In control theory, inverted pendulum-type systems have enabled extensive
studies concerning controller architectures ranging from proportional-integrative-
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derivative (PID)-like classical strategies to more advanced technique ones, such as
optimal and adaptive strategies. In the middle of the advanced control strategies,
the so-called class of model predictive control (MPC) strategies has been preferred
by systematically handling system constraints. In fact, any MPC algorithm makes
explicit use of a system model to predict its outputs and to obtain an optimal control
law that minimizes the prediction error and control efforts [3–5]. Since it requires
an online solution to its associated optimization problem, it first became popular in
applications of slow dynamic systems, such as those in petroleum refineries and
petrochemical industries [6]. However, with advances in hardware development
and optimization techniques, MPC applications have been extended to fast dynamic
systems, including inverted pendulum-like mechatronic systems [7–9].

On the other hand, when one seeks to control open-loop unstable systems such
as inverted pendulum-like behaved ones, the guarantee of stability associated with
control laws plays a crucial role concerning practical implementation purposes. In
particular, the synthesis of stabilizing MPC laws deals essentially with terminal state
constraints. One of the most heavily studied stability approach is one based on a
dual-mode framework, which is composed of two distinct control modes: in the first
mode, a conventional MPC law forces the system states to converge to a certain
invariant set at the end of the finite prediction horizon, while in the second control
mode, a local state-feedback controller takes over and drives the state to the desired
operating point within this set [10]. This approach, however, requires the compu-
tation of the invariant set parameters, which is obtained from an offline numerical
procedure. Although this set can be obtained offline with standard algorithms,
undesired convergence and numerical issues may appear as the system dimension
increases. Furthermore, the control horizon should be large enough such that the
system states at the end of this horizon lie in the invariant set; otherwise the
resulting optimization problem becomes infeasible, thus compromising both feasi-
bility and control performance.

Another way to guarantee the closed-loop system stability of MPC controllers is
to adopt an infinite prediction horizon, the so-called infinite-horizon model predic-
tive control (IHMPC). Since the infinite-horizon problems cannot be directly han-
dled by an optimization algorithm, the realization of IHMPC controllers is obtained
from the combination between a terminal cost term and terminal equality con-
straints [11]. The terminal cost, associated with open-loop stable modes of the
system, is calculated through the solution of the Lyapunov equation, whereas the
terminal constraints are necessary to limit the objective function when the system is
composed of integrating and unstable modes. However, stability proof is only
achieved if the constrained optimization problem is feasible. The feasibility is also a
critical issue of this approach, particularly because the domain of attraction of the
controller becomes quite reduced by virtue of the associated hard constraints.
Although there is already a rich theory in this field, the applications are heavily
limited to theoretical works [12]. Among the methods developed to circumvent this
issue so far, the approach based on slacked terminal constraints seems to be more
adequate for practical implementation purposes, with recent applications reported
in the literature, one implementation in a crude oil distillation [13] and the other in
an inverted pendulum mechatronic-like fast dynamic system, namely, customized
engine control unit [14].

This class of controllers formulates optimization problems that are always feasi-
ble through the suitable inclusion of slack variables in the control laws, without
compromising their convergence and stabilizing properties. Also, these IHMPC
controllers make use of the customized state-space models, obtained from an ana-
lytical expression of the step response of the system. Because of this, their formula-
tions have been gradually developed over time. Odloak [15] focused on systems
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with open-loop stable poles, his work being extended to contemplate simple inte-
grating poles as well in [6], commonly found in systems of the process industry.
Then, Santoro and Odloak [16] encompassed time delays to the formulation pro-
posed in [6]. For open-loop stable and unstable time-delay processes, Martins and
Odloak [12] synthesized their IHMPC controller. More recently, the master’s dis-
sertation [17] included integrating poles in the last work formulation [12], such that
its associated IHMPC controller can be directly applied to rotary inverted
pendulum-behaved systems, the case understudy of this chapter. The implementa-
tion in a real system of the feasible-optimization problem-based stabilizing MPC
controller proposed in [17] has not yet been documented in the literature. This gap
will be filled in the present work.

2. System description

The objective of the MPC controller to be explored in this work is to stabilize the
pendulum rod in the upright position while it leads the rotary arm angle to the
desired positions. To this end, the rotary inverted pendulum used here will be a
commercial-didactic prototype manufactured by Quanser. This prototype is
installed in the Control Laboratory of the Center for Technological Training in
Industrial Automation (CTAI) at the Federal University of Bahia (UFBA). Figure 1
illustrates the features of such a system [18].

The rotary inverted pendulum prototype consists of a servomotor system, whose
voltage Vm applied to it is responsible for generating torque in the rotary arm of
angle (θ). The long pendulum rod is connected to the end of the rotary arm, and its
angle, α, is zero when it is upright in the vertical position (cf. Figure 1).

The governing mathematical model of this system can be obtained by the Euler-
Lagrange formalism, resulting in the following well-known equations [18]:

€θ ¼ �bcsin αð Þ _αð Þ2 þ bdsin αð Þ cos αð Þ � ce _θ
� �þ cfVm

ac� b2 cos 2 αð Þ ,

€α ¼ adsin αð Þ � b2 sin αð Þ cos αð Þ _α2
� �� becos αð Þ _θ

� �þ bfcos αð ÞVm

ac� b2 cos 2 αð Þ ,

(1)

Figure 1.
Rotary inverted pendulum prototype manufactured by Quanser (left) and the schematic diagram (right).
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where €θ, _θ, €α, and _α represent angular accelerations and velocities associated
with rotary arm angle and inverted pendulum angle, respectively. In addition, the
parameters a, b, c, d, e, fð Þ are constants related to the physical dimensions of the
various components that make up the inverted pendulum prototype. Information
about the modeling and physical parameters of the system can be referred to [18].

Since one of the control objectives aims to the stabilization of the pendulum in
the upright position, it is quite adequate to assume that α will suffer small varia-
tions, which implies that sin αð Þ≈α, cos αð Þ≈0, and _α2≈0. Then, after some alge-
braic manipulations in Eq. (1), applying the Laplace transform as well, one turns
out to be the following transfer function matrix (G sð Þ):

θ sð Þ
α sð Þ

" #
¼

fcs2 � fd
s ac� b2
� �

s3 þ ecs2 � ads� ed
� �

bfs
ac� b2
� �

s3 þ ecs2 � ads� ed

2
66664

3
77775

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
G sð Þ

Vm sð Þ: (2)

This model representation of the system in terms of transfer functions is useful
to obtain the state-space formulation to be used in the stabilizing MPC control law,
as will be shown in the next section.

3. Stabilizing MPC formulation

The stabilizing MPC control law used in this work seeks to solve an infinite-
horizon optimization problem, such that its objective function is composed of the
following terms:

Jk ¼
X∞
j¼1

y kþ jjkð Þ � ysp � δy,k �ΨunFun
j�mð Þδun,k � j�mð ÞΔtδi,k

���
���
2

Qy

þ
Xm�1
j¼0

Δu kþ jjkð Þk k2R þ δy,k
�� ��2

Sy
þ δun,kk k2Sun þ δi,kk k2Si ,

(3)

where m is the control horizon, Δu kþ jjkð Þ∈nu is the vector of input moves at
time step kþ j, Q y ∈ny�ny is a positive-definite weighting matrix of the controlled
outputs, R∈nu�nu is a positive-definite weighting matrix of the input moves,
ysp ∈ny is the vector of references of the controlled variables, and y kþ jjkð Þ∈ny is
the vector of the predicted outputs at time step kþ j computed at time step k,
considering a state-space model obtained from an analytical expression of the step
response of the system described as in Eq. (2), namely:

xs kþ 1ð Þ
xst kþ 1ð Þ
xun kþ 1ð Þ
xi kþ 1ð Þ

2
666664

3
777775
¼

Iny 0ny�nd 0ny�nun ΔtIny

0nd�ny Fst 0nd�nun 0nd�ny

0nun�ny 0nun�nd Fun 0nun�ny

0ny 0ny�nd 0ny�nun Iny

2
666664

3
777775

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
A

xs kð Þ
xst kð Þ
xun kð Þ
xi kð Þ

2
666664

3
777775
þ

Bs

Bst

Bun

Bi

2
666664

3
777775

|fflfflfflffl{zfflfflfflffl}
B

Δu kð Þ,

(4)
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y kð Þ ¼ Iny Ψst Ψun 0ny�nu
� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

C

xs kð Þ
xst kð Þ
xun kð Þ
xi kð Þ

2
666664

3
777775
: (5)

In the state-space model defined in the pair of Eqs. (4) and (5), xs kð Þ∈ny are the
artificial integrating states introduced by the incremental form of inputs, xst kð Þ∈nst

are the stable states of the system, xun kð Þ∈nun are the unstable states of the system,
and xi kð Þ∈ny are the true integrating states of the system. In and 0n are identity and
null matrices of n� n dimension, respectively. The remaining matrices (Fst,
Fun,Bs,Bst,Bun,Bi,Ψst e Ψun) are obtained from step-response coefficients of the
transfer function matrix of the system, and the details can be referred to [19, 20].

In the objective function, there are also δy,k, δun,k, and δi,k that are slack variables
introduced into the control law so as to provide additional degrees of freedom to the
resulting optimization problem, thus assuring the feasibility of the controller. These
slack variables are weighted by positive defined matrices Sy ∈ny�ny, Sun ∈nun�nun,
and Si ∈ni�ni, respectively. In fact, the set of slack variables adopted in the prob-
lem formulation is responsible for softening, when necessary, terminal constraints
that are imposed to limit the infinite-horizon objective function, owing to the
existence of open-loop unstable and integrating modes.

It should be kept in mind that the objective function defined in Eq. (3) can be
rewritten as follows:

Jk ¼
Xm
j¼1

y kþ jjkð Þ � ysp � δy,k �ΨunFun
j�mð Þδun,k � j�mð ÞΔtδi,k

���
���
2

Q y

þ
X∞
j¼1

y kþmþ jjkð Þ � ysp � δy,k � Ψun Funð Þ jδun,k � jΔtδi,k
���

���
2

Q y

þ
Xm�1
j¼0

Δu kþ jjkð Þk k2R þ δy,k
�� ��2

Sy
þ δun,kk k2Sun þ δi,kk k2Si :

(6)

Then, with the aid of the state-space model used to carry out the prediction of
the system, it is possible to demonstrate that the objective function becomes:

Jk ¼
Xm
j¼1

y kþ jjkð Þ � ysp � δy,k �ΨunFun
j�mð Þδun,k � j�mð ÞΔtδi,k

���
���
2

Q y

þ
X∞
j¼1

xs kþmjkð Þ þ jΔtxi kþmjkð Þ þ Ψst Fstð Þ jxst kþmjkð Þþ

Ψun Funð Þjxun kþmjkð Þ � ysp � δy,k � Ψun Funð Þ jδun,k � jΔtδi,k

�������

�������

2

Q y

þ
Xm�1
j¼0

Δu kþ jjkð Þk k2R þ δy,k
�� ��2

Sy
þ δun,kk k2Sun þ δi,kk k2Si :

(7)

It is worth emphasizing that if constraints are not imposed at the end of the
control horizon, the objective function value will increase unbounded. To this end,
the following terminal constraints are imposed on the optimization control problem:

105

An Implementable and Stabilizing Model Predictive Control Strategy for Inverted…
DOI: http://dx.doi.org/10.5772/intechopen.91629



xs kþmjkð Þ � ysp � δy,k ¼ 0, (8)

xun kþmjkð Þ � δun,k ¼ 0, (9)

xi kþmjkð Þ � δi,k ¼ 0: (10)

Furthermore, the term associated with stable modes of the system comprises a
convergent series, giving rise to the so-called terminal cost, namely:

X∞
j¼1

Ψst Fstð Þjxst kþmjkð Þ
�� ��2

Q y
¼ xst kþmjkð Þk k2Q , (11)

where Q is the terminal weighting matrix obtained from the solution to the
Lyapunov equation of the system. In symbols:

Q ¼ Fstð Þ⊤ Ψstð Þ⊤Q yΨstFst þ Fstð Þ⊤Q Fstð Þ: (12)

Therefore, the feasible-optimization problem-based stabilizing MPC control law
is summarized as follows:

Problem 1.

min
Δuk, δy,k, δun,k, δi,k

Jk ¼
Xm
j¼1

y kþ jjkð Þ � ysp � δy,k � ΨunFun
j�mð Þδun,k � j�mð ÞΔtδi,k

���
���
2

Q y

þ xst kþmjkð Þk k2Q þ
Xm�1
j¼0

Δu kþ jjkð Þk k2R þ δy,k
�� ��2

Sy
þ δun,kk k2Sun þ δi,kk k2Si ,

subject to Eqs. (8), (9), and (10), and

Δu kþ jjkð Þ∈, j ¼ 0, … ,m� 1, (13)

 ¼

�Δumax ≤Δu kþ jjkð Þ≤Δumax

Δu kþ jjkð Þ ¼ 0, j≥m

umin ≤u k� 1ð Þ þPj
i¼0Δu kþ ijkð Þ≤umax

8>>><
>>>:

9>>>=
>>>;
, (14)

where Δuk ¼ Δu kjkð Þ⊤ ⋯ Δu kþm� 1jkð ÞT
� �⊤ is the sequence of control moves

along the control horizon.
Remark 1. The slack variables play a remarkable role with respect to the feasi-

bility of the control formulation, i.e., the control law of Problem 1 will always
provide a feasible solution, either the nominal case (linear model) or plant-model
mismatch, an object under study of this work.

Remark 2. The weighting matrices Sy, Sun, and Si (additional tuning parameters
when compared to conventional MPC strategies) should be carefully selected. For
instance, the values of Sy should be chosen sufficiently large, e.g., orders of magni-
tude larger than Q y (≥ 103Q y), to guarantee that the solution of the slacked
optimization problem will only use the slack vector when the terminal constraints
need to be softened. While δun,k and δi,k do not need to be minimized a priori, by
issues of achieving the closed-loop stability as fast as possible, one seeks their
minimization weighted by large enough values of positive-definite Sun and Sin
(≥ 102Q y) in order to enforce them to zero in a finite number of steps.
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Remark 3. From the stability point of view, the master’s dissertation [17] dem-
onstrates the conditions necessary to prove that the objective function behaves as a
Lyapunov function, thus assuring that the control actions obtained from the solu-
tion of Problem 1 drive the system asymptotically to the reference value (desired
steady state), if it is reachable; otherwise, the system will converge to an equilib-
rium point (reachable steady state) lying at a minimum distance from the desired
steady state.

4. Results and discussion

This section is devoted to present the implementation results of the feasible-
optimization problem-based stabilizing MPC controller (Problem 1) in the rotary
inverted pendulum prototype described in Section 2. The ultimate goal of the
controller is to maintain the pendulum rod in the upright position after it has been
swung up to this position by the energy-based swing-up control scheme embedded
in the system. In addition, the IHMPC controller is simultaneously designed to track
the desired positions to be configured for rotary arm angles. In Quanser apparatus,
an unconstrained linear-quadratic regulator (LQR) controller makes up the control
system, besides the swing-up control strategy. The existing LQR strategy will be
replaced by the IHMPC controller, and this scheme is depicted in Figure 2.

The architecture used for this real-time implementation of the IHMPC controller
is summarized in Figure 3. From this figure, it is possible to note the information
exchange among software-hardware-equipment mechanisms of the prototype. The
control law is solved at each sampling time on the computer i7-8550H with 1.80GHz
processor and 16GB of RAM, using Matlab script and Quarc real-time control tool-
box. The software-hardware interface is done via USB communication through the
Q8-USB acquisition board. This acquisition system acts, in turn, as an interface
between the digital part of the system (controller) and the analogic one that is
composed of the amplifier (VoltPAQ-X1).

For the experimental results presented as follows, we consider a scenario of
square wave-type tracking on the rotary arm, while the controller must maintain
the pendulum rod around the upright vertical position, even in the existing
unmeasured disturbance scenarios. The constraints associated with the control
signal and control actions (decision variables) are those established in Table 1.

Figure 2.
Schematic representation of the application of the IHMPC controller in the rotary inverted pendulum prototype.
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Note that there is a strict condition of �1 V on the control actions. Also, the IHMPC
tuning parameters considered were sampling period Δt = 2 milliseconds, Q y ¼
diag 1, 6� 102� �

, R ¼ 9:8� 10�2, Sy ¼ diag 105, 104� �
, Sun ¼ diag 102, 6� 104� �

, and
Si ¼ 102. The state estimator used here was the Kalman filter, whose tuning param-
eters associated with process noise and measurement noise were the following
covariance matrices Q Kalman ¼ I9�9 and RKalman ¼ 2:4� 10�6I2�2, respectively.
Finally, a control horizon of m ¼ 9 has been adopted as an appropriate value to
attain the desired control performance, which was chosen from a sensitivity
analysis, as will also be shown here.

The closed-loop system results are depicted in Figures 4 and 5. From Figure 4,
one can see that after about 5.5 seconds, the time necessary that the swing-up
control acted to lead the pendulum rod to its upright position, the IHMPC controller
takes over and performs quite well both tasks associated with the rotary arm angle
tracking and the stabilization of the pendulum rod within an acceptable range lying
at about �2∘. It is also noteworthy that after the execution of the square-wave
trajectory on the rotary arm angle, the controller had a great performance
concerning impulse-like external disturbances inserted in the pendulum rod since
the controlled variables are momentarily moved away from their set points, but
soon they are brought back to their original positions.

Even though the stability of the IHMPC controller is only related to the nominal
case (linear model), it proved to be very sufficient in a realistic plant-model
mismatch scenario, including nonlinearities existing in the rotary inverted
pendulum apparatus, such as dead zone, friction, backlash, hysteresis, and so on.
This model uncertainty scenario was responsible for non-prohibitive oscillations,
within a practical implementation purpose, on the constrained control signal
(cf. Figure 5), which were reflected in the controlled outputs.

Figure 3.
The architecture used in communication among software-hardware-equipment mechanisms.

Variables Minimum value (V) Maximum value (V)

Control signal �12 12

Control actions �1 1

Table 1.
Constraints on system inputs.
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Furthermore, it is worth mentioning that fulfilling a tighter constraint (�1V) by
a conventional stabilizing MPC controller, e.g., [11, 21], could result in an
unfeasibility scenario; however, since IHMPC controller used here is based on a
feasible-optimization formulation, its control law always will provide a feasible
solution while the system is controllable, thus becoming it implementable in prac-
tice. The IHMPC controller uses its additional degrees of freedom (slack variables),
when necessary, in order to comply with the terminal constraints. Figure 6 illus-
trates the use of the slack variables in the control problem. It is observed that the
controller makes use of these variables immediately after a perturbation in the
system occurred namely, set-point changes and unmeasured disturbance entrance,
situations in which it can be hard to comply with non-slacked terminal constraints.

Figure 4.
Controlled variables: rotary arm angle (θ) and pendulum rod angle (α).

Figure 5.
Behavior of the control signal (tension applied to the servomotor).
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However, as the system goes to an acceptable cyclic steady state around its set
point, due to the noise degree intrinsic to the system, the slack variables converge to
the origin very fast and systematically.

On the other hand, in order to obtain a satisfactory performance as in the results
presented earlier, an effort with respect to the controller tuning was necessary.
This tuning task is easier in the stabilizing MPC controllers than the conventional
finite-horizon MPC ones [13], as demonstrated in what follows. In this case, it was
sufficient to handle only the control horizon. In inverted pendulum-like fast
dynamic systems, when one applies a more aggressive control policy, i.e., small
control horizon, it can cause undesired overshoots, while adopting large control
horizons, it cannot have time sufficient to act with control action properly, thus
bringing unnecessary oscillations or even causing the instability of the closed-loop
system.

To work around this trade-off, we proceeded with sensitivity analysis on the
control horizon, keeping the same remaining tuning parameters shown in the

Figure 6.
Behavior of the slack variables associated with the feasible-optimization formulation of the IHMPC controller.
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preceding experimental results. Figure 7 summarizes the aforementioned analysis.
Note that as the control horizon increases, the oscillations decrease until the control
horizon m ¼ 9. However, a value greater than m ¼ 9 makes the closed-loop system
go back to having undesired and larger oscillations, thus jeopardizing the use of
energy associated with the control signal. Therefore, the use of the IHMPC control-
ler enabled a simple analysis concerning only one tuning parameter, which yielded
an appropriate value to meet the desired control performance in the real case.

5. Conclusions

In this chapter, we have investigated the application of an implementable and
stabilizing model predictive control model strategy in a commercial-didactic rotary
inverted pendulum apparatus, hitherto unexplored in the literature. Although the

Figure 7.
Sensitivity analysis on the control horizon of the closed-loop system.
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guarantee of stability of the controller is devoted to the nominal case (linear model),
its formulation based on a feasible-optimization problem allows it to be used in any
plant-model mismatch scenario in practice, such as one series of nonlinearities
existing in the real system, namely, dead zone, friction, and backlash, among other
unmodelled dynamics. The experimental results showed the effectiveness and
robustness of the controller in the aforementioned plant-model mismatch setting by
performing quite well its task in the rotary arm angle tracking and stabilization of
the pendulum rod around the upright position as well as in the optimum use of
energy associated with control efforts.

A simple tuning procedure was adopted by virtue of using a stabilizing MPC
controller, which allowed us to handle only one tuning parameter through sensitiv-
ity analysis on the control horizon. The value found was quite adequate to attain the
control objectives in terms of the trade-off existing between the performance on the
controlled variables and the use of energy related to the control signal.

The future direction for this research is to further extend this controller to
guarantee the stability of the nonlinear case, including the energy-based swing-up
control schemes.
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Chapter 6

Stewart-Gough Platform: Design
and Construction with a Digital
PID Controller Implementation
Flabio Dario Mirelez-Delgado, José Ronaldo Díaz-Paredes
and Miguel Abraham Gallardo-Carreón

Abstract

This document presents the design of a digital PID control for a Stewart-Gough
platform, delimited by six degrees of freedom (DoF) that allow the final effector to
have displacement in the XYZ axes and rotation with warpage, pitch, and yaw restric-
tions. It includes the study and resolution of the direct and inverse kinematics of the
platform, as well as theworkspace described by the final effector and its corresponding
simulation of movements and joints to study extreme points and possible singularities.
From the definition of characteristics, the CAD design generated from the generalized
mathematical model of the public domain, and the general selection of materials for
the construction of the functional prototype, a study of applied forces is generated to
observe the points with stress concentrators, the safety factor, and possible deforma-
tions. The estimation of the sampling period for the selection of the microcontroller
and an approximate definition of the response time are also considered. The develop-
ment of this prototype and its documentation are proposed as didactic material for the
study, design, and control of parallel mechanisms.

Keywords: Stewart-Gough platform, PID control, parallel robots, inverse
kinematics, CAD design

1. Introduction

When talking about industrial robotics, one of the first associated thoughts is
about the serial robots that are highly applicable to this field; however, parallel
robots also have a great importance and range of applications in this environment.
Among its most important characteristics, its high load/power ratio is distinguished.
In the case of the Stewart-Gough platform, this characteristic lies in its possibility of
distributing the load in approximately six equal parts, whereby the total load
capacity of the parallel robot approximates six times the load capacity of each
actuator individually.

The Stewart platform is a parallel type manipulator that involves a configuration
of six degrees of freedom, and each degree of freedom corresponds to an actuator.
The six actuators can be linear or angular and join the bottom of the robot, which
has no mobility, called a base with the part that does have mobility, the final
effector. Due to this configuration, the Stewart-Gough platform has high rigidity,
which can be translated into greater precision.
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The final effector is the most interesting part of the robot, since its position and
even orientation are the characteristics that determine if the robot is able to meet
the precision necessary to implement and satisfy a need, whether industrial, educa-
tional, research, etc. It can have different applications, for example, orientation of
satellites, flight simulators, and shakers (or also called agitators that are part of the
chemistry laboratory instruments), among others.

This document explains the design, construction, and implementation of a
discrete PID control to a Stewart-Gough platform.

2. Preliminaries

2.1 Control

To enter into definition of what control is, we begin by explaining what a
process is, which is referred to as a set of equipment or devices attached or
implemented to perform operations that help fulfill a task [1]. To enforce this task, a
series of additional devices are needed that regulate the process in general, which
are called a control system as a whole [1].

Ogata [2] mentions four methods (belonging to the classical control or also
called conventional control) for the design of a controller. These are the following:

• Root place

• Frequency response

• PID controllers

• Modified PID controllers

In general, a control system needs a mathematical model that describes its
behavior when receiving inputs [2]. For the Stewart platform, it can be determined
by inverse kinematics [3].

The PID controller is the most common form of feedback, was an essential
element of the first governors, and became a model or standard tool when process
control emerged in the 1940s [4]. Consider a control loop of an input and an output.
The block diagram [5] is shown in Figure 1.

Of the PID control family, there are members that involve the three actions:
proportional (P), integral (I), and derivative (D) [5].

There are two control design techniques that are analog and digital, and for this
they work with continuous time and discrete time systems, respectively. Many of
the systems are described by differential equations, and analog control design
techniques have become popular. Also most of the controllers are made of digital
systems [6]. You can also discretize analog controllers to obtain digital controllers.
Next, characteristics of control systems are mentioned, analog and digital [7]:

Figure 1.
SISO system block diagram.
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• Analog

• Noise is a problem in all signal transmissions.

• Digital

• They have the ability to reject noise.

• It is easy to implement and modify digital controllers simply by changing
the coefficient values.

A digital or discrete time system is a dynamic system in which one or more
variables may vary only at certain times called sampling indicated by kT
(k = 0,1,2, ..., n) [8].

The block diagram of a digital control system is shown in Figure 2 [9].

3. Parallel robots

The term parallel robot, also known as closed-chain robot or parallel manipula-
tor, basically consists of a fixed base attached to an end effector or mobile base
which can perform its movement based on the movement of the actuators that are
located in such a way that they close the kinematic chain between both bases [9].
The principle of operation initially arose with James E. Gwinnett, who designed a
platform for the entertainment industry in the 1928 patent application [10]. How-
ever, it was not until 1940 when W. Pollard designed the first industrial sparallel
robot for spray painting processes [11] (Figures 3 and 4).

After the first advances of the Stewart platforms applied to industrial processes,
some companies began to make variants of these platforms, such as the case of the
Redifon company that was asked by Lufthansa German Airlines to produce a simu-
lator of flight, with the initial model designed for its then new Boeing 727 fleet. This
simulator model included three axes, which gave the mechanism the mobility

Figure 2.
Block diagram of a digital control system.
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needed to recreate the behavior of the aircraft. Redifon is currently in service since
its commissioning in 1949, when it began with the production of flight simulators,
trainers, and the development of new techniques [12] (Figure 5).

4. Inverse kinematics

Inverse kinematics is a mathematical modeling of a manipulator, either serial
(open kinematic chain) or parallel (closed kinematic chain). Such modeling
requires as input parameters the position of the final effector in order to calculate
the angles that exist between links and thus determine the position of each actuator
in the reference XYZ coordinate space [13]. It should be noted that the final effector
is the part of interest of any robot.

The fixed coordinates (Fxyz) are placed in the center of the fixed base, and the
other mobile coordinate system (Muvw) is positioned in the center of the mobile
platform (Figure 6).

Points Fi and Mj are the points of the joints between one actuator end with the
fixed base and the other end of the actuator with the movable base, respectively.
The separation angles between points F1 and F2, F3 and F4, and F5 and F6 are
denoted by θb. Similarly, the angle of separation between pointsM1 andM2,M3 and
M4, and M5 and M6 is denoted by θp. To locate the links or points Fi, use Eq. (1):
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Figure 3.
James E. Gwinnett patent (industrial entertainment platform).
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Figure 5.
Flight simulator developed by Redifon for the Boeing 747 model.

Figure 4.
First parallel robot designed by W. Pollard.
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5. Direct kinematics

Asmentioned in the previous chapter, reverse kinematics needs the position of the
final effector as input parameters to calculate the angles between links of the robot.
So, the direct kinematics is the counterpart of inverse kinematics, since its initial data
are the angles established between each actuator and what is calculated is the position
of the final effector. A very common method of using is Denavit-Hartenberg,
explained by Barrientos, which follows a 16-step algorithm to get a single homoge-
neous transformation matrix from the premultiplication of submatrices of homoge-
neous transformation. The steps of this methodology are the following [14]:

DH1. Number the links starting with 1 (first mobile link in the chain) and ending
with n (last mobile link). The fixed base of the robot will be numbered as link 0.

DH2. Number each joint starting with 1 (the one corresponding to the first
degree of freedom) and ending in n.

DH3. Locate the axis of each joint. If this is rotary, the axis will be its own axis of
rotation. Yes it is prismatic, it will be the axis along which the displacement occurs.

DH4. To i from 0 to n� 1, place the axis zi on the axis of the joint iþ 1.
DH5. Place the origin of the base system S0f g at any point on the z0 axis. The

axes x0 and y0 are they will place so that they form a dextrogyre system with z0.
DH6. For i from 1 to n� 1, place the system S0f g (in solidarity with the link) at

the intersection of the axis zi with the normal line common to zi�1 and zi. If both
axes were cut, it would be located Sif g at the point of cut. If they were parallel S0, it
would be located in the joint i� 1.

DH7. Place xi on the normal line common to zi�1 and zi.
DH8. Position yi so that it forms a dextrogyre system with zi and xi.
DH9. Position the system Snf g at the end of the robot so that zn matches the

direction of zn�1 and xn be normal to zn�1 and zn.
DH10. Get θi as the angle to be rotated around zn�1 so that xn�1 and Sif g remain

parallel.
DH11. Get di as the distance measured along zi�1, which should be displaced Sif g

so that xi�1 and xi were aligned.
DH12. Obtain αi as the distance measured along xi (which would nowmatch xi�1),

so that the new Si�1f g would have to be moved so that its origin coincided with Sif g.
DH13. Get αi as the angle that should be turned around xi (which would now

match xi�1 so that the new Si�1f g totally coincided with Sif g.

Figure 6.
Isometric and top view of the platform with coordinate systems and actuator junction points.
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DH14. Obtain the transformation matrices i�1Ai defined as:

i�1Ai ¼

cθi �cαisθi sαisθi aicθi

sθi cαicθi �sαicθi aisθi

0 sαi cαi di

0 0 0 1

2
666664

3
777775

(3)

6. Microcontroller selection

One of the main parameters to be defined within the control system implemen-
tation is the sampling period T, which is a design element that allows different
components to be selected among the most important ones such as the microcon-
troller. There are several methods for obtaining it; however, for this project the
selection has been considered using the method described in [8] which selects the
period based on the commitment between the following factors:

1.The calculation time of the processor

2.Numerical precision in the implementation

3.Loss of information in the sampling

4.Response to disturbances

In general, the sampling period must be selected in compromise between a range
of time that avoids the deterioration of the quality of the control that can produce a
high value of T and the amount of calculations necessary to execute the control
algorithm with small values that can produce information loss and frequency
overlap (aliasing).

In these, three cases are considered, which can be monitored based on the
available elements, the ease of calculation, and the nature of the project.

• Take the bandwidth of the system: This considers the system as a closed loop
system in which each of the elements and their respective frequency are raised.
From this, the bandwidth of the system that will serve as a reference for the
base frequency of sampling is determined.

• Establishment time required for the transient response: This method can be
performed by simulation or experimental, since it considers obtaining a
response time based on the reach of 63.3% of the final value in the transient
response. In [16] an oscilloscope was used to measure the response curve and
the Tao time by applying a pulse signal and a mechanism adapted to the
actuators. In turn, a great advantage of this method is to observe the response
curve and the actual efficiency of the actuators with respect to the data
provided by the manufacturer.

• Select the highest frequency component: This is a method that allows an
estimation of the sampling period based on the system component that
requires sampling more frequently. Because currently the plant calculations
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have not been performed, nor have the components been obtained for
obtaining transient response, this is considered the most successful method for
estimating the sampling period.

Once the method is defined, the component that requires the highest working
frequency is selected. For the selection, the actuators are directly discarded, because
they only require a PWM pulse that varies depending on the desired position that
does not exceed 1.25 ms, which is why the components to be considered will be the
gyroscope sensors and the resistive panel that will measure the external forces
applied to the final effector and the external movements applied to the platform in
inclined planes.

Later, the selected sensors and their detailed characteristics will be described;
however, in this section, only the basic principle of their operation will be seen,
which will follow up the methodology described above to obtain the sampling time.

The sensor placed at the top of the final effector and responsible for measuring
the movements of moving objects will be a five-wire resistive panel (can be found
in 4, 5, or 8 wires), which consists of a partially conductive layer (resistive) that is
applied evenly to the panel. Conductive bus bars are protected with a silver paint
through the opposite edges of the panel. Rigid and flexible panels are mounted with
bus bars perpendicular to each other as shown in Figure 7. The sensor measurement
is done by applying a force on the ITO layer which generates a voltage gradient
across one of the layers and measuring the tension in the other layer. This gradient
is normally produced by grounding a bus bar and applying +5 V on the other bar,
which produces a voltage gradient on the axes that cross the panel; this applies only
to one layer, the rigid layer, while the other layer is the sensitive one in both
measurements.

The measurement is done sequentially in which the events are presented with
the voltage gradient on the x-axis and the voltage in the sensor layer is measured;
followed by this, the voltage gradient is switched to the y-axis, and another mea-
surement is taken of the same sensor layer. To determine the sampling rate of the
resistive panel, the use that will be given must be considered, for example, if it is to
be used as a human interface where the contact will be a finger, the necessary
resolution is not very high. Being a 6-inch-long panel and the contact resolution is 2
in (average finger size), then the analog-to-digital converter (ADC) must represent
30 points. With 5 bits, 32 points can be represented, so an ADC converter of 8 to 12
bits is sufficient in this case and a sampling rate of 10 samples per second is
sufficient. In the case of wanting to make a more accurate representation in the
panel using pens or objects of greater precision, the touch screen should have a
resolution of at least 320 points. This gives a converter of at least 9 bits (29 = 512
levels).

Figure 7.
Configuration of the layers of a resistive panel.
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The sampling rate of the touch screen controller in this case must be higher so as
not to lose information on the movements being captured; therefore, a speed of 100
samples per second would suffice. For the actual position in movements on the
inclined plane, the MPU-6050 model is contemplated within the gyroscope selec-
tion with something important to point out, and among its main features is the
precise capture of fast and slow movement; it has a scale range of 250/500/1000/
2000 °/s. That is why, by requiring a greater sampling range per second than the
resistive screen, this gyroscope will be selected as the component with the highest
working frequency and which will be used to monitor the sampling time selection
process. To measure the movements of the final effector, it is not considered
necessary to work at the maximum capacity of the gyroscope because the maximum
angle of action in warping and pitching will be � 20 according to [22], since the
configuration of the angular actuators. Considering that the system performs an
extreme compensation movement of 40 by programming a minimum sampling of
250, the movements should be carried out with a speed of 1/250 (0.004) s, which is
approximate to the speed of the angular actuator that varies between 0.0028 and
0.002 s/g (characteristic that will be seen later), which is why it is considered that
the sensor at its maximum power would be wasting most of the sampling because
the actuators would not be able to compensate for the said signal (Figure 8).

Despite having sufficient sampling time, the case in which the sensor configured
at its maximum capacity of 2000/s will be used (in which case the movements made
on it should be 0.0005 seconds, this value is higher to the tests to which it will be
subjected) to have an extra safety factor in the selection of the sampling; this leads
to the next step, which mentions the cases in which overlaps (aliasing) or loss of
information with a too large period may occur (Figures 9 and 10). To prevent these
problems from large sampling periods, the Nyquist theorem [22] is applied, which
dictates that the sampling frequency Ws, defined as 2π=T where T is the sampling
period, is greater than 2Wc (frequency to be sampled), that is:

Ws > 2Wc

From this, it is mentioned in [8] that it should be considered as a general rule
that the system must be sampled between 8 and 12 times during a cycle of the
dampened frequency of the transient response if the system is under-absorbed or
between 8 and 12 times during the time of establishment of the response if the
system is overdamped. In which case, the minimum of this factor will be taken

Figure 8.
Gyroscope sensor and accelerometer MPU-6050.
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because it is desired to obtain a system with an under-absorbed or over-absorbed
response.

Once the gyroscope is selected as the component with the highest frequency
within the system, the largest measuring range provided by this device is taken as a
reference, and as already mentioned, the sensor has a capacity to measure 2000/s
and deliver it. A digital signal by I2C protocol, however, although this sampling
configuration will not be required when incorporated into the system (since it
exceeds the value of the speed performed by the actuators, in addition to requiring
an ADC with higher resolution than even would be exceeded because the workspace
of the platform is limited and does not exceed 100) is considered as the base
sampling frequency because it is considering the critical case in which you want to
obtain the highest frequency required for. The processor fulfills this task.

It is important to note that Ws ¼ 16 kHz will be the selected working frequency
that requires at least the processor to operate optimally in the sampling of the
gyroscope signal; this is because later considerations will be made (of which cur-
rently are ignored to simplify calculations) such as the incorporation of resistive
screen sampling in the ADC, the working frequency of the actuators individually,
and in the kinematic chain, as well as may or may not affect the size of the program
along the lines of code because when considering the implementation of a conven-
tional microcontroller, the programming must be done in series and not in parallel.

Once an estimated time is defined for the sampling period, the microcontroller
options (or microprocessor with minimum system) that meet these requirements
are searched. Likewise, some of the main characteristics that they present and are
required by other system components are compared, such as PWM peripherals for
the six actuators, the I2C communication ports for the gyroscope, the ADC channels
for the resistive panel, as well as its resolution and an extra feature that would be the
type of assembly due to the didactic purpose of the platform, since when pretending

Figure 9.
Signal overlap (aliasing).

Figure 10.
Signal sampled by Nyquist theorem.
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to be manipulated by students of the institution, against any problem that may
arise, the components are easy to replace.

It is currently considered the best candidate for the ATMega328P micro-
processor, either with a minimum system implemented or using the nomadic
development card Pro + that incorporates it, and being a THT type assembly is
easy replacement, as well as being economical and accessible. The microprocessor
incorporates six ADC channels, of which one will be destined for the resistive panel
and the other two directly coincide with the SCL and SDA channels through
which I2C communication is performed. In addition, six PWM channels (one
channel for each actuator) that are distributed in ports B and D are required for
actuator control (Figure 11).

7. Mathematic model

The Stewart platform mechanism, until the mid-1980s, mostly maintained the
design of the triangular platform connected by spherical joints to three linear
actuators adjustable in length. This configuration linked the base (whose design can
vary between a triangular and hexagonal shape) with the final effector (which
maintains its triangular shape) by means of the actuators coinciding two by two at
the vertices of the final effector with a total of six different points contained in the
base plane. These configurations are denoted as 3-3 Stewart platform and 6-3
Stewart platforms [23], respectively, as can be seen in Figure 12.

Considering a point of coincidence in spherical joints in the triangular platform,
it restricted the mobility in the manipulator, producing overstrain and a reduced
workspace; from this, the configuration is obtained whose base retains the regular
or semi-regular hexagonal shape and the final effector is generated from an equi-
lateral triangle with the trimmed vertices known as 6-6 Stewart platform. The said
design allows some parameters and components to be varied according to the needs
and/or specifications, such as the actuators that can go from being linear to angular
by means of a crank-crank type conditioning mechanism. Likewise, the type of joint
can be modified, in which as is the case, spherical and non-universal joints will be
used. Once the different configurations of the structure of the Stewart-Gough
platform are present, the configuration 6-6 Stewart platform was selected, which
allowed a better manipulation of the final effector, which avoids as much as possible

Figure 11.
ATmega328P microprocessor peripherals incorporated in NomadaPro + development card.
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because it is desired to obtain a system with an under-absorbed or over-absorbed
response.
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along the lines of code because when considering the implementation of a conven-
tional microcontroller, the programming must be done in series and not in parallel.

Once an estimated time is defined for the sampling period, the microcontroller
options (or microprocessor with minimum system) that meet these requirements
are searched. Likewise, some of the main characteristics that they present and are
required by other system components are compared, such as PWM peripherals for
the six actuators, the I2C communication ports for the gyroscope, the ADC channels
for the resistive panel, as well as its resolution and an extra feature that would be the
type of assembly due to the didactic purpose of the platform, since when pretending

Figure 9.
Signal overlap (aliasing).

Figure 10.
Signal sampled by Nyquist theorem.
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to be manipulated by students of the institution, against any problem that may
arise, the components are easy to replace.

It is currently considered the best candidate for the ATMega328P micro-
processor, either with a minimum system implemented or using the nomadic
development card Pro + that incorporates it, and being a THT type assembly is
easy replacement, as well as being economical and accessible. The microprocessor
incorporates six ADC channels, of which one will be destined for the resistive panel
and the other two directly coincide with the SCL and SDA channels through
which I2C communication is performed. In addition, six PWM channels (one
channel for each actuator) that are distributed in ports B and D are required for
actuator control (Figure 11).
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Figure 11.
ATmega328P microprocessor peripherals incorporated in NomadaPro + development card.
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the efforts by singularities, and given the application, a large workspace is not
necessary as it is proposed to carry out movements that are not so abrupt for the
stabilization of objects that move on the surface, application of external forces, or
movements on the inclined plane.

From this, it is observed that there is a wide variety of mechanical configurations
for this type of manipulator with the 6-6 Stewart platform kinematic chain according
to the previous selection. This kinematic structure considers a variant known as 6-SPS
that is observed in Figure 13, where 6 refers to the number of degrees of freedom of
the robot and SPS comes from the English spherical-prismatic-spherical referring to
the leg from point to point, where the joints at the ends are prismatic and the link
between them is a prismatic joint [23]. Once this configuration is selected that allows
spherical joints to be placed on both sides of each actuator, a modification is made to
the actuators such that instead of a prismatic joint between the joints relative to the

Figure 12.
Different configurations of the Stewart-Gough platform [23].

Figure 13.
Stewart 6-SPS platform [23].
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linear actuator, it is replaced by a link element between both unions and the extension
movement is generated by a configuration with angular actuators, as will be seen
later in the left, thus remaining a configuration like the one presented in Figure 14.
Using the Grubler criterion [13], the number of degrees of freedom on a 6-SPS type
platform can be determined using the equation:

m ¼ λ n� j� 1ð Þ þ
Xj

i¼1
f i � I f (4)

where: m ¼ degrees of freedom of the system.
λ ¼ degrees of freedom of the space where the mechanism is, λ ¼ 3,

two-dimensional and λ ¼ 6 for the spatial case.
n ¼ number of fixed links of the mechanism, including the base and the final

effector.
j ¼ number of joints in the mechanism.
f i ¼ relative degrees of movement per board.
I f ¼ number of passive degrees of freedom of the mechanism.
Substituting Eq. (5), you have:

m ¼ 6 14� 18� 1ð Þ þ
X12
i¼1

3þ
X6
i¼1

1� 6 ¼ 6 (5)

The workspace, also known as the field of action, is the area or spatial volume
that the robot can describe when it reaches extreme points. This described volume
is determined by the dimensions, shape, and movement of the joints that make it
up, as well as the degrees of freedom (depending on the configuration and type of
robot), and on some occasions the applied control system can also influence [15].

Although the robot has a defined workspace, it is not confirmed that such space
can be described in any orientation. There are a number of points, usually the most
extreme and the closest to the origin that can be accessed only with certain config-
urations, and some others can be reached in any orientation. This as already men-
tioned depends a lot on the type of configuration of the robot.

One of the disadvantages that parallel robots have over serial ones is the limited
description of the workspace; this is due to the restrictions that one joint has over
another in the closed kinematic chain. In the case of the Stewart-Gough platform,
you can make the proposal of a workspace described by the final effector from
which the dimensions of the different elements that make up the parallel robot

Figure 14.
Stewart 6-SPS platform with angular actuators [18].
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(base, joints, platform) are obtained, legs, actuators, and horn. On the other hand,
you can obtain a supposed workspace based on the selection of components to
evaluate at each point of the joints, the actuators, and links, the possible interfer-
ences that can be caused between them, as well as the possible restrictions of each
meeting [16].

There are several methods to obtain the measurements of each element of the
Stewart-Gough platform either by describing trajectories as they do in [19] or
generating a proposal from a radius of action; this is because the said platform has a
design focused on minimally invasive coronary bypass surgery. The proposal of
measures can also be made based on the generation of algorithms by a method
observed in [17]. Several of these methods to describe the workspace of a Stewart-
Gough platform in a graphic form are based on the discretization of the Cartesian
space and then evaluate the length of the links according to the actuators and thus
determine that they are within the range and detect interference between actuators
and/or meetings and the possible restrictions of each meeting. This method can also
include simulations by implementing and evaluating the Jacobian matrix to define a
movement and joint capacity [18]. Despite the variations between models of the
Stewart-Gough platform, the inverse kinematics and the workspace in general have
the same behavior and the same description of trajectories, as mentioned in the
calculation of the inverse kinematics. The same can be used for all regardless of the
type of actuators. This of course may vary slightly according to the dimensions,
configuration, and/or elements used for its elaboration; however, the shadow
described by the said workspace is projected with a great similarity between them.
Using the methodology outlined in [19], Figure 15 is generated, which corresponds
to the definition of dimensions of the Stewart-Gough platform, making the consid-
eration that the servomotors are located parallel to each other. For this, it is based on
the definition of the base, that when the Stewart-Gough Platform was previously
proposed with approximate dimensions at a volume that encloses it from 30 to
35 cm, an internal diameter coincides with the axis of the servos is established, it has
a measure of 25 cm because the standard digital servomotors have a depth of
approximately 5 cm (Figures 16 and 17).

Figure 15.
Description of the trajectory of the Stewart platform for CABG surgery [19].
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Once the base is defined, the required workspace is raised. In principle, the
design of the platform is not required to describe paths with too much depth or
around a radius as is done in [19]; in this case the important data to consider would
be the angles of warping and pitching inclination, since they will be intended for
stabilizing sliding objects on the surface of the platform.

For this situation, one of the conditions of the state space is proposed, which
would be described by the yellow line in Figure 15, where the inclination angle is
proposed of 20 present in most Stewart platforms with documented angular actua-
tors and which is considered sufficient inclination for the stabilization of objects
sliding on the surface as can be seen in [15]. It is worth mentioning that this is an
extreme reach position that is physically not possible to achieve and would cause
singularities, which is why it is recommended not to bring the final effector to these
horizons in which the platform would lose stability and control may lose efficiency
in its execution.

Finally, the possible restrictions generated by the articulation of the spherical
joint are added (Figure 15) since according to the table in Annex F, the working
angle (depending on the size of the joint) is between � 13 and � 18; therefore,
leaving a value of 14, it is observed that the opposite angle corresponds to 76 that
are assigned in the internal area of the trapezoid generated with the frontal view
since in principle when placing the actuators parallel to each other, it seems to be a
four-bar mechanism that can make 360 movements. However, there are restrictions
generated by the other links that have to respect that angle of work of the patella.

Figure 16.
Workspace described by the Stewart-Gough platform using the Jacobian matrix [18].

Figure 17.
Workspace of the Stewart-Gough platform in isometric view [16].
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This is how the values of link L = 15, the diameter of the platform Dp = 18, the
diameter of the base Db = 25, and a height in the original position of 14.5 are finally
obtained.

The parts that move the platform itself are called legs and are composed of a rod,
threaded at each end, so that two kneecaps (upper and lower) are placed
(Figures 16–18).

The lower ball joints connect each of the rods with their respective actuator (in
this case it is the servomotor) by means of what will be referred to as horn or
actuator arm. Servomotors are considered part of the “fixed base” or simply called a
base [20].

To facilitate the reader’s understanding, the parts just explained on the CAD
model designed for this project are presented in Figure 19. The arms have a hole in
their geometric center used to join each arm with the axis of their respective
servomotor. At the end of the horn, the lower kneecaps are coupled to create a joint
and join the horn with the rod (also called link), so that it allows the movement to
be transmitted.

Figure 18.
Dimensions of the Stewart-Gough platform according to workspace. (a) Platform in front view with actuators
parallel to each other. (b) Leg with spherical joints in side view.

Figure 19.
Parts of the base. Ball joints (red ovals), rods (yellow lines), actuator arms or horns (blue line) and servomotors
(green arrows).

130

Automation and Control

Such movement is a conversion of angular movement to linear movement; this is
a distinguishing feature of this project to the configuration that has the classic
Stewart platform.

At the upper end of each of the rods, there is a joint to another kneecap, similar
to the lower part of the rod.

On the other hand, there are a total of six other ball joints on the platform,
connecting the closed kinematic chain to the platform. The platform is also often
called the final effector, and this is the most interesting part of any serial or parallel
robot.

Because the inverse kinematics is unique for parallel manipulators, the same
inverse kinematics calculated on the Stewart platform [16] will be taken using the
same views and changing some labels.

The coordinate systems Ff g, of the base row, and Mf g, of the final effector, will
be renamed by Bf g (base) and Pf g (platform), respectively, and also the labels of
the unions Fi and Mj for unions Bi and P j, respectively. Taking into account the
modifications explained in this paragraph, Eqs. (6, 7) presented in the theoretical
framework will be as follows:

Bi ¼
BXi

Bij

BZi

2
64

3
75 ¼

rb cos μið Þ
rbsen μið Þ
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2
64

3
75 (6)
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PVi
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75 ¼

rp cos λið Þ
rpsen λið Þ

0

2
64

3
75 (7)

Figure 20 presents the schematic diagram of the reference systems: Look at
Figure 21, this indicates the joint positioning diagram, assuming that the uv plane of
the reference system Pf g is parallel to the plane xy: Both coordinate systems ( Pf g
and Bf g) are centered and separated by a vertical distance from the base, that is, on
the z-axis (height of the platform or the final effector with respect to the coordinate
system Bf g): For the simulation process of external forces applied to the Stewart-
Gough platform, the CAD design generated from the measurements was used, from
which an estimate of the measurements for the base, platform, links, and horn of

Figure 20.
Schematic diagram of new reference systems.
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the servo. While a standard model was used for servomotors and spherical joints
taking a CAD design from the public domain, within a platform called GRABCAD.
For the generation of the design study, we worked with a CAD design software and
finite element study that allowed us to observe some important aspects such as
deformations, stress concentrators, and safety factor estimated for the platform in
case of applying a force of overload in the final effector. Because the current work
does not focus on the design of the platform as it is but of the controller for it, the
pertinent calculations for a certain deformation or safety factor are not considered
within the objectives. The following simulations were generated from an estimate of
approximate real materials; this is because the suppliers of these products do not
specify the material used.

To obtain results closer to reality, each element of the general assembly was
assigned its respective material, as already mentioned, estimating the specific poly-
mer or alloy of each metal. Starting with the bases and the final effector, in which
case it was assigned an ABS plastic since, for practicality and speed, the options of
laser cutting or 3D printing are currently considered, likewise, the servomotors are
also considered in ABS. For the joints and links, the majority of suppliers handle
metallic products for RC cars; therefore, a galvanized metal was assigned for its
relative low cost and ease of machining. Finally, aluminum is mostly used for the
servomotor horn, and therefore 1060 alloy aluminum is assigned.

Once each material is determined, the rest of the simulation conditions are
defined starting with each restriction of the mechanism, and once all its position
relationships are defined, the only geometric restriction will be the base on its lower
face simulating that said platform is embedded on a regular horizontal surface. For
the application of applied forces, an estimation of distributed load on the final
effector is made considering that on average each actuator (depending on the
manufacturer) can bear nominally 15 kg/cm of torque, and being the 3 cm servo
horns, it is considered that each actuator supports a total of 5 kg at its end, for which
a total force of 30 kg is applied. In the previous figure, it can be seen that within the
mechanism in general, most of the effort is generated in the legs of the platform,

Figure 21.
Joint positioning diagram.
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while the largest almost imperceptible concentrator is at the junction between the
leg and the servomotor horn, just where applies the highest torque due to the use of
angular actuators. Despite this, it can be seen within the graph that there is no
critical effort that may represent a risk of rupture (Figure 22).

For the following study, the deformation in each part of the platform is con-
templated; note that in both the stress study and the deformation study, the ele-
ments corresponding to the base do not undergo significant changes, however, the
platform and the links deform from considerable way especially the part of the final
effector that can become almost completely deformed. However, it is worth men-
tioning that CAD design software mostly exaggerates the results obtained from the
simulation; this is to clearly appreciate the effects of the applied conditions, since in
a real case the materials would tend to fracture rather than deform due to its low
ductility. In which case, the greatest deformation present is only 32.2 mm. From the
previous points, the safety factor is studied, where you can clearly see the elements
of the mechanism where it is applied without considering the elements of the base,
which, as observed in previous studies, has no tendency to break due which is
contemplated embedded in a fixed surface and reinforced with each other. There-
fore, in the legs, which are important for the performance of the mechanism, a

Figure 22.
von Mises stress study.

Figure 23.
Deformation study.
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simulation; this is to clearly appreciate the effects of the applied conditions, since in
a real case the materials would tend to fracture rather than deform due to its low
ductility. In which case, the greatest deformation present is only 32.2 mm. From the
previous points, the safety factor is studied, where you can clearly see the elements
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Figure 22.
von Mises stress study.

Figure 23.
Deformation study.
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safety factor of 3.4 is presented, which for the application that will be given to the
Stewart-Gough platform is an acceptable value (Figure 23). Finally, the study of
applied efforts is carried out in the situation where the platform has a maximum
load applied to the resistive screen in one of its vertices; this is mainly contemplated
(a little ahead of the selection of components) to know how much you can resist the
screen to the point of rupture which in which case would be the element on the
platform with greater fragility. As shown in Figure 24, the safety factor remains
low at 0.45 and has a deformation of 1.12 cm, in which case, the CAD software
deforms the part to demonstrate the displacement; however, in reality the panel
would tend to fracture before having such deformation.

8. Conclusions

The present document set out the objectives and the description of the partial
result; from this, a favorable product was obtained regarding the characteristics of the
system and the definition of its components.

Throughout the document the different points that led to the determination or
adaptation of certain elements or characteristics of the work to be carried out are
observed, this (as initially mentioned in the problem statement) was subject to
change as more in The theme with the purpose of bringing the system closer to the
desired characteristics, is by means of this method that it was possible to determine
the components that would allow the generation of the CAD design and the elec-
tronic design sketch.

One of the proposed objectives was the calculation of inverse kinematics. When
investigating more about the subject, it was concluded that it is possible to use the
same one as described in [1], because for parallel manipulators with the same
configuration, it is unique. Despite having replaced the linear actuators with angular
ones, it has no impact on the calculation of the same, since the distance of interest is
the vector that describes the collinear extension between the axis of the servomotor
and its respective point of coincidence on the platform (upper kneecap) as shown in
Figure 25.

The maximum position and orientation parameters of a Stewart-Gough platform
depend on the application given to this device. Since this project requires bringing a

Figure 24.
Study of the safety factor.
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sliding object on the resistive panel to a desired position, it was determined that the
suitable angle for this system is 20 for warping and 20 for pitching. To arrive at this
characteristic, an estimation of measures was implemented based on the desired
workspace, and the geometric and articular parameters were checked by
simulations.
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Chapter 7

Kinematics of Serial Manipulators
Ivan Virgala, Michal Kelemen and Erik Prada

Abstract

This book chapter deals with kinematic modeling of serial robot manipulators
(open-chain multibody systems) with focus on forward as well as inverse kinematic
model. At first, the chapter describes basic important definitions in the area of
manipulators kinematics. Subsequently, the rigid body motion is presented and
basic mathematical apparatus is introduced. Based on rigid body conventions, the
forward kinematic model is established including one of the most used approaches
in robot kinematics, namely the Denavit-Hartenberg convention. The last section of
the chapter analyzes inverse kinematic modeling including analytical, geometrical,
and numerical solutions. The chapter offers several examples of serial manipulators
with its mathematical solution.

Keywords: algorithm, inverse kinematics, Jacobian, manipulator, optimization,
redundant, robot

1. Introduction and basic definitions

In the following sections, this chapter will deal with direct and inverse
kinematics of open-chain multibody systems consisting of rigid bodies. The
whole problematics is analyzed from the view of robotics. Each manipulator or
mechanism investigated in this chapter will be of serial kinematic structure
(open chain).

Open-chain multibody systems are mechanically constructed by connecting a set
of bodies, called links, by means of various types of joints. In general, the joints can
be passive or active. The joints, which are moved by actuators, are active joints.

In general, from the view of robotics, there are two tasks in kinematics:

• Forward kinematics—the forward kinematics problem represents relationship
between individual joints of investigated robot and end-effector.

• Inverse kinematics—the problem of inverse kinematics is as follows: given a
desired configuration of end-effector of robot, find the joint angles that
achieve that configuration.

Before these terms are explained and demonstrated by some study cases, we
have to mention the basic definitions, necessary for the further analyses.

Degrees of freedom (DOF): is the smallest number of coordinates needed to
represent the robot configuration. Thus, the number of DOF equals to the dimen-
sion of configuration space.
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Joint space: Let us define all the joint variables in a vector q ¼ q1, q2, … , qn
� �T ∈

⊂N . The set  we call the so-called joint space and it contains all the possible
values, which joint variables may acquire.

Workspace: Workspace is a subset of the Euclidean space , in which the robot
executes its tasks. From the view of robotics, workspace is the set of all the points
that mechanism may reach in Euclidean space  by end-effector. The workspace
can be categorized as follows [1, 2]:

Maximal workspace—it is defined as locations that can be reached by end-
effector at least with one orientation.

Inclusive-orientation workspace—it is defined as locations that can be reached by
end-effector with at least one orientation among a range of orientations (maximal
workspace is particular case).

Constant-orientation workspace—it is defined as location that can be reached by
the end-effector with fixed orientation of joints.

Total-orientation workspace—it is defined as location that can be reached by the
end-effector with any orientation.

Dexterity workspace—it is defined as location that can be reached by the end-
effector with any orientation and without kinematic singularities.

Task space–space of positions and orientations of the end-effector frame. The
workspace is a subset of task space that the end-effector frame can reach [3].

2. Rigid body motion

Rigid motion of an object is a motion that preserves distance between points [4].
Rigid body is a set of particles such that the distance between any two particles
remains constant in time, regardless of any motions of the body or forces exerted on
the body. If we consider p and q as two points on rigid body, while rigid body
moves, p and qmust satisfy p tð Þ � q tð Þk k ¼ p 0ð Þ � q 0ð Þk k ¼ constant, see Figure 1.

Let us consider an object, described as a subset O of 3. Then a motion of object
(rigid body) is represented by mapping f tð Þ : O! 3. This mapping describes
how the points of this object move as a function of time, relative to some fixed
coordinate system.

Let the inertial reference frame be O ¼ xr, yr, zr
� �

and ir, jr,kr represent unit
vectors of the reference frame. The vector p can be expressed with respect to
inertial reference frame O ¼ xr, yr, zr

� �
by the following equation

Figure 1.
Rigid body.
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p ¼ pxrir þ pyrjr þ pzrkr (1)

where p ¼ px, py, pz
h iT

∈3. Coordinates of vector p can be also expressed as its

projections in directions of individual unit vectors as scalar product. In order to find
the relation, the vector p needs to be expressed in coordinates O1 ¼ x1, y1, z1

� �

pxr ¼ irp ¼ irpx1i1 þ irpy1j1 þ irpz1k1

pyr ¼ jrp ¼ jrpx1i1 þ jrpy1j1 þ jrpz1k1

pzr ¼ krp ¼ krpx1i1 þ krpy1j1 þ krpz1k1

(2)

which can be rewritten in matrix form

pxr
pyr
pzr

2
64

3
75 ¼

iri1 irj1 irk1

jri1 jrj1 jrk1

kri1 krj1 krk1

2
64

3
75

px1
py1
pz1

2
64

3
75 (3)

that is pb ¼ Rr1p1. The meaning of this term is as follows. Coordinates of the
vector p expressed in O1 ¼ x1, y1, z1

� �
are computed to O ¼ xr, yr, zr

� �
so that they

are left multiplied by transformation matrix Rr1.
As can be seen in Figure 2, coordinate system x0, y0, z0 is rotated with respect to

coordinate system xr, yr, zr by angle q around the axis zr. By consideration of
previous equations; and by consideration of the facts that scalar product of two
perpendicular vectors equals zero, scalar product of two parallel unit vectors is one,
and scalar product of concurrent unit vectors is cos α; and by assuming that
cos π

2 � α
� � ¼ ∓ sin α, that is

Figure 2.
Rotation of coordinate system.
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iTi ¼ 1, jTj ¼ 1,kTk ¼ 1

iTj ¼ 0, jTk ¼ 0,kTi ¼ 0

one can obtain the following rotation matrix

Rx ¼
1 0 0

0 cos α � sin α

0 sin α cos α

2
64

3
75 (4)

whereRx is a rotationmatrix for rotation around the x-axis by angle α. Subse-
quently, rotationmatrices can be also be expressed for rotation around y-axis and z-axis

Ry ¼
cos β 0 sin β

0 1 0

� sin β 0 cos β

2
64

3
75 (5)

Rz ¼
cos γ � sin γ 0

sin γ cos γ 0

0 0 1

2
64

3
75 (6)

Since rotation matrix R is an orthogonal matrix, for this reason

RTR ¼ I3 (7)

where I3 is a 3� 3 identity matrix. Considering the case when there is displace-
ment of local coordinate system and at the same time also its rotation, it would be
expressed as

xr
yr
zr

2
64

3
75 ¼ Raxis,angle

x1
y1
z1

2
64

3
75þ

px
py
pz

2
64

3
75 (8)

Eq. (8) represents a system of three equations, which will be extended by fourth
equation 1 = 0 + 0 + 0 + 1, which is

xr
yr
zr
1

2
6664

3
7775 ¼

⋮ px
Raxis,angle ⋮ py

⋯ … ⋮ pz
0 0 0 1

2
6664

3
7775

x1
y1
z1
1

2
6664

3
7775 (9)

3. Forward kinematics

The forward kinematic model determines the position and orientation of the end-
effector relating to base frame of the mechanism or to global coordinate system (GCS).

3.1 Open kinematic chain

We will focus on robots, which contain a set of links connected together by
joints. The joints are usually revolute or prismatic or they can be more complex,
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such as socket joint or ball joint [5]. Within this chapter will be considered only
revolute and prismatic joints, which have only a single degree-of-freedom motion.
Let us consider a mechanism with N links connected together by N � 1 joints. The i-
th joint connects link i� 1 to link i. The number of the joints starts with 1 and ends
with N � 1. The next consideration for the following mathematical model is that the
first link is connected to the base fixed to inertial reference frame, while the last link
is free and able to move.

The i-th joint is associated with joint variable qi, while qi may contain θi and di
for revolute and prismatic joints, respectively. The local coordinate frame is
attached to each link, so to i-th link is attached to Ii frame, Ii ¼ Oi, xi, yi, zi

� �
. When

a mechanism performs any motion in its workspace, the coordinates of each point
on i-th link are constant with respect to their coordinate frame
Ii ¼ Oi, xi, yi, zi

� �
.

Let Ai be a homogeneous transformation matrix, which holds position and
orientation of frame Ii ¼ Oi, xi, yi, zi

� �
with respect to Ii�1 ¼ Oi�1, xi�1, yi�1, zi�1

� �
.

It should be noticed that values of matrix Ai are not constant, but they change with
changing configuration of the mechanism. In general, a homogeneous transforma-

tion matrix expressing the position and orientation of I j ¼ O j, x j, y j, z j

n o
with

respect to Ii ¼ Oi, xi, yi, zi
� �

is called a transformation matrix iT j. We can also
define the following matrix

H ¼
0Rn

0on

0 1

" #
(10)

where 0Rn is a 3� 3 rotation matrix with and 0on is a 3� 1 vector expressing
position and orientation of end-effector (the last point of mechanism) with respect
to inertial reference frame (base of mechanism). Eq. (10) can then be written as

H ¼ 0Tn ¼
YN
i¼1

Ai (11)

while Ai equals

Ai ¼
i�1Ri

i�1oi

0 1

" #
(12)

3.2 Denavit–Hartenberg convention

For the computation of forward kinematics for open-chain robot according to
Eq. (11), a general approach was derived in order to determine the relative position
and orientation of two consecutive links. This approach determines two frames
attached to two links (rigid bodies) and computes the coordinate transformations
between them [6].

For utilization of the Denavit-Hartenberg convention, some rules need to be
observed. Let us consider Figure 3. Let axis i represent the axis connecting link i� 1
and link iþ 1. In order to define link frame i, the procedure is as follows. First of all,
the axis zi and axis zi�1 are chosen. Next, origin Oi is located at the intersection of
axis zi with the common normal to axes zi and zi�1. By this step be get points Oi and
O0i. The common normal of these two axes is a minimum distance between them.
Subsequently, the axis xi is chosen along the common normal to axes zi�1 and zi in
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the direction from joint i to the joint iþ 1. In the last step, axis yi is chosen so as to
complete a right-handed frame.

After these steps, the link frames have been established and now the position
and orientation of frame i with respect to frame i� 1 can be determined by
following DH parameters [7]:

• ai: distance between the points Oi and O0i

• di: distance between Oi�1 and O0i along the axis zi�1

• αi: angle between the axes zi�1 and zi about axis xi (positive direction—
counter-clockwise rotation)

• ϑi: angle between axes xi and xi�1 (positive direction—counter-clockwise
rotation)

It should be also noted that parameters ai and αi are always constant, because
they depend on the geometric aspect of mechanism. Considering the two other
parameters di and ϑi, depending on the joint type, one is constant and other one
may change as follows:

• Revolute joint: ϑi is the joint variable and di is constant

• Prismatic joint: di is the joint variable and ϑi is constant

In general, six parameters are necessary in order to describe the position and
orientation of a rigid body in the 3D space. Based on previously mentioned facts, we
can say about DH convention that only four parameters are required by assuming
that the axis xi intersects zi�1, and that axis xi is perpendicular to zi�1.

3.2.1 Example of forward kinematics using the Denavit-Hartenberg convention

Let us consider some kind of industrial robot, namely SCARA (Selective Com-
pliance Assembly Robot Arm) robot, which has RRP structure. Its kinematic struc-
ture is shown in Figure 4.

Figure 3.
Denavit-Hartenberg approach.

142

Automation and Control



Considering the basic principles of the Denavit-Hartenberg convention intro-
duced in the previous section, we are able to introduce D-H parameters, see Table 1.

Based on DH parameters, which are obvious from Figure 4, particular homoge-
neous transformation matrices can be established.

0A1 ¼

1 0 0 0

0 1 0 0

0 0 1 d1

0 0 0 1

2
6666664

3
7777775

cos q1
� � � sin q1

� �
0 0

sin q1
� �

cos q1
� �

0 0

0 0 1 0

0 0 0 1

2
6666664

3
7777775

1 0 0 L1

0 1 0 0

0 0 1 0

0 0 0 1

2
6666664

3
7777775

(13)

0A1 ¼

cos q1
� � � sin q1

� �
0 L1 cos q1

� �

sin q1
� �

cos q1
� �

0 L1 sin q1
� �

0 0 1 d1

0 0 0 1

2
66666664

3
77777775

1A2 ¼

cos q2
� � � sin q2

� �
0 0

sin q2
� �

cos q2
� �

0 0

0 0 1 0

0 0 0 1

2
66666664

3
77777775

1 0 0 L2

0 1 0 0

0 0 1 0

0 0 0 1

2
66666664

3
77777775

(14)

Figure 4.
SCARA robot.

Link ai αi di ϑi

1 L1 0 d1 q1

2 L2 0 0 q2

3 0 π d2 + q3 0

4 0 0 0 q4

Table 1.
Denavit-Hartenberg parameters.
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1A2 ¼

cos q2
� � � sin q2

� �
0 L2 cos q2

� �

sin q2
� �

cos q2
� �

0 L2 sin q2
� �

0 0 1 0

0 0 0 1

2
666664

3
777775

2A3 ¼

1 0 0 0

0 cos πð Þ � sin πð Þ 0

0 sin πð Þ cos πð Þ d2 þ q3
0 0 0 1

2
666664

3
777775

(15)

3A4 ¼

cos q4
� � � sin q4

� �
0 0

sin q4
� �

cos q4
� �

0 0

0 0 1 0

0 0 0 1

2
6664

3
7775 (16)

So, the final transformation matrix is

0T4 ¼ 0A2
1A2

2A3
3A4 (17)

0T4 ¼

px
R py

pz
0 0 0 1

2
6664

3
7775 (18)

By vector 0o4 ¼ pxpypz
h iT

is defined position of end-effector of SCARA

manipulator with respect to its base inertial reference frame.

4. Inverse kinematics

The solution exists only if the given end-effector position and orientation are in
dexterous workspace of the solved mechanism. While the forward kinematic model
is expressed as

x ¼ f qð Þ (19)

where f is a function defined between joint space n and workspace m, which
maps the joint position variables q∈n to the position/orientation of the end-
effector of mechanism, the inverse kinematic model is based on

q ¼ f�1 xð Þ (20)

where q∈n and x∈m. In the case of the forward kinematic model, end-
effector position and orientation are computed for various kinds of mechanisms like
manipulators, in a unique manner, for example, by above-mentioned transforma-
tion matrices. The inverse kinematic problem is more complex and finding the
solution could be in many cases very complicated. While forward kinematics has a
closed-form solution, an inverse kinematics in most cases does not have a closed-
form solution. A forward kinematic model has a unique solution, while an inverse

144

Automation and Control



kinematic model may have multiple solutions or infinite number of solutions,
especially for kinematically redundant mechanisms. In order to obtain a closed-
form solution, there are two main approaches, namely algebraic approach and
geometric approach.

4.1 Closed-form solution of inverse kinematics

Let us consider a two-link mechanism moving in the 2D plane, see Figure 5.
Considering the forward kinematic model, while the angles of joints ϑ1 and ϑ2

are given, the aim is to find the position of end-effector xE ¼ x y½ �T ∈m. The
forward kinematic model can be easily determined by the following equations

x ¼ l1 cos ϑ1 þ l2 cos ϑ1 þ ϑ2ð Þ (21)

y ¼ l1 sin ϑ1 þ l2 sin ϑ1 þ ϑ2ð Þ (22)

Now, the inverse kinematic problem is to find angles ϑ1 and ϑ2, while the end-
effector position x and y are given by vector xE ¼ x y½ �T ∈m.

c ¼ x2 þ y2 (23)

α ¼ atan2 y, xð Þ (24)

ϑ2 ¼ � arccos
x2 þ y2 � L2

1 � L2
2

2L1L2

� �
(25)

β ¼ arccos
L2
1 � L2

2 þ c2

2L1c

� �
(26)

ϑ1 ¼ α� β (27)

Figure 5.
Inverse kinematics solution for two-link mechanism.
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As can be seen in Figure 5, the presented configuration of the mechanism has
two solutions in inverse kinematics. These two solutions are based on signum in
Eqs. (25) and (27).

5. Differential kinematics

5.1 Analytical Jacobian

In order to describe the relation between joint angles and end-effector configu-
ration, often the relation between the joint and end-effector velocities is used. Let us
consider a set of coordinates x∈m, their velocity is _x ¼ dx=dt∈m. Then, we can
apply Eq. (19). Then, one obtains

_x ¼ ∂f qð Þ
∂q

dq
dt
¼ J qð Þ _q (28)

J qð Þ ¼

∂x1
∂q1

⋯
∂x1
∂qn

⋮ ⋱ ⋮
∂xm
∂q1

⋯
∂xm
∂qn

2
66664

3
77775

(29)

where J qð Þ∈m�n is the analytical Jacobian matrix, which is very often used in
kinematics and dynamics of robotic systems. Jacobian reflects differences between
joint and configurations space of the investigated mechanism. In robotics, Jacobian
is often used for several purposes such as for the definition of the relation between
joint and configuration space, definition of the relation between forces/torques
between spaces, the study of kinematic singularities, the definition of numerical
solution for inverse kinematic problem, and the study of manipulability properties.
We can look at Jacobian from a different perspective. Particular Jacobian columns
represent the influence of i-th joint on the end-effector velocity.

The following example will demonstrate the derivation of analytical Jacobian for
a three-link mechanism (Figure 6).

Figure 6.
Three-link mechanism.
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In order to utilize Eq. (29), we need to define position of point E ¼ xEyE
� �T ∈2.

xE ¼ L1 cos q1 þ L2 cos q1 þ q2
� �þ L3 cos q1 þ q2 þ q3

� �
(30)

yE ¼ L1 sin q1 þ L2 sin q1 þ q2
� �þ L3 sin q1 þ q2 þ q3

� �
(31)

Assuming Eqs. (30) and (31), Jacobian according to Eq. (29) will be matrix
J qð Þ∈2�3

J qð Þ ¼
∂xE
∂q1

∂xE
∂q2

∂xE
∂q3

∂yE
∂q1

∂yE
∂q2

∂yE
∂q3

2
6664

3
7775 (32)

where the elements of the Jacobian matrix are

∂xE
∂q1
¼ �L1 sin q1

� �� L2 sin q1 þ q2
� �� L3 sin q1 þ q2 þ q3

� �

∂xE
∂q2
¼ �L2 sin q1 þ q2

� �� L3 sin q1 þ q2 þ q3
� �

∂xE
∂q3
¼ �L3 sin q1 þ q2 þ q3

� �

∂yE
∂q1
¼ L1 cos q1

� �þ L2 cos q1 þ q2
� �þ L3 cos q1 þ q2 þ q3

� �

∂yE
∂q2
¼ L2 cos q1 þ q2

� �þ L3 cos q1 þ q2 þ q3
� �

∂yE
∂q3
¼ L3 cos q1 þ q2 þ q3

� �

5.2 Geometric Jacobian

Besides analytically expressing the Jacobian, we can express it by a geometric
approach. To establish function f qð Þ in closed-form, a symbolic formalism is neces-
sary, which could be difficult from the view of implementation. For this reason, a
different way of Jacobian expression, the so-called geometric Jacobian, was devel-
oped. The geometric Jacobian can be obtained by consideration of rotational velocity
vectorω. Let us consider link according to Figure 6. The Jacobian can be expressed as

J ¼ Jv
Jω

� �
¼ Jv1 … Jvn

Jω1 … Jωn

� �
(33)

The first term expresses the effect of _q1 on linear velocity v and the second term
expresses the effect on the rotational velocity ω. Thus,

v ¼ Jv1 _q1 þ … þ Jvn _qn
ω ¼ Jω1 _q1 þ … þ Jωn _qn

(34)

That is, the analytical Jacobian differs from the geometrical Jacobian for the
rotational part. Considering the revolute joint, the i-th column of Jacobian can be
computed as
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Jvi
Jωi

� �
¼

0zi�1 � 0pn � 0pi�1
� �
0zi�1

" #
(35)

For prismatic joint, the i-th column of Jacobian can be computed as

Jvi
Jωi

� �
¼

0zi�1
0

� �
(36)

where 0pn is the end-effector position defined in transformation matrix 0Tn

defined in the previous section. Next, 0pi�1 is the position of frame Ii�1 ¼
Oi�1, xi�1, yi�1, zi�1
� �

, defined in transformation matrix 0Ti�1. Finally, 0zi�1 is the
third column of rotation matrix 0Ri�1, while 0Ri�1 ¼ 0R1 q1

� �1R2 q2
� �

… i�2Ri�1 qi�1
� �

.
The following example will demonstrate the derivation of geometric Jacobian for

a two-link mechanism (Figure 7).

J qð Þ ¼ z0 � p2 � p0

� �
z1 � p2 � p1

� �

z0 z1

� �
(37)

where p0 ¼
0

0

0

2
64

3
75, p1 ¼

L1 cos q1
L1 sin q1

0

2
64

3
75, p2 ¼

L1 cos q1 þ L2 cos q1 þ q2
� �

L1 sin q1 þ L2 sin q1 þ q2
� �

0

2
64

3
75 and

rotational axes are z0 ¼ z1 ¼
0

0

1

2
64

3
75. By solving Eq. (37), we get

J qð Þ ¼

�L1 sin q1 � L2 sin q1 þ q2
� � �L2 sin q1 þ q2

� �

L1 cos q1 þ L2 cos q1 þ q2
� �

L2 cos q1 þ q2
� �

0 0

0 0

0 0

1 1

2
666666664

3
777777775

(38)

Figure 7.
Two-link mechanism.
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Now, the Jacobian is a 6� 2 matrix and its maximum rank is 2. That is, at most two
components of angular/linear end-effector velocity can be independently assigned. In
this case, when orientation is not required, only first two rows are considered.

5.3 Kinematically redundant manipulators

The next approach to inverse kinematic solution we want to focus on is numer-
ical solutions. Nevertheless, many times, it is hard to find a closed-form solution for
inverse kinematics; the basic kinematics of industrial robots have developed an
approach to solve it. The problems arise with nonconventional kinematic structures,
especially with kinematically redundant manipulators. A kinematically redundant
manipulator has more number of DOFs than is absolutely necessary to perform the
desired task. For example, conventional industrial robot has usually six DOFs, by
which it is able to reach any point in its workspace. By adding an additional DOF,
this robot becomes kinematically redundant due to this additional DOF.

A numerical solution is usually used when a closed-form solution for q does not
exist or is difficult to find. In this section, we will focus on kinematically redundant
mechanisms. Considering the dimension of joint space n and dimension of task
space m, for kinematically redundant mechanisms n>m. The level of redundancy
can be expressed by r ¼ n�m. Kinematic redundancy is used for many tasks such
as kinematic singularities avoidance, obstacle avoidance, joint limits avoidance,
increasing the manipulability in specified directions, minimizing the energy con-
sumption, minimum of motion torques, optimizing execution time, etc. As can be
seen, kinematic redundancy allows many optimization tasks to be solved. On the
other hand, kinematic redundancy brings some disadvantages as well; for example,
a greater structural complexity of construction caused by many of DOFs (mechan-
ical, actuators, sensors), which have an influence on final cost of this kind of
mechanism. Next field of potential disadvantages is the field of control, due to
complicated algorithms for inverse kinematic computation or motion control. From
this reason redundant manipulators could be difficult in real-time control.

There are many approaches within numerical solution of inverse kinematics,
which are still in focus of research. Most approaches deal with Jacobian matrix in
order to find a linear approximation to the inverse kinematic problem. Among the
most used of them are damped least squares (DLSs), Jacobian transpose, and
damped least squares with singular value decomposition (SVD) [8, 9].

Another kind of approach is the approach based on Newton methods [6]. The
aim of these algorithms is to find the final configuration of joints with focus on
minimization problem. For this reason, the final motion of robot is smooth. This
family of methods includes methods such as Powell’s method [10] or Broyden,
Fletcher, Goldfarb and Shanno (BFGS).

A very well-known and used method for inverse kinematics of kinematically
redundant mechanisms is the so-called cyclic coordinate descent (CCD) algorithm
[11]. The CCD method is a very simple and at the same time a very strong method.
It is a heuristic iterative method with low computational cost per iteration. Next
very know heuristic iterative method is FABRIK (Forward And Backward Reaching
Inverse Kinematics) [12, 13]. The FABRIK method minimizes the system error by
adjusting each joint angle one at a time.

Most of inverse kinematics numerical methods could be divided into two classes:
linearization algorithms and minimization algorithms. Concerning the linearization
algorithms, the idea is piecewise linearization of nonlinear inverse kinematic prob-
lem, which is based on the Jacobian matrix. An example of this kind of method is
the Jacobian transpose method. In minimization algorithms, the idea is to formulate
some cost function, which will be minimized, for example cyclic coordinate descent
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algorithm. Besides the mentioned methods, there are many other such as
pseudoinverse methods, such as the Levenberg–Marquardt damped least squares
methods, quasi-Newton and conjugate gradient methods, neural network and arti-
ficial intelligence methods.

The basic technique is based on Eq. (39)

_x ¼ J qð Þ _q (39)

The above relation can be inverted to so-called Jacobian control method

_q ¼ J† qð Þ _x (40)

which leads to joint velocity vector qwith minimum norm. The term J† represents

the Moore-Penrose pseudoinverse given by J† ¼ JT JJT
� ��1

for kinematically redun-

dant mechanisms where m< n JJ† ¼ I
� �

or by J† ¼ JTJ
� ��1

JT form > n J†J ¼ I
� �

.
A very common method on which the solution is based is the Newton-Rhaphson

method. The Newton-Rhaphson method is a root-finding algorithm that produces
approximations of the roots of a real-valued function. The method starts with
differentiable function f defined for a real variable x, derivative of function f 0, and
initial guess x0 for a root of function f . If these assumptions are satisfied and initial
guess is close, then

x1 ¼ x0 � f x0ð Þ
f 0 x0ð Þ

(41)

Talking about numerical motion optimization of kinematically redundant
mechanisms, there are two approaches. The first approach deals with local methods,
which are solved typically online, and the second one with global methods, which
require quantity of computation. For this reason, the global methods are computed
usually offline.

One of the commonly used local methods is the family of null-space methods.
This method uses the extension of Eq. (40) and gives

_q ¼ J† qð Þ _xþ I� J†J
� �

_q0 (42)

where _q0 ∈n is an arbitrary joint space velocity vector, chosen according to
desired behavior; so it is chosen for optimization purposes. Next, I∈n�n is the
identity matrix. The term I� J†J

� �
represents the orthogonal projection matrix in

the null space of J, J† qð Þ _x is orthogonal to I� J†J
� �

_q0. For this reason, q ¼ 0.
Physically, this term corresponds to self-motion, where the combined joints motion
generates no motion in the task space (no motion of end-effector). So, the term

I� J†J
� �

is symmetric and idempotent ( I� J†J
� �2 ¼ I� J†J

� �
). Also, it ensures

I� J†J
� �† ¼ I� J†J

� �
. The inverse kinematic solution expressed by Eq. (42) is

equivalent to solving a quadratic programming (QP) problem based on

H _qð Þ ¼min _q
1
2 _q� _q0

� �TW _q� _q0

� �
subjected to _x ¼ J qð Þ _q.

Now the question is, how the vector _q0 can be chosen. One of the basic ways to
choose it is the so-called projected gradient method _q0 ¼ ∇qH qð Þ. Supposing that
_x ¼ 0, that is, the mechanism performs only self-motion, it can be written _q ¼
I� J†J
� �

∇qH; so, I� J†J
� �

∇qH ¼ 0 is a necessary condition of constrained optimal-
ity. Based on these facts, an objective function can be chosen for some optimization
of motion:
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• Manipulability—maximize the distance from kinematic singularities

H qð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det J qð ÞJT qð Þ� �q

(43)

• Joint limit avoidance—minimize the distance from the middle of joints range

H qð Þ ¼ 1
2

Xn
i¼1

qi � q�i
qM,i � qm,i

 !2

(44)

where qi ∈ qm,i, qM,i

h i
and q�i ¼

qM,i�qm,i
2 .

• Obstacle avoidance—maximize the minimum distance to obstacle

H qð Þ ¼ min a∈ robot
b∈ obstacle

a qð Þ � bk k2 (45)

where a qð Þ represents points on investigated mechanism and b represents points
on the obstacle.

Example: Let us consider a planar six-link robot connected by six revolute joints.
All links have the same length L ¼ 100 mm. The purpose of the simulation is path

tracking (circle form) described by matrix Xpath ¼
xd

yd

� �
∈m�p, where p is the

number of geometric points of the desired path, while xd ¼ �2:5Lþ L cosφ,
yd ¼ L sinφ, φ∈ 0, … , 2πf g assuming the step of φ increase to be 0.2. That is,

xd ¼ x1, … , xp
� �

∈p and yd ¼ y1, … , yp
h i

∈p. From the matrix Xpath will be in

each path point determined the desired point ep ¼ xpyp
h iT

∈m. Since, there is

consideration of planar task with focus on end-effector position, the task space is
m ¼ 2. The expected solution assumes only primary solution without any secondary
tasks. For inverse kinematic solution, damped least squares method, which avoids
many of pseudoinverse method’s problems, will be used. This method is also known
as the Levenberg–Marquardt method, which arises from cost function
JΔq� Δxk k2 þ λ2 Δqk k2 where λ∈ is a non-zero scalar constant. By minimizing

this term, one obtains

Δq ¼ JT JJT þ λ2I
� ��1

Δx (46)

where I ∈m�m is the identity matrix. The simulation will work according to the
following algorithm.

Algorithm: Inverse kinematic model for 6-link manipulator.

1: Set desired path for end-effector by matrix Xpath and parameters such as L, λ.
2: FOR step = 1! p:

3: Set the desired position of end-effector from Xpath¼)ep ¼ xpyp
h iT

∈m

4: WHILE xactual 6¼ ep
5: Compute Jacobian

6: Compute xactual ¼ xactyact
� �T ∈m

7: Compute Δq ¼ qþ JT JJT þ λ2I
� ��1Δx
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8: q ¼ Δq
9: END WHILE
10: END FOR

The results of the simulation can be seen in Figures 8 and 9. Figure 8 presents
the motion of planar robot. The aim is to tracking of path with circle shape (green
color) by end-effector of the robot. The robot has a fixed frame in point [0,0]. The
initial position of all joints is q ¼ 0 0 0 0 0 0½ �T.

During the simulation, no restriction such as joint limit was considered. The
simulation was done with a tolerance �5 mm. Figure 9 presents the variation of
individual robot joints during the path tracking.

Example: Let us consider a planar 20-link robot connected with revolute joints.
The links have the same length L ¼ 16:75 mm. The aim is to move the end-effector
from its initial position to the end position by tracking the desired path. We will
consider two cases. The first one considers free robot environment, the second one
considers obstacles in the robot environment. The second solution will also consider
kinematic singularities avoidance task and joint limit avoidance task.

Now, let us consider the cost function dealing with all mentioned secondary
tasks [10].

H ¼ J _q� _xk k2 þ Jc _q� xck k2 þ JL _q� xLk k2 þ ρ _qk k2 (47)

After mathematical adjustment, we get the final formula for kinematic control

_q ¼ JTWJþ JTc WcJc þ JTLWLJL þWs
� ��1

JTW _x
� �

(48)

Figure 8.
Simulation of inverse kinematics for six-link manipulator.
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where W, Wc, WL, and Ws are in our case 20 � 20 weight matrices of primary
task, obstacle avoidance task, joint limit avoidance task, and kinematic singularities
avoidance task, respectively. The setting of weight matrices is subjective. For
example, if obstacle avoidance task should have higher priority above primary
task by 100 times, the matrix Wc would consist of values 100 while W consist of
values 1.

Let us consider individual secondary tasks. The joint limit avoidance task deals
with the range of motion of individual manipulator links. How many joints will
have their limit range is up to us. Of course, in real robots, usually all joints are
limited in their motion. There are several ways on how to model the range of joint
motion. In this case, an approach with changing of value of weight variable Wli
based on joint position will be used. If the joint is in admissible range, the value of
the weight variable is set to be zero. When the joint reaches the boundary of its
range motion, the value of the weight variable increases. When the joint reaches a
value outside its admissible range, the value of the weight variable increases to its
maximum. This approach can be expressed by Eq. (49)

Wli ¼

Ww  qi < qimin

Ww

2
1þ cos π

qi � qimin

ρi

� �� �� �
 qimin ≤ qi ≤ qimin þ ρi

0 qimin þ ρi < qi < qimax � ρi

Ww

2
1þ cos π

qimax � qi
ρi

� �� �� �
 qimax � ρi ≤ qi ≤ qimax

Ww  qi > qimax

8>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>:

(49)

The value of the weight variable has to be set for every joint of the manipulator
that needs to be limited in the range of motion. Individual weight variables Wli
where i∈ 0, … ,Nf g are parts of the final weight matrix of the joint limit avoidance
task Wl ∈n�n. The final weight matrix Wl is the diagonal matrix [14]:

Figure 9.
Variations of joint angles.
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Wl ¼

Wl1

Wl2

Wl3

…

Wln

2
6666664

3
7777775

(50)

The weight matrix Wl is used with the corresponding Jacobian matrix JL ∈n�n.
The Jacobian matrix for the joint limit avoidance task is JL ¼ ∂e=∂q. If a particular
joint does not consider the joint limit avoidance task, the value of JL is set to be zero;
otherwise it is set to be one. The limit of all joints in motion of the manipulator
investigated in this study is set to be �100°. Different way of joint limit control is
according to above mentioned Eq. (44).

During the obstacle avoidance task, the control system investigates the relation
betweenmanipulator links and obstacles in their environment. In general, this task can
be solved from two views. At first, one group of obstacles can represent static obstacles
or other robots in an investigated environment. The second group of obstacles can be
represented by dynamic obstacles, which means that these obstacles change their
position relating to global reference system in the time. Of course, the second group of
obstacles is more difficult from the view of control in comparison with static obstacles.
It is more difficult especially in the cases of requirements for real-time control [15].

The aim of obstacle avoidance is to prevent the collision between any part of the
manipulator and potential obstacles, other robots, or collision with itself. Again, there
are many methods on how to control robot motion at a safe distance from other
objects, regardless of whether the obstacles have regular or irregular shape. For
simplification, the irregular shapes are usually replaced by appropriate regular shape.
This simplification can also significantly simplify the mathematical model and
obtaining the numerical solution can be faster and the solution more stable. One of
the methods on how to simplify irregular shapes is to replace all irregular shapes by a
cylinder, with the obstacle being situated in the center of the cylinder, see Figure 10.
The diameter of the cylinder determines the distance of influence of this obstacle.

At first, we set the coordinate of an obstacle in the task space as so. The
projection of the line from the i-th joint of the manipulator link to the center of a
cylinder (obstacle) on the i-th link is:

pi ¼ eTi s0 � sið Þ (51)

The coordinate of the link point with potential to get into collision is:

sci ¼ si þ piei (52)

The distance between the potential point of collision and the center of the
cylinder is:

dci ¼ ∥sci � s0∥ (53)

Subsequently, the unit vector of the potential point of collision can be given by:

ui ¼ sai � s0
dci

(54)

Now, the Jacobian matrix for the obstacle avoidance task can be given. The i-th
row of the Jacobian matrix can be expressed as
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Jci ¼ �uT
i Jsci (55)

where matrix Jsci is:

Jsci ¼
∂sci
∂q

(56)

The Jacobian matrix Jc consists of submatrices Jci. The dimension of the Jacobian
matrix is Jc ∈Rc�c, where c represents the number of manipulator links that could
collide with the obstacles.

For numerical simulation, we will use following algorithm: Inverse kinematic
model for 20-link manipulator [14].

Algorithm: Inverse kinematic model for 20-link manipulator

1: CYCLE WHILE 1
2: Determination of new required vector xd ∈Rm from the matrix of planned

path P∈Rr�2

3: CYCLE WHILE 2
4: Computation of Jacobian matrix J (damped least squares method)
5: Determination of actual end-effector position in the task space x∈Rm

with actual generalized variables q∈Rn

6: Computation of general equation

_q ¼ J�1WJþ Jc
�1WcJc þ Jl

�1WlJl þWs
� ��1

JTW _x
� �

7: q ¼ qprevious þ _qdt
8: qprevious ¼ q
9: IF xd ¼ x THEN

END CYCLE WHILE 2
ELSE

CYCLE WHILE 2 continues
END IF

10: END CYCLE WHILE 2
11: END CYCLE WHILE 1

Figure 10.
Relation between manipulator link and obstacle.
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Figure 11.
Simulation of 20-link manipulator in free environment.

Figure 12.
Simulation of 20-link manipulator in constrained environment.
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In Figure 11 can be seen the simulation of motion of a 20-link manipulator,
which moves in free environment without any obstacles. This case also does not
consider any joint limit avoidance task. The aim is to move the end-effector of
manipulator by predefined path (green color).

Figure 12 depicts a different situation. A 20-link manipulator moves according
to predefined path between four obstacles. The solver also assumes joint limit
avoidance task for all 20 joints. From this figure can be seen the difference in “self-
motion” in joint space, while it does not affect the motion of end-effector in task
space. The end-effector always tracks the same path (by neglecting end-effector
orientation).

The second case is significantly difficult from the view of computational com-
plexity in comparison with the case without any constraints in motion.

6. Conclusion

This chapter was focused on forward and inverse kinematics of open-chain
mechanisms, namely manipulators with serial kinematic structures. We have intro-
duced rigid motion and subsequently we have focused on forward kinematics. The
chapter presents a kinematic model of SCARA by the well-known Denavit-
Hartenberg convention. Within inverse kinematics was introduces several methods,
including analytical, geometrical, and numerical. The last section dealt with model-
ing of kinematically redundant planar robots. At first, we introduced a six-link
planar robot with focus on numerical solution using DLS. The last example
presented a 20-link redundant manipulator moving between the obstacles. The
solution includes, besides the primary solution, secondary tasks such as singularity
avoidance, joint limit avoidance, and obstacle avoidance.
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Chapter 8

An In-Depth Analysis of Sliding
Mode Control and Its Application
to Robotics
İhsan Ömür Bucak

Abstract

In this study, a sliding mode control scheme with a bounded region and its
convergence analysis are explained to the finest detail and are applied to robotic
manipulators which represent the best examples for strongly coupled, highly
nonlinear, time-varying dynamical systems. Simulation studies have been applied
separately to two different control systems in order to demonstrate the feasibility,
performance, and effectiveness of the proposed control methodology through the
design of the sliding mode controller: firstly, the position control of an armature-
controlled dc servo motor subject to a varying external disturbance, and secondly,
a two-link robot manipulator that were also analyzed in terms of its robustness by
adding extra mass to one of the joints to be able to maintain the trajectory in the
sliding surface. Simulations show that a fast convergence rate, and therefore quick
response, the ability to reject the varying external disturbances, and the robustness
against the model uncertainty assumed to be unbounded and fast-varying have all
achieved its purpose entirely. This study also examines the advantages of SMC and
PID comparably. The results given here do not contradict the view that one can use
it instead of the other without losing too much performance, and confirm the
success of the presented approach.

Keywords: robotic manipulators, sliding mode control, convergence analysis,
trajectory tracking, robustness, two-link planar robot manipulator, PID control

1. Introduction

Unknown plant parameters or, more generally, plant uncertainty and the pref-
erences in which the system dynamics are purposely represented by simplifications,
such as the use of linearized friction model, lead to model imprecision [1]. Control
engineering classifies the model inaccuracies, which were used here as synonym of
imprecision, into two main categories as structured and unstructured uncertainties.
The first one implies inaccuracies within the model and the second one corresponds
to inaccuracies on the system order (i.e., underestimated system order). Modeling
inaccuracies can have adverse effect on nonlinear control systems [1].

Robotic manipulators represent the best examples for strongly coupled, highly
nonlinear, time-varying dynamical systems [2]. These qualities alongside structured
uncertainties caused by model imprecision of link parameters and payload varia-
tion, and unstructured uncertainties produced by unmodeled dynamics such as
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nonlinear friction, compliance in gearing, sensor noise, external disturbances, and
the high-frequency part of the dynamics turn the motion control of rigid-link
manipulators into a complex problem [2]. Particularly, robotic manipulators suffer
so much from these structured and unstructured uncertainties. The consequence of
having to deal with various uncertainties in their dynamics and the necessity to
manage the various tools and, hence, the variation of dynamic parameters during
operation make it difficult for robots to introduce a mathematical model suitable for
employing model-based control strategies.

The theory of conventional sliding mode control (SMC) as a simple robust
nonlinear control scheme has been applied to robotic manipulators successfully
since the 1980s. In those studies, the advantages of the SMC properties such as its
robustness against disturbances and variation of parameters, and its fast dynamic
response have been utilized greatly. Two important approaches, such as robust
control and adaptive control, can deal with modeling uncertainty [1]. Particularly,
adaptive control is effective in solving the structured and unstructured
uncertainties and is capable of maintaining a uniformly good performance over a
limited range.

SMC as a special class of the variable structure systems (VSS) has been preferred
in practical applications for over 50 years due to its simplicity and robustness
against parameter variations and disturbances [3]. VSS concept was first evolved
from the pioneering work of Emel’yanov and Barbashin in the early 1960s in Russia
[4]. Especially, VSS and SMC have received a great attention by the control research
community worldwide since the published 1977 article [4]. SMC methodology is
used to design a control law that imposes all system trajectories to converge on a
surface in the state space, the so-called sliding surface S tð Þ. The designer chooses the
dynamics of this surface so that all trajectories will asymptotically converge to the
set point. When the trajectory lies inside the sliding surface, the system operates in
so-called sliding mode and is sensitive to parametric variations and external distur-
bances [5]. Control action in sliding mode is discontinuous by nature and can
stimulate high-frequency dynamics [6]. Discontinuous nature of the control action
serves to maintain a resulting superior system performance of VSS and SMC by
switching between two incomparably different system structures such that sliding
mode with this feature is also referred to as a new type of system motion in a
manifold, or in another substantial terms, in the vicinity of a prescribed switching
manifold, the velocity vector of the controlled state trajectories is always directed
toward the switching manifold by such motion induced by imposing discontinuous
control actions [3, 6]. This system performance is expected to exhibit insensitivity
to parameter variations as well as demonstrate complete disturbance rejection [6].

Despite its advantages such as simplicity and robustness, SMC suffers from a
rather widespread and well-known chattering problem, which is generally per-
ceived as motion oscillating about the predefined switching manifold(s) [3, 6].
There are two reasons behind the chattering phenomenon: first, under the absence
of switching nonidealities such as delays, that is, in a situation where the switching
device ideally switches at an infinite frequency, the presence of parasitic dynamics
in series with the plant causes a small amplitude high-frequency oscillation to occur
around the sliding manifold. If the closed loop pole locations are well defined or the
closed loop poles are well assigned with the aid of the pole placement design
technique, these parasitic dynamics which represent the fast actuator and sensor
dynamics are often neglected in the open loop model used for control design in
control applications. In general, the motion of the real system is closer to an ideal
system where the parasitic dynamics are neglected, and the difference between the
ideal and the real motion, which is at negligible time constants, shows a rapid
decline. However, the parasitic dynamics interacted with variable structure control
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(VSC) in particular produce a nondecreasing oscillatory component with a finite
amplitude and a frequency, referred previously to as chattering phenomenon
already. Second, the switching nonidealities alone can cause such high-frequency
oscillations around the sliding surface S tð Þ [3, 6]. These may include small time
delays due to sampling (e.g., zero-order hold), execution time required to calculate
the control, and transmission delays in networked control systems [3]. As time
delays cause the resulting chattering phenomenon, and the delay type of switching
nonidealities is the most relevant to any electronic implementation of the switching
device whether it includes analogue or digital circuits, delay type nonidealities are
considered in general for the design approaches, and discrete-time control design
techniques are the most commonly used design approaches by control engineers to
mitigate the chattering caused by the switching delays [6]. Many design methodol-
ogies have been applied so far to mitigate or reduce the chattering. To eliminate the
chattering, a boundary layer around the sliding surface S tð Þ has been introduced [1].
Inside the boundary layer, the switching function is replaced by a high-gain pro-
portional control [5]. In order to reduce the chattering level, several switching
functions such as saturation functions, relay functions, hyperbolic functions, and
hysteresis saturation functions have been used in literature. The use of these func-
tions can minimize or, if desired, completely eliminate the chattering, but it turns
perfect tracking into a tracking with a guaranteed precision problem, meaning that
a steady-state error is always maintained.

SMC design procedure is split into two major steps corresponding to the two
main phases [3]: reaching phase is defined to derive the system state from initial
state to reach the switching manifolds in finite time; and sliding-mode phase is
defined to induce the system into the sliding motion on the switching manifolds like
an attractor.

No matter how active the research on SMC has been during the last 50 years, the
key technical challenges such as chattering, the elimination of the effects caused by
unmodeled dynamics, disturbances and uncertainties, adaptive learning, and
improved robustness can still remain to be addressed to reach a perfect solution [3].
An ideal sliding mode can only be achieved when the dynamic equation governing
the sliding mode is satisfied by the system state for all time. This implies an infinite
switching to assure the sliding motion [3]. Although the switching rate of the
switching control device of the SMC system (design) is infinite ideally, it is much
lower than that in practice due to the physical limitations of switching [6]. Physical
limitations of switching have been tried to be explained in the previous paragraphs.

Usually, intelligent control approaches can mitigate the effects of structured
parametric uncertainty and unstructured disturbance with their effective learning
ability without requiring a detailed knowledge of the controlled plant within the
design process. SMC research has recently been integrated with intelligent control
approaches such as neural networks, fuzzy logic, genetic algorithms, and probabi-
listic reasoning, just a few of them, to make it more intelligent [3, 7–11]. Another
goal behind the combination of the intelligent control with the attractive features of
this traditional control is to create more powerful control algorithms. Nevertheless,
it appears that many intelligent control algorithms do not take into account actuator
dynamics in robot control systems, which play a critical role in overall robot
dynamics and their negligence can cause adverse effects, especially in the case of
high-speed torque, respectable load variations, friction, and actuator saturations
[2]. Electrical actuators are very much controllable than others and are more suit-
able for driving robot manipulators [2, 12].

Sliding mode control strategy is the simple approach to robust control. By intu-
ition, controlling first-order systems is much easier than controlling general nth-
order systems, even if they are nonlinear or uncertain. Therefore, an introduction of
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a notational simplification allows nth-order problems to be replaced by equivalent
first-order problems. Thus, it is then easy to demonstrate in principle the achieve-
ment of perfect performance under the presence of arbitrary parameter inaccura-
cies for the transformed problems. However, such performance is only achieved at
the expense of extremely high control activity. This is typically disputed by the
other source of modeling uncertainty, such as the presence of neglected dynamics,
which the high control activity can stimulate. This leads to a change in control laws
aimed at achieving an effective trade-off between tracking performance and
parametric uncertainty, given the acceptable control activity [1].

The concepts will first be presented for systems that have a single control input
that allows us to develop an intuition about the fundamental aspects of nonlinear
controller design.

2. Sliding surfaces

Consider the single-input dynamic system given below:

x nð Þ ¼ f xð Þ þ b xð Þu, (1)

where the scalar x is the output we are interested in, the scalar u is called the

control input, and x ¼ x, _x, … , x n�1ð Þ� �T
represents the state vector. While the

function f xð Þ in (1) is not exactly known, an upper bound on f xð Þ is set by a known
continuous function of x to limit the size of the imprecision. Similarly, the control
gain b xð Þ is not exactly known either, only its sign is known; therefore, it is also
bounded by the known continuous functions of x. The control problem is to ensure

that the state x tracks an explicit time-varying state xd ¼ xd, _xd, … , xd n�1ð Þ� �T
in the

presence of model imprecision on f xð Þ and b xð Þ. In order for the tracking task to be
achieved using a finite control u, desired initial state xd 0ð Þmust be such that it
ultimately validates the following relationship:

xd 0ð Þ ¼ x 0ð Þ (2)

For example, in a second-order system, the position or speed cannot bounce; as a
result of this fact, any desired trajectory that can be workable from time t ¼ 0
necessarily starts at the same position and speed as those of the plant.

2.1 A notational simplification

Let us define ~x ¼ x� xd as the tracking error in the variable x, and

~x ¼ x� xd ¼ ~x, _~x, … , ~x n�1ð Þ
h iT

as the tracking error vector. Let us also define a

surface S tð Þ that is time-varying in the state-space R nð Þwith the scalar equation
s x; tð Þ ¼ 0 expressed as:

s x; tð Þ ¼ d
dt
þ λ

� �n�1
~x, (3)

where λ is a strictly positive constant. For example, if n ¼ 2, Eq. (3) takes the
following form:
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s ¼ _~xþ λ~x,

that is, it simply consists of a weighted sum of the position and the velocity
errors; thus, we can express ~x from Eq. (3) as follows:

~x ¼ s x; tð Þ
d
dtþ λ
� �n�1 (4)

More specifically, a first-order stabilization problem in s is basically nothing
other than a replacement for the problem of tracking the n-dimensional vector xd
(i.e., the original nth-order tracking problem in x). Indeed, s needs to be differenti-
ated only once for the appearance of the input u due to the presence of the term
~x n�1ð Þ in the expression s in (3).

Additionally, the bounds on s can be evaluated directly as the bounds on the
tracking error vector ~x, and therefore, the scalar s is considered a true measure of
tracking performance. Specifically, under the assumption that ~x 0ð Þ ¼ 0 (in the
meantime, we make a note that the effect of non-zero initial conditions in ~x can be
added separately), we write:

∀t≥0, s tð Þj j≤Φ) ∀t≥0, ~x ið Þ tð Þ�� ��≤ 2λð Þiε      i ¼ 0, … , n� 1 (5)

where ε ¼ Φ=λn�1: Indeed, Eq. (3), or more precisely, Eq. (4) derived from (3)
clearly indicates that the tracking error ~x can be obtained from s through a sequence
of first-order low-pass filters (see Figure 1, where p ¼ d=dtð Þ is commonly known
as the Laplace operator).

In general, a first-order low-pass filter’s input-output relationship is given as
follows:

Outputlpf
Inputlpf

¼ K f
1

1þ pτ
,

where K f is filter gain and τ is filter time constant. Let y1 be the output of the
first filter. We can express the output of the first filter in terms of a convolution
integral in time domain by taking into account the fact that the input is already
defined as s:

y1 tð Þ ¼
ðt
0
e�λ t�Tð Þs Tð ÞdT:

Using sj j≤Φ, we get the following:

y1 tð Þ�� ��≤Φ

ðt
0
e�λ t�Tð ÞdT ¼ Φ

λ
e�λ t�Tð Þ�t0 ¼

Φ

λ
1� e�λt
� �

≤Φ=λ:

Figure 1.
Computing bounds on ~x:
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We can apply similar reasoning to the second filter, et cetera, until we reach
yn�1 ¼ ~x. Ultimately, we get

~xj j≤Φ=λn�1 ¼ ε:

Similarly, ~x ið Þcan be considered to be acquired through the sequence of Figure 2.
One can easily make another similar relationship, zIj j≤Φ=λn�1�i by referring to

the previous result. Here, zI is the output of the n� i� 1ð Þth filter. It is worth
noting, however, that

p
pþ λ

¼ pþ λ� λ

pþ λ
¼ 1� λ

pþ λ
:

One sees that the remaining i blocks right after n� i� 1 blocks in the sequence
of Figure 2 include numerators of p as can typically be seen in practical filter
applications, and that the sequence of Figure 2 means that

~x ið Þ�� ��≤ Φ

λn�1�i

� �
1� λ

pþ λ

� �
… … 1� λ

pþ λ

� �

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
i blocks

,

where the first multiplier to the right of inequality sign includes the first n�
i� 1 blocks which do not have p as the numerator. When i blocks multipliers are
arranged, the expression takes the form:

~x ið Þ�� ��≤ Φ

λn�1�i

� �
1… … … … :1|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

i times

þ λ… ::λ

λi

0
@

1
A,

where term comes from the result derived for the sequential blocks each of
which is represented by 1= pþ λð Þ, and 1= pþ λð Þi ≤ 1=λi: Besides, the positive sign
must be considered to obtain the prospective upper bound. In this case, the next
step is:

~x ið Þ�� ��≤ Φ

λn�1�i

� �
1i þ λi

λi

� �
:

Finally, we can write,

~x ið Þ�� ��≤ Φ

λn�1�i

� �
1þ λ

λ

� �i

Figure 2.
Computing bounds on ~x ið Þ:
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since 1i þ λi

λi

� �
≤ 1þ λ

λ

� �i. Thus, as a result, we reach the following statement:

~x ið Þ�� ��≤ Φ

λn�1

� �
λi 1þ 1ð Þi ¼ Φ

λn�1

� �
2λð Þi ¼ 2λð Þiε,

i.e., the bounds of (5) are proven. Finally, in the case where ~x 0ð Þ 6¼ 0, the
bounds of (5) are obtained asymptotically, that is, within a short time constant
n� 1ð Þ=λ. Please note that since the single filter block has a time constant equal to
1=λ as seen from the above analysis starting from (3), the sequence of n� 1ð Þ filter
blocks will have the time constants equal to n� 1ð Þ=λ.

Hence, we, indeed, have replaced an nth-order tracking problem by a first-order
stabilization problem, and have quantified with inequality (5) the transformations in
which the performance measures correspond to.

Keeping the scalar s at zero, which is a simplified first-order problem, can now
be achieved by choosing the control law u of (1) such that apart from S tð Þ

1
2
d
dt

s2 ≤ � η sj j, (6)

where η is a strictly positive design constant and ensures inequality (6) which is
called η- reachability condition. A fundamental requirement is that the sliding mode
dynamics must be attractive to the system state and there are many reachability
conditions defined in the literature [13–17]. Basically, inequality (6) indicates that
the squared “distance” to the surface, as measured by s2, decreases throughout
entire system trajectories. Therefore, it restricts trajectories to head toward the
surface S tð Þ, as depicted in Figure 3. Particularly, when they are on the surface, the
system trajectories remain on the surface. In other words, the fact that the surface is
an invariant set indicates that condition (6) (a.k.a., sliding condition) is satisfied.
Moreover, as we shall notice, inequality (6) also suggests tolerating some distur-
bances or dynamic uncertainties while still holding the surface stationary (i.e., an
invariant set). In Figure 3, this graphically means that the trajectories away from
the surface can “move”while still denoting the surface. S tð Þ verifying (6) is referred
to as a sliding surface, and the system behavior that occurs on the surface is called
sliding regime or sliding mode.

Another appealing feature of the invariant set S tð Þ is that when the system
trajectories are on the set, it is defined by the equation of the set itself, i.e.,

d
dt
þ λ

� �n�1
~x ¼ 0:

Figure 3.
The sliding condition.
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That is to say, the surface S tð Þ represents both a place and a dynamics. This fact
is clearly the geometric interpretation of our previous statement that definition (3),
in fact, allows us to substitute a first-order problem for an nth-order one.

Finally, if condition (2) is not fully validated, i.e., if x t ¼ 0ð Þ is indeed away
from xd t ¼ 0ð Þ, then, nevertheless, satisfying (6) gives a guarantee for reaching the
surface S tð Þ at a finite time smaller than s t ¼ 0ð Þj j=η. Indeed, assume, for instance,
that s t ¼ 0ð Þ>0 and define treach as the time needed to hit the surface s ¼ 0.
Integrating (6) between the points t ¼ 0 and t ¼ treach (i.e., in the interval [0, treach])
gives rise to:

0� s t ¼ 0ð Þ ¼ s t ¼ treachð Þ � s t ¼ 0ð Þ≤ � η treach � 0ð Þ,

which means that

treach ≤ s t ¼ 0ð Þ=η: (7)

This result can simply be proven to be true by starting to integrate both sides of
(6) between 0 and treach as follows:

ðt¼treach
t¼0

1
2
d
dt

s2dt≤ �
ðt¼treach
t¼0

η sj jdt:

Making the necessary simplifications within the integrals, we get the following:

ðt¼treach
t¼0

ds≤ �
ðt¼treach
t¼0

ηdt:

Now, the integrals are taken and evaluated for the lower and upper limits as
shown below:

s t ¼ treachð Þ � s t ¼ 0ð Þ≤ � η treach � 0ð Þ:

Finally from here,

s t ¼ 0ð Þ≥ ηtreach

is written, and the same result as (7) is hereby obtained. Even if s t ¼ 0ð Þ<0, a
similar result would be obtained, and thus, writing the above inequality as follows
would be a correct representation:

treach ≤ sðt ¼ 0j j=η:

Furthermore, definition (3) implies that once on the surface, the tracking error
tends exponentially to zero, with a time constant n� 1ð Þ=λ.

The typical system behavior implied by satisfying sliding condition (6) is shown
in Figure 4 for n ¼ 2. A line with slope –λ and containing the time-varying point
xd ¼ xd €xd½ �T represents the sliding surface in the phase plane. The state trajectory
reaches the time-varying surface in a finite time smaller than s t ¼ 0ð Þ=η from any
initial condition, and then slides across the surface towards xd exponentially, with a
time constant equal to 1=λ.

In conclusion, the idea behind (3) and (6) is to obtain an appropriate function of
the tracking error, s, in accordance with (3), and then choose the feedback control
law u in (1) such that s2 continues to be used as a Lyapunov-like function of the
closed-loop system, in spite of the presence of model imprecision and of
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disturbances. Then, the controller design is a two-step procedure. First, the selec-
tion of a feedback control law u is performed to verify sliding condition (6).
However, it is required that the control law be discontinuous throughout S tð Þ to take
into account the presence of modeling imprecision and of disturbances. Since the
execution of the associated control switchings is not necessarily perfect (for
instance, in practice, switching is not instantaneous, and the value of s is not known
with infinite precision), this causes chattering (Figure 5). Now, with a few impor-
tant exceptions, chattering is practically undesirable, because it contains high con-
trol activity and can trigger neglected high-frequency dynamics during modeling
(such as unmodeled structural modes, neglected time-delays, etc.). Thus, in a sec-
ond step, the discontinuous control law u is smoothed accordingly to reach an optimal
compromise between control bandwidth and tracking precision: while the first step
explains parametric uncertainty, the second step ensures robustness to high-
frequency unmodeled dynamics.

As mentioned previously, the discontinuous control law causes chattering of the
trajectories to take place around the surface s ¼ 0. This problem can be eliminated

Figure 4.
Graphically represented Eqs. (3) and (6) for n ¼ 2.

Figure 5.
Chattering caused by the switching delays.
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by smoothing out the discontinuities in the vicinity of the sliding surface through
the introduction of a boundary layer thickness. An adaptation of saturation
nonlinearity instead of signum nonlinearity in a position control system in which it
is represented by Eqs. (83) and (84) in order to decrease the chattering phenome-
non caused by sliding mode control law is the result of the same effort of smoothing
out the discontinuities with the introduction of the boundary layer thickness as
illustrated in Figure 6.

To maintain the system work in the sliding surface, a switching action term, usw,
is added to the control law, and is defined by

usw ¼ �Ksat sð Þ,

and overall control law can be expressed as:

u ¼ ûþ usw ¼ �f̂ þ €xd � λ _~x
� �
|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
Low frequency control

� Ksat sð Þ|fflfflffl{zfflfflffl}
High frequency control

,

which will be explained in more detail in Section 5.1. Here, the nonlinear satu-
ration function sat sð Þ, which is the replacement for nonlinear signum function
sgn sð Þ, is defined by

sat sð Þ ¼

�1, s
∅

<0

0,
s
∅

����
����< 1,

1,
s
∅

<� 1

8>>>>>>><
>>>>>>>:

where ∅ is the boundary layer thickness.

Figure 6.
Boundary layer with thickness ∅:

170

Automation and Control



3. Sliding mode control design

A continuous-time dynamical equation of an n-link robot manipulator is defined
as follows:

M q
� �

€qþ C q, _q
� �

_qþ F _q
� �þG q

� � ¼ τ, (8)

where q∈Rnx1 denotes the joint configuation variables (translational or rota-
tional) representing the generalized position coordinates (alias the joint positions)
of the robot links. Similarly, _q, €q∈Rnx1 represent the joint velocity and acceleration
of the robot links, respectively. M q

� �
∈Rnxn is the symmetric, bounded, positive

definite inertia mass matrix. C q, _q
� �

∈Rnxn is the matrix of Coriolis and centripetal
forces and F _q

� �
∈Rnx1 is the vector of viscous friction. Furthermore, the vector of

G q
� �

∈Rnx1 represents the gravity terms, and finally, τ ∈Rnx1 is called the control
torque vector, or the vector of applied joint torques.

Sliding surface defined below is considered in the design of SMC controller:

s ¼ _eþ λe, (9)

where e ¼ �~q ¼ q� qd represents the error vector and λ is assumed to be a
symmetric positive definite matrix such that s ¼ 0 would evolve into a stable
surface. The reference velocity vector _qr is the same as the definition in [1]:

_qr ¼ _qd � λe: (10)

Hence, one can define the sliding surface as follows:

s ¼ _q� _qr: (11)

Now, the following lemma refers to the sliding mode controller design.
Lemma 1. Let us consider the system consisting of (8) through (10). If the following

control rule is selected:

τ ¼ τ̂ � Ksg sgn sð Þ (12)

such that

τ̂ ¼M€qr þ Ĉ€qr þG (13)

and

Ksgi ≥ ΔC _qr
�� ��þ Γi, (14)

then the following sliding condition [1],

1
2
d
dt

sTMs
� �

< � η sTs
� �1=2

, η>0 (15)

is satisfied. In (14), Ksgi stands for the element of sliding gain vector Ksg and Γ is a
design parameter vector that must be chosen to ensure the inequality Γi ≥ Fup þ ηi.

Proof. Let Lyapunov function candidate be given as follows:
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V ¼ 1
2
sTMs: (16)

Since M is positive definite and s is different from zero (s 6¼ 0), V is always
greater than zero (V >0) and by taking time derivative of (16) and taking into
account the symmetric property of M, it takes the following form:

_V ¼ 1
2
_sTMsþ 1

2
sT _MsþM_s
� � ¼ 1

2
_sTMsþ 1

2
sT _Msþ 1

2
sT _Ms ¼ sTM_sþ 1

2
sT _Ms

(17)

Using (11), we get:

_V ¼ sTM €q� €qr
� �þ 1

2
sT _Ms ¼ sT M€q�M€qr

� �þ 1
2
sT _Ms (18)

Taking €q from (8) and replacing it in (18), we have:

_V ¼ sT MM�1 τ � C _q�G� F
� ��M€qr

� �þ 1
2
sT _Ms:

Then, taking _q from (11) and replacing it above yields:

_V ¼ sT τ � C _qr �G� F �M€qr
� �þ sT _M � 2C

� �
s

2
:

In the above equation, the second term is zero due to the asymmetry property;
therefore, it disappears. In this new case,

_V ¼ sT τ � C _qr �G� F �M€qr
� �

: (19)

Next, applying (12) and (13) successively for τ and τ̂ in Eq. (19), and proceeding
step by step, the following result is reached:

_V ¼ sT Ĉ� C
� �

_qr � Ksgsgn sð Þ � F
� �

¼ sT �ΔC _qr � Ksg sgn sð Þ � F
� �

: (20)

In robot modeling, the terms M q
� �

and G q
� �

can be well and accurately
determined, but in most cases it is not easy to have the parameters C q, _q

� �
and F _q

� �
precisely. Therefore, in this work, the matrix C is considered

C ¼ Ĉþ ΔC, (21)

where Ci,j stands for the elements of the matrix C. Also, the vector F is assumed
an external disturbance with the upper bound defined as,

Fk k≤Fup, (22)

where the operator :k k denotes Euclidian norm [2]. Now, by rearranging (20) as
shown step by step below, we get the following:

_V ¼ �sT ΔC _qr þ F
� �� sTKsg sgn sð Þ ¼ �sT ΔC _qr þ F

� ��
Xn
i¼1

Ksgi sij j, (23)

where sij j ¼ siT sgn sið Þ.
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At this point, we can briefly verify that the terms on the right side of (14) are
positive. First of all, it is easiest to say that the first term on the right, ΔC _qr

�� ��, is
positive in any case, because the Euclidian norm is used. The other term Γi is also
positive. Because, as we have already stated in (14) that Γi ≥ Fup þ ηi, where Fup is
an unknown upper bound defined as Fk k≤ Fup in (22), which also indicates that it is
absolutely positive, and η is a strictly positive design constant and ensures
inequality (6). Hence, Γi ≥0. Now, if the inequality Ksgi given by (14) is substituted
in Eq. (23) under the acceptance of its equality sign for a moment, we can rewrite
Eq. (23) by extending it as follows:

_V ¼ �sT ΔC _qr þ F
� ��

Xn
i¼1

ΔC _qr
�� �� sij j �

Xn
i¼1

Fup sij j �
Xn
i¼1

ηi sij j:

The first, second and third terms on the right side of the equation above are
negative in varying amounts and contribute to the final term, which is

Pn
i¼1ηi sij j,

more negatively. Therefore, we can easily conclude that

_V ≤ �
Xn
i¼1

ηi sij j: (24)

This shows that V is a Lyapunov function and the satisfaction of sliding condi-
tion in (15) is proven.

4. Achievement of the control law for robot manipulators for the
adapted reaching mode

VSC systems include a group of different, generally fairly simple, feedback
control laws and a decision rule. Depending on the system condition, a decision
rule, usually called the switching function, determines which control law is “on-line”
at any time. The transient dynamics of VSC systems consists of two modes: a
“reaching mode” (or “non-sliding mode”), and a subsequent “sliding mode”.
Hence, VSC design involves two stages: the first one involves the design of the
appropriate n‐dimensional switching function s xð Þ for a desired sliding mode
dynamics. The second one involves a control design for the reaching mode where a
reaching condition is met. The desired sliding mode dynamics usually includes a fast
and stable error-free response without overshoot. In sliding mode, an asymptotic
convergence to the final state will be accomplished. The desired response in the
reaching mode, in general, is to reach the switching manifold defined as

s xð Þ ¼ ψTx ¼ 0, (25)

in a finite time with a small amount of overshoot with regard to the switching
manifold [18].

The reaching law is a differential equation that determines the dynamics of a
switching function s xð Þ. If s xð Þ is an asymptotically stable differential equation,
then, it is solely a reaching condition. Further, the parameter selection in the
differential equation controls the dynamic quality of the VSC system in the reaching
mode. The reaching law can be expressed practically in general form as follows [18]:

_s ¼ �Q sgn sð Þ � Kh sð Þ, (26)
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where Q ¼ diag q1, … , qn
� �

, qi >0; sgn sð Þ ¼ sgn s1ð Þ, … , sgn snð Þ½ �T; K ¼
diag k1, … , kn½ �, ki >0; h sð Þ ¼ h1 s1ð Þ, … , hn snð Þ½ �T; and sihi sið Þ>0, hi 0ð Þ ¼ 0.

The design principle of the SMC law for the plants of arbitrary order is to force a
variable’s error and its derivative to zero. Tracking of a desired motion qd tð Þ is the main
task of the robot arm.Here, let us start first by defining a 2n-dimensional error vector [18]:

e ¼ e1
e2

� �
¼ qd � x1

_qd � x2

" #
¼ qd � q

_qd � _q

" #
, (27)

and then, an n-dimensional vector of switching function:

s eð Þ ¼ Ψe ¼ Λ I½ � e1
e2

� �
¼ Λe1 þ _e1, (28)

where _e represents the tracking speed error and:

Λ ¼ diag λ1, … , λn½ �, λi >0,

that determines the system bandwidth. Next, the time derivative of (28) is taken
as follows [18]:

_s eð Þ ¼ Λ _e1 þ _e2 ¼ Λ _e1 þ €qd � €q: (29)

Now, constant plus proportional rate reaching law as represented by

_s ¼ �Q sgn sð Þ � Ks (30)

is adapted. Substituting (30) into (29) and setting €q apart yields:

€q ¼ Q sgn sð Þ þ Ksþ Λ _e1 þ €qd: (31)

Finally, substituting (31) into the non-linear plant of continuous-time dynamic
model of robot systems in (8) results in:

M q
� �

Q sgn sð Þ þ Ksþ Λ _e1 þ €qd
h i

þC q, _q
� �

_qþ F _q
� �þG q

� � ¼ τ: (32)

This is also known as the final control law.

5. Proofs of the boundedness and convergence properties of smooth
sliding mode controllers

In this section, the proofs of the boundedness and convergence properties of the
smooth sliding mode controllers are introduced. In particular, the convergence
analysis of smooth sliding mode controllers will be explained and discussed to the
finest detail. Lyapunov’s direct method is used to handle the finite-time conver-
gence of the tracking error vector to the boundary layer. Also, once in the boundary
layer, the tracking error vector is said to have exponentially converged to a bounded
region, as proven analytically.
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5.1 Problem statement

Consider the following non-linear system class of n-th order:

x nð Þ ¼ f xð Þ þ b xð Þu, (33)

where u is the control input, x nð Þ, is the n-th order derivative of the interested scalar

output variable x with respect to time t∈ 0,∞½ Þ. Here, also, x ¼ x, _x, … , x n�1ð Þ� �T
represents the system state vector, and both f(x) and b(x), such that f , b : Rn ! R,
denote nonlinear functions.

The following assumptions will be made in terms of the dynamic system
presented in (33).

Assumption 1. f is an unknown function such that it is bounded by a known

function x, i.e., f̂ xð Þ � f xð Þ
���

���≤F xð Þ, where f̂ is an estimate of f .

Assumption 2. Input gain b xð Þ is an unknown function such that it is positive and
bounded, i.e., 0< bmin ≤ b xð Þ≤ bmax.

In the proposed state space control problem, the x state vector must be able to

follow a desired trajectory xd ¼ xd, €xd, … , x n�1ð Þ
n

h i
, even under the presence of

parametric uncertainties and unmodulated dynamics.
The following assumptions should also be made during the development of the

control law.
Assumption 3. The state vector x has availability.
Assumption 4. The desired trajectory xd is differentiated once in time. Moreover,

each element of the vector xd as well as x
nð Þ
d , is available and has known bounds.

Now, let ~x ¼ x� xd be defined as the tracking error for the variable x, and

~x ¼ x� xd ¼ ~x, _~x, … , ~x n�1ð Þ
h i

as the tracking error vector.

Let us define a sliding surface S in the state space by the equation s ~xð Þ ¼ 0 in
which s is the function mapping from n-dimensional real space Rn to one-
dimensional real space R, i.e., s : Rn ! R, and satisfying the following equation:

s ~xð Þ ¼ d
dt
þ λ

� �n�1
~x,

which can be plainly rewritten as

s ~xð Þ ¼ cT~x, (34)

where c ¼ cn�1λn�1 þ … þ c1λ, c0
� �

with ci representing binomial coefficients as
follows:

ci ¼
n� 1

i

� �
¼ n� 1ð Þ!

n� i� 1ð Þ!i! , i ¼ 0, 1, … , n� 1 (35)

which makes cn�1λn�1 þ … þ c1λ, c0 a Hurwitz polynomial.
It can be easily verified from (35) that c0 ¼ 1, for ∀n≥ 1. Therefore, the time

derivative of s will be expressed in the following form:
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_s ¼ cT _~x ¼

cn�1λn�1

⋮
c1λ

c0

2
6664

3
7775

|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
cT

_~x, €~x, … , ~x nð Þ
h i
|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

_~x

¼

0

cn�1λn�1

⋮
c2λ2

c1λ

2
6666664

3
7777775

|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
≜�cT

~x, _~x, … , ~x n�1ð Þ
h i
|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

_~x

þ ~x nð Þ

i.e.,

_s ¼ cT _~x ¼ ~x nð Þ þ �cT~x (36)

where, here, as used for the first time above, there is a definition in the form
of �c ¼ 0, cn�1λn�1,⋯, c1λ

� �
. At this point, let us evaluate Eqs. (34) and (36) for

n ¼ 3, i.e.,

s ~xð Þ ¼ d
dt
þ λ

� �2

~x ¼ €~xþ 2λ _~xþ λ2~x,

from which c appears to be as c ¼ c2λ2, c1λ, c0
� �

. Then, s ~xð Þ ¼ cT~x or to create a

polynomial, c~xT ¼ c2λ2, c1λ, c0
� � ~x

_~x
€~x

2
64

3
75 ¼ c2λ2~xþ c1λ _~xþ c0€~x with c0 ¼ 1 as always,

and c2λ2 þ c1λþ c0 is a Hurwitz polynomial. That is, it is defined as the polynomial
with its coefficients (i.e., ci) that are positive real numbers, and its zeros are located in
the left half-plane –i.e., the real part of every zero is negative– of the complex plane.

Now, Let the problem of controlling the uncertain nonlinear system expressed
by (33) be handled for review through the classical sliding mode approach that

defines a control rule consisted of an equivalent control û ¼ b̂
�1 �f̂ þ x nð Þ

d � �cT~x
� �

and a discontinuous term �Ksgn sð Þ as follows:

u ¼ b̂
�1 �f̂ þ x nð Þ

d � �cT~x
� �

� Ksgn sð Þ: (37)

where b̂ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bmaxbmin
p

represents the estimated value of b, and K represents a
positive gain. Furthermore, the sign or signum function represented by sgn sð Þ above

sgn sð Þ ¼
�1, if s<0

0, if s ¼ 0:

1, if s>0

8>><
>>:

Based on Assumptions 1 and 2 given above and taking into account the fact that
β�1 ≤ b̂=b≤ β, where β ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

bmax=bmin
p

, the gain K must be determined in such a way
as to ensure the following inequality:

K ≥ βb̂
�1

ηþ Fð Þ þ β � 1ð Þ b̂�1 �f̂ þ x nð Þ
d � �cT~x

� ����
���, (38)

where η is a strictly positive constant of the reaching time. Now, in this step, let
us reaffirm the validity of the lower and upper bounds of b using the b̂ and β
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definitions given: first of all, Let the definitions of b̂ and β be placed in the
expression β�1 ≤ b̂=b≤ β given above. In this case,

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bmax=bmin

p ≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bmaxbmin
p

b
≤

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bmax=bmin

p
:

If each side is multiplied by 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bmaxbmin
p

, the following inequality is obtained:

1
bmax

≤
1
b
≤

1
bmin

:

In this inequality, if inversion is applied to all terms, inequalities will be
completely displaced, that is to say, it will become bmax ≥ b≥ bmin. This is a neces-
sary initial acceptance. Therefore, when we turn b’s upper and lower bounds into
inequality, we once again confirm the correctness of the definitions for b̂ and β.
Since the control rule will be designed to be robust against the inequality
β�1 ≤ b̂=b≤ β, that is, a bounded multiplicative uncertainty, taking advantage of the
similarity to the terminology used in linear control, we can call β the gain margin of
the design.

In order to ensure x � xd system tracking, we define a sliding surface s ¼ 0

according to s x; tð Þ ¼ d
dtþ λ
� �n�1

~x, that is,

s ¼ d
dt
þ λ

� �
~x ¼ _~xþ λ~x:

When we derive the expression s, we obtain the following:

_s ¼ €~xþ λ _~x ¼ €x� €xd þ λ _~x ¼ f þ u� €xd þ λ _~x:

For _s ¼ f þ u� €xd þ λ _~x ¼ 0 to be realized, other terms outside of u must be
determined equal to the opposite sign of û, which is the best approximation of a
continuous control rule u that can implement _s ¼ 0, that is,

û ¼ �f̂ þ €xd � λ _~x:

In fact, to see this result, the first thing to do is to draw u from the equation
_s ¼ f þ u� €xd þ λ _~x ¼ 0. Hence, u ¼ �f þ €xd � λ _~x is obtained. Then, from here, in
order to obtain the approximate value of u, searching for the approximation of the
function on the right side of the equation, and representing this approximated func-
tion by f̂ symbolically are sufficient to lead us to the correct result, as seen above.

The control rule u ¼ b̂
�1

û� ksgn sð Þ½ �with predefined s and û, and k defined by the
inequality k≥ β F þ ηð Þ þ β � 1ð Þ ûj j—as will be explained little below—meets the
sliding condition. Indeed, when we substitute this control rule in the expression _s ¼
f þ bu� €xd þ λ _~x by choosing the use of €x ¼ f þ bu, which is more specific to this type
of structure, instead of €x ¼ f þ u used only just two above, we obtain the following,

_s ¼ f þ bb̂
�1

û� ksgn sð Þ½ � � €xd þ λ _~x:

Once the previously determined û is replaced above, the following equation is
reached:
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_s ¼ f þ bb̂
�1 �f̂ þ €xd � λ _~x� ksgn sð Þ
h i

� €xd þ λ _~x:

The organized form of this statement will be as follows:

_s ¼ f � bb̂
�1
f̂

� �
þ 1� bb̂

�1� �
�€xd þ λ _~x
� �� bb̂

�1
ksgn sð Þ:

Such that k should meet the following condition,

k≥ b̂b�1f � f̂ þ b̂b�1 � 1
� �

�€xd þ λ _~x
� ����

���þ ηb̂b�1 (39)

We can really achieve this condition by following the steps below:

_s ¼ 0 ¼ f � bb̂
�1
f̂

� �
þ 1� bb̂

�1� �
�€xd þ λ _~x
� �� bb̂

�1
ksgn sð Þ¼)

bb̂
�1
ksgn sð Þ ¼ f � bb̂

�1
f̂

� �
þ 1� bb̂

�1� �
�€xd þ λ _~x
� �¼)

ksgn sð Þ ¼ b̂b�1f � f̂ þ b̂b�1 � 1
� �

�€xd þ λ _~x
� �¼)

ksgn sð Þ ¼ b̂b�1 f̂ þ f � f̂
� �h i

� f̂ þ b̂b�1 � 1
� �

�€xd þ λ _~x
� �

:

Here, it was previously described that f � f̂
���

���≤F. But, when determining k, it

will be necessary to take into account the reaching time η. Therefore, we will allow
F þ η to be written instead of F. Removing the term sgn sð Þ, k will be determined as
follows as a result of our compensation through expressing, with an absolute value,
the effect of its reciprocations being of which the negative s values relative to the
positive s values and of which only the sign changed:

k≥ b̂b�1F þ ηb̂b�1 þ b̂b�1 � 1
���

��� f̂ � €xd þ λ _~x
���

���:

Note here that F≥0 and η>0 (absolute positive). For this reason, there is no need
to take absolute values of these terms. Here again, using the definition b̂b�1 ≜ β, for k,
we get the expression,

k≥ β F þ ηð Þ þ β � 1j j ûj j: (40)

Remark 1. To avoid any confusion, if we wanted to verify (40) by proceeding
from (39), since η has already been taken into account in (39), we would not need to

take F þ η instead of F. We would proceed directly with f � f̂
���

���≤F.

Remark 2. Considering the fact that the F value can be faced with moments
where the estimation problem will be relatively large by nature and similarly with
the moments when η reaching time will be relatively larger, it is possible to state
precisely that it is the right choice or necessity to take the direction of inequality k
greater than or equal to.

Thus, it can be easily verified that the control rule u ¼ b̂
�1 �f̂ þ x nð Þ

d � �cT~x
� �

�
Ksgn sð Þ is sufficient to impose the shift condition,

1
2
d
dt

s2 ≤ � η sj j,
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which indeed guarantees the convergence of the tracking error vector to the
sliding surface S and consequently its exponential stability in a finite-time. In
response to the uncertainty of f on dynamics, we add a discontinuous term to û
across the surface s ¼ 0 to meet the slip condition given above, that is:

u ¼ û� ksgn sð Þ:

Here we can now guarantee that the sliding condition will be verified by
choosing k ¼ k x, _xð Þ sufficiently large. Indeed,

1
2
d
dt

s2 ¼ _ss ¼ f þ û� ksgn sð Þ � €xd þ λ _~x
� �

s ¼ f � f̂ � ksgn sð Þ
h i

s:

This last operation is important; because we have reached this point by using the
equations u ¼ �f þ €xd � λ _~x, û ¼ �f̂ þ €xd � λ _~x, and u ¼ û� ksgn sð Þ as follows:

_s ¼ f þ u� €xd þ λ _~x
� � ¼ f þ û� ksgn sð Þ � €xd þ λ _~x

¼ f þ �f̂ þ €xd � λ _~x
� �

� ksgn sð Þ � €xd þ λ _~x ¼ f � f̂ � ksgn sð Þ:

If we continue where we were,

1
2
d
dt

s2 ¼ f � f̂ � ksgn sð Þ
h i

s ¼ f � f̂
� �

s� ksgn sð Þs:

Therefore, since sgn sð Þs ¼ sj j, the following expression is reached,

1
2
d
dt

s2 ¼ _ss ¼ f � f̂ � ksgn sð Þ
h i

s ¼ f � f̂
� �

s� k sj j:

So that, when k ¼ F þ η is selected, the above statement follows,

1
2
d
dt

s2 ¼ _ss ¼ f � f̂
� �

s� F sj j � η sj j:

However, although the definition of f̂ � f
���

���≤F is given at the beginning of the

section, recalling that we prefer the form f � f̂
���

���≤ F to be used in the case study

below, Let us give the statement its final form:

1
2
d
dt

s2 ¼ _ss ¼ f � f̂
� �

s� f � f̂
���

��� sj j � η sj j: (41)

In fact, note that here the expression f � f̂
���

���, which we substitute for F

represents the smallest value that F can take. We generally know that F is greater
than this value.

We will now carry out the following case studies for the Eq. (41):

Case 1. If f � f̂
� �

and s are both negative or positive, as such, f � f̂
� �

s�
f � f̂
���

��� sj j ¼ 0. However, it is known to be F≥ f � f̂
���

���, hence, f � f̂
� �

s� F sj j≤0, i.e.,

it will always be negative.
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Case 2. However, if f � f̂
� �

and s opposite signs; f � f̂
� �

s will always be negative.

�F sj j will also be negative. Hence, f � f̂
� �

s� F sj j will always be more negative as

compared to Case 1.
As a result,

1
2
d
dt

s2 ≤ � η sj j,

is always true.
However, the presence of a discontinuous term (i.e., �Ksgn sð Þ) in the control

rule leads to the well-known chattering effect. To prevent these unwanted
high-frequency oscillations of the controlled variable, Slotine had proposed the idea
of adopting a thin boundary layer S∅ around the switching surface [1]:

S∅ ¼ ~x∈Rnj s ~xð Þj j≤∅f g: (42)

Here ∅ is an absolute positive constant, which represents the boundary layer
thickness.

The boundary layer is accomplished by replacing the sign function with a con-
tinuous interpolation in S∅. It should be emphasized that this smooth approxima-
tion referring to the flatness or smoothness of the interpolating curve and its
derivatives, which will be called φ s,∅ð Þ, here, will definitely act as a sign function
outside the boundary layer.

Various options are available to smooth out the ideal switch. But the closest
choices are the saturation function expressed by

sat
s
∅

� �
¼

sgn sð Þ, if s
∅

����
����≥ 1

s
∅
, if

s
∅

����
����< 1,

8>>><
>>>:

(43)

and the hyperbolic tangent function expressed by tanh s
∅

� �
. Thus, the smooth

sliding mode control rule can be expressed as follows:

u ¼ b̂
�1 �f̂ þ x nð Þ

d � �cT~x
� �

� Kφ s,∅ð Þ: (44)

5.2 Convergence analysis

The attractiveness and invariance properties of the boundary layer are intro-
duced in the following theorem:

Theorem 1. Consider four previously made assumptions with the uncertain
nonlinear system given in (33). Therefore, the smooth sliding mode controller
defined by (38) and (44) provides the finite-time convergence of the tracking error
vector to the boundary layer S∅ defined by (42).

Proof. Let a positive-definite Lyapunov function candidate V be defined as,

V tð Þ ¼ 1
2
s∅2: (45)
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Here, as a measure of the distance of the current error to the boundary layer, s∅
can be computed as follows:

s∅ ¼ s�∅sat
s
∅

� �
: (46)

Noting that s∅ ¼ 0 in the boundary layer, it is shown that _V tð Þ ¼ 0 inside S∅. It is
also possible to easily verify that _s∅ ¼ _s outside the boundary layer through (43) and
(46), and in this case, _V can be written as follows:

_V tð Þ ¼ s∅_s∅ ¼ s∅_s ¼ s∅ cT _~x
� � ¼ s∅ ~x nð Þ þ �cT~x

� �
¼ x nð Þ � x nð Þ

d þ �cT~x
� �

s∅

¼ f þ bu� x nð Þ
d þ �cT~x

� �
s∅:

Next, considering that the control rule given by (44) is written as

u ¼ b̂
�1 �f̂ þ x nð Þ

d � �cT~x
� �

� Ksgn s∅ð Þ,

outside the boundary layer and noting that f ¼ f̂ � f̂ � f
� �

, we get the following

result:

_V tð Þ ¼ � f̂ � f
� �

� bb̂
�1 �f̂ þ x nð Þ

d � �cT~x
� �

� f̂ þ x nð Þ
d � �cT~xþ bKsgn s∅ð Þ

h i
s∅:

Thus, by taking the Assumptions 1 and 2 into consideration, and defining K
according to (38), _V can be written as follows,

_V tð Þ≤ � η s∅j j:

Because the Lyapunov function candidate, which we initially defined with (45)
as positive definite, essentially inspired by the inequality in the form of 1

2
d
dt s

2 ≤ �
η sj j which we have always correctly demonstrated above, may well be represented
by a similar structure to the form, 1

2
d
dt s∅

2 ≤ � η s∅j j: It will be seen from here that
_V tð Þ ¼ s∅_s∅ ≤ � η s∅j j, as well. Hence, the inequality _V tð Þ≤ � η s∅j j will imply that
V tð Þ≤V 0ð Þ and therefore s∅ is bounded. Moreover, from the definitions of s and s∅
expressed in (35) and (46), respectively, it can be verified that ~x is bounded.
Therefore, Assumption 4 and (36) imply that _s is also bounded.

Finite-time convergence of the tracking error vector to the boundary layer can
be shown remembering the expression,

_V tð Þ ¼ 1
2
d
dt

s∅2 ¼ s∅_s∅ ≤ � η s∅j j:

Then, dividing both sides into s∅j j above and integrating them between 0 and t
will refer to the following result:

ðt
0

s∅
s∅j j _s∅dτ≤ �

ðt
0
ηdτ:

Remark 3. Here, considering the ratio s∅= s∅j j as the ratio of two numbers of the
same size and therefore assuming it disappeared, that is, since it has no effect in
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size, substantially it is a correct approach to consider the integral as an equivalent toÐ t
0_s∅dτ. This produces the result s∅ tð Þj jjt0: Consequently, knowing the fact that in the
situation before taking this approach, the product s∅_s∅ which appears in the
numerator of the integral to the left of inequality is essentially equal to the derivative
of the positive-definite V Lyapunov candidate function and is therefore positive
again, it is essential to show the terms on the left side of the inequality with absolute
value. That is to say, it is important to see that s∅ _s∅

s∅j j >0: Then, the next step to ensure
this will turn into the form s∅ tð Þj j � s∅ 0ð Þj j≤ � ηt: In this way, considering treach as
the time required to reach s∅ and noting that s∅ treachð Þj j ¼ 0, we have the expression,

treach ≤
s∅ 0ð Þj j
η

guaranteeing the convergence of the tracking error vector to the boundary layer
in a time interval less than s∅ 0ð Þj j=η:

Remark 4. If both sides of s∅ tð Þj j � s∅ 0ð Þj j≤ � ηt are multiplied by �1,
s∅ 0ð Þj j � s∅ tð Þj j≥ ηt is obtained, that is, briefly, the inequality is displaced. If t is left
alone in the next step, t≤ s∅ 0ð Þj j� s∅ tð Þj j

η is obtained. Hence, it is guaranteed to be
treach ≤ s∅ 0ð Þj j=η. That is, the right-hand side will act as the largest value achievable
for treach. In other words, it will appear as a guaranteed upper value. Then, the value
of s∅ 0ð Þj j� s∅ tð Þj j

η is expected to be less than this guaranteed value of s∅ 0ð Þj j=η:
Therefore, to keep the reaching time, treach, as short as possible, the value of the

positive constant η can be chosen appropriately. We clearly see from Figure 7 that
the time evolution of s∅j j is bounded by the linear equation s∅ tð Þj j ¼ s∅ 0ð Þj j � ηt.

Lastly, the proof of the boundedness of the tracking error vector is based on
Theorem 2.

Theorem 2. Let the boundary layer S∅ be defined according to (42). Then, once
inside S∅, the tracking error vector will exponentially converge to an n-dimensional
box defined according to ~x ið Þ�� ��≤ ζiλ

i�nþ1ϕ, i ¼ 0, 1,⋯, n� 1, with ζi satisfying

Figure 7.
Time evolution of the distance of the current tracking error to the boundary layer s∅j j.
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ζi ¼
1, for i ¼ 0

1þ P
i�1

j¼0

i

j

 !
ζ j, for i ¼ 1, 2,⋯, n� 1:

8>><
>>:

(47)

Proof. Considering the fact that s ~xð Þj j≤∅ can be rewritten as�∅≤ s ~xð Þ≤∅with
the definition of s given in (34), the expression below

s ~xð Þ ¼ cT~x ¼ cn�1λn�1 þ … þ c1λ, c0
� �

~x

_~x

⋮

~x n�1ð Þ

2
6666664

3
7777775

¼ c0~x n�1ð Þ þ c1λ~x n�2ð Þ þ⋯þ cn�1λn�1~x:

Thus,

�∅≤ s ~xð Þ≤∅ ¼ �∅≤ c0~x n�1ð Þ þ c1λ~x n�2ð Þ þ⋯þ cn�1λn�1~x≤∅, (48)

or the following,

�∅≤
d
dt
þ λ

� �n�1
~x≤∅ (49)

can be written. If (49) is multiplied by eλt, the following statement is reached:

�∅eλt ≤
d
dt
þ λ

� �n�1
~xeλt ≤∅eλt:

In fact, this expression is equal to

�∅eλt ≤
dn�1

dtn�1
~xeλt
� �

≤∅eλt: (50)

That is to say,

d
dt
þ λ

� �n�1
~xeλt ¼ dn�1

dtn�1
~xeλt
� �

: (51)

We can confirm this form of (51) for small n values. Namely, if binomial

expansion is applied for d
dtþ λ
� �n�1

,

d
dt
þ λ

� �n�1
¼
Xn�1

k¼0

n� 1

k

� �
dk

dtk
λn�1�k

is written. Hence,

s ~xð Þ ¼ d
dt
þ λ

� �n�1
~x ¼

Xn�1

k¼0

n� 1

k

� �
dk~x

dtk
λn�1�k: (52)
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At this point, we can make a confirmation by taking n ¼ 3:

For n ¼ 1, it becomes s ~xð Þ ¼ 0

0

� �
d0~x
dt0

λ0 ¼ ~x. The binomial coefficient of this

single term is 1, and this number is at the top of the Pascal triangle. For n ¼ 2, it

becomes s ~xð Þ ¼ 1

0

� �
d0~x
dt0

λ1�0 þ 1

1

� �
d~x
dt λ

1�1 ¼ λ~xþ d~x
dt. Here, the coefficients of both

terms are 1. It gives the numbers of one-down row from the top of the Pascal
triangle. For n ¼ 3, it becomes

s ~xð Þ ¼ 2

0

� �
d0~x
dt0

λ2�0 þ 2

1

� �
d~x
dt

λ2�1 þ 2

2

� �
d2~x
dt2

λ2�2 ¼ λ2~xþ 2λ
d~x
dt
þ d2~x

dt2
: (53)

Here, the coefficients of the three terms from left to right are 1, 2, 1. This gives
the elements of the two-down row from the top of the Pascal triangle. If the
expression �∅≤ s ~xð Þ≤∅ is multiplied by eλt,

�∅eλt ≤ s ~xð Þeλt ≤∅eλt

is obtained. If the result for n ¼ 3 in Eq. (52), or its equivalent (53) is substituted
above,

�∅eλt ≤ λ2eλt~xþ 2λeλt
d~x
dt
þ eλt

d2~x
dt2

 !
≤∅eλt,

or the following expression is obtained:

�∅eλt ≤
d2

dt2
eλt~x
� �

≤∅eλt:

This verifies the multiplication of s ~xð Þ with eλt for n ¼ 3. In other words, the

equation d
dtþ λ
� �2

~xeλt ¼ d2
dt2 ~xeλt
� �

is satisfied. Once this statement is generalized for
n, the validity of Eq. (51) is proven.

If the inequality (50) is integrated between 0 and t,

�
ðt
0
∅eλτdτ≤

ðt
0

dn�1

dtn�1
~xeλt
� �

dτ≤
ðt
0
∅eλtdτ,

and one step later,

�∅
λ
eλτ
���
t

0
≤

dn�2

dtn�2
~xeλτ
� �����

t

0
≤
∅
λ
eλτ
���
t

0
,

and finally the following expression is reached:

�∅
λ

eλt þ∅
λ
≤

dn�2

dtn�2
~xeλt
� �� dn�2

dtn�2
~xeλt
� �����

t¼0
≤

∅
λ
eλt �∅

λ
:

When the term dn�2

dtn�2
~xeλt
� ����

t¼0
is added to each side of this expression, it takes the

form below:
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�∅
λ

eλt þ∅
λ
þ dn�2

dtn�2
~xeλt
� �����

t¼0
≤

dn�2

dtn�2
~xeλt
� �

≤
∅
λ
eλt �∅

λ
þ dn�2

dtn�2
~xeλt
� �����

t¼0
: (54)

Since we can always write,

dn�2

dtn�2
~xeλt
� �����

t¼0
≥ � dn�2

dtn�2
~xeλt
� �����

����
t¼0

and
dn�2

dtn�2
~xeλt
� �����

t¼0
≤

dn�2

dtn�2
~xeλt
� �����

����
t¼0

as a result of replacing the derivative terms in the inequality (54) with their
equivalents expressed with an absolute value one above, the inequality conditions
will be preserved exactly as the term with the absolute value will be smaller than the
term that satisfies the “less than or equal to” condition on the left and greater than
the term that provides “greater than or equal to” condition on the right in the
equality (54). Furthermore, aside from the absence of a violation, the conditions of
inequality have been further reinforced. Therefore, it is possible to write the fol-
lowing under these conditions,

�∅
λ

eλt þ∅
λ
� dn�2

dtn�2
~xeλt
� �����

����
t¼0

≤
dn�2

dtn�2
~xeλt
� �

≤
∅
λ
eλt �∅

λ
þ dn�2

dtn�2
~xeλt
� �����

����
t¼0

:

Also, since both ∅ and λ are initially defined as positive definite constants, we
take �∅=λ instead of the leftmost ∅=λ and ∅=λ instead of the rightmost �∅=λ,
which can be more safely adapted to existing inequality conditions without loss of
generality will be preferred at this stage. Hence, the inequality (54) will turn into a
rewritten appropriate form given below:

�∅
λ

eλt � dn�2

dtn�2
~xeλt
� �����

����
t¼0
þ∅

λ

 !
≤

dn�2

dtn�2
~xeλt
� �

≤
∅
λ
eλt þ dn�2

dtn�2
~xeλt
� �����

����
t¼0
þ∅

λ

 !
:

The same reasoning can be applied repeatedly until the n� 1ð Þth integral is
reached on the inequality (50). Once (50) is integrated, recall that (54) is obtained.
If we apply a second integral on (54) or, alternatively, a first integral to the form of
(54) given immediately above, the following expression is obtained:

�
ðt
0

∅
λ
eλtdt

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
Part að Þ

�
ðt
0

dn�2

dtn�2
~xeλt
� �����

����
t¼0
þ∅

λ

 !
dt

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Part bð Þ

≤
ðt
0

dn�2

dtn�2
~xeλt
� �

dt
|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}

Part cð Þ

≤
ðt
0

∅
λ
eλtdt

|fflfflfflfflffl{zfflfflfflfflffl}
Part að Þ

þ
ðt
0

dn�2

dtn�2
~xeλt
� �����

����
t¼0
þ∅

λ

 !
dt

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Part bð Þ

:

In determining the generalized cases below, we would like to state in advance
that we do not focus on other terms that will appear in the shape of increasing
powers of t in the form of tn

n! especially in Parts (a) and (c), and we do not show them
in the generalized statements. For that matter, as shown a little below, if Eq. (55) is
divided by eλt and the limit is taken as t goes to infinity (i.e., t! ∞), those terms
will eventually disappear completely, since the denominator will go to infinity
faster than the numerator. After this essential explanation,
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For Part (a):

ðt
0

∅
λ
eλtdt ¼ ∅

λ2
eλt
����
t

0
¼ ∅

λ2
eλt � ∅

λ2
, n ¼ 2 for the 2nd integralð Þ

∅
λ3

eλt � ∅
λ3

, n ¼ 3 for the 3rd integralð Þ

⋮

⋮
∅

λn�2
eλt � ∅

λn�2
, n ¼ n� 2 for the n� 2ð Þth integralð Þ

∅
λn�1

eλt � ∅
λn�1

, n ¼ n� 1 for the n� 1ð Þth integral : Generalized formð Þ

For Part (b):

ðt
0

dn�2

dtn�2
~xeλt
� �����

����
t¼0

zfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflffl{constant

þ ∅
λ

z}|{constant
0
BBB@

1
CCCAdt ¼ dn�2

dtn�2
~xeλt
� �����

����
t¼0
þ∅

λ

 !
∗ t, n

¼ 2 for the 2nd integralð Þ
d

dtn�2
~xeλt
� ����

���
t¼0
þ ∅

λ

� �
∗ t2

2
, n ¼ 3 for the 3rd integralð Þ

d

dtn�2
~xeλt
� ����

���
t¼0
þ ∅

λ

� �
∗ t3

6
, n ¼ 4 for the4th integralð Þ
⋮

⋮
d

dtn�2
~xeλt
� ����

���
t¼0
þ ∅

λ

� �
∗ tn�3

n� 3ð Þ! , n ¼ n� 2 for the n� 2ð Þth integralð Þ

d

dtn�2
~xeλt
� ����

���
t¼0
þ ∅

λ

� �
∗ tn�2

n� 2ð Þ! , n ¼ n� 1 for the n� 1ð Þth integral: Generalized formð Þ

For Part (c):
Starting with (50), when the term in the middle of inequality, dn�1

dtn�1
~xeλt
� �

, is

integrated n� 1ð Þ times in a row, it is obvious that only the result, ~xeλt, will be
found. Therefore,

ðt
0

dn�1

dtn�1
~xeλt
� �

dt ¼ dn�2

dtn�2
~xeλt
� �����

t

0
¼ dn�2

dtn�2
~xeλt
� �� dn�2

dtn�2
~xeλt
� �����

t¼0
, n ¼ 1 1st integralð Þ

ðt
0

dn�2

dtn�2
~xeλt
� �

dt ¼ dn�3

dtn�3
~xeλt
� �����

t

0
¼ dn�3

dtn�3
~xeλt
� �� dn�3

dtn�3
~xeλt
� �����

t¼0
, n ¼ 2 2nd integralð Þ

⋮

⋮
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ðt
0

d2

dt2
~xeλt
� �

dt ¼ d
dt

~xeλt
� �����

t

0
¼ d

dt
~xeλt
� �� d

dt
~xeλt
� �����

t¼0
, n ¼ n� 2 n� 2ð Þth integralð Þ

ðt
0

d
dt

~xeλt
� �

dt ¼ ~xeλt
��t
0 ¼ ~xeλt � ~x 0ð Þ, n� 1 n� 1ð Þth integralð Þ

is written. However, due to the reason we have explained above, we would like
to remind that we do not take into account other terms that will appear in the shape
of increasing powers of t in the form of tn

n! once again. Therefore, when the
determinated generalized terms are put in place,

�∅
λn�1

eλt þ ∅
λn�1
�

d

dtn�2
~xeλt
� ����

���
t¼0
þ ∅

λ

� �
∗ tn�2

n� 2ð Þ! �⋯≤ ~xeλt � ~x 0ð Þ≤ ∅
λn�1

eλt � ∅
λn�1

þ
d

dtn�2
~xeλt
� ����

���
t¼0
þ ∅

λ

� �
∗ tn�2

n� 2ð Þ! þ⋯

is obtained. Based on the previous similar practice, the term ~x 0ð Þ is added to each
side, and once again reminding that ∅ and λ are positive definite constants and that
~x 0ð Þ≥ � ~x 0ð Þj j, ~x 0ð Þ≤ ~x 0ð Þj j, if the inequalities, ∅

λn�1 ≥ � ∅
λn�1,

�∅
λn�1 ≤

∅
λn�1, are used,

�∅
λn�1

eλt �
d

dtn�2
~xeλt
� ����

���
t¼0
þ ∅

λ

� �
∗ tn�2

n� 2ð Þ! �⋯� ~x 0ð Þj j þ ∅
λn�1

� �
≤ ~xeλt ≤

∅
λn�1

eλt

þ
d

dtn�2
~xeλt
� ����

���
t¼0
þ ∅

λ

� �
∗ tn�2

n� 2ð Þ! þ⋯þ ~x 0ð Þj j þ ∅
λn�1

� �

(55)

is written. Also, if (55) is divided into eλt and t is taken to infinity, the following
result is obtained:

�∅
λn�1
� 1
eλt

d

dtn�2
~xeλt
� ����

���
t¼0
þ ∅

λ

� �
∗ tn�2

n� 2ð Þ! �⋯� 1
eλt

~x 0ð Þj j þ ∅
λn�1

� �
≤ ~x tð Þ≤ ∅

λn�1

þ 1
eλt

d

dtn�2
~xeλt
� ����

���
t¼0
þ ∅

λ

� �
∗ tn�2

n� 2ð Þ! þ⋯þ 1
eλt

~x 0ð Þj j þ ∅
λn�1

� �
:

From here, it can be easily verified that

�∅
λn�1

≤ ~x tð Þ≤ ∅
λn�1

: (56)

Taking into account the n� 2ð Þth integral of (50),

�∅
λn�2

eλt �
d

dtn�2
~xeλt
� ����

���
t¼0
þ ∅

λ

� �
∗ tn�3

n� 3ð Þ! �⋯� _~x 0ð Þ�� ��þ ∅
λn�2

� �
≤

d
dt

~xeλt
� �

≤
∅
λn�2

eλt

þ
d

dtn�2
~xeλt
� ����

���
t¼0
þ ∅

λ

� �
∗ tn�3

n� 3ð Þ! þ⋯þ _~x 0ð Þ�� ��þ ∅
λn�2

� �
,

(57)
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and the derivative expression,

d ~xeλt
� �

=dt ¼ _~xeλt þ ~xλeλt,

by having (56)‘s bounds accepted to (57) and dividing it back into eλt for t! ∞,

�∅
λn�2
� ∙ð Þ tn�3

n� 3ð Þ!eλt �⋯� ∙ð Þ 1
eλt

≤ _~x tð Þ þ ~x tð Þλ≤ ∅
λn�2
þ ∙ð Þ tn�3

n� 3ð Þ!eλt þ …

þ ∙ð Þ 1
eλt

,

and finally from here,

�∅
λn�2

≤ _~x tð Þ þ λ~x tð Þ≤ ∅
λn�2

(58)

is obtained. However, in order to determine the bounds of (58) based on only
_~x tð Þ, the bounds corresponding to the term λx tð Þ in addition to _~x tð Þ must be
determined exactly. For this, (56) is used and if each side in this inequality is
multiplied by λ,

�∅
λn�2

≤ λ~x tð Þ≤ ∅
λn�2

(59)

expression is obtained. Now then, if the effect of λ~x tð Þ in the inequality of (58) is
substituted by the bound determination ascertained by (59) above, the inequality
(59) turns into

�2 ∅
λn�2

≤ _~x tð Þ≤ 2
∅
λn�2

: (60)

Similarly, taking into account the n� 3ð Þth integral of (50),

�∅
λn�3

eλt �
d

dtn�3
~xeλt
� ����

���
t¼0
þ ∅

λ

� �
∗ tn�4

n� 4ð Þ! �⋯� €~x 0ð Þ�� ��þ ∅
λn�3

� �
≤

d2

dt2
~xeλt
� �

≤
∅
λn�3

eλt

þ
dn�3

dtn�3
~xeλt
� ����

���
t¼0
þ ∅

λ

� �
∗ tn�4

n� 4ð Þ! þ⋯þ €~x 0ð Þ�� ��þ ∅
λn�3

� �
,

(61)

and the derivative expression,

d _~xeλt þ ~xλeλt
� �

=dt ¼ €~xeλt þ λeλt _~xþ _~xλeλt þ ~xλ2eλt ¼ €~xeλt þ 2 _~xλeλt þ ~xλ2eλt,

by imposing the bounds of (56) and (60) on (61) and dividing this expression
once again to eλt for t! ∞, the following step is obtained first:

�∅
λn�3

eλt ≤ €~xþ 2 _~xλþ ~xλ2 ≤
∅

λn�3
eλt: (62)

Now, the bounds for ~xλ2 and 2 _~xλ are respectively determined with,

�∅
λn�3

≤ λ2~x tð Þ≤ ∅
λn�3

(63)
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by multiplying each side of the inequality of (56) by the term λ2, and with,

�4 ∅
λn�3

≤ 2 _~xλ≤4
∅

λn�3
(64)

by multiplying each side of inequality of (60) by the term 2λ. Once these bounds
determined by the inequalities (63) and (64) are imposed on (62), the expression,

�∅
λn�3
� ∅
λn�3
� 4

∅
λn�3

≤ €~x≤
∅

λn�3
þ ∅
λn�3
þ 4

∅
λn�3

,

and hence in brief, the result,

6
∅

λn�3
≤ €~x≤ 6

∅
λn�3

(65)

is concluded. As in obtaining (56), (60) and (65), the following general
conclusion is reached if the similar procedure is applied sequentially until the
bounds of ~x n�1ð Þ are achieved:

� 1þ
Xn�2
i¼0

n� 1

i

� �
ζi

 !
∅≤ ~x n�1ð Þ ≤ 1þ

Xn�2
i¼0

n� 2

i

� �
ζi

 !
∅: (66)

Here, the coefficients ζi i ¼ 0, 1,⋯, n� 2ð Þ are related to the pre-acquired
bounds of each ~x ið Þ and are summarized in Theorem 2.

In this way, by examining Eqs. (56), (60), (65), and (66) and, as much as other
skipped boundaries, the integrals of (50), the tracking error will be kept within the
bounds of ~x ið Þ�� ��≤ ζiλ

i�nþ1∅, i ¼ 0, 1,⋯, n� 1, where ζi is defined by (47).

Figure 8.
Convergence region Φ in the case of a second-order system.
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Remark 5. It should be noted that an n-dimensionally separated partition
defined according to the boundaries mentioned earlier is not entirely within the
boundary layer. Considering the attractiveness and invariant properties of S∅
proved in Theorem 1, the convergence region can be expressed as the intersection of
an n-dimensional separated partition and boundary layer defined in Theorem 2.
Thus, the tracking error vector will converge exponentially to a closed region

Φ ¼ x∈Rnj s ~xð Þj j≤∅ and ~x ið Þ�� ��≤ ζiλ
i�nþ1∅, i ¼ 0, 1,⋯, n� 1

n o
, where ζi is defined

by (47).
Figure 8 describes the Φ convergence region defined according to Remark 5 for

a second-order (n ¼ 2) system.

6. Numerical experimentation and simulation examples

6.1 Position control system by an armature-controlled dc servo motor

6.1.1 Positioning system description

The plant is an armature-controlled dc servo motor, the scheme of which is
given in Figure 9 [19].

In order to derive the state-spacemathematical model from the physics of themotor,
we first start by writing Kirchoff’s voltage equation around the armature current:

ea tð Þ ¼ ia tð ÞRa þ Kb
dθm
dt

, (67)

where ea tð Þ is the armature input voltage to the dc amplifier that drives the
motor, ia tð Þ is the armature current, Ra is the armature resistance, Kb is a constant of
proportionality called the back emf constant, or briefly, the armature constant, and
θm is the angular displacement of the armature.

The torque, Tm tð Þ, delivered by the motor is expressed separately in relation to
both the armature current and the load seen by the armature as follows:

Tm tð Þ ¼ Ktia tð Þ ¼ Jm þ
d2θm
dt2
þDm

dθm
dt

, (68)

Figure 9.
DC motor schematic diagram.
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where Jm and Dm both represent the equivalent inertia and viscous damping seen
by the armature, respectively. Solving Eq. (68) for ia tð Þ and substituting the result
into Eq. (67) yields

ea tð Þ ¼ RaJm
Kt

� �
d2θm
dt2
þ DmRa

Kt
þ Kb

� �
dθm
dt

: (69)

Defining the state variables x1 and x2 as

x1 ¼ θm, (70)

x2 ¼ dθm
dt

, (71)

and substituting into Eq. (69), we get

ea tð Þ ¼ RaJm
Kt

� �
dx2
dt
þ DmRa

Kt
þ Kb

� �
x2: (72)

Solving for dx2=dt yields

dx2
dt
¼ �1

Jm
Dm þ KtKb

Ra

� �
x2 þ Kt

RaJm

� �
ea tð Þ: (73)

Using Eqs. (70), (71) and (73), the state equations are written as

dx1
dt
¼ x2 (74)

dx2
dt
¼ �1

Jm
Dm þ KtKb

Ra

� �
x2 þ Kt

RaJm

� �
ea tð Þ (75)

Hence, in vector-matrix form,

_x tð Þ ¼
0 1

0
�1
Jm

Dm þ KtKb

Ra

� �
2
4

3
5xþ

0
Kt

RaJm

2
4

3
5ea tð Þ:

Now, let us consider a position control system and assume a case of varying
external disturbance torque to the dc motor. In other words, we assume that a
varying external disturbance can enter into the system in the form of varying torque
τ tð Þ on the shaft of the motor. Therefore, in this derivation, taking account of the
external disturbance term which will appear as an extra term in the state equation,
we finally describe the state-space representation (a.k.a. the state differential equa-
tion) as follows:

_x tð Þ ¼ x́1 tð Þ
x́2 tð Þ

� �
¼ 0 1

0 �α

� �
x1 tð Þ
x2 tð Þ

� �
þ 0

κ

� �
ea tð Þ � 0

γ

� �
τ tð Þ, (76)

where x tð Þ ¼ x1 tð Þ x2 tð Þð ÞT has as components the angular position x1 tð Þ and
the angular velocity x2 tð Þ and where α≜ 1

Jm
Dm þ KtKb

Ra

� �
and κ≜ Kt

RaJm
, and γ ¼ 1=J,

with J the moment of inertia of all the rotating parts. For the controller variable we
choose the angular position:
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x1 tð Þ ¼ 1, 0ð Þx tð Þ: (77)

The numerical values of motor’s parameters have been taken from the case study
in [20]:

α ¼ 4:6 s�1,

κ ¼ 0:787 rad= Vs2
� �

, γ ¼ 0:1 kg�1m�2:

Finally, we try several varying external disturbance torque Nmð Þ options such as

• sin atð Þ, γsin atð Þ, or msin atð Þ, where a ¼ 3, 4,⋯ and m is any appropriate
multiplier that is compatible and proportional to the size of the system
variables and parameters.

• sin 2πtð Þ, γsin 2πtð Þ, or msin 2πtð Þ, where m is defined as one above.

• sin x1ð Þ, γsin x1ð Þ, or msin x1ð Þ.

as examples, and we decide that the torque of τ tð Þ ¼ sin 3tð Þ Nm is the one we
choose for the numerical experimentation and simulations as trade-off after we
weigh the pros and cons upon several performance tests and considerations. In
addition, the simulations given for the DCmotor have been run in the form of script
code using Matlab [21].

6.1.2 Design of the sliding mode controller for the position control system

Sliding mode surface is defined as:

s tð Þ ¼ ce tð Þ þ _e tð Þ, (78)

where e tð Þ ¼ r tð Þ � x1 tð Þ, _e tð Þ ¼ _r tð Þ � x2 tð Þ, and r tð Þ is a desired input signal and
defined as r tð Þ ¼ Asin 2πFtð Þin the simulations where A and F are suitably deter-
mined, and c is a positive constant. Therefore, once we get a derivative of the
expression above, we get the following:

_s tð Þ ¼ c_e tð Þ þ €e tð Þ ¼ c_e tð Þ þ €r tð Þ � _x2 tð Þ:

Taking the second row from Eq. (76) and replacing it with _x2 tð Þ above yields:

_sðtÞ ¼ c_eðtÞ þ €rðtÞ þ αx2ðtÞ � κeaðtÞ þ γτðtÞ: (79)

Next, we obtain the control law ea tð Þ by equalizing _s tð Þ to zero and then using
γ ¼ 1=J and τ tð Þ ¼ Ksgn s tð Þð Þ in Eq. (79) as follows:

eaðtÞ ¼ 1
κ
½c_eðtÞ þ €rðtÞ þ αx2ðtÞ þ KsgnðsðtÞÞ

J
�: (80)

Once Eq. (80) is substituted into Eq. (79), we obtain the following:

_s tð Þ ¼ τ tð Þ
J
� Ksgn s tð Þð Þ

J
: (81)

where K is a positive constant. Letting K ¼ max τ tð Þj jð Þ þ ηJ, where η>0, and
multiplying (81) by s tð Þ yields:
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s tð Þ_s tð Þ ¼ τ tð Þ
J

s tð Þ � max τ tð Þj jð Þ þ ηJ
J

s tð Þj j,

Here, the following can always be written:

s tð Þ_s tð Þ ¼ τ tð Þ
J

s tð Þ � max τ tð Þj jð Þ
J

s tð Þj j � η s tð Þj j≤ � η s tð Þj j: (82)

Remark 6. It is not difficult to briefly demonstrate the validity of the inequality
(82) from a practical point of view: if s tð Þ is greater than zero (i.e., s tð Þ>0), then Z
term, which we define as τ tð Þ

J s tð Þ � max τ tð Þj jð Þ
J s tð Þj j from (82), becomes less than zero

(i.e., Z term<0); because max τ tð Þj jð Þ
J s tð Þj j> τ tð Þ

J s tð Þ. Since the larger term has a nega-
tive sign, the difference between the terms will also be negative. As a result,
some negative termð Þ � η s tð Þj j≤ � η s tð Þj j is always valid and correct. If s tð Þ<0, then

τ tð Þ
J s tð Þ<0; in addition, �max τ tð Þj jð Þ

J s tð Þj j|ffl{zffl}
>0

<0, therefore the addition of two negative

terms will make the overall addition more negative; hence, more negative termð Þ �
η s tð Þj j≤ � η s tð Þj j which means that the inequality is still valid and in the right
direction. Therefore, 1

2
d
dt s2 tð Þð Þ≤ � η s tð Þj j.

In order to decrease the chattering phenomenon caused by sliding mode control
law, saturation function is adapted in this work, and the controller becomes

ea tð Þ ¼ 1
κ

c_e tð Þ þ €r tð Þ þ αx2 tð Þ þ K
J

sat s tð Þ,φð Þ
zfflfflfflfflfflfflffl}|fflfflfflfflfflfflffl{instead of sgn s tð Þð Þ2

64

3
75, (83)

where saturation function sat s tð Þ,φð Þ is defined as,

sat s tð Þ,φð Þ ¼
s tð Þ
φ

s tð Þj j≤φ

sgn s tð Þð Þ s tð Þj j>φ

2
4 , (84)

where φ is a very small positive constant (Figures 10–18).
Let us also see how the results will change if PID control is used as an alternative

to the SMC. Although, in the comparisons given in the literature, the pros and cons
of both strategies are mentioned, it is generally observed that SMC performs better
than PID [22–25]. Nevertheless, PID control can still be used as an alternative to
SMC. The results given here do not contradict the view that one can use it instead of
the other without losing too much performance. In the case where only the PD
control strategy is applied, let us state that we need to emphasize the following
points for the tracking error performance indicated by Figure 19.

We can prefer PD control strategy mostly to advance faster between intermedi-
ate points of the entire trajectory, i.e. from waypoint to waypoint at which course is
changed for following a reference trajectory in which we have to move end-effector
along a predefined path. Speaking of which, the end-effector is crucial for the entire
trajectory tracking problem in catching up a desired position within shortest time.
In other words, accuracy is highly desirable for the end-effector to be positioned
accurately under unknown disturbances and payload variations. Basically, the
desired position is a function of time and continuously changes with respect to time.
Therefore, conventional PD control strategy does not always exhibit good accuracy
and robustness properties for trajectory tracking problem. However, we can still
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choose the PD control strategy because of the advantages it offers [26]. We should
emphasize that the errors between the actual points and the waypoints, each of
which can also be viewed as intermediate setpoints, do not necessarily have to be
eliminated completely. As a result, we have decided to use the PD control because of
the advantages it offers and to move faster between the waypoints by tolerating or
neglecting the steady-state error computations that would bring extra computa-
tional burden (Figures 20–22).

6.2 Modeling and simulation of A two-link (2-DOF) planar robot manipulator

A manipulator consists of an open kinematic chain of rigid links. Power is
supplied to each degree of freedom of the manipulator by independent torques. The

Figure 11.
Speed tracking under SMC of the position control system.

Figure 10.
Position tracking under SMC of the position control system.
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dynamical equations of motion of an n-link (i.e., n-degree-of-freedom) robot
manipulator using the Lagrangian formulation has already been described in
Section 3 by the Eq. (8). The robot model there is characterized by the following
structural properties which are important for our sliding mode controller design of
the tracking problem [27]:

Property 1. A vector α∈Rm with components that depend on manipulator param-
eters (masses, moments of inertia, etc.) exists, such that

M q
� �

_vþ C q, _q
� �

vþG q
� � ¼ Φ q, _q, v, _v

� �
α, (85)

where Φ∈Rnxm is called the regressor, v∈Rn is a vector of smooth functions. This
property implies that the dynamic equation can be linearized according to a specially
selected manipulator parameter set, hence constituting the basis for the linear parame-
terization approach.

Figure 12.
Tracking error under SMC of the position control system.

Figure 13.
Torque vs. speed curve under SMC of the position control system.
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Property 2. Both M q
� �

and C q, _q
� �

in Eq. (8), using a properly defined matrix
C q, _q
� �

, satisfy

xT _M � 2C
� �

x ¼ 0, ∀x∈Rn (86)

with xT the transposition of x: That is, _M � 2C
� �

is a skew-symmetric matrix.
Property 2 simply states that the so-called fictitious forces, defined by C q, _q

� �
_q, do not

work on the system.

Figure 14.
Sliding mode surface under SMC of the position control system.

Figure 15.
Control input under SMC of the position control system.
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The model given in Figure 23 is known as a two-Link (2-DOF) planar robot, as it
corresponds to the two-dimensional special case, where n ¼ 2 is taken in the n-link
robot manipulator [27].

The dynamic model chosen for the simulations is given by

M θð Þ€θr þ F θ, _θr
� �

_θr þG θð Þ ¼ τ,

and the dynamic equation is given by

Figure 16.
Phase trajectory under SMC of the position control system.

Figure 17.
Position tracking under PD control of the position control system.
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M11 M12

M12 M22

� � €θ1
€θ2

" #
þ �F12 _θ2 �F12 _θ1 þ _θ2

� �

F12 _θ1 0

" #
_θ1
_θ2

" #
þ G1g

G2g

� �
¼ u1

u2

� �
,

where

M11 ¼ m1 þm2ð Þr21 þm2r22 þ 2m2r1r2 cos θ2ð Þ
M12 ¼ m2r22 þm2r1r2 cos θ2ð Þ

M22 ¼ m2r22

Figure 18.
Speed tracking under PD control of the position control system.

Figure 19.
Tracking error under PD control of the position control system.
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F12 ¼ m2r1r2 sin θ2ð Þ
G1 ¼ m1 þm2ð Þr1 cos θ2ð Þ þm2r2 cos θ1 þ θ2ð Þ

G2 ¼ m2r2 cos θ1 þ θ2ð Þ

6.2.1 No boundary layer

• The desired joint trajectory for each joint (i) is given by [27, 28] as:

Figure 20.
Torque vs. speed curve under PD control of the position control system.

Figure 21.
Control input under PD control of the position control system.
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θd tð Þ ¼ �90o þ 52:5 1� cos 1:26tð Þð Þ

• Initial conditions:

θ1 0ð Þ ¼ �45° and θ2 0ð Þ ¼ �30°:
• The parameter values used are selected as in [27, 28]:

m1 ¼ 0:5 kg,m2 ¼ 0:5 kg

r1 ¼ 1:0 m, r2 ¼ 0:8 m

• Matlab-Simulink implementation options used in the simulations
(Figures 24–31) as in [28]:

Figure 22.
Phase trajectory under PD control of the position control system.

Figure 23.
A two-link robot manipulator model.
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Sampling time Ts ¼ 1 kHz, fixed� step, ode5

• Joint 1: K ¼ 14, λ ¼ 4, ϕ ¼ 0.

• Joint 2: K ¼ 8, λ ¼ 4, ϕ ¼ 0.

6.2.2 Introducing boundary layer

The same parameters and initial conditions for the simulations have been chosen
as in Section 6.2.1 except for the following ones which include the boundary layer
thickness in particular:

Figure 24.
Tracking error of Joint 1 displacement under SMC of the robot manipulator.

Figure 25.
Tracking error of Joint 2 displacement under SMC of the robot manipulator.

201

An In-Depth Analysis of Sliding Mode Control and Its Application to Robotics
DOI: http://dx.doi.org/10.5772/intechopen.93027



• Joint 1: K ¼ 14, λ ¼ 4, ϕ ¼ 0:02.

• Joint 2: K ¼ 8, λ ¼ 4, ϕ ¼ 0:02.

Please note that due to the space constraint, we will be able to give only the
figures whose effect is clearly observed, not eight figures as given in Section 6.2.1
(Figures 32–34).

For tracking a desired trajectory by two-link rigid planar robotic manipulator, PID
control strategywill not workwell under unknown disturbances and payload changes,
and hence will not be represented here. In addition, the values of control input will get

Figure 26.
Tracking error of Joint 1 velocity under SMC of the robot manipulator.

Figure 27.
Tracking error of Joint 2 velocity under SMC of the robot manipulator.
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higher as in the case of DCmotor position control and that would complicate the
realization of such high gains through the proper actuators. On the other hand, SMC
provides robustness against parameter uncertainties and unmodeled disturbances so
long as the observed undesirable chattering effect is overcome through some modifi-
cations by simply replacing nonlinear signum function with nonlinear saturation
function and introducing boundary layer thickness in there as explained in earlier
sections. In order to realize this, the boundary layer has been introduced for the first
time in Section 6.2.2 simulations, and consequently, no switching or chattering effect
has been observed as can be verified by the phase portrait in Figure 34.

Figure 28.
Torque at Joint 1 under SMC of the robot manipulator.

Figure 29.
Torque at Joint 2 under SMC of the robot manipulator.
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Later, the robustness of the SMC will be analyzed by adding an extra mass of
0:5 kg to Joint 2, and we have not observed any performance degradation of the
trajectory to be maintained in the sliding surface. Therefore, the controller is said to
be robust enough. However, it is expected that switching will reappear to maintain
the trajectory in the sliding surface.

As a rule of thumb, It is possible to do tracking with more load by reducing the
boundary layer to allow more switching to occur. Now, we reduce the boundary
layer thickness from 0.02 to 0.005 and add the extra mass to Joint 2 by 0.75 kg to a
final of 1.25 kg and we can still observe that SMC will be able to do the tracking by

Figure 30.
Phase portrait of Joint 1 under SMC of the robot manipulator.

Figure 31.
Phase portrait of Joint 2 under SMC of the robot manipulator.
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observing the reemerged chattering effect as can be seen in the following simula-
tions (Figure 35):

• Joint 1: K ¼ 14, λ ¼ 4, ϕ ¼ 0:005.

• Joint 2: K ¼ 8, λ ¼ 4, ϕ ¼ 0:005.

• m1 ¼ 0:5 kg, m2 ¼ 1:25 kg (an extra mass of 0:75 kg was added to Joint 2).

• The rest of the parameters and the IC’s were kept the same as before.

Figure 32.
Torque at of Joint 1 under SMC with a boundary layer.

Figure 33.
Torque at of Joint 2 under SMC with a boundary layer.
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7. Conclusions

In this study, a sliding mode control scheme with a bounded region and its
convergence analysis are explained to the finest detail. In particular, it can easily be
said that the work done here is a field study that specifically gives the relevant
subject with such meticulous detail. It is our claim that this study has a guiding
identity for the researchers who are interested in this control method or want to
present it with the intelligent and modern control methodologies with its under-
standability and clarity targeted here. In this regard, the design of SMC including its
finite-time convergence is handled by using Lyapunov’s direct method. The track-
ing error vector converges exponentially to the bounded region once in the

Figure 34.
Phase portrait of Joint 1 under SMC with a boundary layer.

Figure 35.
Phase portrait of Joint 1 under SMC with a robustness test including more load.
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boundary layer as proven analytically. Two examples were used for simulation
studies to demonstrate the feasibility and effectiveness of the proposed control
problems, i.e., the position control of a dc motor subject to a varying external
disturbance, and a two-link robot manipulator. Simulations show that a fast con-
vergence rate, and hence quick response, the ability to reject the varying external
disturbances, and the robustness against the model uncertainty assumed to be
unbounded and fast-varying have all achieved its purpose entirely. Chattering is
eliminated by using the boundary layer whose attractiveness and invariance prop-
erties of the boundary layer were also introduced. This study also examines the
advantages of SMC and PID comparably. Although, in the comparisons given in
the literature, the pros and cons of both strategies are mentioned, it is generally
observed that SMC performs better than PID. Nevertheless, PID control can still
be used as an alternative to SMC. When the PID control strategy does not work
well under unknown disturbances and payload changes, SMC provides robustness
against parameter uncertainties and unmodeled disturbances so long as the
observed undesirable chattering effect is overcome through some modifications as
described in the text. Robustness analysis has been performed and successfully
applied to the two-link rigid planar robotic manipulator. We have not observed
any performance degradation of the trajectory to be maintained in the sliding
surface. The results given here do not contradict the view that one can use it
instead of the other without losing too much performance. Finally, a two-step
simulation has been carried out, testing all the features mentioned above, and the
results have confirmed the success of the presented approach. However, it is
meaningful and challenging to develop new SMC theories and methods for
nonlinear systems due to its broad application potentials in today’s world.
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Chapter 9

Polygonal Approximation of
Digital Planar Curve Using Novel
Significant Measure
Mangayarkarasi Ramaiah and Dilip Kumar Prasad

Abstract

This chapter presents an iterative smoothing technique for polygonal
approximation of digital image boundary. The technique starts with finest initial
segmentation points of a curve. The contribution of initially segmented points
toward preserving the original shape of the image boundary is determined by
computing the significant measure of every initial segmentation point that is sensi-
tive to sharp turns, which may be missed easily when conventional significant
measures are used for detecting dominant points. The proposed method differenti-
ates between the situations when a point on the curve between two points on a
curve projects directly upon the line segment or beyond this line segment. It not
only identifies these situations but also computes its significant contribution for
these situations differently. This situation-specific treatment allows preservation of
points with high curvature even as revised set of dominant points are derived.
Moreover, the technique may find its application in parallel manipulators in
detecting target boundary of an image with varying scale. The experimental results
show that the proposed technique competes well with the state-of-the-art
techniques.

Keywords: dominant point, projection position, iterative smoothing, minimal
number of points, polygonal approximation

1. Introduction

Shape representation and shape classification are efficiently facilitated by
polygonal approximation. This approach is popular due to its compact representa-
tion and insensitive to noise. These salient features are found useful in many
applications [1–8]. The main objective of polygonal approximation is to approxi-
mate the shape of a curve using a polygon whose vertices are specified by a subset of
points on the curve. These points are referred to as dominant points and are often
the points with high curvature. An example is illustrated in Figure 1. A digital curve
representing the shape of snowflake is displayed in Figure 1(a), and its identified
dominant points are shown in Figure 1(b). The anticipated output of polygonal
approximation using dominant point can be seen in Figure 1(c). Broadly polygonal/
closed curve approximation of a digital planar curve may be cast as min ε problem
or min 6¼ problem. In min ε problem, the techniques derive polygonal approxima-
tion with specified number of line segments or dominant points. These techniques
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ensure that the deviation between the curve and the approximate polygon is mini-
mal, condition to the specified number of dominant points. Min # techniques derive
polygonal approximation with a specified error. These techniques generate the
approximate polygon with minimal number of dominant points while ensuring the
measure of closeness is not larger than the specified error. In recent years, there are
many dominant point-based polygonal approximation techniques that were
presented in the literature [9–19].

And few older ones can be found in [20–22]. The techniques presented in [9, 10,
12, 20, 21] use reverse polygonization, where instead of detecting the real points the
techniques make a search to detect redundant points and delete points iteratively.
The methods in [11, 15] use breakpoint suppression, where the techniques apply
criterion measure on the finest approximated set of points to suppress the redun-
dant points and make the approximation. The methods in [3, 13, 16, 18] present a
solution using dynamic programming, where the techniques make exhaustive
search to detect points on curve, thereby making final approximation. The method
in [14] makes polygonal approximation by detecting ADSS (Approximate Digital
Straight Segment). The method in [17] uses MIP (mixed integer programming)
model. The method in [19] uses vertex relocation procedure around neighbors. In
this method, while approximating the output curve by detecting the dominant
point, the technique allows neighborhood points to become a dominant point pro-
vided that new dominant point facilitates in reduction of approximation error. The
method in [22] uses split and merge, where the method makes a search to find the
points with maximum deviation in the splitting stage using the proposed criterion
function and merge all the points identified in the splitting stage using the threshold

Figure 1.
(a) A digital curve representing the shape of a snowflake, (b) initial set of dominant points, and (c) suitable
polygonal approximation are shown here.
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value. Most of the dominant points [9–12] detecting methods use the magnitude of
orthogonal projection of a point on the line segments, which connect adjacent high
curvature points to influence the process of detecting dominant points. The
methods in the literature [9–12, 14, 15, 20, 23] do not address the issue where the
projection of point lies beyond its candidate line segment, where the situation may
be often anticipated during approximation. The techniques that neglect to check
this criterion may miss good curvature points, which are critical for shape repre-
sentation. The technique proposed in this chapter measures the positions of pro-
jections of a point on the curve, thereby invoking different metrics for computing
the significant measure of the dominant points. This practice makes the proposed
technique to preserve the original shape of the curve even at very minimal number
of dominant points. Such characteristic is very essential for compact representation.
And it is very essential for object detection and shape classification applications.
Especially, the proposed technique can facilitate the parallel manipulators in cutting
and milling operations by preserving the actual shape of the target boundary points.
The rest of the chapter is organized is as follows: Section 2 presents a brief review of
some of the state-of-the-art methods along with an insight into their demerits
wherever possible. Section 3 presents the proposed work. Section 4 summarizes the
experimental results. Section 5 concludes the chapter.

2. Background

Several polygonal approximation techniques have been proposed in the recent
decades. Some of them use various optimization approaches [3, 13, 16–19]. On the
other hand, there are other techniques that use local/global geometric features of a
curve to influence the process of determining the polygon with minimal number of
line segments [9–12, 23–26], and these techniques prove its competence against
many real-time datasets. Among these, this section briefly analyzes some of the
bench mark techniques.

Prasad [23] proposed a non-parametric framework to detect points of high
curvature. The framework uses the maximum deviation incurred between pixels
from a digitized boundary as an upper bound to make approximation. The authors
proved that the analytical bound can be incorporated by dominant point detection
framework to get rid of specification in terms of the tolerable error (for min #
approaches) or the number of points (for min ϵ approaches). The authors
established the robustness of their framework against scaling invariance as well as
noise tolerance. However, there are applications in which the curve needs to be
approximated using a specified number of dominant points, which is not possible
through this framework. Though the approximation bounded below to digitization
value, points detected on the curve seem to be redundant for human visual percep-
tion. Prasad [24] used metrics such as precision and reliability as measures to fit the
polygon edges. Depending upon the threshold values for these measures, the tech-
nique produces coarser or finer approximation. Thus, this technique can flexibly
control the degree of smoothness required for an application. And also the paper
suggests some performance metrics to quantify the techniques. Parvez [19]
obtained the digital boundary using contour extraction techniques. The objective of
the method was to produce approximate polygon with minimal error possible. To
attain this goal, the method relaxes the criteria that dominant points need not be on
the contour. The technique computes neighborhood points for every point pi on the
contour Cd and introduces a new point on the contour provided its presence should
reduce the approximation error. The neighborhood points are not the ones com-
puted using 4 connected graph or 8 connected graph; instead, the technique
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adaptively defines the width for every point on the curve, and thereby, it obtains
the neighborhood points. Fernandez [25] produced symmetric approximation for
symmetric contours. The technique obtains first initial point p1 as the farthest in
terms of distance from the centroid of the curve. The next point p2 is the farthest to
p1. The method proceeds to find point p4, which is farthest from p2, and point p3,
which is farthest from p1. Likewise, the technique obtains the all possible line
segments such as {p1, p2}, {p3, p4}, until the maximum deviation from the curve
does not exceed a threshold value that constitutes the boundary point set. The
authors demonstrate that their method of choosing initial points ensures
symmetricity. The technique then identifies all possible candidate points (q1, q2, ...,
qm) from the boundary point set between every two initial points and computes a
significant value by ensuring symmetry property. Additionally, the technique pre-
sents various thresholding methods to normalize the significant values of the
boundary points. Though the technique produces symmetric approximation for
symmetric curve, it did not establish geometric invariance. And in real-time data
sets, in most of the cases, the points are always distributed asymmetrically on the
planar curve. The main objectives of this chapter are to i) present a framework that
considers the projection position of a point and thereby invokes the proper criterion
measure to compute the contribution; ii) produce output polygon without missing
significant points; iii) produce polygon with minimal possible number of points;
and iv) present a technique that is reasonably strong enough against rotation
invariance. These objectives are achieved and demonstrated through experimenta-
tions of the proposed technique using benchmarking data sets.

3. Proposed work

3.1 Problem formulation

The problem formulation is as follows: let Cd = {p1, p2, … pn} where pi = (xi,yi) is
a digital curve consisting of n points in clockwise direction in the discrete two-
dimensional space. Such curves are the ones extracted from the boundaries of the
digital images using contour detection or edge detection methods. The coordinates
of these n points are integers since these points are extracted from the digital
boundary. The objective of polygonal approximation of Cd is to derive a subset
D = {p1, p2, … , pm} from the super set of Cd, subject to the condition the polygon
formed by the elements of D should represent the shape of the original curve. The
technique starts with any three consecutive points pi, pj and pk on the curve Cd, to
detect the collinearity of these points (pi, pj, pk), the distance measured from a point
pj to the line segment connecting pi and pk. The method shall conclude the three
points are collinear, provided the measured distance is very minimal. On the other
side, the method shall conclude non-collinearity, provided the measured distance is
not very minimal and thus pj becomes an element of D. Thereby, the polygonal
approximation technique finds all the elements of D. With this problem formula-
tion, our chapter focuses on the choice of the significant measure metric. Conven-
tionally, the distance metric is the length of the line dropped from the point pj on
the line segment pipk. This is being referred to as the perpendicular distance. This
metric is generally good for smooth curves, but in some cases (explained later), it
may miss significant points and reject sharp turn, which are essential in shape
representation applications. Dunham [27] makes initial approximation using dis-
tance to a line segment. Ramaiah [28] uses distance to a line segment as a measure to
make polygonal approximation, but the metric used in the technique to compute
deviation is capable of preserving sharp turnings but fails to preserve the original
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shape of digital curve. Apart from the criterion measure proposed in any technique,
the methodology is also an important factor to produce the output polygon without
compromising its actual shape. This implies that the used metric in [28] is
unsuitable for iterative smoothing. The framework proposed in this chapter auto-
matically chooses the suitable significant measure metric based on the candidate
point projection, as explained next.

3.2 Proposed technique

In this section, we present our proposed method to make polygonal approxima-
tion of Cd. The initial segmentation points are obtained using Freeman chain code
[28], such as given in Algorithm 1. These initially segmented points are referred as
initial set of dominant points. Example of initial segmentation for the snowflake
curve is shown in Figure 1(a) and (b)where the dominant points are highlighted in
bold markers and the final approximated curve is given in Figure 1(c).

To compute the significant measure of every initial dominant point sk, the
proposed method uses the following steps: consider the scenario in Figure 2(a)
where, namely sk-1, sk and sk+1 are three dominant points on the curve with the
following traversing sequence: sk-1- > sk- > sk+1. It may be interpreted as these three
points are collinear by assuming the projections of a point sk that lies on the line
segment, which connects (sk-1sk+1). As a consequence, the approximation technique
[9–12, 14, 15, 20, 23, 29, 30] may decide to drop sk. In this scenario, the projection of
a point (sk) lies between its candidate line segment (sk-1sk+1). Figure 3 shows the
various anticipated position for possible projection of a dominant point (sk) on the
x-y plane. The proposed metric detects the position of projection. In order to predict
the position of a projection, the proposed technique uses the following steps: trans-
late the line segment connecting sk-1 and sk+1 so that the point Si coincides with the
origin of the x-y coordinate system and measures the amount of angle produced by
the translated line segment with the x axis. In order to align the translated line
segment with the x axis, rotate the line segment with a computed amount angle.
The actual x-y coordinate system and new transformed coordinate systems are
displayed in Figure 2(a) and (b). In the next step, by checking transformed x
coordinate of sk’, the method chooses metric to compute the significant measure. If
the x coordinate of sk’ is less than 0, then the significant measure sig(sk) is com-
puted using Eq. (1) (see Figure 3(a)). If xk’ of sk’ lies between 0 and the x coordi-
nate of si, then the significant measure is computed using Eq. (2) (see Figure 3(b).

Figure 2.
Demonstration of the coordinate transform performed for the proposed self-adaptive significant measure
computing metric for dominant point detection. (a) An example curve in the original x-y coordinate system is
shown. (b) The transformed x’-y’ coordinate system is shown in addition to the original x-y system.
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If the xk
’ value is greater than xj

’ of sk+1, then the significant measure of sk is
computed using Eq. (3) (see Figure 3(c)).

sig skð Þ ¼
Xskþ1
k¼sk�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sxk � sxk�1
� �2 þ syk � syk�1

� �2q
(1)

sig skð Þ ¼
Xskþ1
k¼sk�1

Syk0
�� �� (2)

sig skð Þ ¼
Xskþ1
k¼sk�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sxk � sxkþ1
� �2 þ syk � sykþ1

� �2r
(3)

In all the three equations (Eqs. (1)–(3)), k range is k-1 < =k < =k + 1. (Note: the
accent sign indicates the coordinates in the transformed coordinate system). While
computing the significant measure associated with a dominant point, let us say sk,
the significant measure of every non-dominant point/boundary point lies between
its candidate line segment and is accumulated to define the significance measure of
sk. These steps are repeated for each dominant point in the initial set, before making
the decision to remove redundant dominant points in the next step. After measur-
ing the significant measure of all initial dominant points, the proposed method
removes the dominant point with minimal significant measure. If more than one
dominant point has the same minimal significant measure, the dominant point
appearing first in the order of sequence is removed. The steps to remove the
dominant point and produce the final output polygon are given in Algorithm 2.

Figure 3.
Demonstration of computation of significant measure of the point sk from the line segment sk-1sk+1.
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Algorithm 1. CIDP (Compute initial set of dominant points).

Input: The inputs are the coordinates of the boundary points.
Cd = pi (xi,yi),i=1,2,3… ..n; n boundary points.
Output: The outputs are the curve indices of initial dominant points.
Begin
Case 1: i=0

If (x(0)-x(n-1) != x(1)-x(0)) or ((y(1)-y(0) != y(0)-y(n-1)) then
D[0]= 0;
Case 2: i=n-1

If (x(n-1)-x(n-2) != x(0)-x(n-1)) or (y(n-1)-y(n-2) != y(0)-y(n-1))
D[j]=i;

Default:
While (i<n-1)
If (x(i)-x(i-1) != x(i+1)-x(i)) or (y(i+1)-y(i) != y(i)-y(i-1))

D[j] = i
End.

Algorithm 2. Polygonal approximation by computing the significant
measure of IDP.

Input: Digital curve Cd, Number of dominant points (k) in the output polygon.
Output: Output polygon with the specified number of dominant points (k).
Begin.
Step 1: Invoke the function CIDP.
Step 2: Compute significant measure associated with all initial dominant points

(sk’s).
Step 3: Repeat.

i. Identify the dominant point sk with minimal significant measure in Cd.

ii. Remove the dominant point sk and recalculate the significant measure of at
sk-1 and sk + 1.

iii. Compute the performance measures with the available dominant points

Until (No. of DPs == k).
End

4. Experimental results

The proposed technique is tested on a variety of challenging curves to demon-
strate its efficiency. The results are presented for two experiment sets. The experi-
ment set 1 consists of synthetic curves usually used in the literature [9, 11, 16, 19,
24, 25, 31–38]. In experiment 2, the proposed method is tested extensively with
images in MPEG data set [39]. We first present the quality assessment metrics for
polygonal approximation of digital curves. Then, we present the results on the two
experimental sets. Additionally, we include one experiment to demonstrate
geometric invariance of the proposed technique.
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4.1 Quality assessment

The best method to assess output of polygonal approximation is visual percep-
tion. Thus, we include extensive qualitative results. Moreover, we include quanti-
tative performance measures as well for comparison of the performance of the
tested methods, including the proposed technique. This chapter considers the fol-
lowing metrics to measure the goodness of the results: (i) compression ratio (CR),
(ii) integral square error (ISE), (iii) figure of merit (FOM), (iv) weighted sum of
square errors (WE), (v) modified version of WE (WE2). Details of these metrics
are provided in Table 1. These metrics are taken from [9–11, 15, 19, 33, 36]. The
readers interested in them are encouraged to read these articles and the references
therein.

4.2 Experimental set 1

The quantitative performance measure for the synthetic curves chromosome,
leaf, semicircle and infinity in experiment set 1 is given in Table 2. The visual shots
are shown in Figures 4–6. The methods in [16–19, 34, 36, 37] present optimal
solutions for the polygonal approximation. The proposed method output is close to
optimal solution for all the curves and further supports reduction of the number of
dominant points while retaining the shape information of the curve. Table 2 sum-
marizes the results from various articles [9, 11, 15–19, 23, 24, 26, 31–38] for the
given input synthetic curves. For the chromosome curve display using 15 amount of
dominant points, the proposed technique produces a low value for ISE than the
method in [32–34]. The snapshot of chromosome curve at 6 number of points using
the proposed method as well as by the methods [9, 23, 24] snapshots can be found
in Figure 4. For the leaf curve, where the output curve at 21 number of dominant
points, the proposed method produces the low value for ISE than [11, 24, 34] (in
turn FOM value is high, which is appreciable) and high value than [19]. The
snapshot for leaf output curve produced by the proposed method along with some
of the state-of-the-art methods results is displayed in Figure 5. The final synthetic
curve for this experiment set is a curve that intersects itself, that is, infinity-shaped
curve. In the attempt of producing the output curve using 10 number of points, the
proposed produce the minimal possible error than [11, 26]. And also the summa-
rized results reveal that the proposed method output is better than [9, 11, 19, 24,
26, 33] in terms of ISE, WE and FOM. The graphic shots for the same can be found
in Figure 6. According to human visual perception, four points are sufficient

Metric Indicator of
goodness

Mathematical representation

CR Larger is better CR ¼ n
k, where n is the number of points in the initial segmentation, while k

is the number of dominant points in the final polygonal approximation.

ISE Smaller is better ISE ¼Pn
k¼1ek, where ek is the perpendicular distance of a point pk on the

original digital curve from the nearest line segment on the polygonal
approximation.

FOM Larger is better FOM ¼ CR
ISE

WE Smaller is better WE ¼ ISE
CR

WE2 Smaller is better WE2 ¼ ISE
CR2

Table 1.
Quality assessment metrics for comparing polygonal approximation methods.
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Contour Methods k CR ISE WE FOM

Chromosome Teh and Chin [32] 15 4.00 7.20 1.80 0.56

n = 60 Wu [33] 15 4.00 7.20 1.80 0.56

Masood [9] 12 5.00 7.76 1.55 0.64

Carmona et al. [11] 11 5.45 14.49 2.66 0.38

Parvez [34] 10 6.00 14.34 2.39 0.42

Madrid et al. [26] 12 5.00 5.82 1.16 0.86

Nguyen and Debled-Rennesson [35] 25 3.33 4.06 1.22 0.82

Nguyen and Debled-Rennesson [35] 15 4 5.69 1.42 0.70

Parvez [19] 11 5.45 7.09 1.30 0.77

Aguilera et al. [17] 10 6.00 8.07 1.35 0.74

Lie et al. [18] 14 4.29 7.58 1.77 0.57

Lie et al. [18] 12 5.00 7.96 1.59 0.63

PRO0.6 [24] 11 5.45 11.00 2.02 0.50

RDP2 [24] 8 7.50 59.99 8.00 0.13

RDP3 [24] 6 10.00 91.18 9.12 0.11

Proposed 15 4.00 4.87 1.22 0.82

Proposed 6 10.00 45.49 4.55 0.22

Leaf Teh and Chin [32] 29 4.14 14.96 3.61 0.28

n = 120 Wu [33] 24 5.00 15.93 3.19 0.31

Marji and Siy [15] 17 7.06 28.67 4.06 0.25

Carmona et al. [11] 21 5.71 17.97 3.15 0.32

Parvez [34] 21 5.71 13.82 2.42 0.41

Parvez [19] 21 5.71 11.98 2.10 0.48

Nguyen and Debled-Rennesson [35] 33 3.64 5.56 1.53 0.65

Backes and Bruno [36] 20 6.00 14.1 2.35 0.43

Wang et al. [16] 20 6.00 13.9 2.32 0.43

Madrid et al. [26] 22 5.45 11.16 2.05 0.49

PRO0.6 [24] 21 5.71 21.70 3.80 0.26

PRO1.0 [24] 18 6.67 36.70 5.50 0.18

RDP1 [24] 22 5.45 19.17 3.51 0.28

RDP2 [24] 16 7.50 65.46 8.73 0.11

Proposed 21 5.71 13.25 2.32 0.43

Proposed 16 7.50 44.52 5.94 0.17

Semicircle Teh and Chin [32] 22 4.64 20.61 4.44 0.23

n = 102 Yin [37] 17 6.00 19.78 3.30 0.30

Salotti [38] 14 7.29 17.39 2.39 0.42

Wu [33] 27 3.78 9.01 2.38 0.42

Marji and Siy [15] 15 6.80 22.70 3.34 0.30

Masood [9] 21 4.86 9.82 2.02 0.49

Carmona et al. [11] 26 3.92 4.91 1.25 0.80
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enough to represent the infinity curve; please see Figure 6(g). On the outset, it is
perceived that the proposed technique gives the best or second best ISE values for
all the cases. This indicates competitiveness of the proposed technique.

4.3 Experiment set 2

In this section, the performance of the proposed methods has been demon-
strated using image in MPEG database [39]. Fernandez [25] presents a technique to
produce output polygon from a given digital boundary. Authors in [25] demon-
strated the efficiency of their method by comparing their results with method [23],

Contour Methods k CR ISE WE FOM

Parvez [34] 17 6.00 19.02 3.17 0.32

Nguyen and Debled-Rennesson [35] 25 4.08 5.42 1.33 0.75

Backes and Bruno [36] 14 7.29 19.80 2.72 0.37

Wang et al. [16] 15 6.80 14.30 2.10 0.48

Parvez [19] 15 6.80 18.22 2.68 0.37

Aguilera et al. [17] 14 7.29 17.39 2.39 0.42

Madrid et al. [26] 10 10.20 40.79 4.00 0.25

Lie et al. [18] 14 7.29 29.30 4.02 0.25

PRO 0.6 [24] 18 5.67 18.12 3.20 0.31

Proposed 18 5.67 15.45 2.72 0.37

Proposed 17 6.00 16.59 2.76 0.36

Proposed 14 7.29 17.73 2.43 0.41

Proposed 12 8.50 40.62 4.78 0.21

Infinity Teh and Chin [32] 13 3.46 5.93 1.71 0.58

n = 45 Wu [33] 13 3.46 5.78 1.67 0.60

Masood [9] 11 4.09 2.90 0.71 1.41

Carmona et al. [11] 10 4.50 5.29 1.18 0.85

Parvez [34] 9 5.00 7.35 1.47 0.68

Parvez [19] 7 6.43 7.69 1.20 0.84

Madrid et al. [26] 10 4.50 6.40 1.42 0.70

PRO0.6 [24] 9 5.00 6.29 1.26 0.79

PRO1.0 [24] 7 5.63 19.94 3.54 0.28

RDP1 [24] 9 5.00 6.67 1.33 0.75

RDP2 [24] 7 6.43 19.94 3.10 0.32

RDP3 [24] 5 9.00 53.82 5.98 0.17

Masood [9] 8 5.63 10.24 1.82 0.55

Carmona et al. [11] 6 7.50 31.68 4.22 0.24

Proposed 10 4.50 4.44 0.99 1.01

Proposed 5 9.00 35.61 3.96 0.25

Table 2.
Comparative results of synthetic contour (chromosome, leaf, semicircle, infinity).
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which is capable of producing output polygon in non-parametric mode. So the
better counterpart method to compare the proposed method is the one proposed in
[25]. Table 3 summarizes the results of the proposed method along with the results
claimed as the best in [25] for the contours in MPEG database [39]. For the bell-7
contour, the snapshot at 23, 22, 20 and 7 number of dominant points, the proposed
method produces a less approximation error in terms of ISE WE WE2 than others
mentioned in [9, 11, 23, 25]. Especially the output approximation at 7 DPs, the

Figure 4.
Polygonal approximation of chromosome curve at varying amount of dominant points. (a) RDP2 [24] at 11
DPs, (b) RDP3 [24] at 6 DPs, (c) Masood [9] at 9 DPs, (d) Masood [9] at 6 DPs, (e) Prasad [23] Masood
opt at 11 DPs, (f) Prasad [23] Carmona opt at 10 DPs, (g) Proposed method at 11 DPs, (h) Proposed method
at 6 DPs.

Figure 5.
Polygonal approximation of leaf curve at varying amount of points. (a) Prasad [24] PRO 0.6 at 18 DPs,
(b) Prasad [24] RDP2 at 16 DPs, (c) Masood [9] at 16 DPs, (d) Prasad [23] Masood_opt at 18 DPs,
(e) Carmona [11] at 20 DPs, (f) Prasad [23] Carmona_opt at 18 DPs, (g) Proposed method at 16 DPs.
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Figure 6.
Polygonal approximation of infinity curve at varying amount of DPs. (a) Masood [9] at 8 DPs, (b) Prasad
[23] Masood _opt at 9 DPs, (c) Carmona [11] at 8 DPs, (d) Carmona [11] at 7 DPs, (e) Prasad [24] PRO
1.0 at 7 DPs, (f) Prasad [24]_RDP 3 at 5 DPs, (g) Proposed method at 6 and 4 DPs.

Contour Methods k CR ISE WE WE2

Bell-7 Fernandez [25] 23 17.65 165.14 9.35 0.53

n = 407 Fernandez [25] 22 18.45 200.93 10.89 0.59

Fernandez [25] 20 20.3 255.083 12.56 0.61

Rosin [40] 7 58 2186.6 37.7 0.65

Masood [9] 20 20.35 408.08 20.5 0.98

Carmona [11] 23 17.69 332.563 8.84 0.23

Prasad [23] RDP 28 14.53 97.60 6.71 0.46

Proposed 22 18.5 176.54 9.54 0.51

Proposed 20 20.35 210.16 10.32 0.50

Proposed 7 58.14 453.91 7.80 0.13

Octopus-14 Fernandez [25] 79 15.33 236.62 15.44 1.00

n = 1211 Fernandez [25] 55 22.02 1270.17 57.69 2.62

Fernandez [25] 50 24.22 1847.81 76.29 3.15

Rosin [40] 43 28.16 2617.37 92.94 3.30

Masood [9] 201 6.02 9268.43 1538.36 255.75

Prasad [23] RDP 55 22.01 392.15 17.81 0.80

Proposed 79 15.33 212.00 13.83 0.90

Proposed 43 28.16 1927.15 68.43 2.42

Ray-17 Fernandez [25] 35 19.69 240.26 12.20 0.62

n = 689 Fernandez [25] 28 24.61 660.00 26.82 1.09

Fernandez [25] 24 28.71 1152.83 40.16 1.40

Rosin [40] 14 49.21 6999.71 142.23 2.89

Masood [9] 24 28.71 749.01 26.09 0.91

Masood [9] 14 49.21 8627.89 175.31 3.56
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Contour Methods k CR ISE WE WE2

Prasad [23] RDP 54 12.75 342.36 26.93 2.10

Proposed 35 19.69 208.48 10.59 0.53

Proposed 14 49.21 455.32 9.25 0.18

Chicken-5 RDP [29, 30] 255 5.35 285.54 53.38 9.98

n = 1364 Masood [9] 401 3.40 147.86 43.47 12.79

Carmona et al. [11] 134 10.18 906.52 89.06 8.74

Fernandez [25] 54 25.26 2424.51 95.99 3.80

Prasad [23] RDP 218 6.25 782.53 125.20 20.3

Proposed 255 5.35 275.42 51.49 9.61

Proposed 54 25.26 1994.15 78.95 3.12

Device 6–9 RDP [29, 30] 50 31.80 303.37 9.54 0.30

n = 1590 Masood [9] 84 18.93 189.89 10.03 0.53

Carmona [11] 22 72.27 3395.17 46.98 0.65

Fernandez [25] 33 48.18 348.22 7.23 0.15

Prasad [23] RDP 38 41.84 741.416 17.02 0.42

Proposed 84 18.93 216.24 11.42 0.60

Proposed 22 72.27 761.58 10.54 0.14

Bell-10 RDP [29, 30] 110 10.92 181.25 16.59 1.52

n = 1202 Masood [9] 4 — — 4.95

Carmona [11] 104 11.78 549.52 46.64 3.96

Fernandez [25] 42 28.61 687.56 24.03 0.84

Prasad [23] RDP 81 14.83 326.47 22.01 1.48

Proposed 110 10.92 241.45 22.06 2.02

Proposed 42 28.61 615.77 7.98 0.75

Truck-07 n = 277 RDP [29, 30] 40 6.92 24.45 3.53 0.50

Masood [9] 40 6.92 37.17 5.37 0.77

Masood [9] 11 25.18 1133.29 45.00 1.78

Carmona [11] 12 23.08 1132.45 49.06 2.11

Fernandez [25] 40 6.92 24.15 3.48 0.50

Prasad [23] RDP 33 8.39 59.17 7.05 0.84

Proposed 12 23.08 319.24 13.83 0.59

Proposed 11 25.18 318.34 12.64 0.50

Butterfly-13 RDP [29, 30] 344 5.19 383.30 73.85 14.23

n = 1786 Masood [9] 525 3.40 199.06 58.54 17.22

Carmona-Poyato et al. [11] 171 10.44 1450.70 138.95 13.31

Fernandez [25] 65 27.47 2195.88 79.93 2.91

Proposed 525 3.40 197.58 58.11 17.09

Proposed 65 27.47 2063.91 75.13 2.73

Table 3.
Comparative results for the MPEG database contours.
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proposed method and Rosin [40] method produce the curve with the mandatory
points compared to others, but the proposed method produces minimal error
measure than Rosin [40], and the output can be found in Figure 7(c) and (h).

For the octopus-14 contour, the proposed efficiently produces the output curve
with minimal deviation from the original curve compared to others. By observing
Figure 8(e), the proposed produces an outlying approximation that is visibly

Figure 7.
The output approximation for the bell-7 contour by various methods: (a) Prasad [23] RDP at 28 DPs, (b)
Fernandez [25] at 23 DPs, (c) Rosin [40] at 7 DPs, (d) Masood [9] at 15 DPs, (e) Carmona [11] at 15 DPs,
(f) Proposed method 20 DPs, (g) Proposed method at 7 DPs.

Figure 8.
The output polygon from octopus-17 by various methods: (a) Carmona [11] at 43 DPS, (b) Prasad [23] RDP
at 55 DPs, (c) Prasad [23] Carmona_opt, (d) Fernandez [25] at 43 DPS, (e) Proposed method at 43 DPs.
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excellent than [25]. In order to support this claim, the output curve for octopus-14
can be found in Figure 8 along with results of [11, 23, 25]. When the input is the
ray-17 contour, at 14 number of DPs, the new proposal produces minimal error than
the results of [9, 40], and then for the same curve at 35 DPs, the results are good
than [25] in terms of ISE, WE and WE2. The graphic shots of the proposed method
along with [11, 23, 25, 40] can be found in Figure 9. When the input for the
proposed method is chicken-5 curve, the proposed method approximation error
measures are compared with results produced by the techniques in [9, 11, 23, 25,
29, 30], and by using all the quantitative performance evaluators, the proposed
work produces the output curve with minimal error possible, and the visual snap-
shots are shown in Figure 10. For the input curve device 6-9, the proposed method
results are compared with the results in [9, 11, 23, 25, 29, 30], it is been conceived
that the proposed one produces the minimal error (ISE ,WE) than the error pro-
duces by the methods in [9, 11, 23, 25]. The output curve for device 6–9 can be
found in Figure 11. Then finally for the truck-07 curve, the results of the proposed
method at 40, 12 and 11 dominant points are compared with the results of [9, 11,
23, 25]. In all iterations against the mentioned dominant points, the proposed
method outperforms well than others. Especially output curve at 11 dominant
points, the proposed method efficiently chooses the good curvature points in such a
way that the output curve does not deviate much than the original input curve
(please see the snapshot at Figure 12(a), (b) with (g)).

Figure 9.
Output approximated curve for ray-17 contour by various methods: (a) Carmona [11] at 14 DPs, (b) Prasad
[23] RDP_opt at 54 DPs, (c) Fernandez [25] at 24 DPs, (d) Rosin [40] at 14 DPs, (e) Proposed method
results at 24 DPs, (f) Proposed method at 14 DPs.
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4.4 Rotation invariance

To test the efficiency of the proposed method against rotation invariance, bell-7
contour is rotated using varying amount angle. Then, the rotated contour is given as
an input to the proposed method as well as to the technique in [9]. The results are

Figure 10.
Final approximation of chicken-5 contour by various methods: (a) Carmona [11] at 54 DPs, (b) Prasad [23]
RDP_opt at 218 DPs, (c) Prasad [23] Carmona_opt 258 DPs, (d) Fernandez [25] at 54 DPs, (e) Proposed
method at 54 DPs, (f) Proposed method at 29 DPs.

Figure 11.
Final approximation obtained from device 6–9 curve: (a) Carmona [11] at 22 DPs, (b) Prasad [23] RDP_opt
at 38 DPs, (c) Prasad [23] Carmona_opt at 77 DPs, (d) Fernandez [25] at 33 DPs, (e) Proposed method at
22 DPs.
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summarized for the reader’s perusal. How do researcher determine a polygonal
approximation is rotation invariant or not and what extent? The answer is the
metrics such as area of polygon, perimeter and compactness may be suggested to
use along with results from human perception. The authors in [41] use the above-
mentioned metrics to prove whether the technique is able to produce the polygon
with the same positioned points before as well as after the rotation. This can be
measured using compactness metric. Moreover, the authors in [41] demonstrated
that the techniques proposed in [9, 11, 12] are scaling as well as translation invariant
using compactness metric.

The mathematical interpretation of compactness metric (COMP) has been
mentioned in Eq. (2). Table 4 summarizes the value obtained by using COMP for
the bell-7 contour by the proposed method.

comp ¼ Area=Perimeter2 (4)

To compare the robustness of the technique against rotation, the snapshots using
bell-7 contour are displayed in Figures 13 and 14. The output polygon at 20

Figure 12.
Final approximation obtained from truck-07 curve: (a) Masood [9] at 11 DPs, (b) Carmona [11] at 12 DPs,
(c) Prasad [23] Carmona_opt at 29 DPs, (d) Prasad [23] RDP_opt at 33 DPs, (e) Fernandez [25] at 40
DPs, (f) Proposed method at 44 DPs, (g) Proposed method at 11 DPs.

Contour k max(dm) ISE Area Perimeter Compactness

Bell-7 20 2.03 210.164 9231 299.13 0.10

Bell-7 at 20° 2.60 281.57 9.2475e+03 343.81 0.07

Bell-7 at 30° 2.70 348.868 9260 358.08 0.07

Bell-7 at 70° 2.91 325.29 9.254.5e+03 344.83 0.07

Bell-7 at 80° 2.59 319.50 9151 327.10 0.08

Bell-7 at 180° 2.03 210.164 9231 299.13 0.10

Table 4.
Robustness of the proposed method against rotation using quantitative measurement.

229

Polygonal Approximation of Digital Planar Curve Using Novel Significant Measure
DOI: http://dx.doi.org/10.5772/intechopen.92145



amounts of dominant points is used here to check if the technique is robust enough
against rotation invariance. Most of the techniques considered in this chapter pro-
duce polygon in non-parametric mode. The best thing to compare the efficiency of
rotation invariance is to compare the output at minimal possible amount of points
since the input curve may contain more redundant points. So the result of the
proposed method is compared with Masood [9]. By using [9], any researcher can
produce a curve with specified number of dominant points. In Table 4, the value
for geometric invariance assessment metrics (area of polygon, perimeter and com-
pactness) reveals that the results by proposed method using rotated contours mea-
sure against compactness metric are more or less nearer to the value produced by
the proposed method before rotation, and the visual snapshots in Figure 13 also
support the same. The results of Masood [9] in terms of quantitative measurements
can be found in Table 5. Bell-7 at 30° value for compactness metric varies high
while comparing the results obtained before rotation. In the remaining angles, the
rotated contours compactness metric is more or less nearer to the value obtained by

Figure 13.
The output polygon at 20 DPs by proposed methods in varying amount of angles: (a) Polygon at 20 DPs, (b)
Polygon at 20°, (c) Polygon at 30°, (d) Polygon at 45°, (e) Polygon at 70°, (f) Polygon at 80°, (g) Polygon at
180°.
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the method before rotation. Masood [9] snapshots can be found in Figure 14. When
the authors noticed that in the output curve produced by Masood [9], the position
of the dominant point is heavily dislocated after rotation, whereas the proposed
methods try to maintain the same positioned dominant points in the rotated
contours too (see Figure 13).

5. Conclusion

The proposed significant measure computing metric predicts the position of a
projection of every boundary point between its candidate line segment, thereby
invoking suitable significant measure computing metric and accumulating its

Figure 14.
The output polygon at 20 DPs by Masood [9] in varying amount of angles: (a) Polygon at 20 DPs, (b) Polygon
at 20°, (c) Polygon at 30°, (d) Polygon at 45°, (e) Polygon at 70°, (f) Polygon at 80°, (g) Polygon at 180°.

Contour k max(dm) ISE Area Perimeter Compactness

Bell-7 20 3.48 315.00 6835 321.78 0.06

Bell-7 at 20° 2.77 311.84 9130 333.32 0.08

Bell-7 at 30° 1.99 270.51 9.1255e+05 190.61 0.25

Bell-7 at 70° 3.79 381.35 9.1615e+03 343.59 0.07

Bell-7 at 80° 2 266.677 9.1585e+03 326.90 0.08

Bell-7 at 180° 3.487 315.00 6835 306.95 0.07

Table 5.
Robustness of Masood [9] against rotation using quantitative measurement.
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significant measure to define the significant value of every candidate of dominant
points. The technique is demonstrated using wide variety of data sets, where the
image contours are with different level details in terms of curvature as well as size.
The proposed technique suits for parallel manipulators aspiring to produce the
digital boundary with minimal number points without compromising its shape
according to human perception as well as using benchmarking performance mea-
suring metrics.
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Chapter 10

Robust and Adaptive Control
for Synchronous Generator’s
Operation Improvement
Jožef Ritonja

Abstract

Synchronous generators produce almost 95% of the world’s electricity. Even
a small improvement in their efficiency represents huge savings. Electromechanical
oscillations of synchronous generators are harmful—they cause losses and can even
lead to instability. An additional control system, called a power system stabilizer
(PSS), is used to damp the oscillations of synchronous generators. The commercial
realizations of the power system stabilizers are based on the use of the linear control
theory. The effectiveness of these power system stabilizers is small, because of the
nonlinear and time-varying characteristics of the synchronous generators. The
application of robust and adaptive control represents an adequate theoretical basis
for ensuring optimal damping of the electromechanical oscillations in a wide oper-
ating range. This work reviews the applicability of the advanced control theories to
develop power system stabilizers. The work is focused on selecting the appropriate
robust and adaptive control theories for the power system stabilizer implementa-
tion. The applicability and advantages are presented of the sliding mode control and
the direct adaptive control, along with an evaluation of their impact on the
operation improvement.

Keywords: sliding mode control, direct adaptive control, synchronous generator,
power system stabilizer, operation of synchronous generator

1. Introduction

Synchronous generators are the most important electrical machines. They pro-
duce the majority of the world’s electricity. In 2017, global electricity production
was 25,721 TWh [1]. Assuming that the share of solar thermal sources is negligible
compared to the share of solar photovoltaic sources, it can be estimated that about
98.2% of the total global energy is produced by electric generators. After analyzing
the data, it can be estimated that synchronous generators produce 93.8% of the
world’s electricity and induction generators 4.4% of the total production of the
world’s electricity. The estimate is based on data for 2017. These, and also the
following data, are obtained from statistics reports of the International Energy
Agency [1].

An additional important point is that electricity trading and, thus, long-distance
transmission of electricity are increasing significantly. In 2017, OECD countries
produced 11,051 TWh of electricity, with a trading volume of 408 TWh,
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representing 3.7% of total production. Even more interesting is the growth rate of
electricity trade. In the OECD, imports of electricity grew from 89 TWh in 1974 to
480 TWh in 2018, representing an average annual growth rate of 4.0%, compared
to 2.1% growth in overall electricity supply.

The facts that the majority of the world’s electricity is produced by synchronous
generators and that a large amount of the world’s electricity is transmitted over long
distances result in significant oscillations of the produced and transmitted power.
Despite the relatively small oscillations—the ratio of the amplitude of the oscilla-
tions of the transmitted power relative to the mean value of the transmitted power
is mainly smaller than 10%—the total global losses due to the extremely large
volume of production and transmission of electricity are not negligible. In terms of
saving energy, it makes sense to reduce these losses.

The amount of the transmitted power oscillations can be affected by optimizing
the topology of the new networks, by reconfiguring of the existing networks, by
selection of the better damped new synchronous generators, and by replacement of
the existing synchronous generators with the better damped ones. These solutions
are expensive, and their realization also depends on other social and ecological
factors. Therefore, it is a much more suitable solution to use a control system to
damp the power system oscillations. In power systems, control systems called
power system stabilizers (PSS) are used to suppress oscillations. PSS represent the
best and the most economical solution for damping of the power systems’ oscilla-
tions. PSS are simple to realize—they are mainly a part of the controller of the
synchronous generator’s static semiconductor excitation system. PSS, based on
information of the oscillations of the transmitted power, rotor speed, rotor angle, or
rotor acceleration, generate an additional reference signal for the rotor current
control system. This additional reference signal represents the supplementary
input to the static semiconductor excitation system, which is connected to rotor
field winding.

Conventional PSS design is based on a linear control theory. Conventional PSS is
simple to realize, but its application shows nonoptimal damping through the entire
operating range; by varying the operating point, the synchronous generator’s
dynamic characteristics also vary; the fact is that PSS, which was determined for the
nominal operating point, does not assure optimal damping in the entire operating
range. Such a PSS reduces transmission losses optimally only at the operating point
for which the PSS parameters are selected. Due to the large changes in the trans-
mitted power and the large variations in power generation of the synchronous
generators, conventional PSS are not satisfactory for use in modern power systems.
To improve PSS performance, major modern control theories have been tested in
the past decade for the purposes of PSS design. Of all the methods, robust and
adaptive control has been implemented to be the most suitable for the design of
PSS. Both control methods have been used in order to assure optimal damping
through the entire operating range of the synchronous generators. The use of
adaptive control is possible because the loading variations and, consequently, the
variations of the dynamic characteristics of the synchronous generators are, in most
cases, substantially slower than the dynamics of the adaptation mechanism [2].

Reduction of losses is not the sole and basic task of PSS. Even more important is
that the PSS improves the stability of the power system and allows the transfer of
power from the synchronous generator to the power system or between different
points in the power system as near as possible to the stability limit of the transmis-
sion. In the presented work, however, we show the results of our study, which will
show the applicability of the developed robust and adaptive PSS, mainly for the
improvement of the damping of the power system oscillations.
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For a detailed analysis of the benefits of the advanced PSS, a mathematical
model of the synchronous generator is necessary. In this work, we first present the
mathematical model of the synchronous generator connected to the power system,
which is convenient for analysis of the physical characteristics of the power system
and is appropriate at the same time for the controller design and synthesis. We
focus our work on the analysis of a system where a single synchronous generator is
connected to an infinite bus. In Section 3, we attempt to estimate the amount and
dynamics of the oscillations in the power systems. A thorough analysis is made and
presented for the first time. The conventional PSS control system is presented in
Section 4. By means of the derived mathematical model of the synchronous
generator, we estimate the improvement of the power system damping due to
implementation of the conventional PSS. From the analysis, it is evident that con-
ventional PSS does not assure optimal damping in the entire operating range.
Therefore, advanced control theories for PSS design and synthesis are presented in
Sections 5 and 6. In Section 5, the robust control system theory is used for PSS
design. The suitable direct adaptive control theory is presented in Section 6. The
PSS control system developed on the basis of the presented theories and the results
of the implementation of the advanced control theories for PSS design and synthesis
are shown in Section 7.

2. Mathematical model of the synchronous generator connected
to the power system

The seventh-order nonlinear model of the synchronous machine connected to
the infinite bus is the most detailed mathematical model of the synchronous gener-
ator connected to the large power system with constant frequency and constant
voltage (=infinite bus) through the transmission line [3]. Park’s matrix transforma-
tion is used to transform the origin windings’ equations into a model with orthogo-
nal axes. On this basis, the magnetic coupling of the stator, field, and damper
windings is represented as a function of the position of the machine’s rotor. The
seventh-order model is represented in the form of a nonlinear state-space model
[4]. The model’s inputs are mechanical torque Tm(t) and rotor excitation winding
voltage Efd(t). The model’s state-space variables are stator d-axis flux linkage λd(t),
stator q-axis flux linkage λq(t), rotor excitation winding flux linkage λF(t), rotor
d-axis damper winding flux linkage λD(t), rotor q-axis damper winding flux linkage
λD(t), mechanical rotor speed ω(t), and electric rotor angle δ(t). The seventh-order
model is described by sets of algebraic equations (Eqs. (1)–(10)) [5]:

λAD tð Þ ¼ LMD
λd tð Þ
ld
þ λF tð Þ

lF
þ λD tð Þ

lD

� �
(1)

λAQ tð Þ ¼ LMQ
λq tð Þ
lq
þ λQ tð Þ

lQ

� �
(2)

id tð Þ ¼ 1
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λd tð Þ � λAD tð Þð Þ (3)

iq tð Þ ¼ 1
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λF tð Þ � λAD tð Þð Þ (5)
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ffiffiffi
3
p

V∞ sin δ tð Þð Þ þ Reid tð Þ þ ω tð ÞLeiq tð Þ (8)

vq tð Þ ¼
ffiffiffi
3
p

V∞ cos δ tð Þð Þ þ Reiq tð Þ þ ω tð ÞLeid tð Þ (9)

Te tð Þ ¼ 1
3

iq tð Þλd tð Þ � id tð Þλq tð Þ� �
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and differential equations (Eqs. (11)–(17)):

_λd tð Þ ¼ ωs �Rsid tð Þ � ω tð Þλq tð Þ � vd tð Þ� �
(11)

_λq tð Þ ¼ ωs �Rsiq tð Þ þ ω tð Þλd tð Þ � vq tð Þ� �
(12)

_λF tð Þ ¼ ωs �RFiF tð Þ þ Efd tð Þð Þ (13)

_λD tð Þ ¼ ωs �RDiD tð Þð Þ (14)

_λQ tð Þ ¼ ωs �RQ iQ tð Þ� �
(15)

_ω tð Þ ¼ 1
2H

Tm tð Þ � Te tð Þð Þ (16)

_δ tð Þ ¼ ωs ω tð Þ � 1ð Þ (17)

where id(t) and iq(t) are stator d- and q-axis currents [pu]; iF(t) is field current
[pu]; iD(t) and iQ(t) are damping d- and q-axis currents [pu]; vd(t) and vq(t) are
stator terminal d- and q-axis voltages [pu]; λAD(t) and λAQ(t) are d- and q-axis
mutual flux linkages [pu]; Re and Le are transmission line resistance and reactance
[pu]; V∞ is infinite bus voltage [pu]; Te(t) is electromagnetic torque [pu]; LMD,
LMQ, LAD, and LAQ are mutual inductances [pu]; ld, lq, lF, lD, and lQ are leakage
inductances [pu]; RS, RF, RD, and RQ are stator, field, d-axis damping, and q-axis
damping winding resistances [pu]; H is an inertia constant [s]; and ωs is electric
synchronous speed [rad s�1]. All variables are normalized on the base quantities
except the electric rotor angle δ(t) having unit [rad].

The seventh-order model is the superior one; although, on the other hand, it is
too complicated to gain insight into the physical characteristics of the controlled
plant [5]. It is also not suitable for the design and synthesis of control systems, since
many control methods require linear mathematical models for the development of
the control system. Many simplified models are derived from this seventh-order
nonlinear model [6]. For a synchronous generator analysis and for the design of the
PSS control system, a simplified linearized third-order model is still the most pop-
ular. It was presented for the first time in 1952 [7] and is, therefore, also called the
Heffron-Phillips model.

The Heffron-Phillips model is obtained from the seventh-order nonlinear model
by means of linearization for an every steady-state operating point (i.e., an equilib-
rium point). The Heffron-Phillips model describes the synchronous generator’s
dynamics in the proximity of the selected equilibrium point. The Heffron-Phillips
model has two inputs and three state-space variables. The inputs are mechanical
torque TmΔ(t) and rotor excitation winding voltage EfdΔ(t) deviations; the state-
space variables are rotor angle δΔ(t), rotor speed ωΔ(t), and voltage behind tran-
sient reactance E0qΔ tð Þ deviations. Additional outputs are electric power PeΔ(t) and
terminal stator voltage VtΔ(t) deviations. All the inputs and the state-space variables
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denote the deviations (subscript Δ) from the equilibrium state. The model is written
as follows:
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where TmΔ(t) represents mechanical torque deviation [pu], PeΔ(t) is electrical
power deviation [pu], ωΔ(t) is rotor speed deviation [pu], δΔ(t) is rotor angle
deviation [rad], E’qΔ(t) is the voltage behind the transient reactance [pu], EfdΔ(t) is
field excitation voltage deviation [pu], VtΔ(t) is the terminal voltage [pu], H is an
inertia constant [s], D is a damping coefficient representing total lumped damping
effects from damper windings [pu/pu], ωs is rated synchronous speed [rad s�1],Tdo

0

is a d-axis transient open circuit time constant [s], and K1 through K6 are lineariza-
tion parameters. All parameters and variables in a Heffron-Phillips model are nor-
malized, except for electric rotor angle δΔ(t).

3. Analysis of the impact of the oscillations on the power system quality

The oscillations in the power system are due to the physical properties of the
synchronous generator that operates parallel to the network. These properties are
reflected in the dynamical mathematical model of the synchronous generator and
appear as poorly damped dominant eigenvalues. Therefore, any changes in the syn-
chronous generators’ inputs (rotor field voltage and mechanical torque), in the net-
work loads (changes in bus voltages) and disturbances, cause oscillations with
relatively high amplitude and low damping. Oscillations in the power system are
visible in several physical quantities of the system: in the synchronous generators’ rotor
speed, rotor angle, stator voltage, stator current, and produced power and in the power
system’s voltages, currents, frequency, and transmitted powers. These oscillations
reduce the quality of the electricity and increase the stability risk of the power system.

It is very difficult to estimate the impact of oscillations on actual losses in a power
system. In a real power system operation, it is problematic to evaluate how much of
the losses is due to the rotor angle oscillations and how much of the losses are due to
other factors. Therefore, in the first subsection, the influence of the amplitude and
frequency of the oscillations on the amount of the losses in the transmission line and
on the constancy of the transmitted power is discussed in more detail. The thor-
oughly steady-state analysis was made for this purpose. The dynamic analysis is
presented in the second subsection. Dynamic analysis shows the vulnerability of the
synchronous generator on the different input changes in different operation points.

3.1 Steady-state analysis

An analysis of the impact of the oscillations on losses and on the constancy of the
transmitted power is made numerically. In the case of constant rotor speed, the
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inductances [pu]; RS, RF, RD, and RQ are stator, field, d-axis damping, and q-axis
damping winding resistances [pu]; H is an inertia constant [s]; and ωs is electric
synchronous speed [rad s�1]. All variables are normalized on the base quantities
except the electric rotor angle δ(t) having unit [rad].

The seventh-order model is the superior one; although, on the other hand, it is
too complicated to gain insight into the physical characteristics of the controlled
plant [5]. It is also not suitable for the design and synthesis of control systems, since
many control methods require linear mathematical models for the development of
the control system. Many simplified models are derived from this seventh-order
nonlinear model [6]. For a synchronous generator analysis and for the design of the
PSS control system, a simplified linearized third-order model is still the most pop-
ular. It was presented for the first time in 1952 [7] and is, therefore, also called the
Heffron-Phillips model.

The Heffron-Phillips model is obtained from the seventh-order nonlinear model
by means of linearization for an every steady-state operating point (i.e., an equilib-
rium point). The Heffron-Phillips model describes the synchronous generator’s
dynamics in the proximity of the selected equilibrium point. The Heffron-Phillips
model has two inputs and three state-space variables. The inputs are mechanical
torque TmΔ(t) and rotor excitation winding voltage EfdΔ(t) deviations; the state-
space variables are rotor angle δΔ(t), rotor speed ωΔ(t), and voltage behind tran-
sient reactance E0qΔ tð Þ deviations. Additional outputs are electric power PeΔ(t) and
terminal stator voltage VtΔ(t) deviations. All the inputs and the state-space variables
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denote the deviations (subscript Δ) from the equilibrium state. The model is written
as follows:
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2
664

3
775 ¼

0 ωs 0

� K1

2H
� D
2H

� K2

2H

� K4

T0d0
0 � 1

K3T0d0

2
66664

3
77775

δΔ tð Þ
ωΔ tð Þ
E0qΔ tð Þ

2
64

3
75þ

0 0
1
2H

0

0
1

T0d0

2
66664

3
77775

TmΔ tð Þ
EfdΔ tð Þ

� �

(18)

PeΔ tð Þ
VtΔ tð Þ

� �
¼ K1 0 K2

K5 0 K6

� � δΔ tð Þ
ωΔ tð Þ
E0qΔ tð Þ

2
64

3
75þ 0 0

0 0

� �
TmΔ tð Þ
EfdΔ tð Þ

� �
(19)

where TmΔ(t) represents mechanical torque deviation [pu], PeΔ(t) is electrical
power deviation [pu], ωΔ(t) is rotor speed deviation [pu], δΔ(t) is rotor angle
deviation [rad], E’qΔ(t) is the voltage behind the transient reactance [pu], EfdΔ(t) is
field excitation voltage deviation [pu], VtΔ(t) is the terminal voltage [pu], H is an
inertia constant [s], D is a damping coefficient representing total lumped damping
effects from damper windings [pu/pu], ωs is rated synchronous speed [rad s�1],Tdo

0

is a d-axis transient open circuit time constant [s], and K1 through K6 are lineariza-
tion parameters. All parameters and variables in a Heffron-Phillips model are nor-
malized, except for electric rotor angle δΔ(t).

3. Analysis of the impact of the oscillations on the power system quality

The oscillations in the power system are due to the physical properties of the
synchronous generator that operates parallel to the network. These properties are
reflected in the dynamical mathematical model of the synchronous generator and
appear as poorly damped dominant eigenvalues. Therefore, any changes in the syn-
chronous generators’ inputs (rotor field voltage and mechanical torque), in the net-
work loads (changes in bus voltages) and disturbances, cause oscillations with
relatively high amplitude and low damping. Oscillations in the power system are
visible in several physical quantities of the system: in the synchronous generators’ rotor
speed, rotor angle, stator voltage, stator current, and produced power and in the power
system’s voltages, currents, frequency, and transmitted powers. These oscillations
reduce the quality of the electricity and increase the stability risk of the power system.

It is very difficult to estimate the impact of oscillations on actual losses in a power
system. In a real power system operation, it is problematic to evaluate how much of
the losses is due to the rotor angle oscillations and how much of the losses are due to
other factors. Therefore, in the first subsection, the influence of the amplitude and
frequency of the oscillations on the amount of the losses in the transmission line and
on the constancy of the transmitted power is discussed in more detail. The thor-
oughly steady-state analysis was made for this purpose. The dynamic analysis is
presented in the second subsection. Dynamic analysis shows the vulnerability of the
synchronous generator on the different input changes in different operation points.

3.1 Steady-state analysis

An analysis of the impact of the oscillations on losses and on the constancy of the
transmitted power is made numerically. In the case of constant rotor speed, the
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induced voltage in the stator winding is sinusoidal, with constant amplitude and
frequency. The swinging of the rotor speed results in induced voltage with variable
frequency and amplitude. From the solution of the swing equation, it is evident that
the swinging of the rotor is sinusoidal [8]. Therefore, in a steady-state analysis, we
suppose that the rotor’s speed oscillates about the constant synchronous speed with
sinusoidal oscillations. This results in the stator’s induced voltage, which varies
sinusoidally in amplitude and frequency. The amplitude increases when the fre-
quency increases, and vice versa. For such input signal, there is no transparent
analytical solution for the evaluation of the losses and constancy of the transmitted
power. Therefore, the numerical solution that is based on an equivalent circuit of
the synchronous generator connected by transmission line to the infinite bus is used
for the analysis. The equivalent circuit is shown in Figure 1.

where V1e denotes the effective value of the generator’s internal voltage [pu],
V2e is the effective value of the infinite bus voltage [pu], φ1 is the generator’s
internal voltage angle [rad], φ2 is the infinite bus voltage angle [rad], Rs is stator
(armature) resistance [pu], Xs is synchronous reactance [pu], Re is transmission line
resistance [pu], and Xe is transmission line reactance [pu]. The equivalent circuit
presented in Figure 1 is a balanced symmetrical three-phase system. The impedance
in any one phase is equal to that in either of the other two phases. Three voltages on
the generator side are displaced 120° electrical degrees in time as a result of the
phases being displaced 120° in space. Also, the three voltages on the infinite bus side
are displaced 120° electrical degrees in time, so that the resulting phase currents are
equal in amplitude and displaced in phase from each other by 120°. v1a(t), v1b(t),
and v1c(t) denote instantaneous values of the synchronous generator’s internal
phase voltages; vIBa(t), vIBb(t), and vIBc(t) denote instantaneous values of the infi-
nite bus phase voltages; and ia(t), ib(t), and ic(t) denote instantaneous values of the
transmission line phase currents. Unless otherwise specified, PIB(t) represents the
instantaneous three-phase power flow to the infinite bus [pu]; PIBa(t), PIBb(t), and
PIBc(t) represent instantaneous power flow to the infinite bus for different phases
[pu]; and PIB represents the mean value of the instantaneous three-phase power
flow to the infinite bus [pu]. PL(t) denotes instantaneous three-phase power losses

Figure 1.
Equivalent circuit of the synchronous generator connected by transmission line to the infinite bus used for the
steady-state analysis.
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in the transmission line [pu]; PLa(t), PLb(t), and PLc(t) represent instantaneous
power losses for different phases [pu]; and PL represents the mean value of the
instantaneous three-phase power losses in the transmission line [pu]. pL indicates
the relative value of the mean value of the three-phase power losses (PL) compared
to the mean value of the three-phase power flow to the infinite bus (PIB) in [%].
Stator voltage amplitude and frequency oscillations resulting from rotor speed
swing are described with the amplitude and frequency of both oscillations. Aao and
Fao denote amplitude and frequency of amplitude oscillations. Afo and Ffo denote
the amplitude and frequency of frequency oscillations.

For the presented results, the impedances of the synchronous generator and
transmission line are shown in Table 1.

Figures 2–5 show the time responses of the electrical quantities if there are no
oscillations in rotor speed. The parameters of the generator’s internal voltage and
infinite bus voltage are shown in Table 2.

Figure 2 shows the instantaneous values of the synchronous generator’s internal
voltages for all three phases. Currents in the transmission lines are shown in
Figure 3. Power flow to the infinite bus for all three phases separately and the sum
of the phases’ power flow are shown in Figure 4. As expected, the total three-phase
power flow is constant. Figure 5 shows power losses in the transmission line for all
three phases separately and the three-phase power losses. Again, the total
three-phase power losses are constant.

Figures 6–10 show the time responses of the electrical quantities if oscillations
occur in the rotor speed. The parameters of the generator’s internal voltage and
infinite bus voltage are shown in Table 3.

Ra = 0.0011 [pu] Xs = 0.9 [pu]

Re = 0.02 [pu] Xe = 0.4 [pu]

Table 1.
The synchronous generator’s and transmission line’s impedances.

Figure 2.
Synchronous generator’s internal voltages for all three phases: v1a(t), v1b(t), and v1c(t).
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induced voltage in the stator winding is sinusoidal, with constant amplitude and
frequency. The swinging of the rotor speed results in induced voltage with variable
frequency and amplitude. From the solution of the swing equation, it is evident that
the swinging of the rotor is sinusoidal [8]. Therefore, in a steady-state analysis, we
suppose that the rotor’s speed oscillates about the constant synchronous speed with
sinusoidal oscillations. This results in the stator’s induced voltage, which varies
sinusoidally in amplitude and frequency. The amplitude increases when the fre-
quency increases, and vice versa. For such input signal, there is no transparent
analytical solution for the evaluation of the losses and constancy of the transmitted
power. Therefore, the numerical solution that is based on an equivalent circuit of
the synchronous generator connected by transmission line to the infinite bus is used
for the analysis. The equivalent circuit is shown in Figure 1.

where V1e denotes the effective value of the generator’s internal voltage [pu],
V2e is the effective value of the infinite bus voltage [pu], φ1 is the generator’s
internal voltage angle [rad], φ2 is the infinite bus voltage angle [rad], Rs is stator
(armature) resistance [pu], Xs is synchronous reactance [pu], Re is transmission line
resistance [pu], and Xe is transmission line reactance [pu]. The equivalent circuit
presented in Figure 1 is a balanced symmetrical three-phase system. The impedance
in any one phase is equal to that in either of the other two phases. Three voltages on
the generator side are displaced 120° electrical degrees in time as a result of the
phases being displaced 120° in space. Also, the three voltages on the infinite bus side
are displaced 120° electrical degrees in time, so that the resulting phase currents are
equal in amplitude and displaced in phase from each other by 120°. v1a(t), v1b(t),
and v1c(t) denote instantaneous values of the synchronous generator’s internal
phase voltages; vIBa(t), vIBb(t), and vIBc(t) denote instantaneous values of the infi-
nite bus phase voltages; and ia(t), ib(t), and ic(t) denote instantaneous values of the
transmission line phase currents. Unless otherwise specified, PIB(t) represents the
instantaneous three-phase power flow to the infinite bus [pu]; PIBa(t), PIBb(t), and
PIBc(t) represent instantaneous power flow to the infinite bus for different phases
[pu]; and PIB represents the mean value of the instantaneous three-phase power
flow to the infinite bus [pu]. PL(t) denotes instantaneous three-phase power losses

Figure 1.
Equivalent circuit of the synchronous generator connected by transmission line to the infinite bus used for the
steady-state analysis.
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in the transmission line [pu]; PLa(t), PLb(t), and PLc(t) represent instantaneous
power losses for different phases [pu]; and PL represents the mean value of the
instantaneous three-phase power losses in the transmission line [pu]. pL indicates
the relative value of the mean value of the three-phase power losses (PL) compared
to the mean value of the three-phase power flow to the infinite bus (PIB) in [%].
Stator voltage amplitude and frequency oscillations resulting from rotor speed
swing are described with the amplitude and frequency of both oscillations. Aao and
Fao denote amplitude and frequency of amplitude oscillations. Afo and Ffo denote
the amplitude and frequency of frequency oscillations.

For the presented results, the impedances of the synchronous generator and
transmission line are shown in Table 1.

Figures 2–5 show the time responses of the electrical quantities if there are no
oscillations in rotor speed. The parameters of the generator’s internal voltage and
infinite bus voltage are shown in Table 2.

Figure 2 shows the instantaneous values of the synchronous generator’s internal
voltages for all three phases. Currents in the transmission lines are shown in
Figure 3. Power flow to the infinite bus for all three phases separately and the sum
of the phases’ power flow are shown in Figure 4. As expected, the total three-phase
power flow is constant. Figure 5 shows power losses in the transmission line for all
three phases separately and the three-phase power losses. Again, the total
three-phase power losses are constant.

Figures 6–10 show the time responses of the electrical quantities if oscillations
occur in the rotor speed. The parameters of the generator’s internal voltage and
infinite bus voltage are shown in Table 3.

Ra = 0.0011 [pu] Xs = 0.9 [pu]

Re = 0.02 [pu] Xe = 0.4 [pu]

Table 1.
The synchronous generator’s and transmission line’s impedances.

Figure 2.
Synchronous generator’s internal voltages for all three phases: v1a(t), v1b(t), and v1c(t).
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For better insight, Figure 6 shows the instantaneous values of the synchronous
generator’s internal voltage for phase a. The oscillations are visible in amplitude and
in frequency.

Figure 7 shows the instantaneous values of the synchronous generator’s internal
voltages for all three phases. Currents in the transmission lines are shown in
Figure 8. Power flow to the infinite bus for all three phases separately and the
instantaneous value of the three-phase power flow are shown in Figure 9. In this
case, due to oscillations in rotor speed, and, consequently, oscillations in the inter-
nal voltages, the total three-phase power flow is not constant. Figure 10 shows
power losses in the transmission line for all three phases separately and the three-
phase power losses. Again, total three-phase power losses are not constant.

Figure 4.
Instantaneous three-phase power flow to the infinite bus PIB(t) (constant), and instantaneous power flow to the
infinite bus for different phases PIBa(t), PIBb(t), and PIBc(t).

Figure 3.
Transmission line currents for all three phases: ia(t), ib(t), and ic(t).

246

Automation and Control

Figure 5.
Instantaneous three-phase power losses in the transmission line PL(t) (constant) and instantaneous power losses
in the transmission line for different phases PIBa(t), PIBb(t), and PIBc(t).

V1e = 1.0 [pu] φ1 = 40 [°]

V2e = 1.0 [pu] φ1 = 0 [°]

Aao = 0.0 [pu] Fao = 0 [Hz]

Afo = 0.0 [pu] Ffo = 0 [Hz]

Table 2.
The parameters of the internal voltage and infinite bus voltage, without oscillations.

Figure 6.
Synchronous generator’s internal voltages for phase a: v1a(t).
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For better insight, Figure 6 shows the instantaneous values of the synchronous
generator’s internal voltage for phase a. The oscillations are visible in amplitude and
in frequency.

Figure 7 shows the instantaneous values of the synchronous generator’s internal
voltages for all three phases. Currents in the transmission lines are shown in
Figure 8. Power flow to the infinite bus for all three phases separately and the
instantaneous value of the three-phase power flow are shown in Figure 9. In this
case, due to oscillations in rotor speed, and, consequently, oscillations in the inter-
nal voltages, the total three-phase power flow is not constant. Figure 10 shows
power losses in the transmission line for all three phases separately and the three-
phase power losses. Again, total three-phase power losses are not constant.

Figure 4.
Instantaneous three-phase power flow to the infinite bus PIB(t) (constant), and instantaneous power flow to the
infinite bus for different phases PIBa(t), PIBb(t), and PIBc(t).

Figure 3.
Transmission line currents for all three phases: ia(t), ib(t), and ic(t).
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Figure 5.
Instantaneous three-phase power losses in the transmission line PL(t) (constant) and instantaneous power losses
in the transmission line for different phases PIBa(t), PIBb(t), and PIBc(t).

V1e = 1.0 [pu] φ1 = 40 [°]

V2e = 1.0 [pu] φ1 = 0 [°]

Aao = 0.0 [pu] Fao = 0 [Hz]

Afo = 0.0 [pu] Ffo = 0 [Hz]

Table 2.
The parameters of the internal voltage and infinite bus voltage, without oscillations.

Figure 6.
Synchronous generator’s internal voltages for phase a: v1a(t).
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From Figures 2–10, it is seen clearly that the rotor speed oscillations cause the
oscillation in the transmitted power. The sum of the transmitted powers of the
individual phases is no longer constant (Figure 9), as is the case for the balanced
three-phase symmetric systems without oscillations (Figure 4). These oscillations
reduce the transmission capability and quality. To ensure the power transmission
with minimal power oscillations, it is necessary to reduce the rotor speed oscilla-
tions.

A thorough numerical analysis was performed to estimate the influence of the
rotor speed oscillations on the power system losses. Some results are presented in
Tables 4 and 5. Table 4 shows the impact of the rotor speed oscillations on the

Figure 7.
Synchronous generator’s internal voltages for all three phases: v1a(t), v1b(t), and v1c(t).

Figure 8.
Transmission line currents for all three phases: ia(t), ib(t), and ic(t).
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Figure 10.
Three-phase power losses in the transmission line PL(t) (violet) and instantaneous power losses in the
transmission line for different phases PIBa(t), PIBb(t), and PIBc(t).

V1e = 1.0 [pu] φ1 = 40 [°]

V2e = 1.0 [pu] φ1 = 0 [°]

Aao = 0.1 [pu] Fao = 2 [Hz]

Afo = 0.1 [pu] Ffo = 2 [Hz]

Table 3.
The parameters of the internal voltage and infinite bus voltage, with oscillations in internal voltage.

Figure 9.
Three-phase power flow to the infinite bus PIB(t) (violet) and instantaneous power flow to the infinite bus for
different phases PIBa(t), PIBb(t), and PIBc(t).
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From Figures 2–10, it is seen clearly that the rotor speed oscillations cause the
oscillation in the transmitted power. The sum of the transmitted powers of the
individual phases is no longer constant (Figure 9), as is the case for the balanced
three-phase symmetric systems without oscillations (Figure 4). These oscillations
reduce the transmission capability and quality. To ensure the power transmission
with minimal power oscillations, it is necessary to reduce the rotor speed oscilla-
tions.

A thorough numerical analysis was performed to estimate the influence of the
rotor speed oscillations on the power system losses. Some results are presented in
Tables 4 and 5. Table 4 shows the impact of the rotor speed oscillations on the

Figure 7.
Synchronous generator’s internal voltages for all three phases: v1a(t), v1b(t), and v1c(t).

Figure 8.
Transmission line currents for all three phases: ia(t), ib(t), and ic(t).
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Figure 10.
Three-phase power losses in the transmission line PL(t) (violet) and instantaneous power losses in the
transmission line for different phases PIBa(t), PIBb(t), and PIBc(t).

V1e = 1.0 [pu] φ1 = 40 [°]

V2e = 1.0 [pu] φ1 = 0 [°]

Aao = 0.1 [pu] Fao = 2 [Hz]

Afo = 0.1 [pu] Ffo = 2 [Hz]

Table 3.
The parameters of the internal voltage and infinite bus voltage, with oscillations in internal voltage.

Figure 9.
Three-phase power flow to the infinite bus PIB(t) (violet) and instantaneous power flow to the infinite bus for
different phases PIBa(t), PIBb(t), and PIBc(t).
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losses by active power generation. The results are presented in two different oper-
ating points. In the first one, the electric angle between generator internal voltage
and infinite bus voltage was 10°, and, in the second one, the angle amounts to 40°.
The results of the rotor speed oscillations’ variations are presented in the amplitude
range from 0 to 20% of the synchronous speed by frequencies 1 and 2 [Hz]. From
the obtained results, it is evident that there is no influence of the oscillations on
power losses in the transmission line.

Table 5 shows the impact of the rotor speed oscillations on the losses by reactive
power generation. The results are presented at two different operating points. In the
first one, the generator’s internal voltage was 10% bigger than the infinite bus
voltage, and, in the second one, the difference amounts to 50%. The results of rotor
speed oscillations’ variations are presented in the amplitude range from 0 to 20% of
the synchronous speed by frequencies 1 and 2 [Hz]. From the results, it is obvious

V1e V2e φ1 φ2 Aao Afo Fao Ffo PIB PL pL

1.0 1.0 10 0 0.0 0.0 0 0 0.40 1.1�10�3 0.3

1.0 1.0 10 0 0.1 0.1 1 1 0.40 1.5�10�3 0.4

1.0 1.0 10 0 0.1 0.1 2 2 0.40 1.5�10�3 0.4

1.0 1.0 10 0 0.2 0.2 1 1 0.40 2.6�10�3 0.6

1.0 1.0 10 0 0.2 0.2 2 2 0.40 2.5�10�3 0.6

1.0 1.0 40 0 0.0 0.0 1 1 1.47 1.8�10�2 1.2

1.0 1.0 40 0 0.1 0.1 1 1 1.47 1.8�10�2 1.2

1.0 1.0 40 0 0.1 0.1 2 2 1.46 1.9�10�2 1.3

1.0 1.0 40 0 0.2 0.2 1 1 1.46 1.9�10�2 1.3

1.0 1.0 40 0 0.2 0.2 2 2 1.46 1.9�10�2 1.3

Table 4.
Mean values of three-phase transmitted power to the infinite bus (PIB) and three-phase power losses in the
transmission line PL as a function of the angle between the generator’s internal voltage and infinite bus voltage
(φ1-φ2) by different amplitudes (Aao, Afo) and frequencies (Fao, Ffo) of amplitude and frequency oscillations
in the generator’s internal voltage by active power transmission.

V1e V2e φ1 φ2 Aao Afo Fao Ffo PIB PL pL

1.1 1.0 0 0 0.0 0.0 0 0 3.7�10�3 3.7�10�4 10

1.1 1.0 0 0 0.1 0.1 1 1 3.6�10�3 7.9�10�4 22

1.1 1.0 0 0 0.1 0.1 2 2 3.6�10�3 7.7�10�4 21

1.1 1.0 0 0 0.2 0.2 1 1 3.3�10�3 2.0�10�3 61

1.1 1.0 0 0 0.2 0.2 2 2 3.3�10�3 2.0�10�3 61

1.5 1.0 0 0 0.0 0.0 0 0 1.9�10�2 9.4�10�3 50

1.5 1.0 0 0 0.1 0.1 1 1 1.9�10�2 1.0�10�2 54

1.5 1.0 0 0 0.1 0.1 2 2 1.9�10�2 1.0�10�2 54

1.5 1.0 0 0 0.2 0.2 1 1 1.8�10�2 1.2�10�2 66

1.5 1.0 0 0 0.2 0.2 2 2 1.8�10�2 1.2�10�2 66

Table 5.
Mean values of three-phase transmitted power to the infinite bus (PIB) and three-phase power losses in the
transmission line PL as a function of the generator’s internal voltage (V1e) by different amplitudes (Aao, Afo)
and frequencies (Fao, Ffo) of amplitude and frequency oscillations in the generator’s internal voltage by reactive
power transmission.
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that the influence of the oscillations on power losses in the transmission line
is negligible.

3.2 Dynamic analysis

The Heffron-Phillips model described in Section 2 is used for the analysis of the
dynamic characteristics of the synchronous generator. The impact of the inputs’
variations on the oscillations is studied on the synchronous generator with the
following data [4]:

New parameters in Table 6 are as follows: SN is nominal power [MVA], VN is
nominal voltage [kV], cos φN is a nominal power factor, and x’d is unsaturated
d-axis transient reactance [pu].

From the data in Table 6, the equilibrium state for the Heffron-Phillips model is
calculated by means of a phasor diagram. Phasor equations permit the solution of
the initial conditions that exist prior to the application of the inputs’ variations. The
linearization coefficients of the Heffron-Phillips model are calculated for the syn-
chronous generator with data in Table 6 and for the calculated equilibrium state’s
data. The linearization coefficients for nominal operating point (PN = 1 [pu], cos
φN = 0.85), and eigenvalues of the Heffron-Phillips model (λ1, λ2, and λ3) are
presented in Table 7.

The linearized Heffron-Phillips model of a synchronous generator has three
eigenvalues. The damping ratio and frequency of rotor angle oscillation are seen
directly from the dominant conjugate complex eigenvalues. Therefore, it is very
transparent to investigate the dependence of the synchronous generator’s oscillation
dynamics from the operating point by means of eigenvalue analysis. By changing
the operating point, the Heffron-Phillips model’s eigenvalues also change.

Transient response of the synchronous generator with data in Table 6 and
nominal operating point with data in Table 7 are shown in Figures 11–13. Step
changes are simulated in both generator’s inputs. Figure 11 shows the simulated

SN = 160 [MVA] VN = 15 [kV] cos φN = 0.85

ωs = 377 [rad s�1]

T’d0 = 5.9 [pu] H = 2.37 [s] D = 2.0 [pu]

Re = 0.02 [pu] Le = 0.4 [pu] VIB = 1.0 [pu]

Rs = 0.0011 [pu] RF = 0.0007 [pu] x’d = 0.245 [pu]

Ld = 1.700 [pu] Lq = 1.640 [pu] LF = 0.101 [pu]

LD = 0.055 [pu] LQ = 0.036 [pu] LAD = 1.550 [pu]

ld = 0.150 [pu] lq = 0.150 [pu] LAQ = 1.490 [pu]

Table 6.
Data of the synchronous generator used for dynamic analysis [4].

PN = 1.0 [pu] QN = 0.62 [pu] cos φN = 0.85

K1 = 1.4478 K2 = 1.3174 K3 = 0.3072

K4 = 1.8052 K5 = 0.0294 K6 = 0.5257

λ1 = �0.3502 + 10.7270i λ2 = �0.3502 � 10.7270i λ3 = �0.2732

Table 7.
Linearization parameters and eigenvalues of the Heffron-Phillips model in the nominal operating point.
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losses by active power generation. The results are presented in two different oper-
ating points. In the first one, the electric angle between generator internal voltage
and infinite bus voltage was 10°, and, in the second one, the angle amounts to 40°.
The results of the rotor speed oscillations’ variations are presented in the amplitude
range from 0 to 20% of the synchronous speed by frequencies 1 and 2 [Hz]. From
the obtained results, it is evident that there is no influence of the oscillations on
power losses in the transmission line.

Table 5 shows the impact of the rotor speed oscillations on the losses by reactive
power generation. The results are presented at two different operating points. In the
first one, the generator’s internal voltage was 10% bigger than the infinite bus
voltage, and, in the second one, the difference amounts to 50%. The results of rotor
speed oscillations’ variations are presented in the amplitude range from 0 to 20% of
the synchronous speed by frequencies 1 and 2 [Hz]. From the results, it is obvious

V1e V2e φ1 φ2 Aao Afo Fao Ffo PIB PL pL

1.0 1.0 10 0 0.0 0.0 0 0 0.40 1.1�10�3 0.3

1.0 1.0 10 0 0.1 0.1 1 1 0.40 1.5�10�3 0.4

1.0 1.0 10 0 0.1 0.1 2 2 0.40 1.5�10�3 0.4

1.0 1.0 10 0 0.2 0.2 1 1 0.40 2.6�10�3 0.6

1.0 1.0 10 0 0.2 0.2 2 2 0.40 2.5�10�3 0.6

1.0 1.0 40 0 0.0 0.0 1 1 1.47 1.8�10�2 1.2

1.0 1.0 40 0 0.1 0.1 1 1 1.47 1.8�10�2 1.2

1.0 1.0 40 0 0.1 0.1 2 2 1.46 1.9�10�2 1.3

1.0 1.0 40 0 0.2 0.2 1 1 1.46 1.9�10�2 1.3

1.0 1.0 40 0 0.2 0.2 2 2 1.46 1.9�10�2 1.3

Table 4.
Mean values of three-phase transmitted power to the infinite bus (PIB) and three-phase power losses in the
transmission line PL as a function of the angle between the generator’s internal voltage and infinite bus voltage
(φ1-φ2) by different amplitudes (Aao, Afo) and frequencies (Fao, Ffo) of amplitude and frequency oscillations
in the generator’s internal voltage by active power transmission.

V1e V2e φ1 φ2 Aao Afo Fao Ffo PIB PL pL

1.1 1.0 0 0 0.0 0.0 0 0 3.7�10�3 3.7�10�4 10

1.1 1.0 0 0 0.1 0.1 1 1 3.6�10�3 7.9�10�4 22

1.1 1.0 0 0 0.1 0.1 2 2 3.6�10�3 7.7�10�4 21

1.1 1.0 0 0 0.2 0.2 1 1 3.3�10�3 2.0�10�3 61

1.1 1.0 0 0 0.2 0.2 2 2 3.3�10�3 2.0�10�3 61

1.5 1.0 0 0 0.0 0.0 0 0 1.9�10�2 9.4�10�3 50

1.5 1.0 0 0 0.1 0.1 1 1 1.9�10�2 1.0�10�2 54

1.5 1.0 0 0 0.1 0.1 2 2 1.9�10�2 1.0�10�2 54

1.5 1.0 0 0 0.2 0.2 1 1 1.8�10�2 1.2�10�2 66

1.5 1.0 0 0 0.2 0.2 2 2 1.8�10�2 1.2�10�2 66

Table 5.
Mean values of three-phase transmitted power to the infinite bus (PIB) and three-phase power losses in the
transmission line PL as a function of the generator’s internal voltage (V1e) by different amplitudes (Aao, Afo)
and frequencies (Fao, Ffo) of amplitude and frequency oscillations in the generator’s internal voltage by reactive
power transmission.
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that the influence of the oscillations on power losses in the transmission line
is negligible.

3.2 Dynamic analysis

The Heffron-Phillips model described in Section 2 is used for the analysis of the
dynamic characteristics of the synchronous generator. The impact of the inputs’
variations on the oscillations is studied on the synchronous generator with the
following data [4]:

New parameters in Table 6 are as follows: SN is nominal power [MVA], VN is
nominal voltage [kV], cos φN is a nominal power factor, and x’d is unsaturated
d-axis transient reactance [pu].

From the data in Table 6, the equilibrium state for the Heffron-Phillips model is
calculated by means of a phasor diagram. Phasor equations permit the solution of
the initial conditions that exist prior to the application of the inputs’ variations. The
linearization coefficients of the Heffron-Phillips model are calculated for the syn-
chronous generator with data in Table 6 and for the calculated equilibrium state’s
data. The linearization coefficients for nominal operating point (PN = 1 [pu], cos
φN = 0.85), and eigenvalues of the Heffron-Phillips model (λ1, λ2, and λ3) are
presented in Table 7.

The linearized Heffron-Phillips model of a synchronous generator has three
eigenvalues. The damping ratio and frequency of rotor angle oscillation are seen
directly from the dominant conjugate complex eigenvalues. Therefore, it is very
transparent to investigate the dependence of the synchronous generator’s oscillation
dynamics from the operating point by means of eigenvalue analysis. By changing
the operating point, the Heffron-Phillips model’s eigenvalues also change.

Transient response of the synchronous generator with data in Table 6 and
nominal operating point with data in Table 7 are shown in Figures 11–13. Step
changes are simulated in both generator’s inputs. Figure 11 shows the simulated

SN = 160 [MVA] VN = 15 [kV] cos φN = 0.85

ωs = 377 [rad s�1]

T’d0 = 5.9 [pu] H = 2.37 [s] D = 2.0 [pu]

Re = 0.02 [pu] Le = 0.4 [pu] VIB = 1.0 [pu]

Rs = 0.0011 [pu] RF = 0.0007 [pu] x’d = 0.245 [pu]

Ld = 1.700 [pu] Lq = 1.640 [pu] LF = 0.101 [pu]

LD = 0.055 [pu] LQ = 0.036 [pu] LAD = 1.550 [pu]

ld = 0.150 [pu] lq = 0.150 [pu] LAQ = 1.490 [pu]

Table 6.
Data of the synchronous generator used for dynamic analysis [4].

PN = 1.0 [pu] QN = 0.62 [pu] cos φN = 0.85

K1 = 1.4478 K2 = 1.3174 K3 = 0.3072

K4 = 1.8052 K5 = 0.0294 K6 = 0.5257

λ1 = �0.3502 + 10.7270i λ2 = �0.3502 � 10.7270i λ3 = �0.2732

Table 7.
Linearization parameters and eigenvalues of the Heffron-Phillips model in the nominal operating point.
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trajectory of the turbine mechanical torque and rotor excitation voltage. Step
changes are selected in order to maximize the excitation of oscillations.

The responses of the generated electrical power and the stator voltage are shown
in Figure 12. The oscillations are seen clearly from the response of the generated
electrical power.

Figure 13 shows the response of the rotor speed and rotor angle on the inputs’
trajectories shown in Figure 11.

Figure 11.
Synchronous generator inputs’ trajectories: Mechanical torque Tm(t) [pu] and rotor excitation voltage Efd(t)
[pu], nominal operating point P = 1.0 [pu] and Q = 0.62 [pu].

Figure 12.
Synchronous generator outputs’ trajectories: Generated electrical power Pe(t) [pu] and stator terminal voltage
Vt(t) [pu], nominal operating point P = 1.0 [pu] and Q = 0.62 [pu].
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To evaluate the influence of the operating point on the synchronous generator’s
dynamics, the Heffron-Phillips model was calculated, and simulations were
performed at different operating points for different types of generators with dif-
ferent nominal values. From the obtained results, it was obvious that the dynamics
of the synchronous generator vary significantly.

In this text, results for the synchronous generator with data in Table 6 are
presented for the two most distinctive operating points:

• The operating point with high active power and low reactive power: P = 1.0
[pu] and Q = 0.1 [pu]. This point represents the strongly damped operating
point and, therefore, the less problematic case for testing of the PSS.

• The operating point with low active power and high reactive power P = 0.1
[pu] and Q = 1.0 [pu]. This point represents the weakly damped real operating
point and, therefore, the worst case for testing of the PSS.

Table 8 shows the linearization data and Heffron-Phillips model eigenvalues for
the operating point where active power is generated with very high power factor
cos φ.

The results of the simulation of the synchronous generator at operating point
P = 1 [pu] and Q = 0.1 [pu] are shown in Figures 14–16.

P = 1.0 [pu] Q = 0.1 [pu] cos φ = 0.995

K1 = 1.2506 K2 = 1.5867 K3 = 0.3072

K4 = 2.2164 K5 = �0.0730 K6 = 0.3693

λ1 = �0.4493 + 9.9715i λ2 = �0.4493 � 9.9715i λ3 = �0.0750

Table 8.
Linearization parameters and eigenvalues of the Heffron-Phillips model at operating point P = 1.0 [pu] and
Q = 0.1 [pu].

Figure 13.
Synchronous generator outputs’ trajectories: Rotor speed ω(t) [pu] and rotor angle δ(t) [degrees], nominal
operating point P = 1.0 [pu] and Q = 0.62 [pu].
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To evaluate the influence of the operating point on the synchronous generator’s
dynamics, the Heffron-Phillips model was calculated, and simulations were
performed at different operating points for different types of generators with dif-
ferent nominal values. From the obtained results, it was obvious that the dynamics
of the synchronous generator vary significantly.

In this text, results for the synchronous generator with data in Table 6 are
presented for the two most distinctive operating points:

• The operating point with high active power and low reactive power: P = 1.0
[pu] and Q = 0.1 [pu]. This point represents the strongly damped operating
point and, therefore, the less problematic case for testing of the PSS.

• The operating point with low active power and high reactive power P = 0.1
[pu] and Q = 1.0 [pu]. This point represents the weakly damped real operating
point and, therefore, the worst case for testing of the PSS.

Table 8 shows the linearization data and Heffron-Phillips model eigenvalues for
the operating point where active power is generated with very high power factor
cos φ.

The results of the simulation of the synchronous generator at operating point
P = 1 [pu] and Q = 0.1 [pu] are shown in Figures 14–16.

P = 1.0 [pu] Q = 0.1 [pu] cos φ = 0.995

K1 = 1.2506 K2 = 1.5867 K3 = 0.3072

K4 = 2.2164 K5 = �0.0730 K6 = 0.3693

λ1 = �0.4493 + 9.9715i λ2 = �0.4493 � 9.9715i λ3 = �0.0750

Table 8.
Linearization parameters and eigenvalues of the Heffron-Phillips model at operating point P = 1.0 [pu] and
Q = 0.1 [pu].

Figure 13.
Synchronous generator outputs’ trajectories: Rotor speed ω(t) [pu] and rotor angle δ(t) [degrees], nominal
operating point P = 1.0 [pu] and Q = 0.62 [pu].
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Table 9 shows the linearization data and Heffron-Phillips model eigenvalues for
other interesting operating points. In this case, almost only reactive power is gen-
erated—Power factor cos φ is very small.

The results of the simulation of the synchronous generator in operating point
P = 0.1 [pu] and Q = 1.0 [pu] are shown in Figures 17–19.

Figure 14.
Synchronous generator inputs’ trajectories: Mechanical torque Tm(t) [pu] and rotor excitation voltage Efd(t)
[pu], operating point P = 1.0 [pu] and Q = 0.1 [pu].

Figure 15.
Synchronous generator outputs’ trajectories: Generated electrical power Pe(t) [pu] and stator terminal voltage
Vt(t) [pu], operating point P = 1.0 [pu] and Q = 0.1 [pu].
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P = 0.1 [pu] Q = 1.0 [pu] cos φ = 0.099

K1 = 1.2614 K2 = 0.1631 K3 = 0.3072

K4 = 0.1219 K5 = 0.0185 K6 = 0.6207

λ1 = �0.2123 + 10.0141i λ2 = �0.2123 � 10.0141i λ3 = �0.5490

Table 9.
Linearization parameters and eigenvalues of the Heffron-Phillips model at operating point P = 0.1 [pu] and
Q = 1.0 [pu].

Figure 16.
Synchronous generator outputs’ trajectories: Rotor speed ω(t) [pu] and rotor angle δ(t) [degrees], operating
point P = 1.0 [pu] and Q = 0.1 [pu].

Figure 17.
Synchronous generator inputs’ trajectories: Mechanical torque Tm(t) [pu] and rotor excitation voltage Efd(t)
[pu], operating point P = 0.1 [pu] and Q = 1.0 [pu].
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P = 0.1 [pu] Q = 1.0 [pu] cos φ = 0.099

K1 = 1.2614 K2 = 0.1631 K3 = 0.3072

K4 = 0.1219 K5 = 0.0185 K6 = 0.6207

λ1 = �0.2123 + 10.0141i λ2 = �0.2123 � 10.0141i λ3 = �0.5490

Table 9.
Linearization parameters and eigenvalues of the Heffron-Phillips model at operating point P = 0.1 [pu] and
Q = 1.0 [pu].

Figure 16.
Synchronous generator outputs’ trajectories: Rotor speed ω(t) [pu] and rotor angle δ(t) [degrees], operating
point P = 1.0 [pu] and Q = 0.1 [pu].

Figure 17.
Synchronous generator inputs’ trajectories: Mechanical torque Tm(t) [pu] and rotor excitation voltage Efd(t)
[pu], operating point P = 0.1 [pu] and Q = 1.0 [pu].
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From the analysis of the effect of different loadings on the synchronous genera-
tor dynamic characteristics, it can be concluded that the variations in the machine
dynamics are considerable in the entire operating range, and, therefore, a control
system is necessary for damping of the oscillations. From the comparison of the
responses across different operating points, it is obvious that the present system is
nonlinear and that the conventional linear control theory does not provide adequate
damping throughout the entire operating area. Therefore, the implementation of a
robust or adaptive control theory is meaningful.

Figure 19.
Synchronous generator outputs’ trajectories: Rotor speed ω(t) [pu] and rotor angle δ(t) [degrees], operating
point P = 0.1 [pu] and Q = 1.0 [pu].

Figure 18.
Synchronous generator outputs’ trajectories: Generated electrical power Pe(t) [pu] and stator terminal voltage
Vt(t) [pu], operating point P = 0.1 [pu] and Q = 1.0 [pu].
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4. Conventional control system for synchronous generator’s rotor
excitation equipment

Two principal control systems affect a synchronous generator directly: a gover-
nor control system and an excitation control system. The governor control system
controls the mechanical power from a steam or water turbine by opening or closing
valves regulating the steam or water flow. The response of the governor control
system is too slow to damp the synchronous generator’s oscillations, which are
mainly in the frequency range 0.5–2.5 Hz. Damping the oscillations is possible only
with the excitation control system. The excitation control system (also called an
automatic voltage regulator) changes the rotor field voltage (and current) in such a
way that the generator’s output voltage is the same (or close enough) to the refer-
ence voltage. In modern power plants, the thyristor or transistor rectifiers are used
mainly to generate the required voltage for rotor winding. The electrical power flow
from the excitation system is much smaller than the mechanical power flow. This,
and the fact that semiconductor components are used in the excitation system
instead of mechanical ones, is the reason that the excitation system is significantly
faster than the governor system. Therefore, an exciter is used for the damping of the
oscillations.

A conventional linear PSS approach is based on utilization of the static excitation
system. Through this system, the PSS changes the field excitation voltage of a
synchronous generator. An additional component of an electrical torque is gener-
ated as a consequence. This torque must be in phase with the rotor speed and thus
increases damping of the synchronous generator [9]. Figure 20 presents a block
diagram of the Heffron-Phillips model of synchronous generator equipped with an
excitation system, voltage controller, and power system stabilizer [10]. The gener-
ator’s output voltage is compared with a reference voltage, and the calculated error
is driven to the rectifier with an integrated voltage controller. The rectifier with the
voltage controller is presented with the first-order model. The PSS input represents
one or more signals in which oscillations are visible. The PSS generates an additional
signal, which is added to the voltage error.

Figure 20.
Block diagram of the Heffron-Phillips model of synchronous generator equipped with excitation system, voltage
controller, and power system stabilizer.
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system. Through this system, the PSS changes the field excitation voltage of a
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ated as a consequence. This torque must be in phase with the rotor speed and thus
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diagram of the Heffron-Phillips model of synchronous generator equipped with an
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ator’s output voltage is compared with a reference voltage, and the calculated error
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voltage controller is presented with the first-order model. The PSS input represents
one or more signals in which oscillations are visible. The PSS generates an additional
signal, which is added to the voltage error.
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The symbols in Figure 20 represent the following: kes and Tes are the excitation
system gain [pu.] and the time constant [s], respectively, Efd,ref is the reference for
field excitation voltage Efd (both in [pu]), while uPSS, yPSS, and GPSS(s) are the PSS
input, the output (both in [pu]), and the transfer function, respectively. As for the
variables of the Heffron-Phillips model, subscript Δ denotes the deviation of the
variables from the steady-state operating points, and s is the Laplace complex
variable.

For PSS input uPSSΔ, the variables must be used which contain information about
oscillations. These variables are electrical power, rotor angle, rotor speed, fre-
quency, terminal voltage, and acceleration torque. The electrical power is selected
commonly as the input to the PSS. The output of the PSS, yPSSΔ, is the control signal
for the excitation system. A transfer function of a conventional linear PSS is
represented as follows:

GPSS sð Þ ¼ yPSS sð Þ
uPSS sð Þ ¼ kPSS

sT1 þ 1
sT2 þ 1

� �
sT3 þ 1
sT4 þ 1

� �
sTw

sTw þ 1

� �
Gaaf sð Þ (20)

where kPSS denotes the stabilizer gain [pu]; T1,T2,T3, and T4 are time constants
of the stabilizers lead–lag compensators [s]; Tw is the time constant of the high-pass
(washout) filter [s]; and Gaaf(s) is the transfer function of the low-pass
(antialiasing) filter.

Based on the block diagram in Figure 20 and the transfer function in (Eq. (6)),
the IEEE Association established the IEEE Standard for the PSS studies [11]. The
Standard enables the unification of commercial applications of PSS. The Standard
sets out four basic types of PSS, which differ mainly with regard to the available
input and degree of the transfer function. Most of the commercial PSS are realized
on the standardized proposals.

For synthesis of a PSS, knowledge is required of a mathematical model of a
synchronous generator with an excitation system. The required model is calculated
from the known data of a synchronous generator, or by means of identification.
Usage of systematic methods for tuning parameters of conventional PSS assures
effective damping for the nominal operating point, though with a significantly
decreased damping for some non-nominal operating points. The other disadvan-
tages of these methods are the requirement of the synchronous generator mathe-
matical model’s parameters and the time-consuming tuning. Therefore, in practice,
the systematic methods are rarely implemented. Hence, neither optimal damping in
the nominal operating point nor stable operation is secured in the entire operating
range. The implementations of an incorrectly tuned PSS could be harmful. Such PSS
are, in practice, often turned off [12].

Due to a mathematical model of a synchronous generator not being available,
sophisticated and time-consuming synthesis of the conventional linear PSS, and its
proven non-optimum damping in the entire operating range of synchronous gener-
ator, advanced control theories are recommended for the PSS implementation.

5. Robust PSS

Among many robust control approaches, the sliding mode control is one of the
most interesting. The main advantages of this control are its insensitivity to param-
eter variations, rejection of disturbances, a decoupling design procedure, and sim-
ple implementations by means of power converters [13].

The fundamentals of the sliding mode control theory date back to the late 1950s.
Since that time, new research directions emerged, due to the appearance of new
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classes of control problems, new mathematical methods, and new prospects of
implementation [13–15].

A modification of the sliding mode control based on the decoupling principle
will be used for the proposed PSS design. The mathematical model of the controlled
plant must be transformed to a regular form:

_xRF1 tð Þ ¼ ARF11xRF1 tð Þ þARF12xRF2 tð Þ (21)

_xRF2 tð Þ ¼ ARF21xRF1 tð Þ þARF22xRF2 tð Þ þ BRF2up tð Þ (22)

where ARFij (i,j = 1,2) and BRF2 are constant matrices of relevant dimensions,
xRF1 tð Þ∈ℜn�m and xRF2 tð Þ∈ℜm are state-space vectors, and up(t) is a controlled
plant input vector. Matrix BRF2 must be nonsingular.

For the PSS design being based on the simplified linearized model of synchro-
nous generator, a state-space vector in regular form xRF(t), where n = 3 and m = 1,
could be selected as

xRF tð Þ ¼ xRF1 tð Þ
xRF2 tð Þ

� �
where : xRF1 tð Þ ¼ δΔ tð Þ

_δΔ tð Þ

� �
and xRF2 tð Þ ¼ €δΔ tð Þ (23)

Sliding mode control for implementation in PSS requires knowledge of all state-
space variables of the synchronous generator’s regular form model. Measurements
of electrical power, rotor speed, and terminal voltage are feasible only at the syn-
chronous generator. For the sliding mode control, the state-space variables for the
regular form model need to be calculated from the measured variables. To calculate
regular form state-space variables, firstly, variables δΔ(t) and E’qΔ(t) can be calcu-
lated by inverting (Eq. (19)), such as

δΔ tð Þ
E0qΔ tð Þ

" #
¼ 1

K1K6 � K2K5

K6 ‐K2

‐K5 K1

� �
PeΔ tð Þ
VtΔ tð Þ

� �
(24)

Finally, state-space variables xRF1(t) and xRF2(t) can be calculated with trans-
formation

δΔ tð Þ
_δΔ tð Þ
€δΔ tð Þ

2
64

3
75 ¼

1 0 0

0 ωr 0

�K1ωs

2H
�Dωs

2H
�K2ωs

2H

2
664

3
775

δΔ tð Þ
ωΔ tð Þ
E0qΔ tð Þ

2
64

3
75 (25)

In such a way, the state-space variables could be obtained without explicit
differentiation.

A sliding surface was selected, such that the rotor’s angle deviation and rotor’s
speed deviation converged exponentially to zero. For this aim, a linear equation of
the sliding surface was selected:

s tð Þ ¼ DxRF1 tð Þ þ xRF2 tð Þ, s tð Þ∈ℜm (26)

When the sliding mode appears on manifold s(t) = 0 where xRF2(t) = –DxRF1(t),
the system behavior is governed by (n-m)-th-order equation

_xRF1 ¼ ARF11 �ARF12Dð ÞxRF1 (27)

To obtain the required dynamic properties of the control system, we assigned
eigenvalues of a closed-loop system with a linear feedback. For the controllable
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GPSS sð Þ ¼ yPSS sð Þ
uPSS sð Þ ¼ kPSS

sT1 þ 1
sT2 þ 1

� �
sT3 þ 1
sT4 þ 1

� �
sTw

sTw þ 1

� �
Gaaf sð Þ (20)

where kPSS denotes the stabilizer gain [pu]; T1,T2,T3, and T4 are time constants
of the stabilizers lead–lag compensators [s]; Tw is the time constant of the high-pass
(washout) filter [s]; and Gaaf(s) is the transfer function of the low-pass
(antialiasing) filter.

Based on the block diagram in Figure 20 and the transfer function in (Eq. (6)),
the IEEE Association established the IEEE Standard for the PSS studies [11]. The
Standard enables the unification of commercial applications of PSS. The Standard
sets out four basic types of PSS, which differ mainly with regard to the available
input and degree of the transfer function. Most of the commercial PSS are realized
on the standardized proposals.

For synthesis of a PSS, knowledge is required of a mathematical model of a
synchronous generator with an excitation system. The required model is calculated
from the known data of a synchronous generator, or by means of identification.
Usage of systematic methods for tuning parameters of conventional PSS assures
effective damping for the nominal operating point, though with a significantly
decreased damping for some non-nominal operating points. The other disadvan-
tages of these methods are the requirement of the synchronous generator mathe-
matical model’s parameters and the time-consuming tuning. Therefore, in practice,
the systematic methods are rarely implemented. Hence, neither optimal damping in
the nominal operating point nor stable operation is secured in the entire operating
range. The implementations of an incorrectly tuned PSS could be harmful. Such PSS
are, in practice, often turned off [12].

Due to a mathematical model of a synchronous generator not being available,
sophisticated and time-consuming synthesis of the conventional linear PSS, and its
proven non-optimum damping in the entire operating range of synchronous gener-
ator, advanced control theories are recommended for the PSS implementation.

5. Robust PSS

Among many robust control approaches, the sliding mode control is one of the
most interesting. The main advantages of this control are its insensitivity to param-
eter variations, rejection of disturbances, a decoupling design procedure, and sim-
ple implementations by means of power converters [13].

The fundamentals of the sliding mode control theory date back to the late 1950s.
Since that time, new research directions emerged, due to the appearance of new
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classes of control problems, new mathematical methods, and new prospects of
implementation [13–15].

A modification of the sliding mode control based on the decoupling principle
will be used for the proposed PSS design. The mathematical model of the controlled
plant must be transformed to a regular form:

_xRF1 tð Þ ¼ ARF11xRF1 tð Þ þARF12xRF2 tð Þ (21)

_xRF2 tð Þ ¼ ARF21xRF1 tð Þ þARF22xRF2 tð Þ þ BRF2up tð Þ (22)

where ARFij (i,j = 1,2) and BRF2 are constant matrices of relevant dimensions,
xRF1 tð Þ∈ℜn�m and xRF2 tð Þ∈ℜm are state-space vectors, and up(t) is a controlled
plant input vector. Matrix BRF2 must be nonsingular.

For the PSS design being based on the simplified linearized model of synchro-
nous generator, a state-space vector in regular form xRF(t), where n = 3 and m = 1,
could be selected as

xRF tð Þ ¼ xRF1 tð Þ
xRF2 tð Þ

� �
where : xRF1 tð Þ ¼ δΔ tð Þ

_δΔ tð Þ

� �
and xRF2 tð Þ ¼ €δΔ tð Þ (23)

Sliding mode control for implementation in PSS requires knowledge of all state-
space variables of the synchronous generator’s regular form model. Measurements
of electrical power, rotor speed, and terminal voltage are feasible only at the syn-
chronous generator. For the sliding mode control, the state-space variables for the
regular form model need to be calculated from the measured variables. To calculate
regular form state-space variables, firstly, variables δΔ(t) and E’qΔ(t) can be calcu-
lated by inverting (Eq. (19)), such as

δΔ tð Þ
E0qΔ tð Þ

" #
¼ 1

K1K6 � K2K5

K6 ‐K2

‐K5 K1

� �
PeΔ tð Þ
VtΔ tð Þ

� �
(24)

Finally, state-space variables xRF1(t) and xRF2(t) can be calculated with trans-
formation

δΔ tð Þ
_δΔ tð Þ
€δΔ tð Þ

2
64

3
75 ¼

1 0 0

0 ωr 0

�K1ωs

2H
�Dωs

2H
�K2ωs

2H

2
664

3
775

δΔ tð Þ
ωΔ tð Þ
E0qΔ tð Þ

2
64

3
75 (25)

In such a way, the state-space variables could be obtained without explicit
differentiation.

A sliding surface was selected, such that the rotor’s angle deviation and rotor’s
speed deviation converged exponentially to zero. For this aim, a linear equation of
the sliding surface was selected:

s tð Þ ¼ DxRF1 tð Þ þ xRF2 tð Þ, s tð Þ∈ℜm (26)

When the sliding mode appears on manifold s(t) = 0 where xRF2(t) = –DxRF1(t),
the system behavior is governed by (n-m)-th-order equation

_xRF1 ¼ ARF11 �ARF12Dð ÞxRF1 (27)

To obtain the required dynamic properties of the control system, we assigned
eigenvalues of a closed-loop system with a linear feedback. For the controllable
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system described with (Eqs. (21), (22)), there exists matrix D, which ensures the
desired eigenvalues of the system in (Eq. (27)).

In the first stage of design of the sliding mode, we chose the desired eigenvalues
of the system described with (Eq. (27)). From the desired eigenvalues, we deter-
mined matrix D as the solution to the (n-m)-th-order eigenvalue task. Matrix D
determines the equation of discontinuous sliding surfaces (Eq. (27)).

The second stage of the design procedure is the selection of the discontinuous
control law, such that the sliding mode always arises at manifold s(t) = 0, which is
equivalent to the stability of the origin in m-dimensional space s(t). The dynamics
on the s(t) space are described by the equation

_s tð Þ ¼ DARF11 þARF21½ �xRF1 tð Þ þ DARF12 þARF22½ �xRF2 tð Þ þ BRF2u tð Þ
¼ ExRF tð Þ þ BRF2up tð Þ (28)

An appropriate choice of the control law represents the discontinuous control
described with

up tð Þ ¼ �g xRF tð Þj jB�1RF2 sgn s tð Þ (29)

where xRF tð Þj j is the sum of vector xRF tð Þ component moduli and g is the
constant.

The selected discontinuous control leads to

_s tð Þ ¼ ExRF tð Þ � g xRF tð Þj j sgn s tð Þ (30)

There exists such positive value of g that the functions s tð Þ and _s tð Þhave different
signs. It means that the sliding mode will occur on a discontinuity surface. The
influence of discontinuity of the control signal is reduced by varying the amplitude
of the control signal.

6. Adaptive PSS

Many examples with utilization of different adaptive techniques for realization of
PSS can be found in publications. The majority of PSS realizations are based on usage
of indirect adaptive control, where explicit identification of a mathematical model of
a synchronous generator is needed to be carried out [16, 17]. A transparent structure
of the adaptive control system with the separated identification algorithm and the
control law represents an advantage of indirect adaptive PSS. There are significantly
less publications available where usage of direct adaptive control for PSS is presented
[18]. The methods of direct adaptive control are more difficult to be utilized for the
conventional PSS structure than those for the indirect adaptive control. However,
their advantage is in not requiring explicit identification of the SG, and they are,
therefore, computationally less demanding. In this article, the developed robust PSS
will be compared with direct adaptive PSS which was studied in detail in [2].

The theoretical foundation for the used direct adaptive PSS is represented by a
theory of model reference adaptive control for almost strictly positive real plants.

The implemented direct adaptive control is considered for the controlled plant,
which is described by

_xp tð Þ ¼ Apxp tð Þ þ Bpup tð Þ (31)

yp tð Þ ¼ Cpxp tð Þ (32)
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where xp tð Þ∈ℜn is the controlled plant state-space vector, up tð Þ∈ℜmis the
controlled plant input vector, yp tð Þ∈ℜr is the controlled plant output vector, and
Ap, Bp, and Cp are the matrices of the appropriate dimensions.

It is assumed that:

• The range of the plant matrices parameters is bounded.

• All possible pairs Ap and Bp are controllable and output stabilizable.

• All possible pairs Ap and Cp are observable.

The reference model is described by

_xm tð Þ ¼ Amxm tð Þ þ Bmum tð Þ (33)

ym tð Þ ¼ Cmxm tð Þ (34)

where xm(t) is the model state vector, um(t) is the model command vector,
ym(t) is the model output vector, and Am, Bm, and Cm are matrices of appropriate
dimensions. The model is assumed to be stable. The dimension of the model state
may be less than the dimension of the plant state.

The output tracking error is defined as

ey tð Þ ¼ ym tð Þ � yp tð Þ (35)

The control up(t) for the plant output vector yp(t) to approximate “reasonably
well” the output of the reference model ym(t) without explicit knowledge of Ap, Bp,
and Cp is generated by the adaptive algorithm:

up tð Þ ¼ Ke tð Þey tð Þ þKx tð Þxm tð Þ þKu tð Þum tð Þ (36)

up tð Þ ¼ K tð Þr tð Þ (37)

where

K tð Þ ¼ Ke tð Þ,Kx tð Þ,Ku tð Þ½ � (38)

rT tð Þ ¼ eTy tð Þ,xT
m tð Þ,uT

m tð Þ
h i

: (39)

The adaptive gains K(t) are obtained as a combination of the “proportional” and
“integral” terms

K tð Þ ¼ KP tð Þ þKI tð Þ (40)

KP tð Þ ¼ ey tð ÞrT tð ÞT (41)

_KI tð Þ ¼ ey tð ÞrT tð ÞT� σKI tð Þ (42)

where σ term is introduced in order to avoid divergence of the integral gains in
the presence of disturbance and T and T are positive definite and positive semi-
definite adaptation coefficient matrices, respectively.

The necessary condition for asymptotic tracking when um(t) is a step command
is that the controlled plant is almost strictly positive real (ASPR) [19]. If the con-
trolled plant is not ASPR, the augmenting of the plant with a feedforward
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system described with (Eqs. (21), (22)), there exists matrix D, which ensures the
desired eigenvalues of the system in (Eq. (27)).

In the first stage of design of the sliding mode, we chose the desired eigenvalues
of the system described with (Eq. (27)). From the desired eigenvalues, we deter-
mined matrix D as the solution to the (n-m)-th-order eigenvalue task. Matrix D
determines the equation of discontinuous sliding surfaces (Eq. (27)).

The second stage of the design procedure is the selection of the discontinuous
control law, such that the sliding mode always arises at manifold s(t) = 0, which is
equivalent to the stability of the origin in m-dimensional space s(t). The dynamics
on the s(t) space are described by the equation

_s tð Þ ¼ DARF11 þARF21½ �xRF1 tð Þ þ DARF12 þARF22½ �xRF2 tð Þ þ BRF2u tð Þ
¼ ExRF tð Þ þ BRF2up tð Þ (28)

An appropriate choice of the control law represents the discontinuous control
described with

up tð Þ ¼ �g xRF tð Þj jB�1RF2 sgn s tð Þ (29)

where xRF tð Þj j is the sum of vector xRF tð Þ component moduli and g is the
constant.

The selected discontinuous control leads to

_s tð Þ ¼ ExRF tð Þ � g xRF tð Þj j sgn s tð Þ (30)

There exists such positive value of g that the functions s tð Þ and _s tð Þhave different
signs. It means that the sliding mode will occur on a discontinuity surface. The
influence of discontinuity of the control signal is reduced by varying the amplitude
of the control signal.

6. Adaptive PSS

Many examples with utilization of different adaptive techniques for realization of
PSS can be found in publications. The majority of PSS realizations are based on usage
of indirect adaptive control, where explicit identification of a mathematical model of
a synchronous generator is needed to be carried out [16, 17]. A transparent structure
of the adaptive control system with the separated identification algorithm and the
control law represents an advantage of indirect adaptive PSS. There are significantly
less publications available where usage of direct adaptive control for PSS is presented
[18]. The methods of direct adaptive control are more difficult to be utilized for the
conventional PSS structure than those for the indirect adaptive control. However,
their advantage is in not requiring explicit identification of the SG, and they are,
therefore, computationally less demanding. In this article, the developed robust PSS
will be compared with direct adaptive PSS which was studied in detail in [2].

The theoretical foundation for the used direct adaptive PSS is represented by a
theory of model reference adaptive control for almost strictly positive real plants.

The implemented direct adaptive control is considered for the controlled plant,
which is described by

_xp tð Þ ¼ Apxp tð Þ þ Bpup tð Þ (31)

yp tð Þ ¼ Cpxp tð Þ (32)
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where xp tð Þ∈ℜn is the controlled plant state-space vector, up tð Þ∈ℜmis the
controlled plant input vector, yp tð Þ∈ℜr is the controlled plant output vector, and
Ap, Bp, and Cp are the matrices of the appropriate dimensions.

It is assumed that:

• The range of the plant matrices parameters is bounded.

• All possible pairs Ap and Bp are controllable and output stabilizable.

• All possible pairs Ap and Cp are observable.

The reference model is described by

_xm tð Þ ¼ Amxm tð Þ þ Bmum tð Þ (33)

ym tð Þ ¼ Cmxm tð Þ (34)

where xm(t) is the model state vector, um(t) is the model command vector,
ym(t) is the model output vector, and Am, Bm, and Cm are matrices of appropriate
dimensions. The model is assumed to be stable. The dimension of the model state
may be less than the dimension of the plant state.

The output tracking error is defined as

ey tð Þ ¼ ym tð Þ � yp tð Þ (35)

The control up(t) for the plant output vector yp(t) to approximate “reasonably
well” the output of the reference model ym(t) without explicit knowledge of Ap, Bp,
and Cp is generated by the adaptive algorithm:

up tð Þ ¼ Ke tð Þey tð Þ þKx tð Þxm tð Þ þKu tð Þum tð Þ (36)

up tð Þ ¼ K tð Þr tð Þ (37)

where

K tð Þ ¼ Ke tð Þ,Kx tð Þ,Ku tð Þ½ � (38)

rT tð Þ ¼ eTy tð Þ,xT
m tð Þ,uT

m tð Þ
h i

: (39)

The adaptive gains K(t) are obtained as a combination of the “proportional” and
“integral” terms

K tð Þ ¼ KP tð Þ þKI tð Þ (40)

KP tð Þ ¼ ey tð ÞrT tð ÞT (41)

_KI tð Þ ¼ ey tð ÞrT tð ÞT� σKI tð Þ (42)

where σ term is introduced in order to avoid divergence of the integral gains in
the presence of disturbance and T and T are positive definite and positive semi-
definite adaptation coefficient matrices, respectively.

The necessary condition for asymptotic tracking when um(t) is a step command
is that the controlled plant is almost strictly positive real (ASPR) [19]. If the con-
trolled plant is not ASPR, the augmenting of the plant with a feedforward
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compensator is suggested, such that the augmented plant is ASPR. In this case, the
previously described adaptive controller may be utilized.

For the non-ASPR plant described by the transfer matrix

Gp sð Þ ¼ Cp sI�Ap
� ��1Bp (43)

the feedforward compensator is defined by the strictly proper transfer function
matrix Gff(s) with the realization

_sp tð Þ ¼ Assp tð Þ þ Bsup tð Þ (44)

rp tð Þ ¼ Dssp tð Þ (45)

Instead of the plant output yp(t), augmented output zp(t) is to be controlled:

zp tð Þ ¼ yp tð Þ þ rp tð Þ (46)

The augmented system is defined as

Ga sð Þ ¼ Gp sð Þ þGff sð Þ (47)

Feedforward compensator Gff(s) is an inverse of a (fictitious) stabilizing con-
troller for the plant and must be selected such that the resulting relative degree of
augmented plant Ga(s) is indeed 1. For example, if SISO plant Gp(s) is stabilizable
by a PD controller, one can use its inverse in a manner that is just a simple first-
order low-pass filter.

7. Results

The effectiveness of the proposed sliding mode PSS and direct adaptive PSS was
tested with the simulations of the seventh-order nonlinear model of the synchro-
nous generator in the entire operating range, numerically, as well as experimentally,
in the laboratory.

7.1 Robust PSS

A block diagram of the sliding mode PSS is shown in Figure 21.
A sliding mode controller requires measurements of three synchronous genera-

tor’s quantities: electrical power, rotor speed, and terminal voltage. Input filters are
low-pass filters to eliminate the measured noise. From these measured variables, the
state-space variables for the regular form model are calculated by means of state
transformation. State transformation is carried out by Eqs. (24) and (25). The
obtained regular form state-space variables are used in the control law described
with Eqs. (26) and (29). The output of the discontinuous control law is conducted in
the limiter. Hard type saturation of the PSS output was utilized, with a limited value
of �35% of the value of a nominal rotor excitation voltage. The set value represents
a limitation in a real excitation system.

For a synchronous generator with the data listed in Section 3, we selected
desired eigenvalues λ1,2 ¼ �2 for the system in (Eq. (27)). The following control law
parameters were calculated [2]:

D ¼ 4 4½ � B�1RF2 ¼ �0:06 g ¼ 350 (48)
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7.1.1 Nominal operating point

Figures 22–24 show the responses of the seventh-order nonlinear model of the
considered 160 MVA synchronous generator equipped with an excitation system

Figure 22.
Electrical power Pe(t) [pu] and rotor speed ω(t) [pu] at nominal operating point P = 1.0 [pu] and Q = 0.62
[pu], with robust PSS.

Figure 23.
Rotor angle δ(t) [pu] at nominal operating point P = 1.0 [pu] and Q = 0.62 [pu], with robust PSS.

Figure 21.
Block diagram of the sliding mode PSS.
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order low-pass filter.
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The effectiveness of the proposed sliding mode PSS and direct adaptive PSS was
tested with the simulations of the seventh-order nonlinear model of the synchro-
nous generator in the entire operating range, numerically, as well as experimentally,
in the laboratory.

7.1 Robust PSS

A block diagram of the sliding mode PSS is shown in Figure 21.
A sliding mode controller requires measurements of three synchronous genera-

tor’s quantities: electrical power, rotor speed, and terminal voltage. Input filters are
low-pass filters to eliminate the measured noise. From these measured variables, the
state-space variables for the regular form model are calculated by means of state
transformation. State transformation is carried out by Eqs. (24) and (25). The
obtained regular form state-space variables are used in the control law described
with Eqs. (26) and (29). The output of the discontinuous control law is conducted in
the limiter. Hard type saturation of the PSS output was utilized, with a limited value
of �35% of the value of a nominal rotor excitation voltage. The set value represents
a limitation in a real excitation system.

For a synchronous generator with the data listed in Section 3, we selected
desired eigenvalues λ1,2 ¼ �2 for the system in (Eq. (27)). The following control law
parameters were calculated [2]:

D ¼ 4 4½ � B�1RF2 ¼ �0:06 g ¼ 350 (48)
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and robust PSS to the step changes of the mechanical torque and the field excitation
voltage, as shown in Figure 11. The synchronous generator operates in in the
vicinity of the nominal operating point. Figures 22 and 23 show the generated
electrical power, rotor speed, and rotor angle at nominal operating point P = 1.0
[pu] and Q = 0.62 [pu].

Figure 24 shows the excitation voltage produced by a robust PSS at operating
point P = 1.0 [pu] and Q = 0.62 [pu]. The limits of the limiters are seen clearly.

7.1.2 Influence of load disturbance

During the operation in the entire operating range, the dynamics of the syn-
chronous generator vary significantly. The sliding mode controller with the calcu-
lated parameters was stable and robust and displayed the effective damping in all
operating conditions. The theoretical analysis of the invariance of the proposed
control system to the disturbances and the variation of the plant parameter are
described in detail in [20].

In this work, the results of the two most extreme operating points are presented
(the same operating points as described in Section 3.2):

• P = 1.0 [pu] and Q = 0.1 [pu]: This is a stable operation point with heavily
damped oscillations.

• P = 0.1 [pu] and Q = 1.0 [pu]: This is the critical operating point with weakly
damped oscillations.

Figure 25 shows the generated electrical power and rotor speed at operating
point P = 1.0 [pu] and Q = 0.1 [pu], and Figure 26 shows both quantities at
operating point P = 0.1 [pu] and Q = 1.0 [pu].

7.1.3 Influence of parameter deviations

To analyze the impact of parameter variations on the damping efficiency of the
proposed control systems, both control systems were tested at different operating
points for synchronous generators of different types and nominal powers. In this
work, the results are presented for a synchronous generator with nominal power 555
MVA. The data of the considered synchronous generator are shown in Table 10 [4].

The linearization coefficients for nominal operating point (PN = 1 [pu], cos
φN = 0.9) and eigenvalues of the Heffron-Phillips model (λ1, λ2, λ3) are presented in
Table 11.

The transient response of the noncontrolled synchronous generator with data in
Table 10 and nominal operating point data in Table 11 are shown in

Figure 24.
Excitation voltage EFD(t) [pu] at nominal operating point P = 1.0 [pu] and Q = 0.62 [pu], with robust PSS.
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Figure 26.
Electrical power Pe(t) [pu] and rotor speed ω(t) [pu] at operating point P = 0.1 [pu] and Q = 1.0 [pu], with
robust PSS.

Figure 25.
Electrical power Pe(t) [pu] and rotor speed ω(t) [pu] at operating point P = 1.0 [pu] and Q = 0.1 [pu], with
robust PSS.
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Figure 25 shows the generated electrical power and rotor speed at operating
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proposed control systems, both control systems were tested at different operating
points for synchronous generators of different types and nominal powers. In this
work, the results are presented for a synchronous generator with nominal power 555
MVA. The data of the considered synchronous generator are shown in Table 10 [4].

The linearization coefficients for nominal operating point (PN = 1 [pu], cos
φN = 0.9) and eigenvalues of the Heffron-Phillips model (λ1, λ2, λ3) are presented in
Table 11.

The transient response of the noncontrolled synchronous generator with data in
Table 10 and nominal operating point data in Table 11 are shown in
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Excitation voltage EFD(t) [pu] at nominal operating point P = 1.0 [pu] and Q = 0.62 [pu], with robust PSS.
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Figure 26.
Electrical power Pe(t) [pu] and rotor speed ω(t) [pu] at operating point P = 0.1 [pu] and Q = 1.0 [pu], with
robust PSS.

Figure 25.
Electrical power Pe(t) [pu] and rotor speed ω(t) [pu] at operating point P = 1.0 [pu] and Q = 0.1 [pu], with
robust PSS.
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Figures 27 and 28. Step changes are simulated in both generators’ inputs. Figure 27
shows the simulated trajectory of the turbine mechanical torque and rotor excita-
tion voltage. Step changes are selected as the worst case in order to maximize the
excitation of oscillations.

Figure 28 shows the response of the generated electrical power and rotor speed
on the inputs’ trajectories shown in Figure 27.

PN = 1.0 [pu] QN = 0.48 [pu] cos φN = 0.90

K1 = 1.3306 K2 = 1.2988 K3 = 0.3168

K4 = 1.8578 K5 = �0.0107 K6 = 0.4545

λ1 = �0.2554 + 8.4389i λ2 = �0.2554 - 8.4389i λ3 = �-0.1678

Table 11.
Linearization parameters and eigenvalues of the Heffron-Phillips model at the nominal operating point of the
555 MVA synchronous generator.

Figure 27.
The 555 MVA synchronous generator inputs’ trajectories: Mechanical torque Tm(t) [pu] and rotor excitation
voltage Efd(t) [pu], nominal operating point P = 1.0 [pu] and Q = 0.48 [pu].

SN = 555 [MVA] VN = 24 [kV] cos φN = 0.90

ωs = 377 [rad s�1]

T’d0 = 8.0 [pu] H = 3.52 [s] D = 2.0 [pu]

Re = 0.02 [pu] Le = 0.4 [pu] VIB = 1.0 [pu]

Rs = 0.0030 [pu] RF = 0.0006 [pu] x’d = 0.300 [pu]

Ld = 1.810 [pu] Lq = 1.760 [pu] LF = 0.165 [pu]

LD = 0.171 [pu] LQ = 0.084 [pu] LAD = 1.660 [pu]

ld = 0.150 [pu] lq = 0.150 [pu] LAQ = 1.610 [pu]

Table 10.
Data of the 555 MVA synchronous generator used for the analysis of the impact of parameter variations on the
damping efficiency [4].
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The results are presented of the robust control at two operating points:

• P = 1.0 [pu] and Q = 0.1 [pu]: The linearization coefficients and eigenvalues of
the Heffron-Phillips model (λ1, λ2, λ3) are presented in Table 12, the step
changes of the mechanical torque and the field excitation voltage are shown in
Figure 29, and the generated electrical power and rotor speed are shown in
Figure 30.

• P = 0.1 [pu] and Q = 1.0 [pu]: The linearization coefficients and eigenvalues of
the Heffron-Phillips model (λ1, λ2, λ3) are presented in Table 13, the step

Figure 28.
The 555 MVA synchronous generator outputs’ trajectories: Rotor speed ω(t) [pu] and rotor angle δ(t) [degrees],
nominal operating point P = 1.0 [pu] and Q = 0.48 [pu], without PSS.

PN = 1.0 [pu] QN = 0.1 [pu] cos φN = 0.995

K1 = 1.1387 K2 = 1.4710 K3 = 0.3168

K4 = 2.1296 K5 = �0.1069 K6 = 0.3281

λ1 = �0.3140 + 7.8075i λ2 = �0.3140 - 7.8075i λ3 = �0.0506

Table 12.
Performance in linearization parameters and eigenvalues of the Heffron-Phillips model in operating point
P = 1.0 [pu] and Q = 0.1 [pu] of the 555 MVA synchronous generator.

PN = 0.1 [pu] QN = 1.0 [pu] cos φN = 0.099

K1 = 1.2340 K2 = 0.1533 K3 = 0.3168

K4 = 0.1204 K5 = 0.0167 K6 = 0.5720

λ1 = �0.1430 - 8.1276i λ2 = �0.1430 + 8.1276i λ3 = �0.3927

Table 13.
Linearization parameters and eigenvalues of the Heffron-Phillips model at operating point P = 0.1 [pu] and
Q = 1.0 [pu] of the 555 MVA synchronous generator.
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The results are presented of the robust control at two operating points:
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the Heffron-Phillips model (λ1, λ2, λ3) are presented in Table 12, the step
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Figure 29, and the generated electrical power and rotor speed are shown in
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Figure 28.
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nominal operating point P = 1.0 [pu] and Q = 0.48 [pu], without PSS.
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changes of the mechanical torque and the field excitation voltage are shown in
Figure 31, and the generated electrical power and rotor speed are shown in
Figure 32.

Figure 25 shows the generated electrical power and rotor speed at heavily
damped operating point P = 1.0 [pu] and Q = 0.1 [pu], and Figure 26 shows both
quantities at weakly damped operating point P = 0.1 [pu] and Q = 1.0 [pu].

Figure 29.
The 555 MVA synchronous generator inputs’ trajectories: Mechanical torque Tm(t) [pu] and rotor excitation
voltage Efd(t) [pu], operating point P = 1.0 [pu] and Q = 0.1 [pu].

Figure 30.
The 555 MVA synchronous generator’s electrical power Pe(t) [pu] and rotor speed ω(t) [pu] at nominal
operating point P = 1.0 [pu] and Q = 0.1 [pu], with robust PSS.
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7.2 Adaptive PSS

The proposed direct adaptive controller guarantees stability of any controlled
plant that satisfies ASPR conditions. A synchronous generator with automatic volt-
age system does not satisfy the necessary ASPR conditions. Augmenting of the plant
with a parallel feedforward compensator must be carried out to assure stable oper-
ation of the entire adaptive control system. The augmentation is performed such

Figure 31.
The 555 MVA synchronous generator inputs’ trajectories: Mechanical torque Tm(t) [pu] and rotor excitation
voltage Efd(t) [pu], operating point P = 0.1 [pu] and Q = 1.0 [pu].

Figure 32.
The 555 MVA synchronous generator’s electrical power Pe(t) [pu] and rotor speed ω(t) [pu] at nominal
operating point P = 0.1 [pu] and Q = 1.0 [pu], with robust PSS.
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The 555 MVA synchronous generator inputs’ trajectories: Mechanical torque Tm(t) [pu] and rotor excitation
voltage Efd(t) [pu], operating point P = 1.0 [pu] and Q = 0.1 [pu].

Figure 30.
The 555 MVA synchronous generator’s electrical power Pe(t) [pu] and rotor speed ω(t) [pu] at nominal
operating point P = 1.0 [pu] and Q = 0.1 [pu], with robust PSS.
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that the augmented plant fulfills ASPR conditions. The requirement is satisfied in
the majority of cases with the introduction of a feedforward compensator Gff(s),
which is connected in parallel to the basic controlled plant. The suitable
feedforward stabilizer represents a first-order low-pass filter with feedforward
compensator gain kff and feedforward compensator time constant Tff [18].

A block diagram of the direct adaptive PSS is presented in Figure 33.
The benefit of the control diagram shown in Figure 33, if compared to other

adaptive structures, is a very simple realization of the adaptation mechanism. The
presented direct adaptive PSS is essentially simplified; namely, a reference model is
not required because of the constant (zero) command signal.

The reference terminal voltage Vt,ref and the mechanical torque Tm variables
represent the main disturbances which affect the synchronous generator’s dynam-
ics. The variations of the synchronous generator loading can be treated as controlled
plant parameters’ perturbations. The washout block (input filters) serves as a high-
pass filter, with the time constant Tw high enough to allow signals associated with
oscillations in generator active power Pe to pass unchanged. Without it, steady
changes in power would modify the terminal voltage. It allows the PSS to respond
only to changes in generator active power. From the viewpoint of the washout
function, the value of Tw is not critical and may be in the range of 1–20 s. The main
consideration is that it would be long enough to pass stabilizing signals unchanged
at the frequencies of interest. Direct adaptive control law is represented with
(Eqs. (35)–(42)). The necessary feedforward compensator is described with
Eqs. (44) and (45). The same model of the actuator saturation as in Section 7.1.1
was included in the simulations.

The parameters of the adaptation mechanism for the considered linearized con-
trolled plant are determined with the rules described in [2], such as

T ¼ 0:1 � 103 T ¼ 200 � 103 σ ¼ 50 � 10�3 kff ¼ 1 � 10�3 Tff ¼ 1 � 10�3
(49)

7.2.1 Nominal operating point

Figures 34–36 show the responses of the seventh-order nonlinear model of the
considered 160 MVA synchronous generator equipped with an excitation system
and adaptive PSS to the step changes of the mechanical torque and the field excita-
tion voltage, as shown in Figure 11. Figures 34 and 35 show the generated electrical
power, rotor speed, and rotor angle at nominal operating point P = 1.0 [pu] and
Q = 0.62 [pu].

Figure 36 shows the excitation voltage produced by an adaptive PSS at nominal
operating point P = 1.0 [pu] and Q = 0.62 [pu].

Figures 34–36 are directly comparable with Figures 22–25.

Figure 33.
Block diagram of the direct adaptive PSS.
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7.2.2 Influence of load disturbance

The results of the two most extreme operating points are presented (the same as
in Sections 3.2 and 7.1.2):

• P = 1.0 [pu] and Q = 0.1 [pu]: The generated electrical power and rotor speed
are shown in Figure 37.

Figure 34.
Electrical power Pe(t) [pu] and rotor speed ω(t) [pu] at operating point P = 1.0 [pu] and Q = 0.62 [pu], with
adaptive PSS.

Figure 35.
Rotor angle δ(t) [pu] at nominal operating point P = 1.0 [pu] and Q = 0.62 [pu], with adaptive PSS.

Figure 36.
Excitation voltage EFD(t) [pu] at nominal operating point P = 1.0 [pu] and Q = 0.62 [pu], with adaptive PSS.
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The results of the two most extreme operating points are presented (the same as
in Sections 3.2 and 7.1.2):

• P = 1.0 [pu] and Q = 0.1 [pu]: The generated electrical power and rotor speed
are shown in Figure 37.
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Electrical power Pe(t) [pu] and rotor speed ω(t) [pu] at operating point P = 1.0 [pu] and Q = 0.62 [pu], with
adaptive PSS.
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Figure 37.
Electrical power Pe(t) [pu] and rotor speed ω(t) [pu] at operating point P = 1.0 [pu] and Q = 0.1 [pu], with
adaptive PSS.

Figure 38.
Electrical power Pe(t) [pu] and rotor speed ω(t) [pu] at operating point P = 0.1 [pu] and Q = 1.0 [pu], with
adaptive PSS.
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• P = 0.1 [pu] and Q = 1.0 [pu]: The generated electrical power and rotor speed
are shown in Figure 38.

7.2.3 Influence of parameter deviations

The effectiveness of the adaptive PSS for oscillation damping in the presence of
parameter deviations is shown with a test on the 555 MVA synchronous generator,

Figure 39.
The 555 MVA synchronous generator’s electrical power Pe(t) [pu] and rotor speed ω(t) [pu] at operating point
P = 1.0 [pu] and Q = 0.1 [pu], with adaptive PSS.

Figure 40.
The 555 MVA synchronous generator’s electrical power Pe(t) [pu] and rotor speed ω(t) [pu] at operating point
P = 0.1 [pu] and Q = 1.0 [pu], with adaptive PSS.
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Figure 37.
Electrical power Pe(t) [pu] and rotor speed ω(t) [pu] at operating point P = 1.0 [pu] and Q = 0.1 [pu], with
adaptive PSS.
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Electrical power Pe(t) [pu] and rotor speed ω(t) [pu] at operating point P = 0.1 [pu] and Q = 1.0 [pu], with
adaptive PSS.
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• P = 0.1 [pu] and Q = 1.0 [pu]: The generated electrical power and rotor speed
are shown in Figure 38.

7.2.3 Influence of parameter deviations

The effectiveness of the adaptive PSS for oscillation damping in the presence of
parameter deviations is shown with a test on the 555 MVA synchronous generator,

Figure 39.
The 555 MVA synchronous generator’s electrical power Pe(t) [pu] and rotor speed ω(t) [pu] at operating point
P = 1.0 [pu] and Q = 0.1 [pu], with adaptive PSS.

Figure 40.
The 555 MVA synchronous generator’s electrical power Pe(t) [pu] and rotor speed ω(t) [pu] at operating point
P = 0.1 [pu] and Q = 1.0 [pu], with adaptive PSS.
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as in Section 7.1.3. Figure 39 shows the generated electrical power and rotor speed
at operating point P = 1.0 [pu] and Q = 0.1 [pu], and Figure 40 shows both
quantities at operating point P = 0.1 [pu] and Q = 1.0 [pu].

7.3 Assessment of the presented power system stabilizers

From the results presented in Sections 7.1 and 7.2 presented in Figures 22–32
and 34–40, it is seen clearly that robust and adaptive PSS improve the damping of
oscillations of the synchronous generators significantly (shorter time of oscillations,
smaller overshoot, and better damping). The numerical assessment was done for
better insight into the effectiveness of both control algorithms. The integral square
root performance index of rotor speed oscillation (

Ð
ω2dt) was introduced for more

objective numerical evaluation of the proposed control approaches. The time
responses shown in Figures 13, 16, 19, 22, 25, 26, 34, 37, and 38 were considered

Synchronous generator with nominal power SN = 160 [MVA]

P [pu] Q [pu] cos φ Performance index

Without PSS Robust PSS Adaptive PSS

1.0 0.1 0.995 1.98 10�6 0.96 10�6 0.91 10�6

1.0 0.62 0.85 0.99 10�6 0.56 10�6 0.44 10�6

0.1 1.0 0.099 0.56 10�6 0.41 10�6 0.42 10�6

Table 14.
Integral square root performance index of rotor speed oscillation of the 160 MVA synchronous generator
without PSS, with robust PSS, or with adaptive PSS at different operating points.

Synchronous generator with nominal power SN = 160 [MVA]

P [pu] Q [pu] cos φ Improvement of performance index regarding the case without
PSS [%]

Robust PSS Adaptive PSS

1.0 0.1 0.995 51 [%] 54 [%]

1.0 0.62 0.85 43 [%] 55 [%]

0.1 1.0 0.099 26 [%] 25 [%]

Table 15.
The improvements of the integral square root performance index of rotor speed oscillation of the 160 MVA
synchronous generator at different operating points following the use of robust or adaptive PSS.

Synchronous generator with nominal power SN = 555 [MVA]

P [pu] Q [pu] cos φ Performance index

Without PSS Robust PSS Adaptive PSS

1.0 0.1 0.995 1.73 10�6 0.76 10�6 0.92 10�6

1.0 0.62 0.85 0.89 10�6 0.51 10�6 0.47 10�6

0.1 1.0 0.099 0.33 10�6 0.28 10�6 0.28 10�6

Table 16.
Integral square root performance index of rotor speed oscillation of the 555 MVA synchronous generator
without PSS, with robust PSS, or with adaptive PSS at different operating points.
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for a synchronous generator with nominal power 160 MVA. The calculated perfor-
mance indexes are shown in Table 14. The improvements of the performance index
by means of proposed control systems regarding the noncontrolled synchronous
generator are presented in Table 15.

The time responses shown in Figures 28, 30, 32, 39, and 40 were considered for
a synchronous generator with nominal power 555 MVA. The calculated perfor-
mance indexes of the synchronous generator without PSS, with robust PSS, or with
adaptive PSS are shown in Table 16. The improvements of the performance index
by means of proposed control systems regarding the noncontrolled synchronous
generator are presented in Table 17.

From the obtained numerical results, it is obvious that the proposed robust and
adaptive PSS assure significant damping improvement in the entire operating range.
The effectiveness of both proposed stabilizers are similar. They depend on the type
of generator, largeness of the generator, operating point (loading), etc. In general,
we can conclude that, according to the introduced performance index, their
improvement is in the range of 10–60 [%].

8. Conclusion

Changes in construction of synchronous generators and the introduction of
additional control systems into power systems have led to significant increase of
oscillations in power systems and related stability problems. Conventional linear
power system stabilizers are not able to solve these problems. Advanced control
theories seem appropriate to design more powerful power system stabilizers.

Two power system stabilizers were developed based on robust control theory
and adaptive control theory. The effectiveness of both stabilizers was evaluated as
objectively as possible. The proposed control approaches were evaluated on a basis
of a theoretical analysis and numerical simulations. The sliding mode stabilizer and
direct adaptive stabilizer have the following advantages in comparison to conven-
tional linear stabilizers:

• The proofs of the stability of the entire closed-loop system exist for both
controllers presented.

• Both controllers require minimal preknowledge of the controlled plant
structure and parameters.

• Both controllers have an uncomplicated tuning procedure.

Synchronous generator with nominal power SN = 555 [MVA]

P [pu] Q [pu] cos φ Improvement of performance index regarding the case without
PSS [%]

Robust PSS Adaptive PSS

1.0 0.1 0.995 56 [%] 47 [%]

1.0 0.62 0.85 43 [%] 47 [%]

0.1 1.0 0.099 15 [%] 15 [%]

Table 17.
The improvements of the integral square root performance index of rotor speed oscillation of the 555 MVA
synchronous generator at different operating points following the use of robust or adaptive PSS.
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for a synchronous generator with nominal power 160 MVA. The calculated perfor-
mance indexes are shown in Table 14. The improvements of the performance index
by means of proposed control systems regarding the noncontrolled synchronous
generator are presented in Table 15.

The time responses shown in Figures 28, 30, 32, 39, and 40 were considered for
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From the obtained numerical results, it is obvious that the proposed robust and
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The effectiveness of both proposed stabilizers are similar. They depend on the type
of generator, largeness of the generator, operating point (loading), etc. In general,
we can conclude that, according to the introduced performance index, their
improvement is in the range of 10–60 [%].

8. Conclusion

Changes in construction of synchronous generators and the introduction of
additional control systems into power systems have led to significant increase of
oscillations in power systems and related stability problems. Conventional linear
power system stabilizers are not able to solve these problems. Advanced control
theories seem appropriate to design more powerful power system stabilizers.

Two power system stabilizers were developed based on robust control theory
and adaptive control theory. The effectiveness of both stabilizers was evaluated as
objectively as possible. The proposed control approaches were evaluated on a basis
of a theoretical analysis and numerical simulations. The sliding mode stabilizer and
direct adaptive stabilizer have the following advantages in comparison to conven-
tional linear stabilizers:

• The proofs of the stability of the entire closed-loop system exist for both
controllers presented.

• Both controllers require minimal preknowledge of the controlled plant
structure and parameters.

• Both controllers have an uncomplicated tuning procedure.

Synchronous generator with nominal power SN = 555 [MVA]

P [pu] Q [pu] cos φ Improvement of performance index regarding the case without
PSS [%]

Robust PSS Adaptive PSS

1.0 0.1 0.995 56 [%] 47 [%]

1.0 0.62 0.85 43 [%] 47 [%]

0.1 1.0 0.099 15 [%] 15 [%]

Table 17.
The improvements of the integral square root performance index of rotor speed oscillation of the 555 MVA
synchronous generator at different operating points following the use of robust or adaptive PSS.
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• Both controllers do not require the measurement of the additional control plant
variables.

• Both controllers are easy to implement (low computing demand and low
sampling frequency).

• Both controllers damp oscillations in the entire operating range and assure
stability.

• Both controllers do not calculate high output amplitudes and are insensitive to
the actuator’s saturations.

The comparison of the developed novel power system stabilizers shows the
significant advantage of the modern concepts in all the considered ranges of the
operation. Due to the actuality and importance of the issues tackled, the develop-
ment of more effective power system stabilizers is inevitable. It is our estimation
that the intensity of research in this field will increase in the future. In our evalua-
tion, the robust and adaptive controls emerged as the most prospective concepts for
implementation in power system stabilizers.
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Chapter 11

Automatic Control of the 
Structure of Dynamic Objects in 
High-Voltage Power Smart-Grid
Andrey Petrovich Nikiforov

Abstract

The control and protection algorithms for the considered class of dynamic facilities 
with a tunable structure are considered. Their relevance follows from the concepts 
of the development of the electric power industry—smart grid, digital substation and 
outsourcing services. The properties of this class of dynamic objects are spatial distribu-
tion, many options for changing the structure and motion in vibrational circuits at 
natural frequencies from ultra-high to ultra-low. The input coordinate of the dynamic 
objects is the vector of the change in the structure of the object. The output coordinate 
is the power of a special semantic signal about the state of the facilities. Their man-
agement is carried out as part of the stabilisation system of the normal operation of 
the facility. Stabilisation is achieved by the criterion of the minimum deviation of the 
power of the semantic signal from the ‘normal mode’ setting of operation. Executive 
bodies rebuild the structure of the dynamic facility in a pulsed, programmatic way, 
using the possibilities of self-healing and resource reservation. If stabilisation is not 
possible, the damaged area is excluded from the facility. The problem of the stability 
of the system turned out to be the lack of sufficient information about the state of the 
object and the similarity of the structure and significance of unrecognisable semantic 
situations to the main situations. Control algorithms are synthesised by the developed 
structural-informational (SI) method of dynamic pattern recognition.

Keywords: relay protection, automation, Petersen’s coil, smart grid, protection 
against single-phase earth faults, structural-informational method, modelling

1. Introduction

Generalised and developed solutions to the problems of synthesis and ensuring 
the stability of the operation of automatic control and protection algorithms for a 
class of objects with a tunable internal structure. At the present stage of development, 
it is necessary to operate with information flows at a higher level of abstraction than 
traditional methods of building networks. The concept of information flow refers 
to a set of demodulated signal parameters from transient signals (transients) in an 
object. Connected network elements are considered as dynamic facilities (objects) of 
the control and protection (OCP). Within the framework of the smart grid concept, 
all the necessary algorithms for relay protection and automation (RPA) devices are in 
the foreground, and the equipment that controls the operation of the OCP (Figure 1) 
is at the second level. It implies the possibility of describing the properties of OCP 
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electrical circuits through control algorithms [1–9]. Such a structural-informational 
(SI) method is developed by the author further [8–15]. The methods of applying the 
available results of the SI method to describe the internal structure of high-voltage 
equipment of the OCR network are shown.

In the traditional construction of networks, a great deal of experience has been 
gained in describing and calculating OCP [6–7]. Usually it is enough to indicate the 
established terminology and mathematical description of the OCP in the technical 
literature [15–18]. A method is necessary for describing the transient process in the 
OCP from the place of formation to the resulting text messages at a more abstract 
level, without loss of information and with the possibility of engaging the achieve-
ments of the traditional description. This allows a compact description of the 
problem and a focus on control algorithms [9–11].

The task was posed in a series of published works [7–11], based on the results 
achieved by improving recognition algorithms in devices for protection against 
 single-phase earth faults in networks with a Petersen’s coil. Studies show [8–13] that, 
for example, to maintain the stability of the operation of RPA device algorithms in 
distribution networks with a voltage of 6–35 kV, the amount of input information 
is insufficient [6, 8, 13, 16]. Faults are often and continuously present in externally 
operable high-voltage distribution networks, and information about the occur-
rence of such a situation cannot be distinguished during visual observation by the 
means currently available at substations [11, 13, 15]. Identification of the causes of 
situations is difficult and is associated with the lack of reliable information about 
the actual state of the network sections among consumers, configuration, state of 
high-voltage equipment, deviations in the technological processes of network load 
operation, etc. [15–18].

Replenishment of the lack of information is drawn from the capabilities of intel-
ligent search algorithms for pattern recognition, which are able to extract semantic 
states from transient signals occurring in networks [5, 8–16].

Further, when developing the SI method, the patterns of structural diagrams, 
which are stages in solving the problems of synthesis of automatic control and 
protection algorithms, are summarised in a general sequence [5, 8–16], namely, 
from information structures describing transients in a network, through a formal 
presentation of information in high-voltage network equipment, then dynamically 
changing network operating modes, to the synthesis of the necessary algorithms for 
structural processing of information in automatic devices.

The tasks of numerical assessment of the sufficiency of the signal informa-
tion volume for automatic decision-making on shutting down a damaged part 

Figure 1. 
Unified circuit of smart grid Driver–EU–OCP.
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of an object are analysed (Figure 2). Algorithms for controlling the amount 
of information are implemented in the VCR, with built-in general purpose 
software information sensors and an arbitration function of RPA algorithms. 
The device is located in each OCP cell [7–9, 15–16]. A method is proposed for 
obtaining the necessary additional information based on the sequence of steps 
of the SI method, namely, structured separation of information, control of the 
passage of elementary information components according to the structural 
diagrams of the control and OCP protection object, then through relay protec-
tion and automation devices RPA, and to the output of the SCADA control 
system [5, 11].

2.  Separation of dynamic objects with variable structure into  
a separate class

Dynamic OCP management and control objects are those in which their 
internal information state develops sequentially in time, a new state replacing 
the previous one. We will call the elementary state the semantic situation SN, 
for example, S1 ‘normal operation’ or ‘NM’. One SN gives rise to another or many 
possible known developments. Such transitions to a fixed SN are similar to the 
operation of automaton models. A sequential change in time of the parameters, 
structure, dynamic properties and individual elements of the OCP is possible. 
The removal of sections from the OCP structure for various reasons or combining 
them into a common structure during the operation of automatic control devices 
is typical.

The OCP is characterised primarily by a change in time of the internal structure. 
Parametric changes are the result of such a change. For example, the task of adjust-
ing the coordinate parameter L to changing the coordinate parameter C is suc-
cessfully solved (Figure 3). Changes in parameter C result in changes of different 
types—(A) a change in the structure of the OCP by disconnecting the QN switches 
of the separated sections of the OCP; (B) there is a test change of the parameter L 
during operational work in the ‘NM’ mode, while the structure of the OCP does not 
change; and (C) the damaged section is disconnected by the QN switch by selective 
relay protection. In some modes of structural change, when damage occurs, block-
ing changes in the parametric coordinate L.

An analysis is made of the methods for describing well-known typical schemes 
of RPA systems to justify the possibility of operating with such a concept. So, 
on well-known typical schemes, a single-line OCP scheme, EU executive bodies, 

Figure 2. 
Diagram of a smart grid that is unique to a local measure and a signal S(t). T—RPA terminal.
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measuring transformers and the measuring part of the relay are indicated 
(Figure 3). The relay output was initially replaced with a multiple control result—
from immediate shutdown to alarm.

In RPA tasks, the perturbation control principle is common. It is known that this 
principle is characterised by the presence of fatal errors and is relevant in the event 
of catastrophic failures in the OCP equipment. But most of the insulation damage 
to the network (75–98%), according to well-known statistics, can self-destruct. To 
do this, RPA algorithms must steadily determine such a transition process. Case 
studies have found that, in such SN situations, robustness of the RPA systems was 
not achieved.

3. Description of the SI method for working with dynamic OCP

The SI method is universal enough to describe various tasks and implement 
modern concepts of technology development [6–13]. It consists of a description 
of the sequence of patterns as steps to solve the problem. The steps are due to the 
dynamic development of processes, control algorithms and moments of issuing 
control commands. Patterns are generalised equivalent structure (GES) schemes. 
They allow us to uniformly describe known and new devices within the frame-
work of network development concepts (Figure 4). The GES scheme consists of 
automata A—morphological MorphA, syntactic (SyntA) and semantic (SemA). 
The SyntA machine controls the correct sequence of primary terminal symbols (TS) 
in the TS chains in the input information. SyntA states are nonterminal symbols 
(NTS) that appear when TS chains are known to SyntA recognition engines. The 
basis of GES circuits is the sensing S-detector introduced. It detects the semantic 
signal S(t), which is formed sequentially in the GES schemes of the object, recogni-
tion and control algorithms and is used at all hierarchical levels of information 
processing.

The quality of processing dynamic information flows in RPA systems in 
energy networks is controlled by the semantic signal S(t) (Figure 4). Such a 
signal is formed at each hierarchical level of processing the total amount of 
information in the system—morphological, syntactic and semantic. The amount 
of information about the state of the OCP is allocated and controlled by RPA 
devices based on demodulation of the information components in transient 
signals (Figure 5).

The relationship of TS and NTS in the GES scheme is described by the rules P. 
Rules P are divided into groups of selectivity PS and blocking PB. Rules P are assigned 
weights KSN and KBM, according to the contribution to the overall semantic output 

Figure 3. 
Structural scheme OCP (LZSC) with a Petersen’s coil L.
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SSMART(t). So, the information part of the S-filter is highlighted. The SemA output 
generates a semantic signal SSMART(t) = For(t)–Against(t) (1). The SSMART(t) signal 
reflects changes in semantic information in the OCP and in the system of automatic 
stabilisation of the normal operating mode (ASNOM) of the network (Figure 4).

  S  SMART   (t)  = FIX [β ×  К  S   SВ ×  ( S  S   S (t) –  S  S   B (t) ) ]    = FIX [β ×  К  S   SВ × f (ΣКSN (t) –ΣКBМ (t) ) ] ,      
  (1)

where N = 1, 2, ...; M = 1, 2, ...; Σ is the sum of all weight coefficients KSN or 
KBM, which establish the significance of the rules PS and PB of the SyntA automa-
ton and the weight coefficient KSSB of the resulting root rule PSSB of the SemA 
automaton; and β is the general scaling factor. The FIX function describes the 
operation of the fixation unit, in which, during the development of transients, the 
activated rules PS and PB are stored for a while to accumulate the SSMART(t) value. 
This signal can vary between ‘0%’ and ‘100%’ (Figure 6). The FIX function is 
similar to the operation of the emergency recorder and acts when the ‘activating’ TS 
appears, which is set in the settings of the RPA device. Such a TS is commonly known 
for OCP.

The GES scheme is mathematically described by a list—grammar G as shown 
in Eq. (2).

   G  O   →  (TSSN, TSBM, NTSSN, NTSBM, PSN, PBM,  P  S   S,  P  S   B,  P  S   SB) ,  (2)

Figure 4. 
Diagram of the GESASNOM of system stabilisation ASNOM based on SSMART(t).

Figure 5. 
Formation of a signal with an S(t) signal—maximum amount of information.
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where O are objects, for example, OCP, GES, TS, RPA, ASNOM, SCADA, PS and 
PB—the rules for connecting TS and secondary NTS—and PSSB is the resulting root 
rule of the GES scheme. The executive bodies EU of the ASNOM system (Figure 4) 
are the outputs of the RPA algorithms, combined by the block of the ExS expert 
system. The final semantic conclusions are formed in ExS, and decisions are made 
on the automatic removal of deviations from ρ1 ‘NM’ of the normal mode (NM) of 
OCP operation.

The OCP is presented on a single information field of elementary information 
components of TS. From these TS, an SN formation tree, a TS terminal symbol tree 
describing the SN structure and signal control SOCP(t)are built.

The SI method allows you to describe SN semantic situations by passing 
them through the GESOCP information block diagram. This is controlled by the 
sense signal S(t). Its area (otherwise, power in the interval of control dura-
tion) can be considered the meaning of events in the OCP circuit (Figure 5). 
By the amount of information that is formed in the structural diagram TS, we 
mean the area S(t). The authors of [6–16] studied the construction of a tree 
that recognises systems in RPA devices based on the generation and control 
of the SRPA(t) signal. The SRPA(t)signal in recognition algorithms controls the 
course of processes in the OCP in meaning. General control of all OCP loops is 
performed similarly within the framework of the ASNOM and SCADA systems 
with the corresponding GASNOM, GSCADA grammars and SASNOM and SSCADA signals 
(Figure 4).

Thus, the structure of the OCP can be described by a set of GESRPA schemes, i.e. 
the sum of Σ components and their GO grammars, namely,

   G  OCP   ≈  ΣG  GES   =  ΣG  TS   =  ΣG  RPA   =  ΣG  ASNOM    
                       =  G  SCADA  , Σ—the sum of the components.  (3)

The OCP objects are managed within the ASNOM system (Figure 4). 
Stabilisation is achieved by the criterion of the minimum deviation of the power of 
the semantic signal S(t) from the setpoint of the ‘normal mode’ system. The class 
of objects is controlled by issuing commands to the RPA device. The formation of 
commands is controlled on the time axis of the emergency file as a reaction of the 
recognition algorithm to the input signals from the OCP.

Figure 6 shows the GESCOMAND diagram as a command generation template in 
the ASNOM system. Teams manage not only the settings but primarily the structure 
of the OCP. Therefore, the ASNOM system differs from adaptive systems, which are 
characterised by a change in the parameters or structure of the controller depending 
on changes in the parameters of the object or external disturbances.

Figure 6. 
GESCOMAND scheme. Illustration of change of a signal S(t) and thresholds ρN.
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The operation of technological and other processes in the network is considered 
further along the OCP–SCADA chain, where GSCADA = ΣGASNOM (Figure 4).

4. Research problem description

Identifying the site or location of damage in the OCP from the indicated types of 
damage is a difficult task to put into practice (Figures 2 and 3).

Selective relays from the main phase to ground faults are separately available in 
large numbers. Relays are widespread but are characterised by instability. By device 
stability, we mean the quality of recognition of SN semantic situations in transient sig-
nals in the OCP, which is necessary for the correct operation of devices in the ASNOM 
system. To ensure the stability of the relay protection and automation devices, it turns 
out that in some cases the traditional choice of the settings for the operation of these 
devices is not enough. The same type of device with the same algorithm is installed 
in different networks. In each network, high-voltage equipment has its own specifics 
and operating history, exhaustion factors, etc. Therefore, it is possible to have complex 
interfering extraneous signals at the installation sites of devices that are present for 
long periods of time and for which the use of devices is not designed.

The flow of information develops sequentially in the object and can be inter-
rupted and resumed for various reasons. This property of the object during opera-
tion can lead the ASNOM stabilisation system to instability.

Studies show that recognising RPA algorithms is often built on the analysis of 
only one or several SNs [16–18]. In the remaining SN, the algorithms are blocked 
during the development of damage to the OCP and do not recognise the change of 
SN and SN scenarios. In this case, the available information is not used. However, 
the change of SN and SN scenarios allows one to highlight this additional informa-
tion and use the additional rules of the DOP in recognition algorithms (Figure 4).

The reasons for the instability of the work are insufficient information to make 
a decision on the management of OCP, the similarity in structure and content of 
the main situations of SN with interference and unrecognisable SNs. It was revealed 
that volume restrictions may be a consequence of: (1) minimisation and shortcom-
ings of synthesised recognition algorithms; (2) the influence of various condi-
tions of specific sections of the network when introducing devices with the same 
methods; and (3) the lack of redundancy in the reception and processing of signals. 
It is known that redundancy of information allows you to work with distortions, 
extraneous signals, interference and more. This requirement may not be imple-
mented, despite the fact that the amount of information should correspond to the 
complexity of the task. We will consider ways to address these causes of violations 
of the recognition of dynamically changing information.

If, when modelling in CAD on a joint model of information sensors TS and an 
object, it turns out that the signal S(t) does not track the gradation of changes in 
the transient in the OCP and changes roughly, without distinguishing close SN 
situations, this is a sign of insufficient information for recognition. For the success 
of solving the recognition problem, it is necessary to provide a sufficient amount of 
information. If it turns out that it is necessary to use the internal coordinate of the 
object, then it is necessary to ensure the formation of such information. To do this, 
an additional TS sensor is needed for direct or indirect information acquisition.

Studies show that a residual amount of information is present in the situation 
recognition tree [16–18]. Information is captured by the FIX unit and evaluated by 
other algorithms. In the case of continued development of the processes in the OCP, 
algorithms for additional recognition of information in the DOP block are involved 
(Figure 4). Additional algorithms are also used to clarify the recognition and 
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completion of the amount of information as well as for self-monitoring and partial 
diagnostics of the object, evaluating its performance, equipment and algorithms 
that make up the ExS expert system.

The purpose of further study is to obtain an additional amount of information 
from the OCP for its use in the GESRPA recognition tree to increase the stability of 
RPA algorithms. To do this, the passage of the elementary component of interest 
is tracked along the template structures, which are the GESOCP, GESSN, GESASNOM 
schemes, a separate SN situation, a scenario of SN changing in time and a tree of 
possible SN developments. It can also be considered from the place of origin to the 
exit to the OCP through the coordinates of the OCP to the input of the recognition 
system and then according to the patterns of the GES schemes to the control system 
output of interest (Figure 4).

5.  The development of well-known methods of working  
with dynamic OCP

There are several types of description of object models OCP:

A. Only by electrical parameters. The description of the models is based on the 
coordinates of currents, voltages, conductivities, etc. It is typical for him to 
study the parameters of movements in time using mathematical dependencies 
and identification by RLC elements [7], performed on the basis of functional 
modelling (integration of differential equations). Each test impact leads to a 
transient in time. A general solution is sought as attractors and hodographs 
of unit calculations. But these methods do not eliminate the fragmentation of 
the obtained results, the loss of compatibility for high-frequency components 
(HFC) and super-slow information (s-LFC) and informal empirical data 
preparation. Therefore, most RPA devices have been developed by heuristic, 
expert methods.

B. A structural-operator (SO) method. It establishes a connection between elec-
trical and information parameters [7]. It is used to describe network circuits as 
a control object and control algorithms for the network zero sequence circuit. 
However, when solving related problems, namely, RPA, it turned out that the 
means of this method are not enough.

C. A structural-informational (SI) method that works only with informational 
semantic components. The establishment of interconnections between 
elementary information components (terminal symbols, TS) is considered, 
which can be detected from electrical parameters. The movements in dynam-
ics are considered, similarly to the automaton model, as transitions between 
states. Modelling leads to visual methods for displaying the results in the form 
of attractors and hodographs. Equilibrium points of solutions can be found by 
the game theory method. This allows you to work with electric power OCP on 
a more abstract level. The use of the SI method of pattern recognition removes 
such restrictions on the processing of only information without the participa-
tion of parametric components.

Studies show that the first two methods for describing OCP models are limited 
to obtaining a parametric OCP control system.

Fuzzy logic and neural network methods are well known. Common to these 
methods are the following actions: the decomposition of information into 
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elementary components; multiplication by weights; summation of the result; and 
comparison of the result with many threshold values. However, the extent to which 
these methods are used is limited by the specifics of the tasks they are to solve, for 
example, the dynamic development of the transition process in an OCP.

According to the SI method, the OCP structure is represented by transient sig-
nals [11–13]. The description is based on the fact that the total amount of informa-
tion is supplied by all of the oscillatory circuits. These circuits constitute the OCP 
(Figure 7). Such an OCP model allows one to operate only on semantic components 
while improving RPA device algorithms. The OCP also appears to be a list of SN 
semantic situations.

An SN situation is understood as a dynamic change in the output of the OCP 
block diagram as a reaction to the appearance of changes at any point of the OCP 
(input or internal) [8–9]. That is, the SN modulates the industrial frequency signals 
in the OCP. Demodulation of the signals makes it possible to recognise the SN 
situation among the well-known and rather limited number of SN. Recognition is 
performed by automatic machines (A). Cases of a complex, simple SN situation 
and dynamic SN change [9–11] are taken into account. The signals at the output of 
the OCP are characterised by the consistent development in time of information 
components. These components are distinguished by information sensors [8]. The 
sensor outputs are terminal symbols and are grouped in TS chains. The totality of a 
TS is a morphological automaton (MorphA).

6. Description of the OCP by frequency components

According to the SI-method, all available information about the OCP is moni-
tored. First of all, the OCP is replaced by oscillatory circuits with the corresponding 
frequency components (FC), that is, from the HFC to the super-LFC (Figure 7). 
Low-quality contours, in which only one half-wave of oscillation develops, are 
also vibrational. It is known that in RPA and SCADA devices, input information is 
sampled by time in the ADC block. The sampling frequency of the ADC is selected 
based on the presence of the highest-frequency component in the OCP. So, the 
ADC block will fix in the input signal all the components with a lower natural 
frequency (i.e. all the LFCs). So with the well-known operator description of the 
OCP, y(t) = W(D)*x(t). Constants in W with indices n and m describe the highest 
frequencies with which movements in the OCP are possible. We assume further that 
for the ADC, these constants aN, bM will be the initial a0, b0. Then all other frequen-
cies in the new W will be slower; therefore aN, bM will be the slowest s-LFCs. This 

Figure 7. 
Equivalent structural scheme of GESOCP with division of movements by frequencies.
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allows us to provide a description of the OCP transfer function W for the highest-
frequency component, which can be recorded by the ADC. You can control all the 
slow oscillatory circuits of the OCP. Very low-frequency motions may be present 
in the OCP. The lowest-frequency components and movements in the OCP can be 
considered informational (Figure 7).

This record allows you to highlight the presence of super-LFC in the OCP 
using the signals of emergency files of RPA devices. Such frequency components 
are generated in the OCP (Figure 7) by input shock effects of overvoltage, short 
circuit, OPG, operational switching, etc. Motions in super-LFC circuits of the OCP 
can be in different time ranges—second, monthly, annual and so on, for example, 
envelope industrial frequency response (e-LFC). e-LFC mathematically summarises 
signal circuits in OCP. s-LFC is only an information loop.

The OCP structure is represented by the GESOCP scheme in the common field 
of TS information sensors that recognise SN situations. Each SN is divided into 
elementary components—nonterminal components of NTS. Information compo-
nents are controlled by a logical change in TS outputs. For example, the amplitude 
parameters of the signals of the OCP loops are monitored and represented by 
the corresponding TS. Each OCP oscillation circuit is controlled by RPA devices. 
Devices at a morphological hierarchical level will be further represented by a GESTS 
scheme with a GTS grammar (Figure 9).

Extending the discussion about the presence of information loops to the 
features of higher-frequency loops, we can separate the signal description of pro-
cesses in the OCP from the information description of the essence of the processes. 
This implies the task of searching for vibrational components in the ranges of the 
LFCs of super-LFCs by means of analysis in CAD of the frequency components 
of the alarm file signals. Solving the problem of separating parametric and infor-
mation loops will help fill the lack of information when recognising SN situations 
in OCP.

7. Description of OCP equipment by information components

It is proposed to implement the stable working of recognition devices based on 
an algorithm for the selective search (SP) for a sufficient amount of information to 
perform RPA functions. The amount of information is accumulated based on the 
control of a number of information components, for example, the type of damage, 
the steadiness of the development of damage, the location of the damage, the pres-
ence of selective and blocking signs for damaged and undamaged areas, the absence 
of extraneous semantic situations, etc.

Further, attention is paid to the formation of OCP grammar for the tasks of 
improving the algorithms of RPA devices. It is necessary to develop consistent 
structural trees of OCP and RPA with respect to the semantic signal S(t) as well as 
a method for the end-to-end mathematical description of transients in the ‘net-
work equipment-RPA devices’ hierarchical chain in the automatic control system 
(Figure 4). This is part of the developed SI method.

The SI method is based on the application of sequential graphic transformations 
from a circuit diagram based on electrical parameters and the transition to a circuit 
based on information components. The structural-operator method is involved for the 
formal description of the OCP by parametric components [7]. Then the transition to 
the description of the SI method is carried out only by information components. The 
transition is performed by introducing terminal symbol sensors at the control points 
of the OCP scheme (Figure 9). In the internal OCP scheme, these can be imaginary 
points, since most of the structure of the OCP is not divided into control parts.
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For example, Figure 8 shows the SO description in the form of electrical 
parameters of one of the elements of the OCP—transformer. Information flows are 
generated by inertial fields and are described by the operators D = d/dt, 1/D = S. 
The input to the circuit is the coordinate of the perturbation signal SN(t) for 
OCP. According to the SI method, at each control point of the circuit, the output 
of the elementary transfer function must be monitored by the TS sensor with the 
corresponding weight coefficient. TS consists of a GESTS scheme. It includes a filter 
and a threshold element ρN. The TS acts as an observer for the operation of the 
structural-operator diagram of the OCP. Naturally, this is an imaginary and often 
unrealisable scheme in connection practice. But the implementation of such a solu-
tion is performed in CAD. This makes it possible to implement a theoretical descrip-
tion of the OCP scheme. In OCP, all TSs are combined into a more general S-filter, 
which generates the signal SOCP(t) and is controlled by the threshold ρN. Thus, a 
rigorous mathematical description of the OCP is feasible.

This allows you to build a mathematical model of OCP in CAD for the selective 
search algorithm SP to reach the maximum amount of information. Functional mod-
elling in CAD will provide an additional amount. The passage of the informational 
components of the SN semantic situation through the structural-informational mod-
els of electrically connected equipment (Figure 8) of the OCP using the signals of real 
emergency files supplied by modern devices is simulated. If theoretically and practi-
cally received amount of information from real OCP is sufficient for recognition, 
then the problem is solved by practically recognisable algorithms. OCP is observed 
and controlled by recognition algorithms. If the theoretical amount of information is 
not sufficient for distinguishing SN and making decisions in particular cases or in the 
general case, then indirect methods of detecting errors in management are necessary.

8. Representation of OCP by semantic components

GESOCP scheme description. The structural tree of SN→TS formation for the 
OCP uses the internal coordinates and OCP contours not observed by the GESRPA 
device circuits (Figure 9). The construction of the GESOCP scheme proceeds from 
three foundations:

Figure 8. 
Hardware example diagram.



Automation and Control

290

a. Structural-operator description. We will compile descriptions of the OCP and 
high-voltage equipment based on Figure 9. We will divide the description 
elements into alternative streams ‘For’ and ‘Against’ in relation to the formation 
of the OCP output.

b. Separation of movements by frequencies. We transform the structural-operator 
description of the OCP to the canonical form of a digital filter with an infinite 
impulse response (IIR) according to the rules of structural transformations 
(Figure 10). This possibility follows from the theory of filtration, according 
to which any inertial model can be described by an IIR or FIR filter. We will 
focus on the ‘central’ elements of the GES scheme. The ‘Cons’ group includes 
flows initiated by the UOUT output and arriving with a minus sign at the central 
internal adder. The elements of the ‘Cons’ group belong to the Filter block on 
the basis that the Filter passes only a selective signal.

c. Mutual grammar mapping of GOCP ≈ ΣGRPA. In the OCP structural models 
obtained, when the situation is S1 ‘NM’, the output information stream 
‘balances’ the input stream. If the ‘balance’ is violated, a transient occurs 
in the OCP. The transition to a new state of the SyntA automaton occurs as 
the transition process develops and is determined by the SN situation. Since 
the physically non-separable design of the OCP and equipment has its own 
movements, the IIR filter scheme is more consistent with the OCP scheme.

The OCP model is built on the basis of a bundle relative to the internal adder. In the 
IIR filter scheme, each rule P is assigned a weight coefficient KN or KM (Figure 10). 
In the structure of digital filters, the inertia is set discretely by the SyntA structural 
automaton, and the dynamic behaviour of the filters (their own transient process) 

Figure 10. 
GESOCP scheme for dividing SN situations into elementary components of NTS.

Figure 9. 
Structural schemes of ownership, prompted by the operator method.
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depends on the information received from the input and from the output of the OCP 
circuit. The GOCP grammar differs from GRPA in (2, 3) in that its elements have an 
oscillatory, harmonic output, while GRPA elements have a threshold output.

Separation of movements by frequencies: The OCP representation is intro-
duced as a description of the GOCP grammar, including a list of SN situations (root 
S characters). SNs are interconnected by the semantic rules of PN (Figure 11) 
and characterise the work of OCP. In turn, the SNs themselves are represented 
by semantic information components (terminal and nonterminal symbols) and 
the PN rules of their relationship. Thus, the lists of the grammar G and the GES 
schemes form the semantic model of OCP, composed of semantic components. The 
start and end vertex is the SN ‘NM’ situation.

By dividing the movements according to frequencies, we mean to clarify the 
number and parameters of the oscillatory circuits in the OCP (Figure 7). Based on 
the descriptions obtained by the structural-operator method [7], it is possible to 
represent the structure of the OCP definition tree in the form of the relationship 
of a number of oscillatory or inertial circuits (Figures 7 and 9). The method of 
dividing movements by frequencies from the point of view of the SI method is as 
follows.

According to the SI method, when frequency motions are divided, all the 
frequency circuits of the OCP are controlled [9–11]. If the selective GESRPA part 
(synchronous detector) controls one circuit (Figure 7), then the blocking part of 
the GESRPA monitors the other circuits. For information to appear in the slowest 
OCP loop, a series of events in the transition process must occur, and a sufficiently 
large amount of information should have accumulated. But the goal of the RPA is 
to minimise the development of events in the OCP. As a result of this, movement 
in super-slow circuits rarely occurs; the appearance of transient information in the 
OCP can be interrupted. This leads to the indicated conflicts ‘a’ to ‘c’.

For the OCP scheme: (A) The number and parameters of the oscillatory 
circuits in the OCP are determined from the mathematical descriptions and 
signals of the emergency files (Figures 7 and 8). (B) An OCP is drawn up in the 
form of an IIR filter (Figure 9). (C) The GESOCP scheme is compiled in the form 
of an FIR filter as the inverse of the GESRPA scheme according to GOCP ≈ ΣGRPA 
relative to ΔSN (Figure 10). (D) The elements MorphA, SyntA and SemA stand 

Figure 11. 
Scheme of the ‘GESOCP by the SN situation’. Shaping SN and signal situations S(t).
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out in GOCP and are implemented in separate computing parts. (E) WTABL is filled 
out to represent the OCP. Training and supervising samples of SN situations are 
formed.

Such a volume of simultaneously solved problems leads to a limited capability to 
divide movements by frequencies for modelling in the OCP and solving smart grid 
problems.

Separation of movements by meaning: Further solution of the problems leads 
to using the method of separation of movements by meaning [9–11]. We will under-
stand the separation of the dynamic flow of information into hierarchically subor-
dinate structural elementary parts and the operation of these parts (Figures 10–12). 
Additionally, the division into alternative information flows ‘For-Against’ is 
performed.

The relationship of the methods of separation of movements: The separation 
of motions in frequencies determines the structure of oscillatory motions in the 
OCP (Figure 7), but the meaning of these motions is determined by the division 
in meaning (Figure 10). To clarify the relationship of the methods, an analogy can 
be introduced. The method for separating movements by frequencies describes the 
relationship of all the available circuit elements. This description is located within 
a single plane. At the same time, the LFC processes take up the resources of the 
computing system while the HFC processes are being calculated. The method of 
separation of movements by meaning represents the relationship of the elements in 
the circuit, not in the plane but in space [11–13].

Within the framework of the SI method, we can talk about the method of 
separating movements by frequencies as an additional preliminary hierarchical 
level of the method of separating movements by meaning. The application of the 
above methods can be as follows—structural-operator, identification, separation 
of movements by frequencies to describe the OCP and then the SI method with 
structural-morphological, structural-syntactic and structural-semantic steps.

9. Structuring OCP semantic SN situations

The parameters of the electrical signals are only the SN carriers. The character-
istic features of the input coordinates of the RPA are the natural spatio-temporal 
sequence of consideration of the information components. The SI method is applied 
to the description of the OCP. All SN components are located in a certain way rela-
tive to each other and relative to the general synchronising time axis [10, 11]. The 

Figure 12. 
Tree scripting SN in dynamics by signal S(t).
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semantic information about the state of the OCP can be represented in the form of 
separate elementary SN situations. Each SN characterises the corresponding known 
(classical) state of the OCP. The problem arises of separation of the information set 
of states and recognition of the SN. In the limit, SOCP(t) can be specified by a single 
SN. This becomes the minimum information for building an OCP model, which 
reduces the time required for a single calculation in CAD.

The OCP scheme can be in dynamic consideration in one of the semantic situations 
of SN. Suppose that S1 ‘NM’ corresponds to the steady-state values of the OCP internal 
parameters (operator outputs, NTS symbols, P rules). Thus, the concept of semantic 
situation SN means the appearance of the reaction ΔUOUT of the OCP structural 
scheme in response to a change in Δ in any OCP coordinate. We also understand the 
structural, logical relationship of the individual TS control points in the structural-
operator model of the OCP or equipment that form the transient signals (Figure 9). 
And also SN means a part of the OCP formation tree with activated root symbols PS, 
PB, then NTS and TS. The steady state of the OCP parameters can be distinguished 
and named SN. By the SN situation template is meant the sequence of characters PS, 
PB, TS, NTS of the OCP tree established for this SN, which is formally described by the 
GOCP grammar. Thus, it is necessary to systematise all SN situations. These SN defini-
tions are based on the OCP. The definition of SN relative to RPA devices is introduced 
as an analogy—each SN corresponds to a stencil with the corresponding sequence of 
‘selectivity windows’. Compilation of the OCP generation tree can be planned using the 
table transfer function WTABL = TSN/SN [9, 11]. WTABL is populated based on emer-
gency files as well as by calculating OCP models and GESRPA schemes in CAD.

The SN tree consists of a series of SN, replacing one another in time logically 
sequentially as the transition process develops (Figure 12). A scenario of SN 
development is formed.

A special role in the operation of the OCP is the situation of SN ‘NM’. Although this 
SN does not apply to single-phase insulation faults to ground (OPG), it is from this 
that it begins, and it ends with its analysis of the transient into semantic and struc-
tural-informational components (Figure 13). The normal SN mode includes: (a) SN 
‘NM’ itself; (b) SN ‘processes not related to OPG’; and (c) SN ‘neutral displacement’, 
caused by the exceeding the normalised levels of emergency situations and resulting 
from the operation of the technological equipment of the distribution network.

Characteristic SN situations can be highlighted (Figure 12). The initial OPG 
breakdown (the first damage to the network insulation until a pronounced neutral 
reaction of the network), then the network reaction to the initial breakdown, sub-
sequent OPG breakdowns and the restoration of SN ‘NM’ after OPG elimination are 
different stages of the transition process, of which OPG is a particular case. Of these 
named elementary SNs, the ‘GESOCP by SN situation’ formation tree is composed. 
Recognition algorithm in RPA devices restores exactly such SNs, SN scripts and SN 

Figure 13. 
Structural schemes of GESSN semantic situation SN in OCP by signal S(t).
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script tree. Therefore, the description of the OCP obtained by the SI method should 
return all possible relationships in SN in the SN tree.

In the dynamics, a sequential change of the elementary SN occurs. As a result, a 
scenario for the development of the SN appears. The OCP can be in one SN state for a 
long time (e.g. SN ‘NM’, SN ‘metallic OPG’, SN ‘skew’), for a short time (SN ‘metallic’) 
or very briefly (SN ‘first half-wave OPG’). Scenarios of SN development can also be 
sequentially described by the logical change of certain elementary SNs. Such scenarios 
are typical for OCP and should have their own names (e.g. SN ‘intermittent arc’, SN 
‘self-eliminating multiple breakdowns’). In RPA algorithms, such SN scenarios are 
restored at a semantic level of recognition. It is possible to create an SN transition 
tree (Figure 12). Both mutually inverse formation and recognition trees make up the 
‘GESOCP scheme for the SN situation’. We can distinguish ‘GESOCP along oscillatory 
circuits’ schemes for considering the separation of movement and a ‘GESOCP scheme 
for SN semantic situations’, which shows movement in the meaning of SN situations.

Thus, the recognition algorithm determines not only the SN situation but also 
the essence of the transition process in the OCP. At this recognition level, a signifi-
cant part of the non-selective operation of RPA devices occurs due to the limited or 
lack of appropriate PN rules in RPA algorithms.

The task associated with RPA and OCP management has the peculiarity of inter-
secting SN semantic situations. Generally speaking, in order to increase the stability of 
the operation of RPA algorithms for each area of overlapping situations SN, it is desir-
able to define its own information sensor TS. The more it is necessary to determine the 
current SN, the greater the number of TS that should be laid in the structure of the 
algorithms. Reducing this intersection is the ultimate goal of a theoretical description 
of the OCP. For this, according to the theory of information, it is necessary to supply 
an excessive amount of information for rechecking, determining errors and recovering 
information from errors for a recognition system. In practice, the implementation of 
this important property does not occur. This leads to recognition errors.

In a real OCP, there are third-party processes unrelated to typical SN situations and 
SN scenarios. These may be present for a long time and be registered by some TS in the 
RPA. They need to be discovered and their named list compiled. Formation can be in 
CAD based on mathematical functional modelling, with real emergency files. In the 
presence of a generated mathematical model of the OCP or individual equipment, it 
is possible to introduce situational changes from the signal source at a certain moment 
during the transition process, which interfere with SN ‘NM’, for example, by short-
circuiting or shunting a single element, or a series of elements in the structural-operator 
model of OCP, or equipment (Figure 8). This leads to observable transients. Similarly, it 
is possible to repair the cause of damage through transient signals in real emergency files.

10. Drawing up a combined GES scheme

The combined scheme in Figure 14 allows one to obtain a high-quality SN rec-
ognition model in view of the mutual reflection of GOCP ≈ ΣGRPA and the possibility 
of comparing SOCP(t) and SRPA(t). From a comparison of the parts of Figure 14, it 
follows that the synchronous detector is a ‘central’ element in the GESOCP scheme.  
It is known that a synchronous detector consists of a comparing element based on the 
multiplication or summation, a zero component filter and a threshold device. The 
filter turns out to be feedbacks from the UOUT output to the common adder. When 
replacing the elements covered by feedbacks in Figures 7 and 10 with the transfer 
function, a more general OCP scheme is obtained in the form of a unidirectional 
SN→TS formation tree (Figure 14). The scheme makes it possible to solve model-
ling problems and smart grid information tasks [7–16].
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The minimum information for constructing an OCP model are two elements of 
the iOCP information part—a selective TS and a blocking TS. Also, the bundle—the 
signal source SOCP(t)and the controlled frequency generator—will be the minimum 
OCP model [11–13]. The generator can have amplitude, frequency and phase 
modulation of the output signal from the super-LFC to HFC range, depending on 
the problem being solved. Such OCP models minimise the time required for a single 
calculation. Thus, models of the OCP, RPA devices and S-detector were built. The 
SOCP(t) recovery algorithm from the OCP model can be used to decrypt the accu-
mulated emergency files (Figures 11–13). For this, models of the ExS expert system 
and the diagnostic message generator are used (Figure 4).

11. Balancing structures and algorithms using game theory

A ‘balancing’ task arises when considering GES schemes (Figure 14). According to 
GOCP ≈ ΣGRPA, it is possible to set the ‘balance’ task for the GESOCP scheme as well. The 
solution of the ‘balancing’ problem is a development of the theory of the SI method 
[8–11]. A numerical determination of the equilibrium point of GES schemes is pro-
posed when considering the ‘For-Against’ problems for OCP and ‘selectivity-blocking’ 
using the game theory method [14]. The result is compared with the published solution 
through the method of dynamic functional modelling [11, 17]. This section briefly 
discusses the algorithm for solving the problem, designed in the form of a comput-
ing module. The problem when using computational modules is the possibility of a 
multivariate interpretation in the formulation of the problem and in the analysis of 
the results. The following aspects of the problem have emerged—(a) the need to be an 
expert in the specific problem being solved; (b) being sure of the possibility of using 
the module to solve the particular problem; and (c) it requires the presence of train-
ing and supervising samples of real semantic situations for testing and verification of 
results. Experience of using the module can be gained on the basis of modelling in CAD.

In the ‘balancing’ game, the competitors are the two root weights, KSS selectivity 
and KSB blocking, where the corresponding root characters are SSS and SSB. The 
contest is won (victory) V, when there is a clear victory for KSS or KSB—the correct 
operation of the threshold element ρN. It is lost L if there is ‘error excessive response 
ρN’. The competitors have the following features, aimed at implementing the 
requirement to increase the stability of RPA devices in complex SN situations. The 
KSB blocking group always fights ‘compete KSS and KSB’ until they win: ‘The SSB(t) 
signal is greater than SSS(t)’ of the blocking group and retreats with ‘error excessive 

Figure 14. 
Structural schemes of GESOCP and GESRPA by signal S(t) and GOCP ≈ ΣGRPA.
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operation ρN’ in the case of serious injuries, with ‘error excessive failure ρN’. The 
KSS selectivity group is limited by the threats of winning: ‘The SSS(t)signal is greater 
than the threshold ρN’; however, if it gets to a ‘complex SN’ bout, the selectivity 
group recedes, with ‘error excessive ρN failure’.

Thus, there are four game options. These appear more pronounced in a dif-
ficult SN situation, when there is little information for the correct operation of the 
threshold element ρN. The results of the game are evaluated in the form of arbitrary 
units (points) received or lost by the participants.

In the ‘grammar G of one of the devices’ population, we denote the share of the 
blocking group with z, and then the fraction of the selectivity group will be 1–z. If two 
competitors KSS and KSB are randomly participating in a ‘one of the SN situations’ 
clash, then with a probability of z × 2, they are two KSB; with a probability of (1–z) × 2, 
they are two KSS; and with a probability of 2 × z × (1–z), they are KSS versus KSB.

Let us designate the parameters of the ‘balancing’ game as damage from injury 
W, ‘error excessive failure of ρN’ and energy consumption E for the opposition 
‘operation-failure of ρN’. We will assume that in the ‘balancing’ game, the winning 
‘correct work ρN’ is estimated as follows (Table 1)—victory V = 75 points, loss L = 5 
points, damage from injury W = 150 points and energy consumption for opposing 
E = 5 points. Let us find the average number of points that competitors KSS and 
KSB get as a result of the ‘one of the trainings SN’ fight. The results of the ‘balanc-
ing’ game can be visualised in the form of a payment matrix (Table 1). Based on 
Table 1, on average for the blocking group, we get

SB(z) = SH(z) = 0.5 × (V–W) × z + V×(1–z) = V–0.5 × (V + W) × z = 75–112.5 × z.
Similarly, for the selectivity group, we get.
SS(z) = SD(z) = −L × z + [0.5 × (V–L)–E] × (1–z) = 0.5 × (V–L)–E–[0.5 × 

(V + L)–E] × z = 30–35 × z.
The graphs of these equations in the S–z coordinate axes are shown in Figure 15. 

As can be seen, the winning lines ‘correct work of ρN’ for the groups selectivity KSS 
and blocking KSB intersect at the equilibrium point Ω defined by the relation:

Ω = 75–112.5 × z = 30–35 × z, z = 45/77.5 = 0.58.

Figure 15. 
Graph of the winning line of the participants in the ‘balancing’ game.

← ↓ Selectivity, 1–z, For, (Doves, 
D), KSS

Blocking, z, KSB, Against 
(Hawk, H)

SD(z) Selectivity,
For (Doves), KSS

S(S,S) = (V–L)/2–E
S(S,S) = 30

S(S,B) = −L
S(S,B) = −5

SH(z) Blocking,
Against (Hawk), KSB

S(B,S) = V
S(B,S) = 75

S(B,B) = (V–W)/2
S(B,B) = −37.5

Table 1. 
Payment matrix of the participants in the ‘balancing’ game with example.



297

Automatic Control of the Structure of Dynamic Objects in High-Voltage Power Smart-Grid
DOI: http://dx.doi.org/10.5772/intechopen.91664

In Figure 15, we choose the reliability point zRELIABILITY = 0.8 × z = 0.8 × 0.58 = 
0.464. At this point, we put SS(z)/SB(z) = KSS/KSB. The ratio kR = KSS/
KSB = 13.76/22.8. Then.

KSS = kR/(kR + 1) = 0.356, KSB = 1/(kR + 1) = 0.624.

12. The specifics of managing dynamic objects

An object is considered to be managed when it can be transferred from any ini-
tial state using an input action to a given state within a finite time. In this case, the 
ASNOM system stability requirement must not be violated. Stability of operation 
is understood as the ability of the system to return to the initial SN ‘NM’ situation 
when OCP parameters change within specified limits in the absence of malfunc-
tions in the system (Figure 4).

A latent malfunction should lead to exceeding, by one or several components 
of the vector of parameters Ξ, the limits acceptable for the normal operation of the 
OCP. The fact of exceeding by Ξ the boundaries of the parameters will be consid-
ered a sign of a latent or developing SN ‘unrecognised’ situation. A change in the 
steady-state value of one parameter Ξ leads to a change in the steady-state value of 
the parameters Ξ of all the components of the boundary vector.

In dynamics, some SN, given the random, complex, spontaneous development 
of damage, or the irregular, unstable behaviour of OCP elements, can replace one 
another very quickly, according to the GESSN or GESOCP tree SN scenarios. Such situ-
ations are ‘difficult’. A more complete definition and separation of the SN ‘violation 
NM’ is possible based on automatic control of the ASNOM system’s controllability 
parameters [13]. These parameters are controlled if a disturbance appears. Natural 
functional disturbances of the OCP are not a sufficiently complete search signal of 
self-control from the point of view of determining and separating the SN ‘violation 
NM’. So, for example, in the case of malfunctions of the elements of the formation 
of the information signal 3uo, the error ε mismatch in the ASNOM system will still 
remain in the zero zone (Figure 3). Although natural resonance detuning is not 
a sufficient search signal, its use can increase the frequency of self-checking. For 
a more complete definition and separation of the SN ‘violation NM’, an artificial 
search action is introduced into a closed ASNOM system (Figure 4).

It can be proposed to use ‘additional’ information components in the selective 
search algorithm SP of sufficient information in cases where there are no ‘main’ 
information components, despite the fact that this proposal tends to solve the 
problem in the direction of ‘complicating’ the devices. For this, additional rules for 
the recognition of PDOP and an excess of information and additional recognition 
time are required. The device solves the following problems within the framework 
of the automatic stabilisation system: (1) eliminating the ambiguity of determin-
ing the essence of transients; (2) control of the amount of information necessary 
for the operation of relay protection and automation algorithms; (3) monitoring 
the current possibility of self-destruction of the damage site; (4) monitoring the 
effectiveness of measures over long time intervals; and (5) implementation of the 
requirements of self-monitoring and diagnostics when ‘energised’.

13. Simulation in CAD of OCP control algorithms

All the variety and ‘complexity’ of real-world network signals is controlled 
by the high-frequency emergency files of RPA device registrars. These registrars 
supply emergency files for outsourcing analysis. [8, 11, 15]. To solve the control 
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problems and eliminate the instability of the algorithms, we will continue to use the 
dynamic synthesis method in CAD. A presentable sample of signals from the OCP 
emergency files is used. In the synthesis and development of real-time algorithms in 
CAD systems, real circuit diagrams are used. The physical implementation of tasks 
is monitored in a continuous improvement mode, from ‘simple’ to ‘essential’.

A model is being developed in Matlab to study the properties of a class of 
dynamic objects for the synthesis of algorithms for managing them over time [11–16]. 
Monitoring the operation of the system and algorithms is performed at a given time 
interval in the form of alarm file signals (Figures 4, 7, 9, 13, and 14). Device models 
are also represented by GESTS and GESRPA schemes. The more structured and detailed 
the description of such schemes is obtained, the more qualitatively it is possible to build 
stable recognition algorithms. Sources of interference signals and damage are used for 
‘hacking’, connected to control points of the device. Hacking signals are generated by 
arcing and interference burning models for various types of development of insulation 
damage, in emergency operation modes and in normal operation of an object. The 
training and control samples of signals of real emergency files are generated.

The purpose of the simulation is to develop ways to search for additional infor-
mation. The modelling problems were solved by dividing the project into hierarchi-
cally subordinate computational parts with the result reduced in the generalising 
part [11–13]. Each part is calculated separately. Groups of preparatory, main and 
resulting elements are allocated. Each subsequent group is less active and does not 
consume computing resources. The more elements in the circuit, the more comput-
ing parts it can be divided into. As a result, the time required for a single calculation 
is reduced while maintaining the stability of the calculation. For example, the group 
of preparatory elements (MorphA) may include the signal sources, both generating 
and controlling, of measuring transformers, etc. In the group of basic elements 
(SyntA) are the inertial circuits of equipment, etc. (Figure 4). The resulting group 
(SemA) includes elements of the executive bodies, of operational switching, etc. 
Thus, in addition to modelling, first a certain third-party algorithm for preparing 
the project for calculation follows. Such an algorithm can be automated. The main 
general synchronising parameters for the separation of movements are the well-
known preliminary settings of the CAD project—the calculation time and control 
points for displaying information.

14. Examples of dynamic OCP control algorithms

The practical significance of the work comes from solving the problems of pro-
tection against earth faults in medium-voltage networks of 6–35 kV [7–9, 16–18]. 
The results are used to improve the ASNOM system devices (Figures 1–4), namely, 
a selective search for the SP of a damaged part of the ‘P-VCR-SP’ network with 
the functions of a high-frequency recorder VCR, an RPA terminal ‘T-LZSC-ARC’ 
with the function of auto-compensation of ARC capacitive currents and a widget 
‘W-LZSC’ for a window graphically representing of the terminal information on the 
computer display of the automatic control system.

An analysis of the waveforms of the real high-frequency transient emergency 
files in the OCP shows that as the transient develops, the ASNOM system will 
in most cases enter a state of information sufficiency [11–13]. Therefore, if the 
ASNOM system is not blocked in the case of insufficient information, as is usually 
done in known devices, and continues to work according to the appropriate algo-
rithms, then the solution of the problems will be achieved.

Automatic resolution of practical conflicts: The important practical sig-
nificance of the whole work is automatic conflict resolution in the work of RPA 
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algorithms, the lack of solutions of which has led to a decrease in the reliability of 
OCP operation, but could not be resolved by other methods. In resolving conflicts 
previously, there was a reliance on technical and economic optimisation methods, 
with which it is difficult to practically eliminate doubts about the correctness of 
the method chosen for dealing with the development of damage in the network. 
Conflicts were found during practical research in real networks.

Known management conflicts for OCP are: (A) The requirement to quickly dis-
connect the damaged section of the OCP and realise the network’s ability to isolate 
itself for self-repair; (B) The possibility of damage to the weakened isolation area 
of high-voltage equipment caused by a voltage increase in healthy phases in cases 
of the malfunctioning of protective equipment, and the recorded efficiency of the 
resonant network’s neutral tuning; (C) Automation of the control algorithms of 
technological processes and the forced opening (transfer to alarm) of the output of 
an unstable selective relay protection; (D) The tradition of full control over the 
operation of the network, but a lack of control over the long-term effectiveness and 
correct functioning of the protective equipment of the network and of the devices 
that implement the selected type of neutral grounding in the tasks under consider-
ation. Here are some examples of resolving some conflicts:

Conflict resolution A: ‘temporary compromise’. This is based on the formulation of 
the general problem of stabilising the normal operating mode of the OCP (Figure 16). 
It is based on a change in the response time tOFF of the selective search relay SP depend-
ing on the value of the semantic signal S(t). Change tOFF is not prohibited for the OCP 
and may be in the range 0.1 s to 4 h. Figure 17 shows a diagram illustrating the change 
in the tOFF value depending on the appearance of various (structural) information 
(TS, NTS) components of the transition process in the OCP. If, during the transition 
process, counting from the appearance of ‘LFC3uO’, the indicated TS and NTS have 
appeared, and then the damaged section will be disconnected after the corresponding 

Figure 16. 
Method for automatically resolving a temporary conflict between SP devices and resonant tuning of a network 
zero sequence loop (LZSC).



Automation and Control

300

time interval tOFF. If a longer tOFF time has elapsed from the start of the transient than 
indicated, and then TS and NTN appear, then disconnection occurs immediately.

Conflict resolution C: ‘automation of algorithms’. Analysis of the solution of the 
problem at the modelling stage shows that for correct and effective working of the 
operational staff in the event of the appearance of SN ‘undetectable’, it is neces-
sary to display the operation of the ASNOM system in the ‘scanner-analyser’ mode 
(Figures 4 and 16). The screen displays the line of the entire transient process in 
the network, starting from the background and ending with the current moment. 
This will help the operating staff in the absence of automatic repair of the damaged 
network section to eliminate it in manual mode.

Conflict resolution D: ‘on the coincidence of exits’. A method is proposed for the 
selective search of the required amount of information to detect equipment failures, 
failures in RPA devices and then through the RPA devices OCP faults (Figures 4 
and 15). The algorithm generalises the functions of self-monitoring, monitoring 
and diagnostics ‘under voltage’. The criteria of active and passive selective SP search 
are used with the control of natural and artificial transient processes in the OCP 
[11, 13]. For example, the active methods may include phase-voltage imbalance in a 
network with a resonantly tuned neutral or phase shunting to ground in a network 
with an isolated neutral (Figure 3).

An outsourcing method for investigating SN situations using alarm file signals is 
being implemented. For this, specialised organisations or individual specialists may 
be involved. Firstly, it is assigned that the output of the TS is formed as efficiently 
as possible. If the recognition ability is preserved and the amount of information 
is sufficient, then the second stage of the investigation begins—the establishment 
and refinement of the parameters of the TS, their weight coefficients of significance 
and the quality of the TS structural elements. If the problem is not solved, we must 
investigate further along the information formation chain. The structural tree of 
the formation of information inside the control object (high-voltage network equip-
ment) should be studied.

Figure 17. 
Changes in time tOFF in the ASNOM system depending on S(t).
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15. Expanding the scope of the SI method

The SI method is universal enough for tasks that can be reduced to informa-
tional. Information flows can describe the control and protection algorithms of 
various control objects not only in the energy sector but also in other areas of 
control. The problems of automatic control in the classical setting are being solved. 
For example, coordinate control, search, extreme, adaptive, optimal, automatic, 
automated, expert, dispatch control systems, etc. The problems of pattern 
 recognition in linguistics are solved: decision-making tasks based on morphological 
features, for example, biological, mechanical, etc., and recognition of information 
carried by sound vibrations, for example, cochlear and sound pattern recognisers 
in medicine.

The SI method allows to improve control systems with a lack of initial informa-
tion in situations that are difficult in meaning when operating the control object. 
When the input information is changed, impulse rarely appears, consisting of 
separate diverse components.

Consistent application of SI method templates allows you to not ignore the 
necessary stages of obtaining results when solving management problems. The 
statement of management is carried out in the dynamics of the development of 
processes with the issuance of management commands, for example, up-down, 
buy-sell, etc. So, first, when solving problems, a workplace is built that allows you 
to realise the final desired result in CAD, for example, a device issuing commands 
and receiving input signals. The final result is immediately controlled. In case of 
its inconsistency, part of the control algorithm changes. Further, as the problem is 
solved, control algorithms are improved. The development of algorithms proceeds 
along the path of improvement: ‘from the simple to the necessary’.

16. Conclusions

1. A class of dynamic control and protection objects has been allocated for 
solving problems of improving control algorithms. The development of the SI 
method for dynamic objects with minimal reference to the specifics of objects 
is shown. A generalisation of the results is carried out for application to a wider 
range of tasks in relation to the initial electrical tasks.

2. Problem-solving is obtained using the instrument of formation and control 
of a semantic signal. It allows you to operate with a minimum of information 
but to control the necessary amount of information and solve problems at a 
more abstract level as well as simulate the operation of specific recognition 
algorithms, taking into account the specific operation of objects.

3. A sequence of patterns is presented that allows one to obtain solutions of 
problems by the SI method. Templates are the reference points for the solution. 
By templates, you can explore the passage of information components as on 
navigation charts through interconnected structures. Examples are considered 
for OCP, individual equipment, transient recognition algorithms and 
automatic control systems, which can be reduced to dynamic ones.

4. A method of restructuring the general task of describing the OCP into 
elementary information components is shown. The principles of the separation 
of movements by frequencies and meaning for the analysis of the flow of 
information through the elements of the OCP and recognition algorithms by 
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discrete steps are shown. Operating the structure of information flows will 
help to improve recognition algorithms and ensure the stability of their work.

5. Solving the problems of analysing the operation of algorithms and recognising 
situations is performed at the workplace in CAD in two ways—by functional 
modelling and by using game theory. The functional modelling takes into 
account the inertia of movements in the contours of the object as well as the 
movement of information in the recognition algorithms. Real-time algorithms are 
presented on a temporary scan of alarm file signals received by device registrars 
from real objects. Situations make up a library of test signals. An album of the 
results of modelling emergency files with the results of ‘hacking’ algorithms and 
countering ‘hacking’ is accumulating. Game theory makes it possible to get a 
static solution on the points of equilibrium and recognition, which may be the 
recognition algorithm. This also applies to the object of control and protection. A 
computing module for use in relay protection and automation tasks is described. 
The methodology for generating information for the module should prevent 
misuse of the module and facilitate the interpretation of the results.

6. According to the SI method, control algorithms are synthesised based on 
the equality of the GES forming and recognising grammars. The chapter 
focuses on the formative grammar of the OCP, high-voltage equipment, the 
structure of the SN semantic situation, the passage of the SN script through 
the GESOCP and GES equipment circuits as the input of control and monitoring 
algorithms. Methods for the analysis and synthesis of the recognising grammar 
are described in detail in the articles from the list of published sources. The 
recognition algorithms are written off to the finished devices. They are 
improved for each network, taking into account the reaction of the algorithms 
to the signals from real emergency files, and the network model in CAD.

7. The general algorithm for the automatic control of dynamic objects is 
developed in the form of the selective search for sufficient information for 
recognition. The SP algorithm makes it possible to synthesise new and analyse 
well-known algorithms for relay protection and automatic control of ‘complex’ 
objects with a tunable structure, distributed parameters and the spontaneous 
development of damage.

8. It is possible to compensate for the lack of information in difficult semantic 
situations through new ways of obtaining information, additional informa-
tion sensors and increasing their intellectual capabilities. Separate sensors are 
required for all the parameters of the input signals—frequency, phase, transit 
time and the ratio of special moments in the transient signals in the network.

9. Several practical examples of the application of the theoretical part of the 
description are given. This is, first of all, the solution of known conflict situa-
tions of automatic control, manifested in the dynamics of the development of 
semantic situations, namely: (A) The operating time of the automatic system 
for compensating capacitive currents and the operation of selective relays can 
and should be variable according to the volume of the semantic signal. (B) 
Distinguishing between a working and a faulty system in the absence of output 
commands can be based on analysis of the semantic situations under natural 
and test influences. (C) Recognition systems need to be built as a dynamic 
sequence of the opening ‘windows of selectivity’ as one of the moves through 
the semantic situation tree and the situation scenario tree.
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10. The approach considered is proposed for the joint analysis and synthesis not 
only of algorithms and software products of semantic processing of informa-
tion at different levels of the hierarchy of control systems but also for con-
structive technical solutions. In this analysis, the method is applied in the 
‘bottom-up’ direction, that is, starting from the processing of information by a 
multitude of information sensors; next, the processing of information is con-
centrated in the ‘branches’ of the processing of the structural-semantic rela-
tionships and then in the ‘root’ of automatic decision-making on the outcome. 
It is clear that, for synthesis problems, this method is best applied ‘bottom-up’.
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Chapter 12

Evaluation of Algorithmic 
Management of Digital Work 
Platform in Developing Countries
Olalekan Samuel Ogunleye and Billy Mathias Kalema

Abstract

The economy of the Modern Work Platform is becoming increasingly relevant 
due to the spread of information and communication technology. As a result, digital 
work has gained popularity as a source of employment, especially in an economy 
where finding decent work is becoming increasingly difficult. Computer algorithms 
are now being used to alter and change the way people operate in increasing job 
specialization, handling large-scale human labour in a distributed manner. In these 
structures, human works are delegated, supplemented, and analyzed using tracked 
data and algorithms. Building on emerging algorithmic literature and qualitative 
examination, this article assesses the mechanisms by which the digital network 
manages staff in the sense of Uber, Bolt (formerly Taxify). It describes the dif-
ference in the degree to which such platforms limit freedoms over schedules and 
activities relevant to gig work. Based on in-depth interviews with 41 respondents 
working on different digital media and a survey of 105 staff on the same platform, 
the study finds that while all digital work platforms use algorithm management to 
delegate and assess work, substantial cross-platform variation. Uber, the largest 
network for ride-sharing, exercises a type of control called “algorithmic despotism” 
that controls the time and activities of staff more strictly than other network distri-
bution firms. We end with a debate on the implications for the future of work of the 
spectrum of algorithmic power. It also addresses how algorithmic management and 
data-driven systems can be developed to build an improved workplace with intel-
ligent machines, with implications for future work.

Keywords: algorithmic management, digital platform, intelligent systems, 
on-demand work, performance evaluation

1. Introduction

The capacity to work enables human beings to engage in conscious constructive 
and imaginative practices that alter and define nature so that human beings can 
create their means of existence to fulfill their needs, which in themselves constitute 
the creation of material life [1]. An online job is a term that has been a vital ground 
for debates in the political economy of internet technologies [2]. The Automated Job 
Network is a framework in which businesses such as Uber, Bolt (formerly Taxify), 
Takealot, JumiaEat, Otlob, and others use cloud-based technologies to “match” staff 
on the customer platform [3]. However, the spread of interactive work networks 
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has been one of the significant revolutions in work over the last decade. Moreover, 
the Network Capitalism [4] is part of a broader transition from usual job security 
to variable employment conditions, including contract, contractual and part-time 
work.

The amount of data generated from several organizations’ processes and 
activities made it possible for software algorithms to accumulate and interpret data, 
making it possible to contribute to management and decision-making processes [1]. 
As a result, data-driven algorithms allow digital work systems to handle transac-
tions between thousands of network staff automatically. These algorithms assign, 
refine, and analyze the jobs of different platform workers [2].

We apply to automated algorithms that perform managerial decision-making 
and institutional instruments that assist algorithms in the practice of algorithmic 
management. Algorithmic management helps companies like Uber, Bolt, and many 
more oversee the platform’s multitudes of employees in an improved way, on a 
wide scale. Algorithmic management is one of the key technologies that facilitate 
virtual organization management. A variety of ride-sharing systems, such as Uber 
and Bolt, have helped connect independent, dispersed drivers with customers who 
need systems within minutes or seconds. Simultaneously, service rates change 
rapidly, based on how the demand increases from applications installed on their 
mobile phones.

Algorithmic management allows individual human administrators to oversee 
drivers at any place where the ride-sharing systems run, including on a global scale. 
As a result, drivers had little to no prior contact with the company’s members. 
However, they should communicate via online platforms (such forums) to enhance 
their social awareness of ride-share programs. This scenario helps one research what 
happens when algorithms delegate jobs, refine work activity through information 
analysis, and measure or measure job performance.

This leads to some key testing questions: are human workers (i.e., drivers) 
engaging and agreeing with work that is algorithmically delegated to them? Are 
human workers inspired or distracted by algorithmic optimization, and if so, by 
how much? How successful and accurate is the data-driven assessment of this 
algorithmic administration, and how do human employees feel about it?

The first move in answering these questions was to interview 41 drivers with 
Bolt and Ubers. We then triangulated their answers, interviewed 19 passengers, and 
studied the online driver forums’ archived discussion.

Our findings highlight difficulties and opportunities in the architecture of 
human-centered algorithmic job management, evaluation, and knowledge. The 
results further underscore the value of fostering sensemaking around social 
algorithmic structures. We use the results to explore how data-driven algorithmic 
management can create a safer working atmosphere for intelligent machines while 
providing potential work recommendations.

2. Research background: Uber and Bolt ride-sharing services

In Africa and most developed nations, Uber and Bolt are probably the prominent 
peer-to-peer ride-sharing firms. Uber has been operating in over 100 cities across 
37 countries between 2009 and 2013, and Bolt operates in more than 80 cities 
across 33 countries. Bolt is trying to create a social atmosphere among its clients, 
inviting riders to occupy their front seat and embracing the driver in a generous 
act of celebration. Uber creates an environment for more specialized drivers where 
social experience with the driver is not emphasized. Everyone older than 21 with a 
driving history of at least one year and a valid driver’s authorization will become a 
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driver on the network. Apart from this, inexperienced drivers are forced to attend 
short online video orientations via background checks. As soon as a new driver is 
admitted, the candidate becomes a self-employed agent, not workers. You are wholly 
controlled by where, when, and how far you travel.

2.1 Algorithmic management within the digital work platform

Under Uber’s and Bolt’s platforms, the management of ratings and ratings with 
information, decision-making, and appraisal functions of human managers under 
organizations is focused on three algorithmic processes: passenger-driver matched, 
interactive display of price-priced areas, and data-driven assessments [5].

2.2 Allocation of work on the platform: driver-passenger pairing

Drivers must activate their platform app to perform their function. This allows 
drivers to get their work done and execute it. According to Uber, “the nearest driver 
to this rider immediately gets the tour order in a 15-second timeframe to receive 
it,” until the user orders a trip across the portal (i.e., the smartphone app) [2]. But 
both Uber and Bolt deny specifics of the pairing algorithm based on proximity. Our 
analysis, however, showed that the algorithm could also have other variables. The 
passengers’ request contains information on the location, image, name, and rating 
of passengers.

When the driver agrees with the request, it will notify the passenger, and the 
driver will be able to drive to the position where the passenger is waiting for the 
driver to begin the journey. Both Uber and Bolt do not have the option or drivers’ 
desires, whether they choose to obtain on the network for those passengers or trips. 
Both platforms facilitate passive dismissal of allocated passengers only, i.e., if the 
driver does not want to approve the request, the accepted 15-second window must 
wait before a passenger’s new request is sent for the app.

2.3 Dynamic platform display of surge-priced areas

The regular fare defines the price on the network, which fluctuates according 
to a complex pricing algorithm, which dictates how the pricing is processed. The 
businesses are working together to make this feature clear to drivers and the public. 
This chapter would adopt the word Uber, i.e., “surge price” as demand exceeds 
supply, competitive pricing algorithms tend to rise, and price increases to support 
market equilibrium [2]. “Dynamic pricing” is used by Bolt Surge pricing will play a 
vital role in form driver sales, as the 80% commission stays stable during these high 
price cycles. As of July 2019, the two organizations, with a chart with areas shaded 
in various colors depending on the real-time price measured, high-priced display 
areas inside the network. To allow the demand and optimize the overall number of 
purchases, drivers can switch to locations with higher driving demands (and prices) 
than available drivers.

2.4 Rating and acceptance rates system used to monitors drivers’ performance

Once the ride is completed, all riders and drivers can evaluate each other through 
a ranking system built into the platform. The ranking system is a five-star rating 
system. Bolt points out that when a driver is scored, it is critical that passengers 
consider whether their drivers are generally polite and polite, that they navigate 
well, that they are safe, keep the car clean, and want to use Bolt again [2]. The driver 
also has the approval score, which is determined by the number of approved rides 
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divided by the driver’s total number of requests. Drivers are encouraged to maintain 
a high rate of acceptance of the ride by periodic incentives providing hourly pay that 
is assured if the driver’s acceptance rate is above a certain specified amount. Drivers 
with low average passenger rating and approval rates are subject to scrutiny. They 
will also automatically face deactivation on the network. Likewise, riders with a low 
rating score are at risk of being refused by drivers. Drivers have the option to disre-
gard incoming requests from low-rating passengers below their desired threshold. 
Drivers that retain strong passenger scores and approval rates are often elevated to 
advisors or recruiters. In addition to driving for the service, mentors and recruiters 
recruit new drivers and oversee the application process while receiving additional 
money for these jobs.

3. Methods

The study is focused on studies conducted between April and August 2019. The 
study was mostly based on 41 detailed qualitative interviews of those working on 
the interactive job channels (i.e., Uber and Taxify). We selected interviewees from 
among those who replied to the broader survey. A non-random survey of 355 Uber 
and Bolt drivers was performed, and quantitative data from this more general popu-
lation was also obtained. Following the claims made by [2], we started our research 
with a web-based survey designed to hit drivers on leading shared riding platforms: 
Uber, Uber Eats, Bolts, and others. These businesses consider their network staff as 
independent contractors and not employees.

We recruited drivers to take part in our mobile online survey in two ways. First 
of all, we aimed ads to Facebook network drivers. The benefits and drawbacks of 
using Facebook ads for low-wage jobs can not be overemphasized [2]. The prevalent 
use of Facebook in South Africa and other developing countries makes it a valuable 
sampling environment. It should be judiciously compared to the telephone-based 
means of interviewing [3]. We tailored Facebook advertising for our survey to 
individuals between 18 and 55 who spoke English and reported working on one of 
the two channels. The commercial was shown to 47,981 users, some of whom were 
shown advertising several times, and 4869 users clicked on the survey link, just 
above 10% of those to whom the commercial was shown. Of those who clicked on 
a survey link shared in the commercial, 476 described themselves as platform staff 
started the survey, and 355 completed the study.

Respondents to the study were not indicative of the entire employees of the site. 
Those who marked themselves as platform employees on their Facebook profile, 
and those who belong to communities connected to the interactive job platform on 
Facebook – the two networks from which respondents have been drawn – may be 
more attached to this job than other platform employees and may also vary from the 
people of other platform workers in different unexpected ways. Given the lack of 
data on this digital workforce forum’s makeup and experience and the difficulties 
of accessing this sample demographic through other means, the analysis presented 
here provides a significant, although the non-representative, reflection of this 
developing market.

One of the questions posed in our online survey was whether the respondent 
would participate in an hour-long telephone or in-person interview with R120 as 
an incentive for participation. We called for contact details from the interviewees 
who showed a desire to schedule the consultation. Of the 355 people who completed 
the online survey, most (245 or 69%) showed interest in engaging in the follow-up 
interview. To determine who contacted the 245, we tried to optimize diversity in 
terms of age, size, ethnicity, geography, political preference, and family household 
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income. We conducted interviews with 41 platform staff or 11 percent of those who 
showed interest, and interviews lasted at least one hour or less. We use pseudonyms 
all over to protect the anonymity of the respondents.

Although our survey is not generalizable to the digital network workers’ popu-
lation, interviews have helped us classify processes using reasoning rather than 
statistical inference and to achieve fullness [4]. Also, we found the same similari-
ties through interviews, which enabled us to trust the findings: that is, identical 
similarities in the interviewee’s account across various platforms. However, we 
equate different employees’ perspectives on other interactive job platforms or the 
same worker’s experience working on multiple platforms. Remarkably, respondents 
consistently emphasized Uber’s higher level of time and task management relative 
to other networks.

3.1 Passengers interviews

The responses were triangulated by questioning 19 passengers who used 
or are currently using Uber and Bolt at 6 locations in two cities (Pretoria and 
Johannesburg). On average, the passengers used the service 4–7 times over three 
months. Ten of the passengers questioned used both Uber and Bolt, 4 used only 
Bolt, whereas five used only Uber. The interview aimed to either affirm or disprove 
the impressions shared by drivers of how passengers use the platform, mainly how 
drivers are classified and their actions and attitudes towards price increases.

3.2 Analyzing archived data: drivers’ online forum

We analyzed the drivers’ details on the online forums where all drivers are 
registered to do so. This is because most drivers said in our interviews that the 
forums were the primary source of information and places for them to socialize. 
Two online forums have been observed: one that is not moderated by Uber and Bolt, 
like different Facebook communities, and the official Facebook pages moderated by 
Uber and Bolt.

One author who registered as a Bolt driver was granted access to Bolt’s (Taxify) 
and Uber Driver’s and Clients ‘new driver’ Facebook forum, which provides infor-
mation that is specifically relevant to the business. We also entered other unmoder-
ated private driver groups on Facebook by applying to participate as researchers. 
This was done to prevent being mistakenly posing as a driver. We have retained a 
single observation status during this review. To ensure that the method used in [5] 
was followed, we sampled 142 posts and responses on the online site, noting the 
algorithmic features chosen from the thousands made over three months.

4. Analysis

We triangulated our observations by conducting and archiving interviews. The 
interview transcripts [6] were also evaluated qualitatively. The posts excerpts were 
reviewed, and on the web platform, responses were analyzed using the qualitative 
data coding program Atlas. The dataset was then classified using three platform 
algorithmic features, and the data were then opened to the level of the phrase or 
paragraph around each function. We evaluated the remaining data to identify 
essential subjects, including social sensibilities and socialization. This lead to the 
introduction of a total of 289 definitions. The ideas were later grouped into 16 
themes, and emerging phenomena were clarified. To understand the connection 
between categories, we concentrated on eight categories related to our research 
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questions concerning algorithmic management. When checked at 10% of tran-
scripts (Kappa = 0.81), the final coding method demonstrated strong reliability 
over two coders. We have been able to settle disagreements between coders by 
debate.

5. Findings

This section discusses how drivers reacted by assigning work algorithms, sup-
porting details, evaluating work success, and how drivers socially make sense of the 
system’s algorithms using online forums.

5.1 Background: driver inspiration

According to the drivers interviewed, one significant advantage of working on 
digital platforms is the high degree of versatility that the system has when and when 
it operates on the modern operating network. The low level of commitments and 
dedication necessary for signing up for the platform is another advantage stated by 
drivers. Many drivers work on the system full-time, and others do part-time—some 
work for fun, some of them to feed their curiosity. Many drivers used the forum 
to coordinate their everyday routine in gaining extra revenue. In addition to the 
platform’s financial versatility, several drivers interviewed said they draw social 
motivation from the venue. For example., some drivers found meeting enjoyable, 
connecting with new people, and inspiring the group to participate.

5.2 Algorithmic management: proximity-based passenger-driver pairing

Our findings demonstrate how the openness of algorithmic assignment and the 
matching of drivers with passengers impact driver communication, workaround, 
and work strategy. It further describes the potential impacts of computerization 
decisions used by staff in a particular conventional working environment.

5.3  Collaboration with algorithmic management in terms of passenger 
allocation

A previous study argues that humans will collaborate less with computer auto-
mation activities than human beings. For Uber and Bolt, passengers are allocated 
to drivers on their applications. There is a guideline on the pace of acceptance and a 
cut-off period for approval, which motivates drivers to consider as many algorithm 
assignments as possible. One of the drivers interviewed explained the following: 
“passengers may only be refused if the choice can be made within 15 seconds. Both Uber 
and Bolt find it impossible to deny allocated passengers for different reasons. And if 
the position on the map where you pick up a passenger is displayed, whether you are 
unfamiliar with the area, you will not be able to decide within 15 seconds if you want to 
go to that area.”

Remarkably, one of the reasons that improved drivers’ engagement was to figure 
out whether or not the assignment of passengers made sense to them. While the 
passengers’ assignment was generally based on the similarity between the driver 
and the passenger location, other considerations led to the assignment. The follow-
ing variables are the mutual ranking between the driver and the passenger and the 
driver’s login time. This sometimes causes an appeal from remote passengers del-
egated to drivers who are not closer to passengers. As this situation transpires, several 
drivers testified that they did not acknowledge the “uncomplimentary” trip task, 
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considering that they must travel a long way (such as more than 10 minutes) to pick 
up a passenger. Another driver interviewed,

for example, explained: “I monitor where other drivers are when I’m not with a 
passenger. So, if I see between two to four drivers in area X and a request is coming from 
area Y to area X, given that there are at least two to four drivers sitting right there ready 
to go, then my instinct will tell me that one of two things would have happened. All the 
drivers transfer the trip request, which is unlikely because they cannot be sitting there 
and transfer the assigned trip. Or the GPS mapping was not properly coordinated by the 
system that is assigning the passenger. Then there is a mistake in sending the request to me 
who is over ten minutes away from the passenger instead of assigning it to a driver who is 
at least a minute away.”

The explanation above found it difficult to grasp whether the algorithm assigns 
the passenger to the driver in error or for legitimate purposes. That’s because we 
could not clarify how the driver app algorithm determined the assignment. Another 
driver interviewed believed that the task is often made by accident and that he 
opposes it. However, regardless of how far and inconvenient a passenger assignment 
might be, drivers can consider the assignment as long as it makes sense to them. 
For instance, one driver explained as follows: “When it comes to distance, sometimes 
I’ve driven as 15 kilometers, and I know that the fault was not the fault of the passenger. 
It happened that there weren’t many drivers out on the day I happened to be the closest 
driver at that time.” This means that the explanation for those passenger assign-
ments might have been significant, but at the moment, this was a feat.

5.4 Workaround strategies for algorithmic assignments

Drivers on the platforms recognize that the classification of passengers is depen-
dent on position proximity. This allowed them to prepare and collaborate to monitor 
the algorithmic assignment as part of the existing device functionality. They care-
fully manipulate when and when to work and when to turn to the driver mode on the 
app so that the kinds of requests and passengers of their choosing can be delegated 
to them. They limit the location they operate by shutting off the driver feature on the 
app while returning from a long journey, avoiding low places to prevent dangerous 
and hazardous conditions, and not going to neighborhoods where the bar is situ-
ated to avoid intoxicated riders. They restrict their place to suburban areas to push 
customers to bars. They get repeat passengers by phone into the travel arrangement, 
asking passengers to call for a ride while they are in the driver’s seat to be allocated.

Some drivers keep away from each other by monitoring other drivers’ GPS posi-
tions to avoid vying with each other for passenger demands. If drivers take a rest 
but do not want to turn off their driver app to benefit from the hourly payment 
promotion, they park their cars in the same place on the GPS, which stops them from 
receiving any trip order. Both Uber and Bolts express only basic assignment rules, 
such as “closest drivers are assigned to a ride.” This basic understanding allows drivers 
to maneuver around algorithm assignment strategies. However, the task algorithm’s 
lack of specifics seemed to promote drivers’ reluctance to make decisions, often giving 
them a pessimistic mood to the firms. One of the drivers explained the following.: 
“Uber is very tight-lipped on what is going on. What I’m saying is they inform us ‘we only 
assign it to the closest driver,’ but we don’t understand what is happening behind the scene.”

5.5 More understanding of the algorithm to the benefit of the driver

Our analysis showed that drivers benefit from a thorough understanding of 
the algorithmic assignment. Drivers with more experience and knowledge of the 
method build workarounds to escape unwanted trip assignments. In contrast, 
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those with less knowledge and understanding reject undesirable trip assignments, 
reducing their approval rates. One of the drivers, for instance, clarified that Bolt’s 
assignment algorithms weigh the number of hours the drivers have been online, and 
the proximity of the driver’s radius to pick up passengers increases the longer they 
wait for passenger assignments. As a result, he uses his knowledge of the algorithm 
to turn on and off his driver program periodically when at some stopping point, 
to disable the device from assigning remote trip requests to him. However, not all 
drivers have access to this knowledge. Our findings have shown that Bolt drivers who 
do not understand how the algorithmic assignment functions have attributed the 
remote assignment to the machine error. Many assumed that higher-ranking drivers 
would earn priority passenger assignments. These drivers are unable to establish 
workaround techniques to prevent the assignment of remote trip requests.

5.6 Algorithmic assignment versus preferred pick up

Our results suggest that drivers are usually pleased with the amount of power they 
have over the assignment algorithms. However, a few drivers have clarified that they 
are not happy that they have no control over the radius that the assignment algorithm 
attempts to send passengers to them. One driver interviewed, though, clarified that 
he wants the assignment algorithm to function to see all the incoming trip requests 
to pick the one that matches his choice from among them. He also clarified that he 
had a plan to select the trip requests’ position, and he learned the knowledge and 
comprehension of how best to use them.: “At some point on some days, there usually are 
many good trips within some areas. For instance, on Friday, around 6 pm in [area names 
hidden], there are many trips to and from the airport trips. So, you focus on those.

Another good thing is that if it’s a busy Friday night. And the best way to get that 
done is to take something that’s not in a close area, maybe going far, but then coming 
back in. It gives us the option for a change of pace.” Uber and Bolt’s algorithm assign-
ment removed this slight degree of power and predictability. He said that while he 
tried his hardest to be in those positions in Uber and Bolt’s system, there was no 
assurance that the system would delegate trip requests to him in those places. He′s 
frequently assigned trips outside the area he likes, and he did not want to travel to 
those places just for a change.

5.7  Algorithmic system does not cater to the driver abilities, feelings, and 
motivation

Some drivers clarified that hike rates are implemented in some familiar places 
instead of using the device in any community. They also explained that they 
frequently travel far to these places as soon as they get alerts about the increased 
prices. However, half of the drivers interviewed are not inspired by a rise in price 
notification because the supply-control algorithmic framework caters to their skill, 
emotions, and inspiration. It was also found that the surge-price shifts too rapidly 
and unpredictably so that they could not be used in a competitive way to raise their 
incomes. Furthermore, being in the surge region guarantees that travel requests 
would be distributed within the area. Any drivers have clarified that the spike price 
often disappears as they arrive in the spike region.

5.8  Data-driven algorithmic evaluation: performance evaluation through driver 
rating and acceptance rate

The guidelines used for the approval rate and the driver-passenger rating system 
benefit the system’s overall operation. However, this quantitative method makes 
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drivers responsible for all relationships and is often perceived by drivers as unjust 
and does not have a meaningful or desirable result, thus negatively affecting drivers.

5.8.1 Treating all assignment rejections equally: an act of unfairness

The acceptance rate regulation requirement is used to encourage drivers 
to accept most of the requests, which allow more passengers to be allocated to 
their journeys, arrive at their destination on time, and inspire trust in the use of 
the platform system. The fact that the degree of approval of the assignment is 
sustained puts a high burden on drivers to consider most of the trips assigned to 
them. For example, one of the drivers interviewed explained why he often wel-
comed a request, even though it was not acceptable for him to consider it.: “I had 
no choice but to accept it. I accepted because I want my acceptance rating to go high. 
We are under a lot of pressure. I cannot give any reason as to why I do not accept it, so I 
have to accept it.”

Similarly, Assignment algorithms penalize rejection of passenger requests by 
drivers, which reduces the driver’s approval rate. However, specific drivers often 
have legitimate reasons, excuses, and circumstances that explain their reluctance 
to accept travel requests. For example, drivers can prefer not to welcome passen-
gers without photographs at night for safety reasons. Some queries are diverted 
to the drivers when a few seconds are left for the drivers to approve. This could 
be attributed to technical issues with the system. Drivers often send e-mails to 
the company’s representative(s) when they believe they have legitimate grounds 
to refuse the appeal, considering that they will not be penalized for legitimate 
refusals. Still, most of the time, their e-mail will go without getting a reply from 
the members.

5.8.2 Using quantitative data only leads to inaccuracy in quality of service

Our study indicates that the Passenger Driver Rating System builds faith and 
operation behaviors in network work schemes. However, there is not sufficiently 
metric to be used for driver efficiency assessment. Some drivers rely on passenger 
ratings as indicators to approve travel requests from passengers or not, believe more 
in higher-rated passengers, and exercise caution on lower rating passengers. Any of 
the passengers interviewed clarified that while they ignore driver ratings, the fact 
that the driver rating system is in place gives them a sense of protection.

The ranking system also allows the drives to provide a feeling of standard service 
on all their trips. One of the drivers interviewed, for example, explained: “I want 
to get five stars. So, I make sure that I am friendly. I relate with the passengers. I ask 
them their preferences immediately; they step in the vehicle. I ask them if they want 
me to switch on the Aircon or heater. Or they want me to roll the windows down or up 
depending on the weather. I also ask them if they will prefer that I play the CD or listen 
to Radio. And to ones that want the music played, I ask them what type of music they 
would like to listen to? I sometimes offer them sweets and gum.”

Drivers take ratings very seriously. High ratings like 4.95 have become the basis 
upon which some of the drivers pride themselves. Although scores below 4.0 upset 
some drivers and cause them to fear losing their work on the network, they fear 
being tracked, measured, and arbitrated by customers. These seem to have adverse 
psychological effects on those who have not scored close to 4. One of the drivers 
interviewed explained the following.: “you are forced by the rating to be careful 
and cautious. Because it looks like what you are doing is being monitored, rated, and 
judged. If your rating is low for some time, you could be asked not to drive for some on the 
platform and reapply for the job later.”
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Some drivers believe that their passenger scores are not a fair representation of 
their success in terms of operation and driving, as one driver explained: “It’s like in 
rugby, the line-up does not indicate the specifics of a player. A player could hit three runs, 
and three tries it doesn’t mean that such a player is a productive player.” Some drivers 
also explained that passengers’ psychological and physical conditions, such as being 
drunk, having a hurry to meet, or catching a late flight, are often reasons they give 
lower ratings after the trip. They also explained that some passengers interpret the 
machine anomaly or algorithm functions as bad experiences. This is because they 
are sometimes unable to manage due to errors (such as GPS errors, traffic jams, 
rising pricing, etc.) on their side. As a result, they give drivers lower ratings.

5.9 Making sense of the online platform as a forum for discussion

Drivers on the digital work platform function separately in distributed locations 
and, when they do, make use of internet networks as a significant avenue for their 
socialization. They use online communities such as Facebook groups, WhatsApp, 
Telegram, Line, Hangout, etc. as sites for different forums to address their work 
on the site and the algorithmic site management. One of the constructive aspects 
of making sense of the online forum is to explore how driver efficiency in terms of 
ratings and recognition can be strengthened and sustained.

Experienced drivers are often eager to exchange strategies and suggestions with 
inexperienced drivers who ask questions about boosting their scores. They’re willing 
to do this, relying on the expertise they have gained over time. One of the new drivers 
in one of the forums, for example, asked how to raise his scores after 74 trips in four 
weeks. Approximately 120 comments were made within three hours of the publication 
of the query. Some drivers sympathize with his feelings; some share their everyday 
encounters as part of the first challenge of getting to the platforms. However, several 
commenters expressed the specific tricks they use, such as designing a service informa-
tion manual for their cars’ back seat, heading to the Central Business District (CBD) at 
lunchtime on several short journeys building genuine connections with travelers, etc. 
Any seasoned drivers often make it clear to beginner drivers that ratings will be steady 
over time and warn them not to encourage tension to get too much on ratings.

However, in terms of knowledge utility and practices that use assignment algo-
rithms and rising pricing, they tend to have a lesser impact. Most of the posts that 
raise questions are concerned with how assignment algorithms and surge pricing 
work, understand the competitive display of surge pricing, and the fields in which 
higher pricing is often applied. Most of the real-time questions and conversations 
are about exasperating events — no travel requests in high-priced places or remote 
travel requests that entail long driving periods.

Much of the online forums’ conversation centered on offering emotional and 
social help instead of informational support. For instance, the driver’s post was a 
matter in which he was irritated at the trip request by the algorithm assigned to him, 
which forced him to ride from east to west of the area, even though he could see other 
drivers in the vicinity of the passenger making the request. Much of the comments in 
response to the post were worried about giving emotional support. However, there 
were no remarks to justify why the algorithm allocated such a trip to him. Company 
representatives usually do not appear on the forums to answer the driver’s questions.

6. Discussion

This section discusses how our findings will continue to develop and improve 
the architecture of algorithmic data-driven management.
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6.1 Designing and enhancing the algorithmic trip assignment

Myriads of Algorithmic Passenger Trip Requests for Drivers on the Automated 
Work Network, such as Bolt and Uber, are made automatically within seconds of ride 
requests. The regular and speedy approval of the drivers’ assignments ensures the 
platforms’ operation’s reliability and efficacy. Hence, it is the potential to maximize 
the number of passengers who can make short journeys. Our results indicate that the 
task is not based purely on the root of the task (i.e., person versus algorithm) in the 
digital job site’s algorithmic management. However, how the assignment is per-
formed and managed, how staff on the site interact and agree with the assignment 
[7]. According to the study’s findings, the details displayed on the computer, the 
constraint of the time to approve the request for a ride, and the approval rate jointly 
decides the degree of cooperation between drivers and the assignment algorithm.

Furthermore, our findings indicate that the openness of the algorithmic assign-
ment’s method can enable algorithmic management to produce a high degree of 
coordination and cooperation with drivers. While Uber and Bolt clarify that their 
algorithmic handling of assignments is based on the proximity of drivers and pas-
sengers, our findings suggest that there are other considerations that the algorithm 
takes into account. This is why passenger demands are often not allocated to drivers 
who are nearest to travelers. [8] suggests that the art of describing or encouraging 
staff to ask questions about each trip assignment may help minimize drivers’ refusal 
rate when assigned to a trip that is not close to them, instead of attributing those 
assignments to a technological glitch to the network work method. This is because 
clarity and openness will boost drivers’ negative emotions or contrasting ideas 
about businesses that run digital channels. Our results are consistent with previous 
studies on suggestion networks where exposure has improved users’ confidence and 
adopt suggestions [9]. This study also draws attention to new transparency implica-
tions that have gained little attention in previous studies on intelligent systems, i.e., 
the effect of transparency in algorithmic management and how to open algorithmic 
assignment leads to improved job strategies address limitations. Drivers who have 
a thorough understanding of the assignment algorithm can set up workarounds to 
prevent a less economical journey. In contrast, drivers who only have basic knowl-
edge of proximity-based algorithmic assignment cannot do the same.

It was also discovered that being autonomous contractors on digital work plat-
forms is a crucial factor in the network drivers’ preference and stability, which leads 
to a lack of control over the algorithmic management of trip assignments. Another 
consideration is the lack of familiarity with such systems. For example, a driver who 
acts as a driver and a passenger likes a mechanism that allows him to view and select 
travel requests directly. He assumes that the algorithm is now managing the choices 
that he will make himself. This is understood as opposition to transition, which 
often poses versatile, ethical concerns regarding the trend of emerging technologies 
that are harmful to people’s regulation for the sake of overall machine performance 
and the consequences of learning and growth while at work [10].

6.2 Integrating information support into the algorithm management design

Supply–demand management algorithms were initially developed to solve 
statistical optimization problems concerning non-human entities. In Bolt and 
Uber, however, they are used to inspire and regulate human behavior. This poses 
issues, as the supply–demand management algorithm does not consider the speed at 
which drivers run. Consistent with previous studies on a smart agent that sought to 
promote healthy behavior [5], the algorithm struggled to account for people’s feel-
ings of inequity towards higher prices and overlooked drivers’ social and altruistic 
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motives. This highlights the importance of algorithmic management: (a) the speed 
and manner in which people work, (b) different forms of inspiration rather than just 
economic ones, and (c) the feelings people have about the choices that algorithms 
make. Also, some drivers did not trust the high-priced areas as they had more faith 
in their expertise. Transparency of how the surge priced region was computed in 
real-time could increase workers’ trust in algorithmic knowledge.

6.3  Integrating data-driven performance evaluation into the algorithm 
management design

Using driver ratings and approval thresholds, businesses can test drivers on a wide 
scale. In particular, driver ratings may appear to be a valid assessment tool because 
customer loyalty is a significant indicator of service performance and human service 
provider efficiency. Using only the monitored output data in assessing staff, though, 
has uncovered several problems that may arise if one depends too heavily on quanti-
fied metrics without further analysis of their meanings and complexities. Consistent 
with previous studies on letter-grading schemes or numerical appraisal of teaching 
skills [11], several random variables beyond drivers’ reach affect the way passengers 
rate drivers. The effectiveness and accuracy of the averaged group assessment, rather 
than the in-depth holistic review carried out by a human manager or peer, is also at 
issue. As P18 put it, “you are at the hands of unknown strangers, in [his other work] 
you are judged by people you meet.” Our research also reveals the pitfalls of following 
a 5-star rating system shared with web goods, content, or business ratings for human 
employees. Drivers felt that passengers rated conservatively as they did in online 
reviews; however, interviews with passengers suggest that they are more lenient and 
positive than drivers think. This misunderstanding indicates that a 5-star ranking 
metaphor and a heading may have contributed to incorrect comparisons. Finally, the 
long-term motivational impact of the ranking is still at issue. As the driver ratings 
were weighted over several journeys, the effect of one positive or negative ride was 
reduced, and the drivers in our study were less susceptible to changes in their ratings 
until they were above the minimum threshold.

Effective management offers working procedures and enables improvisation in 
response to changes and exceptions [12]. On the other hand, task algorithms have 
penalized all driver rejections of assignments, even though individual drivers had 
valid motives and situations for doing so. While we have not seen any significant 
problems with this lack of versatility in our algorithmic analysis assignment, it 
poses an open challenge in building flexibility in algorithmic management.

An examination is optional in most online rating programs, and many even 
miss the process. In the ride-sharing service, both riders were urged to score their 
service experience, and most of them did. Being held responsible for all communi-
cations, the drivers were well aware of this external assessment’s nature. Trying to 
offer adequate care with all customer encounters could pose psychological stress to 
staff. Besides, as comprehensive research on extrinsic incentives’ effect on intrinsic 
motivation indicates, an external device may undermine the innate incentive drivers 
may have and alter the sense they assign to their behavior. From the passengers’ 
point of view, the uncertainty of the provider’s motivation for friendliness and good 
service risks making the provider’s relationship more superficial and perfunctory.

6.4 Designing algorithmic management that supports online forum

Our study found that online forums have been the primary place where drivers 
socialize, ask questions about each other, and share information and strategies. 
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In most research on intelligent systems’ sensory and mental models, the focus was 
on individual sensemaking [13–15]. Our research indicates that social sensemak-
ing is another critical task that needs to be correctly understood and endorsed if 
intelligent systems are effectively implemented. Social sensemaking events at the 
driver’s forums adopted “fragmented social sensemaking” [10]. Many involved 
contributors have no overarching authority to put together various thoughts and 
narratives into a cohesive plot. This kind of sensemaking was useful in addressing 
rating enhancement techniques. There were no accurate or incorrect responses, 
and employees’ knowledge and learned and improvised techniques played a critical 
role. On the other hand, fractured social sensemaking fell short on topics where 
only an authority figure had the correct details. This highlights possibilities for 
creating organized online social sensemaking algorithmic features where individu-
als can draw on each other’s expertise.

7. Scope of the study

As with many research studies, there are certain drawbacks to this study. Our 
research work’s findings are derived from interviews with a sample of drivers from 
three cities in South Africa, namely Johannesburg, Pretoria, and Durban. We have 
used the study of archival records. We were unable to perform interviews with 
the official members or creators of both Uber and Bolt. The organizations that 
run and maintain the platform’s work processes were against their organizations’ 
policies.

Consequently, we conclude that this work’s results should be complemented by 
potential studies that will use various research techniques, such as tests, surveys, 
and ethnography. This study was performed in the context of the on-demand travel 
order, which is intended to improve the provision of the future of employment. We 
also assume that more analysis is needed in various institutional ways, such as with 
full-time workers.

8. Conclusions

Computer algorithms rapidly assign, refine, and evaluate work. This article 
discussed the effect of this algorithmic, data-driven management on Uber and 
Bolt’s new ride-sharing services. This study’s qualitative research results illustrated 
possibilities and difficulties in the architecture of human-centered algorithmic job 
assignment, knowledge and assessment, and the importance of fostering social 
sensemaking around the algorithmic method. The implications for HCI, CSCW, 
and Artificial Intelligent Systems research were discussed. We hope that this study 
will stimulate future work so that we can empower human workers to work with 
intelligent machines not only in an accurate but also in a rewarding and meaningful 
way.
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Chapter 13

Overview of Some Intelligent
Control Structures and Dedicated
Algorithms
Kuo-Chi Chang, Kai-Chun Chu, Yuh-Chung Lin
and Jeng-Shyang Pan

Abstract

Automatic control refers to the use of a control device to make the controlled
object automatically run or keep the state unchanged without the participation of
people. The guiding ideology of intelligent control is based on people’s way of
thinking and ability to solve problems, in order to solve the current methods that
require human intelligence. We already know that the complexity of the controlled
object includes model uncertainty, high nonlinearity, distributed sensors/actuators,
dynamic mutations, multiple time scales, complex information patterns, big data
process, and strict characteristic indicators, etc. In addition, the complexity of the
environment manifests itself in uncertainty and uncertainty of change. Based on
this, various researches continue to suggest that the main methods of intelligent
control can include expert control, fuzzy control, neural network control, hierar-
chical intelligent control, anthropomorphic intelligent control, integrated intelligent
control, combined intelligent control, chaos control, wavelet theory, etc. However,
it is difficult to want all the intelligent control methods in a chapter, so this chapter
focuses on intelligent control based on fuzzy logic, intelligent control based on
neural network, expert control and human-like intelligent control, and hierarchical
intelligent control and learning control, and provide relevant and useful
programming for readers to practice.

Keywords: artificial intelligence algorithm, adaptive fuzzy control, neural network,
expert system, learning control

1. Intelligent control based on fuzzy logic

1.1 Basic knowledge of fuzzy logic

A set of things can be distinguished based on binary logic. The essence of the set
concept is to classify or divide things according to certain attributes. The whole of
all the elements of the research object is called “universe”, which is represented by
U, also known as “set”, “entire domain” or “space”. Eigen functions are an impor-
tant way to represent classical sets. For fuzzy sets and fuzzy concepts, from the
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perspective of set theory, the connotation of a concept is the definition of a set, and
expansion is all the elements that make up a set. In people’s mind, there are many
concepts that are not explicitly extended, called fuzzy concepts, such as “high” and
“short” to describe height [1].

The general approximation analysis of fuzzy systems is a non-linear mapping
from input to output. It consists of multiple “If … Then …” rules. These rules
have simple geometric features in the input and output spaces X � Y, and define
many fuzzy blocks on the X � Y space. “If X is a fuzzy set A1, then Y is a fuzzy set
B1.” This rule corresponds to the A1 � B1 Cartesian product of the input and
output spaces. The overlapping function f: X! Y of fuzzy blocks composed of
fuzzy rules can be used to approximate the function f: X! Y with the fuzzy
system F: X! Y.

Summarizing the control behavior of the above-mentioned people is following
the basic idea of feedback control. An experienced operator can summarize the
principle of manual operation to control the furnace temperature. The accumulated
operating experience accumulated over the years can be summarized into several
rules, such as “if the furnace temperature is low, add more fuel”, etc., to train young
operators that he is qualified for the job and gradually replace. Similarly, several
control rules summarized from operating experience can be stored in a computer,
allowing the computer to imitate human control decision-making behaviors to
automatically control the furnace temperature. This is the basic idea of fuzzy
control.

1.2 Components of the fuzzy control system

There is not much difference between a fuzzy control system and a computer
digital control system. As shown in Figure 1, a fuzzy control system can be divided
into four components: fuzzy controller, A/D and D/A interface to U, generalized
objects (actuators and controlled objects) and sensors [2].

In the microcomputer fuzzy control system, the sensor replaces the human eye,
the fuzzy controller replaces the human brain to control decisions, and the
executive mechanism replaces the functions of the human arm and hand.

1.2.1 The basic form of fuzzy control

The decision-making process of fuzzy control is the three basic forms of human
fuzzy thinking include fuzzy concept, fuzzy judgment and fuzzy reasoning. In the
fuzzy controller, the fuzzy concept is a fuzzy linguistic variable represented by a
fuzzy set. For example, the exact amount of error (continuous domain) is converted
to the fuzzy quantity on the discrete domain (discourse domain). This process is
called fuzzy quantization processing.

Figure 1.
Block diagram of fuzzy control system.
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Human operating experience can be summarized into several fuzzy control rules
in language. These rules can be described by a fuzzy relation matrix. It is actually
a general principle of the operating process. These fuzzy control rules are also called
the language model of the controlled object.

According to the syllogistic fuzzy reasoning synthesis rule, the fuzzy relation-
ship determined by the fuzzy control rule is taken as the major premise of fuzzy
reasoning, and the input fuzzy variable is used as the small premise. The known
small premise and fuzzy relationship can be concluded by fuzzy inference
synthesis.

According to the syllogism fuzzy inference synthesis rule, the fuzzy relationship
R determined by the fuzzy control rule is taken as the major premise of fuzzy
reasoning, the input fuzzy variable is A is taken as the small premise, and the
known small premise A and fuzzy relationship R are synthesized by fuzzy relation
inference Conclusion B ¼ A ∘R.

As shown in Figure 2, the schematic diagram of the fuzzy control system is
given. For the sake of comparison, the fuzzy logic thinking form of the person is
placed above the figure. The three forms of fuzzy logical thinking correspond.
Among them, the fuzzy quantization process is to obtain the fuzzy amount of the
control variable [3].

For the sake of simplicity, only the error signal is selected as the input variable of
the fuzzy controller and abbreviated as e (t) to illustrate the working principle of the
fuzzy controller. The microcomputer obtains the precise value of the controlled
quantity y by interrupting the sampling, and then compares this quantity with the
given quantity to obtain the precise value of the error signal e (e = r-y, here the unit
feedback is taken) as the input quantity of the fuzzy controller. The exact amount of
the error e becomes the fuzzy amount of the error through the fuzzy quantization
process, which can be represented by a subset e of the corresponding fuzzy lan-
guage set. Then the fuzzy relationship between the fuzzy amount of the error e and
the fuzzy control rule R is used to make a fuzzy inference decision. The fuzzy
amount of the control amount is shown in Eq. (1).

u ¼ e ∘R (1)

The fuzzy amount of the control amount cannot be directly sent to the actuator
to control the controlled object, the fuzzy amount of u of the control amount must

Figure 2.
System principle of fuzzy control.
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also be converted into an accurate amount u through non-fuzzy (clarification,
deblurring, and defuzzification) processing. After the digital-to-analog conversion
into an accurate analog quantity, it is sent to the executive body, which controls the
controlled object by one step. Then, it waits for the second sampling and performs
the second step control. Continuously controlling in this way will make the actual
output of the controlled object approach the expected value with certain accuracy,
thereby achieving fuzzy control of the controlled object.

It is not difficult to see that the input quantity e of the fuzzy controller is an
accurate quantity, and its output control quantity u is also an accurate quantity.
Therefore, the control of the fuzzy controller is not fuzzy, and it can achieve precise
control of the controlled object. Only the fuzzy logic reasoning is used in the
inference part of the fuzzy controller. The advantages are: first, this reasoning
decision does not require an accurate mathematical model of the controlled object;
second, this reasoning decision simulates the thinking process of a person, and has
intelligent and efficiency.

In the following, a single input single output temperature fuzzy control system is
used to specifically explain the working principle of the fuzzy control system. An
electric heating furnace is used for the heat treatment of metal parts. According to
the requirements of the heat treatment process, the furnace temperature must be
kept constant at 600°C. The experience of manual operation to adjust the voltage to
control the furnace temperature can be summarized in language as the following
control rules: If the furnace temperature is lower than 600°C, the voltage will be
increased. When the temperature is lower, the voltage will be higher. If the furnace
temperature is equal to 600°C, the voltage will be kept unchanged, as the voltage
increases, the voltage will decrease.

According to the above control rules, the application of a microcomputer to
achieve fuzzy control of the furnace temperature needs to be designed according to
the following steps.

1.Determine the input and output variables of the fuzzy controller.

Select the difference between the actual value of the furnace temperature and
the set value as e (n) = t0-t (n) as the error input variable, and select the
voltage u to adjust the furnace temperature as the output variable of the fuzzy
controller.

2.Determine fuzzy language variables of input and output variables.

First, select a fuzzy subset of the input and output variables as:

{Negative large, negative small, zero, positive small, positive large} = {NB, NS,
O, PS, PB}.

Among them, NB, NS, O, PS, PB are English abbreviations of negative large,
negative small, zero, positive small, and positive large respectively.

Second, the domain X of the selection error e and the domain Y of the control
quantity u are both X = Y = {�3, �2, �1, 0, 1, 2, 3}.

Third, determine the membership functions of the input and output language
variables as shown in Figure 3. From this, the assignment of fuzzy variables e and u
can be obtained from this, see Table 1 [4].

Establish fuzzy control rules using the above-mentioned rules for manually
adjusting the voltage to control the furnace temperature, using the error as an
input variable, and the voltage as an output variable, five rules can be written as
follows:
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1.If the error is negative, the voltage is positive; If e ¼ NB then u ¼ PB.

2. If the error is small, the voltage is small; If e ¼ NS then u ¼ PS.

3. If the error is zero, then the voltage is zero; If e ¼ O then u ¼ O.

4. If the error is small, then the voltage is small; If e ¼ PS then u ¼ NS.

5. If the error is positive, the voltage is negative; If e ¼ PB then u ¼ NB.

In the above rules, the left side is expressed in Chinese, and the right side is
written in English if-then fuzzy conditional statements.

1.2.2 Fuzzy matrix representation of fuzzy control rules

A fuzzy control rule is actually a set of multiple fuzzy conditional statements,
which can be expressed as a fuzzy relationship from the error domain X to the
control quantity domain Y. Because when the universe is limited, fuzzy relations
can be represented by fuzzy matrices. In the furnace temperature fuzzy control, the
universe of discussion X and Y are limited to 7 levels, so the fuzzy relation matrix
can be used to represent the above fuzzy control rules.

The above fuzzy conditional statement can be expressed as a fuzzy relationship
as show in Eq. (2).

R ¼ NBe � PBu þNSe � PSu þOe � Ou þ PSe �NSu þ PBe �NBu (2)

Membership Language variable

Quantization level �3 �2 �1 0 1 2 3

PB 0 0 0 0 0 0.5 1

PS 0 0 0 0 1 0.5 0

O 0 0 0.5 1 0.5 0 0

NS 0 0.5 1 0 0 0 0

NB 1 0.5 0 0 0 0 0

Table 1.
Assignment table of fuzzy variables (e, u).

Figure 3.
Membership functions of language variables.
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Among them, the subscripts e and u of language variables NBe, PBu, etc. indicate
that they are language variables of error and control amount, respectively. Figure 4
shows the fuzzy rule base.

1.3 Adaptive fuzzy control

1.3.1 Components of the fuzzy control system

1.3.1.1 The concept of adaptive control

In the 1950s and 1960s, since classic control was difficult to meet the high
control performance requirements of aircraft, rockets, and satellites, a high-
performance controller capable of automatically adapting to the changing charac-
teristics of the controlled object, an adaptive controller, was needed.

In order to make the controlled object operate according to the predetermined
rules, negative feedback control is used. A natural idea is that when the control
performance of the controller does not meet the requirements, the negative feed-
back control idea is also used to control the controller itself to improve the control
performance. This is the basic idea of adaptive control. Therefore, the adaptive
controller must have two functions at the same time:

1.According to the operating state of the controlled process, a suitable control
amount is given, that is, a control function.

2.According to the control effect of the given control amount, the control
decision of the controller is further improved to obtain a better control effect,
that is, a learning function.

The adaptive controller performs system identification and control tasks simul-
taneously. The essence of the adaptive fuzzy controller is to make a control strategy
described in language by observing and evaluating the performance of the

Figure 4.
Control surface of the fuzzy rule base.
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controller. There are two types of adaptive control: direct adaptive control and
indirect adaptive control. The principle of direct adaptive control is shown in
Figure 5. It adds an adaptive mechanism to the basic feedback control system. It
obtains signals from the original control system. The control performance changes
that it can adaptively modify the controller parameters to make the control. Perfor-
mance remains the same. The principle of indirect adaptive control is shown in
Figure 6. It uses online identification to identify the parameters of the object, and
then uses the identified parameters to adjust the control parameters through the
parameter corrector to continuously improve and improve the control performance.

Direct reference adaptive control includes model reference adaptive control
(MRAC), while indirect adaptive control is also called self-correcting control (STC).

Introduce fuzzy logic inference system in traditional adaptive control, or act as
an adaptive mechanism, or as an object model, or as a controller, or both, forming
different forms of adaptive fuzzy control, or fuzzy adaptive control [5].

1.3.1.2. The structure of adaptive fuzzy controller

The adaptive fuzzy controller is based on the basic fuzzy controller, and an
adaptive mechanism is added. Its structure is shown in Figure 7. The adaptive
mechanism in the dashed box in the figure includes three functional blocks,
which are:

1.Performance measurement-used to measure the deviation between the actual
output characteristics and the expected characteristics in order to provide
information for the correction of the control rules, that is, to determine the
correction amount P of the output response.

2.Control amount correction—the correction amount of the output response is
converted into the correction amount R of the control amount.

Figure 5.
Block diagram of fuzzy control system structure of direct adaptive control.

Figure 6.
Structure of indirect adaptive control.
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3.Modification of control rules-correction of control amount is achieved by
modifying control rules.

1.3.1.3 Principle of adaptive fuzzy controller

The adaptive fuzzy controller also needs to understand the parameters of the
controlled object while controlling the controlled object. Therefore, it is actually a
control method that combines fuzzy system identification and fuzzy control.
Through identification, we can better “understand” the controlled object so that the
controller can “follow” changes in the object and the environment. In this way, the
controller itself has a certain ability to adapt to changes, or the adaptive fuzzy
controller has higher intelligence.

The three function blocks added by the adaptive fuzzy controller are
implemented by software to implement their # functions. The adaptive link can be
understood as the introduction of a “soft feedback” inside the fuzzy controller, that
is, the feedback of the controller’s own performance implemented by software.
Through this feedback, the control performance of the controller is continuously
adjusted and improved to make the control effect of the control process is sent to
the best state.

The above method is still feasible for a system with a single input and single
output and which is not critical to the calculation time. The relationship matrix for a
multiple input multiple output system is too large for a computer to store and
compute.

1.3.2 The principle and method of model reference adaptive fuzzy control

1.3.2.1 Basic principle of model reference adaptive fuzzy control

The model reference adaptive system originates from the concept of self-
adaptation of human behavior and causal reasoning (law of cause and effect) being
transplanted into the field of control. The causal reasoning model is a general model
of the reasoning process that expresses human adaptive characteristics. The causal
law model characterizes the qualitative relationship between cause and effect.

Figure 7.
Structure of the adaptive fuzzy controller.
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By comparing the model with the real situation, people use adaptive mechanisms
instead of people to modify parameters or control strategies to obtain a process
that is close to the desired output for control system.

The basic structure of the model reference adaptive fuzzy control system
includes three components:

1.Reference model-used to describe the dynamic characteristics of the controlled
object or to represent an ideal dynamic model.

2.Controlled subsystem-including the controlled object, feed forward controller
and feedback controller, as shown by the dashed box in the Figure.

3.Self-adaptive mechanism—adjust the control parameters of the feed forward
controller and feedback controller based on the difference e between the actual
output yP of the controlled object and the reference model output ym and its
changes, so that e = ym-yp! 0.

1.3.2.2 Design method of fuzzy adaptive mechanism

The fuzzy adaptive mechanism design method generally has the following two
forms:

1.Design fuzzy adaptive mechanism based on fuzzy relation model. The design
process based on fuzzy relation model is similar to the design steps of fuzzy
control look-up table.

2.Design of fuzzy adaptive mechanism model based on TS fuzzy model, the
general structure of the reference fuzzy adaptive system can be expressed in
the form of Figure 8, where the controlled subsystem is a closed-loop
subsystem including the controlled object. The adaptive mechanism generates
a fuzzy adaptive signal according to the difference between the output of the
reference model and the output of the controlled subsystem, and changes the
output of the controlled subsystem to the reference model output [6].

1.3.3 Simulation and programming of adaptive fuzzy control

Adaptive fuzzy control simulation takes the controlled object as Eq. (3).

Figure 8.
Structure of model reference adaptive fuzzy controller.
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€x ¼ �25 _xþ 133u (3)

Position instruction is sin(πt) take the membership function in Eqs. (4)–(9).

μN3 xið Þ ¼ 1
1þ exp 5 xþ 2ð Þð Þð Þ (4)

μN2 xið Þ ¼ exp xþ 1:5ð Þ2
� �

(5)

μN1 xið Þ ¼ exp xi þ 0:5ð Þð Þ2
h i

(6)

μp1 xið Þ ¼ exp � xi � 0:5ð Þð Þ2
h i

(7)

μp2 xið Þ ¼ exp � xi � 1:5ð Þð Þ2
h i

(8)

μp3 xið Þ ¼ 1
1þ exp �5 x� 2ð Þð Þð Þ (9)

The initial state matrix of the system is 1,0½ �, and the initial values of each
element in θ are all taken as 0. Control rule show in Eq. (10) and adaptive rule (11)

are adopted. Then take Q ¼ 50 0
0 50

� �
, k1 ¼ 1, k2 ¼ 10, and adaptive parameter

γ = 50.

uD ¼ xjθð Þ ¼
Pm1

l1¼1 …
Pmn

ln¼1yu
l1 … ln

Qn
i¼1μ

li
Ai xið Þ

� �

Pm1
l1¼1 …

Pmn
ln¼1

Qn
i¼1μ

li
Ai xið Þ

� � (10)

_V ¼ � 1
2
eTQeþ b

γ
θ ∗ � θð ÞT γeTPnζ xð Þ � _θ

� �� eTpnbw (11)

According to the membership function, write the MATLAB program as follows:

% Adaptive fuzzy approximation
clc % Clear screen
clear all; % Remove workplace variables
close all; % Close the display graphics window
L1 = -3;
L2 = 3;
L = L2-L1; % Fuzzy set change range length
T = 0.001;
x = L1: T: L2; % Range of fuzzy set
figure (1);
for i = 1: 1: 6

if i = 1
u = 1 ./ (1 + exp (5 * (x + 2)));

else if i = 6
u = 1 ./ (1 + exp (-5 * (x-2)));

else
u = exp (-(x + 2.5- (i-1)). ^ 2);

end
hold on;
plot (x, u, 'r', 'Line Width', 2);

end

334

Automation and Control



x label ('x'); y label ('Membership function fuzzy set');
grid on
axis tight

The running program is shown in Figure 9 as a membership function graph.
Directly and adaptively control the internal control objects. The MATLAB

program is written as follows. Results show in Figures 10–12.
% S-function for continuous state equation for controlled object
function [sys, x0, str, ts] = s_function (t, x, u, flag)
switch flag,
% Initialization

case 0,
[sys, x0, str, ts] = mdlInitializeSizes; % Initialization function

case 1,
sys = mdlDerivatives (t, x, u);% Differential function

% Outputs
case 3,

sys = mdlOutputs (t, x, u);% Output function
% Unhandled flags

case {2, 4, 9}
sys = [];

% Unexpected flags
otherwise

error (['Unhandled flag =', num2str (flag)]);
end
function [sys, x0, str, ts] = mdlInitializeSizes
sizes = simsizes;
sizes.NumContStates = 2;
sizes.NumDiscStates = 0;
sizes.NumOutputs = 2; % 2 outputs
sizes.NumInputs = 1; %1 input
sizes.DirFeedthrough = 0;
sizes.NumSampleTimes = 0;
sys=simsizes(sizes);
x0 = [1 0];

Figure 9.
Membership function graph.
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Figure 10.
Simulation result of position tracking.

Figure 11.
Simulation result of position tracking error.

Figure 12.
Simulation result of control input.
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str = [];
ts=[];
function sys = mdlDerivatives (t, x, u)
% Second-order system
sys (1) = x (2);
sys (2) =-25 * x (2) + 133 * u;
function sys = mdlOutputs (t, x, u)
sys (1) = x (1);
sys (2) = x (2);
% Drawing program writing
close all;
figure (1);
plot (t, y (:, 1), 'r', t, y (:, 2), 'b', 'LineWidth', 2);
xlabel ('time (s)'); ylabel ('Position tracking');
grid on
title ('Location tracking')
figure (2);
plot (t, y (:, 1) -y (:, 2), 'r', 'LineWidth', 2);
xlabel ('time (s)'); ylabel ('Position tracking error');
grid on
title ('Position tracking error')
figure (3);
plot (t, u (:, 1), 'r', 'LineWidth', 2);
xlabel('time(s)');ylabel('Control input');
grid on
title ('Control input signal')

2. Neural network

2.1 The connotation of neural network

The neural network model is used to simulate the process of a large number of
neurons in the human brain, including information processing, processing, storage,
and search. Its main features include (1) the characteristics of distributed storage of
information. (2) Information processing and reasoning have the characteristics of
parallelism. (3) Information processing has the characteristics of self-organization
and self-learning. (4) It has a very strong non-linear mapping capability from input
to output [7].

The topology of the neural network connection method is a graph with neurons
as nodes and directed connections between nodes as edges. The structure can be
divided into two categories: layered and gridded. A neural network with a hierar-
chical structure consists of several layers. Each layer has a certain number of neu-
rons. Neurons in adjacent layers are unidirectional connected. Normally, neurons in
the same layer cannot connect. In a neural network with a network structure, any
two neurons may be connected in both directions. The following are several com-
mon neural network structures including (1) forward neural networks. (2) Feed-
back neural network. (3) Integrate neural networks with each other. (4) Hybrid
neural network.

Neurons in the human brain pass through the fine structures of many dendrites,
collect information from other neurons, and burst electrical activity pulses through
the axis. How to adjust the connection weight is reconstructed into different learn-
ing algorithms. In order to apply neural networks to solve practical engineering
problems, they must be trained. This is neural network teacher learning or
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supervised learning. And neural network learning usually refers to unsupervised
learning of neural networks. In addition, after training the neural network through
the sample data set, when new data other than the sample data set appears in the
input, the neural network can still obtain new outputs through learning, and can
strictly maintain the input–output mapping relationship after the input. The train-
ing ability of neural networks is called the generalization ability of neural networks.
By changing the structure and parameters of the neural network, you can change
the size of the network to make it more suitable for solving specific problems. This
process is called the growth and pruning of neural networks [8].

2.2 Types and controls of intelligent control based on neural networks

In the control system, the non-linear mapping capability of neural networks can
be used to model complex non-linear objects that are difficult to accurately
describe, or to act as controllers, or to optimize calculations, or to perform infer-
ence, or fault diagnosis, or both Adaptation of certain functions, etc.

Neural network-based intelligent control this book refers to the collective con-
trol of neural network alone control or integration of neural network and other
intelligent control methods. The main types of control are the following forms.

1.Neural network direct feedback control. This is a way to directly implement
intelligent control using only neural networks. In this control method, the
neural network is directly used as a controller, and algorithms such as feedback
are used to implement self-learning control.

2.Neural network expert system control. Expert systems are good at expressing
knowledge and logical reasoning. Neural networks are better than non-linear
mapping and intuitive reasoning. Combining the two to give play to their
respective advantages will result in better control results.

3.Neural network fuzzy logic control. Fuzzy systems are good at directly
expressing logic and are suitable for directly expressing knowledge. Neural
networks are better at learning to express knowledge implicitly through data.
The former is suitable for top-down expression, and the latter is suitable for
bottom-up learning process. The two are complementary and related.
Therefore, their integration can complement each other and better improve
the intelligence of the control system. There are three ways to combine neural
network and fuzzy logic. First, fuzzy control using fuzzy neural network to
drive fuzzy reasoning. This method uses a neural network to directly design
multiple membership functions, and combines the neural network as a
membership function generator in a fuzzy control system. Second, use neural
network to memorize the control of fuzzy rules. An abstract concept value is
expressed by a group of neurons with different degrees of excitement, thereby
converting abstract empirical rules into input and output samples of a
multilayer neural network, and memorizing these samples through a neural
network such as a BP network. The use of these experiences for control, in a
sense, mimics the way people think about associative memory. Third, the
parameters of the fuzzy controller are optimized using a neural network. In
addition to the above-mentioned membership functions and fuzzy rules, the
factors that affect the control performance in fuzzy control systems also have
control parameters such as the quantization factor of error and error change
and the output scale factor. These can be optimized using the optimization
calculation function of neural network Parameters to improve the
performance of the fuzzy control system.
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4.Neural network sliding mode control. Variable structure control can be
regarded as a special case of fuzzy control, so it belongs to the category of
intelligent control. Combining neural network and sliding mode control
constitutes neural network sliding mode control. This method classifies the
control or state of the system, switches and selects according to changes in the
system and the environment, uses the learning ability of the neural network,
and improves the sliding mode switching curve through self-learning in an
uncertain environment, thereby improving sliding mode the effect of control.

2.3 Neural control based on traditional control theory

The neural network is used as a link or links in a traditional control system to
serve as an identifier, controller, estimator, or optimization calculation. There are
many ways to do this. Some common ways are summarized as follows.

1.Nerve inverse dynamic control. Let the state observation value of the system
be x(t), and its relationship with the control signal u (t) is x(t) = F(u (t), x
(t � 1)). F may be unknown, assuming F is reversible, which can be obtained
from x(t), x(t � 1), and the dynamic response through training the neural
network is u(t) = H(x(t), x(t � 1)), H is the inverse dynamic of F.

2.Neural PID control. Combining neuron or neural network with conventional
PID control, using the learning algorithm of neuron or neural network to
optimize and adjust HD control parameters in real-time during the control
process according to the dynamic characteristics of the controlled object to
achieve online optimization of PID the purpose of controlling performance.
Such a composite control form is collectively referred to as neuron PID control
or neural HD control.

3.Model reference neural adaptive control. In traditional model reference
adaptive control systems, neural networks are used as object models, or as
controllers, or as adaptive mechanisms, or to optimize control parameters, or
both. Such systems are collectively referred to as model reference neural
adaptive control.

4.Nerve self-correcting control. One form of this control structure is the indirect
learning control structure of the dual neural network introduced earlier. The
control structure of a single neural network is shown in Figure 13. The
evaluation function is generally taken as e = yd-y, or the following form
Eq. (12): [9].

e tð Þ ¼ My yd tð Þ � y tð Þ� �þMuu tð Þ (12)

Figure 13.
Structure of model reference adaptive fuzzy controller.
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Among them, My and Mu are matrices of appropriate dimensions. The effective-
ness of this method has been confirmed in the underwater robot attitude control. In
addition, the combination of neural network and traditional control, as well as
endometrial control, neural predictive control, and neural optimal decision control,
will not be described in detail.

2.4 Programming of neural network PID controller

Here is a programming example of neural network PID controller simulation,
the simulation results are shown in Figures 14–18, write the MATLAB program as
follows:

% Calculation error
error = [r1 (k) -y1 (k); r2 (k) -y2 (k); r3 (k) -y3 (k)];
error1 (k) = error (1); error2 (k) = error (2); error3 (k) = error (3);
J (k) = 0.5 * (error (1) ^ 2 + error (2) ^ 2 + error (3) ^ 2);% adjust size
ypc = [y1 (k) -y_1 (1); y2 (k) -y_1 (2); y3 (k) -y_1 (3)];
uhc = [u_1 (1) -u_2 (1); u_1 (2) -u_2 (2); u_1 (3) -u_2 (3)];

Figure 14.
Simulation result of test loss comparison of train and validation.

Figure 15.
Simulation result of test accuracy comparison of train and validation.
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% Hidden layer and output layer weight adjustment
% Adjust w21
Sig1 = sign (ypc ./ (uhc (1) +0.00001));

Figure 16.
Simulation result of test error comparison of train and validation.

Figure 17.
Step response simulation of conventional PID control and BP neural network PID control.

Figure 18.
Change curve of Kp, Ki, Kd parameters.
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dw21 = sum (error. * Sig1) * qo ';
w21 = w21 + rate2 * dw21;
% Adjust w22
Sig2 = sign (ypc ./ (uh (2) +0.00001));
dw22 = sum (error. * Sig2) * qo ';
w22 = w22 + rate2 * dw22;
% Adjust w23
Sig3 = sign (ypc ./ (uh (3) +0.00001));
dw23 = sum (error. * Sig3) * qo ';
w23 = w23 + rate2 * dw23;
% Input layer and hidden layer weight adjustment
delta2 = zeros (3,3);
wshi = [w21; w22; w23];
for t = 1: 1: 3
delta2 (1: 3, t) = error (1: 3). * sign (ypc (1: 3) ./ (uhc (t) +0.00000001));

end
for j = 1: 1: 3
sgn (j) = sign ((h1i (j) -h1i_1 (j)) / (x1i (j) -x1i_1 (j) +0.00001));

end
s1 = sgn '* [r1 (k), y1 (k)];

wshi2_1 = wshi (1: 3,1: 3);
alter = zeros (3,1);
dws1 = zeros (3,2);
for j = 1: 1: 3

for p = 1: 1: 3
alter (j) = alter (j) + delta2 (p,:) * wshi2_1 (:, j);

end
end
for p = 1: 1: 3

dws1 (p,:) = alter (p) * s1 (p, :);
end
w11 = w11 + rate1 * dws1;
% Adjust w12
for j = 1: 1: 3

sgn (j) = sign ((h2i (j) -h2i_1 (j)) / (x2i (j) -x2i_1 (j) +0.0000001))
end
s2 = sgn '* [r2 (k), y2 (k)];
wshi2_2 = wshi (:, 4: 6);
alter2 = zeros (3,1);
dws2 = zeros (3,2);
for j = 1: 1: 3
for p = 1: 1: 3
alter2 (j) = alter2 (j) + delta2 (p,:) * wshi2_2 (:, j);
end
end
for p = 1: 1: 3
dws2 (p,:) = alter2 (p) * s2 (p, :);
end
w12 = w12 + rate1 * dws2;
% Adjust w13
for j = 1: 1: 3
sgn (j) = sign ((h3i (j) -h3i_1 (j)) / (x3i (j) -x3i_1 (j) +0.0000001));
end
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s3 = sgn '* [r3 (k), y3 (k)];
wshi2_3 = wshi (:, 7: 9);
alter3 = zeros (3,1);
dws3 = zeros (3,2);
for j = 1: 1: 3
for p = 1: 1: 3
alter3 (j) = (alter3 (j) + delta2 (p,:) * wshi2_3 (:, j));
end
end
for p = 1: 1: 3
dws3 (p,:) = alter2 (p) * s3 (p, :);
end
w13 = w13 + rate1 * dws3;
% Parameter update
u_3 = u_2; u_2 = u_1; u_1 = uh;
y_2 = y_1; y_1 = yn;
h1i_1 = h1i; h2i_1 = h2i; h3i_1 = h3i;
x1i_1 = x1i; x2i_1 = x2i; x3i_1 = x3i;
end
time = 0.001 * (1: k);
figure (1)
subplot (3,1,1)
plot (time, r1, 'r-', time, y1, 'b-');
title ('PID neural network control');
ylabel ('Controlled amount 1');
legend ('control the target', 'actual output', 'fontsize', 12);
subplot (3,1,2)
plot (time, r2, 'r-', time, y2, 'b-');
ylabel ('Controlled amount 2');
legend ('control the target', 'actual output', 'fontsize', 12);
axis ([0,0.2,0,1])
subplot (3,1,3)
plot (time, r3, 'r-', time, y3, 'b-');
xlabel ('time / s');
ylabel ('Controlled amount 3');
legend ('control the target', 'actual output', 'fontsize', 12);
print -dtiff -r600
figure (3)
plot (time, u1, 'r-', time, u2, 'g-', time, u3, 'b');
title ('PID control input provided by the neural network to the object');
xlabel ('time'), ylabel ('control law');
legend ('u1', 'u2', 'u3'); grid
figure (4)
plot (time, J, 'r-');
axis ([0,0.1,0,0.5]); grid
title ('network learning objective function J dynamic curve');
xlabel ('time'); ylabel ('control error');
% BPy1 = y1;
% BPy2 = y2;
% BPy3 = y3;
% BPu1 = u1;
% BPu2 = u2;
% BPu3 = u3;
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% BPJ = J
% save BP r1 r2 r3 BPy1 BPy2 BPy3 BPu1 BPu2 BPu3 BPJ

3. Expert control and humanoid intelligent control

3.1 Expert control

An expert is someone who has deep theoretical knowledge or rich practical
experience in a certain field. Experts’ decision-making actions to solve difficult
problems can achieve important results because they have accumulated valuable
theoretical knowledge and practical experience in their heads. We may use some
kind of knowledge acquisition method to store expert knowledge and experience in
the professional field into the computer, and rely on its reasoning program to make
the computer work close to the level of the expert. It can be based on the special
domain knowledge and knowledge provided by one or more human experts. Use
experience to reason and judge. An expert system is a computer program system
with a large amount of expertise and experience [10].

The basic structure of an expert system usually consists of five parts: a knowl-
edge base, a database, an inference engine, and an interpretation part and knowl-
edge acquisition.

In terms of the main features and structure of the expert system, the industrial
production process places several special requirements on the expert control system
that are different from general expert systems, including (1) high reliability and
long-term continuous operation. (2) Real-time nature of online control. (3)
Excellent control performance and anti-interference. (4) Flexible and easy to
maintain [11].

Because industrial process control has the aforementioned special requirements
for expert control systems, expert control systems control process objects, and
domain expert knowledge is usually represented by production rules. Generally
speaking, the expert control system consists of the following parts: (1)
Database. (2) Rule base. (3) Inference engine. (4) Human-machine interface. (5)
Planning.

Constructing an expert control system requires not only complex design and
long commissioning cycles, but also a large amount of human, material and finan-
cial resources. Therefore, for some controlled objects, considering the control per-
formance indicators, reliability, real-time performance, and performance/price
ratio requirements, the expert control system can be simplified.

Expert controller is usually composed of four parts: knowledge base, control rule
set, reasoning mechanism and information acquisition and processing. The scale of
the knowledge base and control rule base of the expert controller is small, and the
reasoning mechanism is simple. Therefore, it can be controlled by microcontroller,
programmable controller (PLC), etc. to realize.

According to the characteristics of industrial process control, production rules
are used to describe the causality of the controlled process, and control rule sets can
be established through fuzzy control rules with adjustment factor analysis and
description [12].

Set the input set E and output set U of the expert controller to be Eq. (13) and (14)

E ¼ �en,�en�1,⋯,�e1, 0, e1, e2,⋯, enf g
U ¼ �un,�un�1,⋯,�u1, 0, u1, u2,⋯, unf g (13)

f Eð Þ ¼ U (14)
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The control rule set is summarized and summarized based on the knowledge set.
It reflects the expertise and experience of experts, and reflects the intelligent con-
trol decision-making behavior of people in the operation process. The design con-
trol rule set includes the following 6 rules:

1. IF E > EPB THEN U=UNB.

2. IF E < ENB THEN U=UPB.

3. IF C > CPB THEN U=UNB.

4. IF C < CNB THEN U=UPB.

5. IF E•C < 0 OR E = 0 THEN U=INT[αE+(1-α)C].

6. IF E�C > 0 OR C = 0 AND E 6¼ 0 THEN U = INT[βE+(1-β)C+γ
Pk

i¼1Ei].

Among them, E, C, and U are fuzzy variables of error, error change, and control
amount, respectively, and the quantization level of C is selected exactly the same as
E, U; and the maximum positive values of E, C, and U, respectively, and ENB, CNB

and UNB are negative maximums of E, C, and U, respectively; α, β, and γ factors to
be adjusted are determined by empirical rules of knowledge concentration;

Pk
i¼1Ei

intelligent integration terms for errors are used to improve the stability of the
control system State performance; the symbol INT〔a〕means to take an integer
closest to a.

Considering that the control decision of the expert controller completely
depends on the characteristics of the input data, the controller adopts a data-driven
forward reasoning method to sequentially determine the conditions of each rule. If
the conditions are met, the rule is executed, otherwise the search is continued. Since
there are corresponding controls rules for each of the control input variables £: and
C, the target can be searched.

Simulation and practical application show that the above-mentioned expert
controller not only has the characteristics of fast dynamic response, small over-
shoot, and high steady-state accuracy, but also has simple control algorithm pro-
gramming, flexible control rule modification, good real-time performance, and
changes in the parameters of the controlled object. Has strong robustness.

3.2 Human-like intelligent control

Conventional PID control controls the controlled object based on the linear
combination of the proportional, integral, and derivative of the controlled system
error. According to the mathematical models of different control objects, the three
control parameters Kp, Ki, and Kd of the PID are appropriately set to obtain a
satisfactory control effect. Linear PID control cannot solve the problem that
increasing the control amount can reduce the steady-state error and improve the
accuracy, but it will reduce the stability. Physically speaking, the control process is
the process of information processing and energy transfer. Therefore, the informa-
tion processing ability is improved, a more reasonable control law is designed, and
the energy transmission of the controlled system is achieved too quickly, stably, and
accurately in the shortest time and/or the lowest cost. This is the key problem to be
solved in the control system design [13].

It is not enough to use only linear control methods in PID control. It is necessary
to introduce some non-linear control methods as needed. The system’s dynamic
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process and transient process, according to the needs of the system’s dynamic
characteristics, behavior and control performance, use variable gain (gain adap-
tive), intelligent integration (non-linear integration) and intelligent sampling. This
requires expert control experience, heuristics Intuitive judgment and intuitive rea-
soning rules. Such control decisions are conducive to solving the contradiction
between fastness, stability and accuracy in the control system, and can enhance the
adaptability and robustness of the system to uncertain factors.

Intelligent control basically imitates human intelligent behavior for control and
decision-making. Some scholars have found through experiments that after
obtaining the necessary operational training, the artificially implemented control
method is close to optimal. This method does not require knowledge of the struc-
tural parameters of the object, nor does it require the guidance of an optimal control
expert. In the following analysis of the step response characteristics of the second-
order system, we can see the basic idea of implementing human-like intelligent
control (see Figure 19) [14].

It can be found in Figure 14 (1) that variable gain control should be used in the
OA segment. Use a larger gain in the initial section and increase it to a certain stage to
reduce the gain so that the system continues to run through the inertia rise. (2) In
section AB, the control function shall try its best to reduce the overshoot. In addition
to proportional control, the integral control function should be added to enhance the
control function through the integral error and make the system output return to the
steady state value as soon as possible. (3) In the BC segment, the error starts to
decrease, and the system shows a steady state change trend under control. At this
time, no integral control operation should be added. (4) The system output decreases
in the CD segment, the error changes in the opposite direction, and reaches the
maximum value (positive) at point D. At this time, proportional plus integral control
should be used. (5) In the DE segment, the system error gradually decreases, and the
control effect should not be too strong, otherwise overshoot will occur again.

The basic idea of human-like intelligent control is to use computer to simulate
the artificial control behavior in the control process, to maximize the identification
and use of the characteristic information provided by the dynamic process of the
control system, to make heuristic judgment and intuitive reasoning. This can effec-
tively control objects that lack accurate models.

3.2.1 Characteristic variables of system dynamic behavior

In order to use a computer to automatically realize human-like intelligent con-
trol, the system must be able to automatically recognize the dynamic behavior of
the control system through some characteristic variables in order to mimic human
intelligent control decision-making behavior. In fuzzy control, the error e and the

Figure 19.
Unit step response curve for second-order system.
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error change Δe are usually selected as the input variables of the fuzzy controller.
Generally, the output u of the fuzzy controller can be expressed as Eq. (15).

u ¼ f e,Δeð Þ (15)

If the control is based on the magnitude of the error e, it is difficult to obtain
satisfactory control results for some complex systems. For example, when the
controlled system has a large error and it is changing rapidly in the direction of
reducing the error, if only based on the large error and not taking into account the
rapid change of the error, it is necessary to increase the control amount so that the
system eliminates large errors as soon as possible. Error, such control will inevitably
lead to the negative consequences of over-regulation and reverse error. When two
input variables e and Δe are used for control, the above-mentioned blindness can be
avoided. Therefore, for a complex system under manual control, the more people
learn about the state, dynamic characteristics, and behavior of the controlled system
during the control process, the better the control effect will be.

How to identify the state, dynamic characteristics and behavior of the controlled
system according to the input and output information is the first problem to be
solved by human-like intelligent control. To this end, starting from the two basic
variables of error e and error change Δe, a characteristic variable is designed to
identify the characteristic mode of the dynamic process.

3.2.1.1 Characteristic variable en•Δen

The product of the error e and the error change Δe constitutes a characteristic
variable describing the dynamic process of the system, and whether the value of the
characteristic variable is greater than zero can describe the trend of the system
dynamic process error change. Let en and en�1 denote the error values of the current
and previous sampling moments respectively, then Δen = en�en � 1. For different
stages of the dynamic system response curve shown in Figure 20, the values of the
characteristic variables en•Δen are shown in Table 2.

When en•Δen > 0, as shown in the AB and CD sections in Figure 20, it shows
that the dynamic process of the system changes in the direction of increasing error,
that is, the absolute value of the error gradually increases. When en•Δen < 0, as
shown in Figure 20, BC and DE, it shows that the dynamic process of the system
changes in the direction of decreasing error, that is, the absolute value of the error
gradually decreases. In the control process, the computer can easily recognize the
symbol of en•Δen, so as to grasp the behavior characteristics of the dynamic process
of the system, so as to better formulate the next control strategy.

Figure 20.
Curve of dynamic process.
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3.2.1.2 Characteristic variable e•Δe

The absolute value of the ratio of the error change Δe to the error e is defined as
the characteristic variable describing the error change trend in the dynamic process
of the system. The combined use of |Δe/e| and en•Δen can further divide the charac-
teristics of the dynamic process and facilitate the capture of different modes of the
dynamic process. For example, in Figure 19, the AB segment of the curve can be
subdivided into the following three cases:

1.The segment is close to the point A: en•Δen > 0 and |Δe/e| > α indicate a mode in
which the dynamic process presents a small error and a large error change.

2.The AB segment is near the middle part: en•Δen > 0 and β < |Δe/e| < α indicates
that the magnitude of the error and the variation of the dynamic process are in
a medium state.

3.Segment AB is close to point B: e•Δe > 0 and |Δe/e| < β indicates that the
dynamic process presents a mode with large errors and small error changes.

The above-mentioned α and β are constants set according to the needs of control,
and there are α > β. Similarly, readers of the BC, CD, and DE segments of the curve
in Figure 15 can perform similar analysis.

3.2.1.3 Characteristic variable Δen•Δen�1

The product of two adjacent error changes is defined as the characteristic vari-
able that characterizes the extreme state of the error. If Δen•Δen�1 < 0, it means that
the extreme value appears; if Δen•Δen�1 > 0, it means that there is no extreme value.
The combination of the characteristic variables Δen•Δen�1 and en•Δen�1 can deter-
mine the change trend of the dynamic process when the error has an extreme value.
As shown in Figure 19, extreme values appear at points B and C ‘, But their en•Δen
values have opposite signs like below:

Point B: Δen•Δen�1 < 0, the error of en•Δen tends to decrease after point B.
Point C0: Δen•Δen�1 < 0, en•Δen > 0, the error gradually increases after point C0.

3.2.1.4 Characteristic variables |Δen•Δen�1|

The magnitude of the absolute value of the ratio of the error change at the
current moment to the error change at the previous moment is defined as the
characteristic variable describing the local change trend of the system error. It also
indirectly indicates the effect of early control. If the ratio is large, it indicates that
the effect of early control is not significant; if the ratio is small, it indicates that the
effect of early control is significant.

OA part AB part BC part CD part DE part

en >0 <0 <0 >0 >0

Δen <0 <0 >0 >0 <0

en•Δen <0 >0 <0 >0 <0

Table 2.
Sign change of characteristic variables.
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3.2.1.5 Characteristic variable Δ (Δe)

The sign of the change rate (secondary difference) of the error change is defined
as a characteristic quantity that describes the dynamic process as overshoot or
callback. For example, for the curve shown in Figure 19, there are two cases:

1.ABC segment: Δ(Δe) > 0, it is in the overshoot segment.

2.CDE segment: Δ(Δe) < 0, which is in the callback segment.

The essential characteristics of the above-designed characteristic variables are
that they are not an absolute quantity, but a symbol variable, or a relative quantity.
Symbol variables are used to characterize the direction of the dynamic process
change trend, and relative quantities are used to characterize the speed of the
dynamic process change. The above-mentioned symbol variables and characteristic
variables (relative quantities) that characterize the degree of change in a dynamic
process are collectively referred to as qualitative variables.

In order to use computers to realize human-like intelligent control, it is neces-
sary to try to teach human operation experience, qualitative knowledge and
intuitive reasoning to the computer, and let it apply this knowledge through flexible
and flexible judgment, reasoning and control algorithms to perform human-like
intelligent control. The main source of online information obtained by a computer is
the input R and output Y of the system, from which the error e and the error
change Δe can be calculated. Through e and Δe, the characteristic quantities that
characterize the dynamic characteristics of the system can be further obtained.
The computer can capture the characteristic information of the dynamic process
with the aid of the above-mentioned characteristic quantities, and recognize the
dynamic behavior of the system as a basis for control decisions. According to the
dynamic characteristics and dynamic behavior of the system, the most effective
control form is selected from a variety of control modes to precisely control the
controlled object. Computers can use qualitative knowledge and intuitive reasoning
in the control process. This is fundamentally different from traditional control
theories, and it is precisely this point that embodies human intelligence. This
method solves the contradiction of speed, stability and accuracy in the control
process very well.

3.2.2 Humanoid intelligent control principle

The composition of human-like intelligent controller is similar to the basic
structure of an expert controller, which consists of the following four parts.

1.Acquisition and processing of characteristic information. According to the
input and output sampling data, the current time error and error change are
calculated, and then the characteristic variables necessary to identify the
controlled dynamic process mode are obtained.

2.Feature pattern set. The feature pattern set stores certain feature pattern classes,
which also include necessary parameters, thresholds, empirical data, and control
parameters. It is similar to the knowledge base in an expert controller.

3.Pattern recognition. The pattern recognition plays the role of an inference
mechanism. According to the obtained feature variables at the current time, it
searches for feature pattern classes that match the constraints provided, and
provides prerequisites for control decisions.

349

Overview of Some Intelligent Control Structures and Dedicated Algorithms
DOI: http://dx.doi.org/10.5772/intechopen.91966



4.Control rule set. The control rule set is actually a rule-based controller. The
process of control decision is to implement a mapping from the feature pattern
set to the control rule set. In general, the number of feature patterns is greater
than or equal to the number of control rules.

The working process of the human-like intelligent controller can be summarized
into three steps: First, the system judges the characteristic mode of the dynamic process
according to the calculated characteristic variables; second, the inference mechanism
searches for a matching control rule according to the characteristic mode class; third,
the controller executes the above control rules to control the controlled object [15].

This completes a step-by-step intelligent control algorithm, and then cyclically
controls step by step until the error of the controlled system reaches the desired index.

3.3 Multiple modes of human-like intelligent control

A variety of human-like intelligent control modes have been formed to imitate
human control and decision-making processes: humanoid intelligent switch control,
humanoid proportional control, humanoid intelligent integral control, humanoid
intelligent sampling control, and humanoid extreme value sampling and control. In
addition, in the human-like intelligent control, a combination of variable gain
proportional control, proportional differential control, and open-loop and closed-
loop control is also used.

3.3.1 Human intelligence integration principle

3.3.1.1 Human-like intelligent integration principle

The introduction of integral control in the control system is an important way to
reduce the steady-state error of the system. Figure 21(c) shows the integral process
of the integral control action on the error in conventional PID control. This integral
effect simulates human memory characteristics to a certain extent. It “remembers”
all the information about the existence and changes of errors. The disadvantages of
the integral control function based on this integral form are: first, the integral
control function is not targeted, and sometimes does not meet the objective needs of
the control system; second, because this integral effect is always integrated as long
as the error exists, it is easy to cause integral saturation in the application of actual
practice, which will reduce the rapidity of the system. Third, the integral parame-
ters of this integral control are not easy to select, and improper selection will cause
the system to oscillate.

The reason why the integral control function is not good is that the integral
control function does not well reflect the intelligent control decision-making
thoughts of experienced operators. In the integral curve interval (a, 6) in Figure 21(c),
the integral effect is opposite to the control effect of an experienced operator.
At this time, the system has overshoot. The correct control strategy should be to add
a negative control value to the constant value to reduce the overshoot and reduce
the error as soon as possible. However, the integral control effect in this interval
increases a positive control amount. This is because the integral result in the (0, α)
interval is difficult to be offset and the sign is changed, so the integral control
amount remains positive. As a result, the system overshoot cannot be reduced
quickly, which prolongs the transition process time of the system.

In the (6, c) section of the above integral curve, the system error changes from a
maximum value to a decreasing direction, and there is a trend of steady state
change. At this time, a certain proportional control effect should be added, but the
integral control effect should not be added. Otherwise, it will cause system callback.
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In order to overcome the shortcomings of the integral control function described
above, the integral curve shown in Figure 21(d) is used, that is, the integration is
performed in the intervals (a, b), (c, d), and (e, f). The integral can provide the
correct additional control amount for the integral control function in a timely
manner, and can effectively suppress the increase of system error; while in the
interval (0, a), (b, c), and (d, e), stop integral role to facilitate the system to
transition to a steady state by virtue of inertia. At this time, the system is not in a
state of out of control, it is also restricted by control functions such as proportion.

This integral function better simulates human memory characteristics and
human-like intelligent control strategies. It selectively “remembers” useful infor-
mation and “forgets” useless information, so it can overcome the shortcomings of
general integral control. It has the characteristics of non-linear integration of
human-like intelligence, which is called such integration of human-like intelligence.

3.3.1.2 Human-like intelligent integration control algorithm

In order to introduce the function of intelligent integration into the control
algorithm, we must first solve the problem of logical judgment of introducing
intelligent integration.

Figure 21.
Error and error integration curve. (a) (y (t)) Unit step response curve for second-order system. (b) (e (t)) Unit
step response curve for second-order system. (c) In conventional PID control Integral control is the process of
integrating errors. (D) Integrate on equal intervals.
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This condition can be determined by comparing the intelligent integration curve
in Figure 21 with Figure 22 and Table 2 [16].

When the error en and the error change Δen at the current sampling time have
the same sign, that is, en•Δen > 0, the error is integrated; on the contrary, the error en
and the error change Δen have different signs, that is, when en•Δen < 0, errors are
not integrated. This is the basic condition for introducing intelligent integration.
Considering the extreme points of errors and error changes, that is, the boundary
conditions, the conditions for introducing intelligent integration and not introduc-
ing intelligent integration can be synthesized as follows:

When e•Δe > 0 or Δe = 0 and e 6¼ 0, the error is integrated, that is, intelligent
integration; when e•Δe < 0 or e = 0, the error is not integrated, that is, no integration
effect is introduced.

The digital simulation results show that the human-integrated intelligent inte-
gral control algorithm significantly improves the steady-state accuracy of the fuzzy
control system due to the introduction of intelligent integral control. Compared
with ordinary fuzzy controllers, the human-integrated intelligent integral control
algorithm has the advantage of high steady-state accuracy. Compared with conven-
tional PID control, this control algorithm has the advantages of fast response speed,
small overshoot, or no overshoot. Therefore, this is a control algorithm with simple
structure and good control performance for intelligent control.

3.3.2 Multiple modes of human-like intelligent control

The computer control systems of most production processes are continuous
discrete hybrid systems. In such a system, the detection of time-continuous signals
and the output of computer-controlled quantities, considering the problem of signal
reproduction, require the correct selection of discrete-time sampling periods. In the
control process, the main consideration is to help improve the control quality as
much as possible.

3.3.2.1 Effect of sampling period on digital control

The upper limit of the sampling period is selected, but the choice of the lower
limit of the sampling period is restricted by many factors. The smaller the sampling

Figure 22.
Structure of a humanoid intelligent controller.
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period is better to reproduce the signal. However, if the sampling period is too
small, the signal-to-noise ratio is low, the quantization noise is large, and it is easy to
be interfered, which affects the control performance. In process control, the lower
limit of the control cycle selection is limited by the control algorithm operation
time. Therefore, the sampling period and the control period are not both as small as
possible.

As for the analog design method of the digital controller, the smaller the sam-
pling period, the closer the characteristics of the digital controller are to the char-
acteristics of the analog controller. As for the discrete design methods of digital
controllers, most are based on the discretized object model. The discretization
model of the object depends on the selection of the sampling period, so the sampling
period not only affects the distribution of the zero and pole positions of the model,
but also affects the accuracy of the model. Too long a sampling period may even
lead to the loss of useful high-frequency information, thereby reducing the model
order.

3.3.2.2 Human-like intelligent sampling control for lag process

A large number of controlled processes have varying degrees of time lag, which
brings difficulties to the process system. The ratio of the lag time to the capacity lag
time constant T reflects the difficulty of control. As the τ/T value increases, the
difficulty of control increases accordingly. When approaching or exceeding T, the
effect of using ordinary PID control is very poor, and Smith predictive control must
be used. However, Smith control requires an accurate controlled process model, and
complex controlled processes are often difficult to establish accurate mathematical
models. Therefore, many improvements have been made to Smith control, and
some control algorithms have emerged to overcome lag. Nevertheless, it should be
said that the problem of large lag process control is still a topic of great concern in
the control field.

As we all know, for an object with a pure lag time τ, its control effect must be
reflected in time τ. Therefore, control within time is of no value, so the sampling
control shown in Figure 23 is generated. The sampling period Ts is slightly larger
than τ, and the control time (on time) Δt is about 1/10 Ts. This choice will bring two
disadvantages: first, the interference and sampling will be seriously out of sync.
Because the pure lag time of the controlled process is generally large,Ts is chosen to
be large, and the control time Δt is very small. In this way, the system is in an open-
loop state during the Ts � Δt time of each sampling cycle, and some urgent needs
cannot be obtained. Useful information such as changes in output y(t) caused by
fixed-value disturbances or a given input that requires y(t) to track as quickly as
possible. Second, the feedback information obtained is too small and untargeted,
which makes the control in a blind state, resulting in a long transition process.

The disadvantages of the above sampling control are passive waiting and blind
control. In short, such control lacks the intelligent sampling characteristics of the lag

Figure 23.
Sampling control principle.
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process of manual control. The basic strategy of manual sampling control to over-
come large lags can be described as follows:

Wait! look! tune! wait again! look again! adjust again……

According to the above control strategy, the principle of a human-like intelligent
sampling control system is shown in Figure 24. Among them, INT indicates intelli-
gent device; F(s) indicates fixed value interference; Gcj(s) indicates controller;
Y(s) indicates controlled variable; Gp sð Þe�τs indicates controlled object; B indicates
intermediate feedback coefficient; R(s) indicates interference; P takes the constant
“1” or “0”.

The function of the intelligent device is to control an intelligent sampling switch
K, which “opens” or “closes” when certain conditions are met, that is shown in
Eq. (11),

K ¼ 0 Disconnectð Þ e � _e<0 or ∣e∣< δ

1 Closedð Þ e � _e>0 or _e ¼ 0, ∣e∣ ≥ δ

�
(16)

In the formula, e, _e are the error and the first derivative of the error; δ is the
insensitive region.

When the controlled variable deviates from the expected value, the smart device
sends a signal that the K switch is closed for sampling, and the controller controls in
time until the controlled variable has a tendency to return to a balanced position;
when the controlled system error value is within the allowable range, switch K
disconnect, the system is in an open-loop working state. At this time, the energy
required to be maintained by the object is supplied by the controller or the stored
energy of the object.

In Figure 24, Gcj(s) represents the j
th controller j ∈ (1,2), which is attractive

considering that the given interference and fixed value interference often have
different control laws and effects. Its selection is made automatically by the logical
relationship of the design like Eq. (9):

Gcj sð Þ ¼
Gc1 sð Þ, dc tð Þ=dt 6¼ 0

Gc2 sð Þ, dc tð Þ=dt ¼ 0

�
(17)

Among them, c tð Þ ¼ L�1 1
Tsþ1R sð Þ
h i

,T is determined as needed. In this way, the

adaptability and effectiveness of the controller are enhanced, and it is ensured that

Figure 24.
Intelligent sampling control schematic diagram.
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the corresponding controller is selected with different interference. The introduc-
tion of intermediate proportional feedback B is mainly for design convenience.

Through further analysis of the above-mentioned intelligent sampling control
mechanism, it can be seen that when the switch K is closed and the system is in
closed-loop control, whether the system is a follow-up system or a fixed value
system, e�τs will appear in the characteristic equation, but by setting appropriately
due to the logic judgment function of the smart device, the control parameters of
the smart device can be established only in a short period of time, so that the
unstable factors are eliminated. When the switch is open and the system is in open
loop, e�τs has no effect on stability. In the above-mentioned intelligent mining
control scheme, a smart device is used to determine whether the system is open-
loop or closed-loop. In the open-loop process, the controller is in the active waiting
phase with an observation function. The purpose of this waiting is to prepare for
better control. In the closed-loop process, the controller is in the control phase,
which is a manifestation of waiting action for strongly targeted. This control
method cleverly avoids the adverse effects brought by e�τs, and successfully solves
the stability problem of the system.

Intelligent sampling control is a novel control method with open loop in the
closed loop and closed loop in the open loop. Its entire working process is similar to
an experienced operator. It can continuously observe and perform real-time cor-
rection as required. Therefore, this control has strong robustness and fastness, and
can be easily realized by a microcomputer program.

3.3.3 Programming of human-like intelligent control

Here is a programming example of human-like intelligent switch control simu-
lation, the simulation results are shown in Figure 25, write the MATLAB program
as follows:

k = 1;% scaling factor K
g1 = tf (1, [8 6 1]);% continuous system model G (s)
g2 = feedback (k * g1,1);
tt = 1;
y = [0 0.0329];% output matrix initialization
u = ones (1,100);% input matrix initialization

Figure 25.
Human-like intelligent switch control simulation result.
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u (1) = 0;
e = [0 0.9671];% deviation matrix initialization
for n = 3: 1: 200

e (n) = k * (u (n-1) -y (n-1));
if (e (n) -e (n-1) <= 0.0001) & (y (n-1) <= 1)% Judge whether the steady-

state and boundary conditions are satisfied
tt = tt-1;

if tt == 0% judging whether it is within a switching action period
u = (u (n) + 0.31 * e (n)) * ones (1,200);% Switch action content
tt = 40;% set smart switch action period

end
end
e (n) = k * (u (n-1) -y (n-1));
y (n) = 1.489 * y (n-1) -0.549 * y (n-2) + 0.0329 * e (n-1) + 0.0269 * e (n-2);%

difference equation
end
t = 0: 1: n-1;
g3 = step (g2, t);
graphical output of plot (t, y, t, g3)% response curve

Here is a programming example of human-like intelligent integral control simu-
lation, the simulation results are shown in Figure 26, write the MATLAB program
as follows:

y = [0 0.132];% output matrix initialization
u = ones (1,1000);% input matrix initialization
u (1) = 0;
e = [0 0.868];% deviation matrix initialization
c = [0 0];% process matrix initialization
kp = 0.803;% PID scale factor
ki = 0.282;% PID integration coefficient
kd = 0.02;% PID differential coefficient
esum = e (2);
for n = 3: 1: 100% conventional PID control system for reference

y (n) = 1.559 * y (n-1) -0.559 * y (n-2) + 0.3 * c (n-1) + 0.1 * c (n-2);
e (n) = u (n) -y (n);

Figure 26.
Intelligent sampling control schematic diagram.
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esum = esum + e (n);% deviation summation
c (n) = kp * (e (n)) + kd * (e (n) -e (n-1)) + ki * esum;% PID link output
y (n) = 1.559 * y (n-1) -0.559 * y (n-2) + 0.3 * c (n-1) + 0.1 * c (n-2);% c (n)

signal drives the differential equation
end
t = 0: 1: n-1;
plot (t, y)% response curve output
for n = 3: 1: 100% humanoid intelligent integral control

y (n) = 1.559 * y (n-1) -0.559 * y (n-2) + 0.3 * c (n-1) + 0.1 * c (n-2);
e (n) = u (n) -y (n);
esum = esum + e (n);
edrta = e (n) * (e (n) -e (n-1));
if (edrta> 0) & (e (n) � = 0)

c (n) = kp * (e (n)) + kd * (e (n) -e (n-1)) + ki * esum;% for integration
else

c (n) = kp * e (n) + kd * (e (n) -e (n-1));
end
y (n) = 1.559 * y (n-1) -0.559 * y (n-2) + 0.3 * c (n-1) + 0.1 * c (n-2);

end
t = 0: 1: n-1;
plot (t, y, 'r')% response curve output

4. Hierarchical intelligent control and learning control

Large systems usually have the following characteristics: the high-level order of
the system, a large number of subsystems and interrelationships, a large number of
system evaluation goals, and conflicts between different goals. People studying
complex problems usually deal with them at different levels. Similarly, more com-
plex large-scale system control problems are usually broken down into several
interrelated subsystem control problems to deal with. Large-scale complex control
systems use multi-level and multi-objective control to form a pyramid-like hierar-
chical control structure. Aiming at the large system control form, according to the
information exchange method and related processing methods, it is generally
divided into three basic forms: decentralized control, distributed control and hier-
archical control. The main structure of the large-scale system control hierarchy
includes multiple descriptions, multi-level descriptions, and multi-level descrip-
tions. According to the number of decision-making objectives, the system can be
divided into single-stage single-objective systems, single-stage multi-objective sys-
tems, and multi-stage multi-objective systems [17].

Regarding the hierarchical control principle of the aforementioned pyramid
control structure, the configured controller receives information from an upper-
level controller (or a decision unit) and is used to control the controller (or a
subsystem) at a lower level. The possible conflicts between controllers depend on
the coordination of the superior controller (or coordinator). There are many
methods for coordination, but most of them are based on the two basic principles of
association prediction coordination and association balance coordination.

4.1 Structure and basic principle of hierarchical intelligent control

The human central nervous system is organized according to a multilayer struc-
ture. Therefore, the multi-level hierarchical control structure has become a typical
structure of intelligent control. Multilevel hierarchical intelligent control system is a
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branch of intelligent control. It was first applied in industrial practice and it played
an important role in the formation of intelligent control systems. Hierarchical
intelligent control structure, according to the intelligence level, it is divided into
three levels: organization level, coordination level and control level. Hierarchical
intelligent control principle uses the principles and methods of human intelligence,
such as human organizers and coordinators, to have the ability to use and process
knowledge, and have different degrees of self-learning ability to achieve control
purposes. The principle of multi-level and multi-level hierarchical intelligent con-
trol of large-scale systems has three characteristics: (1) The more high-level units,
the larger the scope of influence on system behavior, and therefore requires higher
decision-making intelligence. (2) The decision cycle of the high-level unit is longer
than the decision cycle of the lower unit, which mainly deals with factors that
involve system behavior and change slowly. (3) The higher the level, the more
uncertain the description of the problem, and the more difficult it is to formulate
quantitatively. Therefore, the hierarchical intelligent control system is based on the
aforementioned principle: accuracy increases as intelligence decreases. Under the
unified organization of high-level organizers, multi-layer intelligent control systems
can achieve optimal control of complex systems [18].

4.2 Hierarchical learning control system

4.2.1 The concept of learning control

Learning is one of the basic intelligences of people. Learning is to gain knowl-
edge. Therefore, learning control that simulates human learning intelligent behavior
in control belongs to the category of intelligent control.

Learning control means that if a system can learn the information inherent in the
unknown characteristics of a process or its environment, and use the obtained
experience for further estimation, classification, decision-making and control, so
that the quality of the system can be obtained. Improve, and then call this system a
learning system. The learning information obtained by the learning system is used
to control the process with unknown characteristics. Such a system is called a
learning control system.

The unknown environment in the learning control system includes the con-
trolled dynamic process and its interference. The learning control law can be dif-
ferent learning control algorithms. The memory is used to store the control
information and related data in the control process. The performance index evalu-
ation is to control the learning control. The experience gained in the process is used
to continuously estimate the characteristics of unknown processes for better
decision-making control.

Because there are many ways to implement the learning control algorithm, the
composition of the learning control system will also have different structural forms
due to the different learning algorithms.

4.2.2 The main form of learning control

First, adaptive control with learning function. The adaptive control system
should have two functions: one is a conventional control function, which is
implemented by a closed-loop feedback control loop; the other is a learning func-
tion, which is implemented by another feedback control loop composed of an
adaptive mechanism, and its control object is the controller itself.
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The adaptive control system has a learning function, but the structure of this
learning is different from the structure of the learning control system. The learning
function of adaptive control is the feedback and evaluation of control performance
of conventional controllers, and then the parameters or structure of controllers are
adjusted or corrected online through adaptive mechanisms, so that the next step of
control performance is better than the previous step. Yes, this is learning. It can be
considered that the adaptive learning system is a two-level hierarchical control
structure composed of a double closed-loop control system. The conventional con-
trol loop is a low-level form of a hierarchical structure, which completes the direct
control of the controlled object. The second loop including the adaptive mechanism
and the conventional controller is a high-level form of the hierarchical structure.
The feedback control form completes the learning function of the controller control
behavior.

The iterative learning control system and the repeated learning control system
do not have a two-level hierarchical structure like the adaptive control system, but
only increase the memory to remember the past control experience. The learning in
iterative control is realized through the empirical memory of “weighted sum of
control action and error” in the past. The assumption that the system is not
deformed and the intermittent repetitive training of the memory unit are the
essential characteristics of iterative learning control. The memory function of the
repeated learning control is completed by the repeated controller, and its correction
of the control effect is not realized intermittently but continuously.

Second, learning control based on neural reasoning. In a neural control system
where the neural network directly acts as a controller, the neural network actually
changes the connection weight between neurons in the network through a learning
algorithm, thereby changing the non-linear mapping relationship between the input
and output of the neural network, and gradually approaching the controlled
dynamics. The inverse model of the process is used to achieve the task of control.
This learning of neural networks is different from the learning forms in iterative
learning control and repetitive learning control. The former study is based on the
idea of approximation, while the latter uses the previous control experience of the
control system to find an ideal input characteristic curve based on the actual output
signal and the expected signal of the measurement system, so that the controlled
object can produce the desired motion. The process of “finding” is the process of
learning control.

Third, learning control based on pattern recognition. The first problem encoun-
tered when applying the principles and methods of pattern recognition to control
systems is how to describe the dynamic characteristics of the controlled object. For
controlled objects with a reference model, pattern recognition is mainly used as a
signal processing method, but it has no practical value due to the large amount of
calculation. For some complex production processes that cannot be modeled or
parameter estimated, pattern recognition has become an important means to obtain
working condition information and knowledge.

5. Conclusion and future prospects

In Table 3, we introduce the advantages and disadvantages of Artificial Neural
Networks, Machine learning control, Bayesian probability control, Fuzzy control,
Expert system and Genetic algorithm Control.

Advanced intelligent control is mainly used in comprehensive application sce-
narios such as computer technology, GPS positioning technology, or precision
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Category Description Advantage Disadvantage

Artificial
Neural
Networks
[19, 20]

A mathematical or computational
model that mimics the structure
and function of a biological
neural network and is used to
estimate or approximate
functions. In most cases, artificial
neural networks can change the
internal structure based on
external information. It is an
adaptive system, that is, it has
learning functions.

(1) Non-linear, neural network
can fully approximate any non-
linear function in theory.
(2) Parallel distributed
processing, neural network has a
high degree of parallel structure
and parallel implementation
capabilities, making it have a
greater degree of fault tolerance
and strong data processing
capabilities.
(3) Learning and self-adaptability
can learn and remember the
information provided by the
knowledge environment.
(4) Multi-variable processing. The
neural network can naturally
process multiple input signals and
has multiple outputs. It is very
suitable formulti-variable systems.

(1) The solution provided by the
neural network is still a “black
box”. It can neither read out the
appropriate cause for such a
specific behavior, nor can it
manually modify the neural
network to change a specific
expected behavior.
(2) For most general mass-
market products, the computing
power of pure neural networks is
limited.
(3) Choosing the appropriate
network model and set the
parameters of the learning
algorithm is still a “black art” and
requires more experience.

Machine
learning
control
[21, 22]

Machine learning control is
programming computers to
optimize a performance criterion
using example data or past
experience. The main
applications are complex non-
linear systems that are not
suitable for control system
methods.

(1) Very strong learning ability.
(2) The neural network has many
layers and a wide width, and can
theoretically map to any
function, so it can solve very
complicated problems.
(3) Highly dependent on data,
the larger the amount of data, the
better his performance.
(4) There are many frameworks
that can be used and portability is
good.

(1) Large amount of calculation
and high cost. Many applications
are not suitable for use on mobile
devices.
(2) High computing power
requirements. The mainstream
computing power uses GPU and
TPU, so the hardware require-
ments are high and the cost is high.
(3) Model design is very
complicated and requires a lot of
human and material resources and
time to develop new algorithms
and models.
(4) Because learning is dependent
on data and is not highly
interpretable. In the case of
imbalanced training materials,
problems such as gender discrimi-
nation and racial discrimination
will occur, which is prone to bias.

Bayesian
probability
control
[23, 24]

Bayesian probabilistic control
should measure the confidence of
an individual for an uncertain
proposition and use this property
to control it, so it is subjective in
this sense. Using the probability
theory proposed by Bayes, we
can examine the sensitivity of
decision-making. Bayes proposed
the concepts of prior and
posterior probability: the prior
probability can be modified
according to new information to
obtain the posterior probability.
Therefore, Bayesian theory is
used to incorporate new
information into analysis.

(1) The Bayesian model has
stable classification efficiency.
(2) It performs well on small-
scale data, can handle multi-class
tasks, and is suitable for
incremental training, especially
when the amount of data exceeds
the memory, you can go for
incremental training in batches.
(3) Not very sensitive to missing
data, and the algorithm is
relatively simple, often used for
text classification.

(1) Bayesian model has the
smallest error rate compared
with other classification
methods. However, this is not
always the case. This is because
given the output category of the
Naive Bayes model, the attributes
are assumed to be independent of
each other. This assumption is
often not true in practical
applications. When the
correlation is large, the
classification effect is not good.
(2) You need to know the prior
probability, and the prior
probability often depends on the
hypothesis. There can be many
hypothetical models, so the
prediction effect is not good due
to the hypothetical prior model.
(3) Since we determine the
classification by using the prior
and the data to determine the
posterior, the classification
decision has a certain error rate.
(4) Very sensitive to the form of
input data.
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Category Description Advantage Disadvantage

Fuzzy
control
[25, 26]

Computer intelligent control
based on fuzzy set theory, fuzzy
linguistic variables, and fuzzy
logic reasoning. The input of this
mechanism is to change the
original 0 and 1 data into a value
between 0 and 1 through
fuzzification, which is closer to
human thinking than the original
nonzero or one dichotomy. In the
process of inference, the data is
fuzzy, but through the steps of
defuzzification, the output can
be made to an accurate value.
Fuzzy control is often used in
intelligent computing, expert
system construction, and neural
network-like applications.

(1) Fuzzy control is a rule-based
control. It directly uses language-
based control rules. The starting
point is the control experience of
field operators or the knowledge
of relevant experts. It is not
necessary to establish an accurate
mathematical model of the
controlled object in the design.
Therefore, the control
mechanism and strategy are easy
to accept and understand, and
the design is simple and easy to
apply.
(2) Starting from the qualitative
understanding of industrial
processes, it is relatively easy to
establish language control rules,
so fuzzy control is very suitable
for those objects whose
mathematical models are
difficult to obtain, whose
dynamic characteristics are not
easy to grasp or whose changes
are very significant.
(3) Model-based control
algorithms and system design
methods can easily lead to large
differences due to different
starting points and performance
indicators; but a system’s
language control rules are
relatively independent. It is easy
to use fuzzy connections
between these control rules.
Finding a compromise option
makes the control effect better
than conventional controllers.
(4) Fuzzy control is designed
based on heuristic knowledge
and language decision rules,
which is helpful for simulating
the processes and methods of
artificial control, enhancing the
adaptive ability of the control
system, and making it have a
certain level of intelligence.
(5) The robustness of the fuzzy
control system is strong, and the
influence of interference and
parameter changes on the control
effect is greatly reduced, which is
especially suitable for the control
of nonlinear, time-varying and
purely lagging systems.

(1) The design of fuzzy control
still lacks systematicness, which
is difficult to control complex
systems. So how to establish a
system of fuzzy control theory to
solve a series of problems such as
the mechanism of fuzzy control,
stability analysis, and systematic
design methods.
(2) How to obtain fuzzy rules
and membership functions, that
is, the design method of the
system is currently based on
experience.
(3) Fuzzy processing of
information will cause the
control accuracy of the system to
decrease and the dynamic quality
to deteriorate. If you want to
improve the accuracy, you will
inevitably increase the number of
quantization levels, which will
lead to the expansion of the rule
search range, reduce the speed of
decision-making, and even fail to
control in real time.
(4) There is still room for
discussion on how to ensure the
stability of fuzzy control
systems, that is, how to solve the
problems of stability and
robustness in fuzzy control.

Expert
system [27]

This is a programming system
with expert-level problem-
solving capabilities in a specific
field. It can effectively use the
effective experience and
expertise accumulated by experts
for many years to solve problems
that require experts to solve by
simulating the expert’s thinking
process.

(1) The expert system can work
efficiently, accurately,
thoughtfully, quickly and
tirelessly.
(2) The expert system is not
affected by the surrounding
environment when solving
practical problems, and it is
impossible to forget and forget.
(3) The expertise of experts can
be freed from the constraints of
time and space in order to
promote valuable and scarce

(1) Its design cost and
construction cost are extremely
high, so it is rare in the industry
today.
(2) The ability to deal with
common sense is low and the
requirements for experts are very
high.
(3) There is still a need to
develop deep inference systems.
(4) The ability to interpret at
different levels is poor.
(5) It is difficult to make the
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sensing technology. With the increasingly fierce competition in the product market,
intelligent products have obtained good application advantages in practical opera-
tions and applications. The main results include greatly improving the operator’s
operating efficiency, improving the quality of work in some dangerous places, and
reducing work intensity, solving application of some dangerous and key construc-
tions jobs, enhanced machine automation and intelligence, improved equipment
reliability and reduced maintenance costs, and intelligent fault diagnosis, environ-
mental protection and energy saving, etc.

According to the, the integration is shown in Table 4 [29, 30].

Category Description Advantage Disadvantage

expert knowledge and
experience.
(4) Expert systems can promote
development in various fields.
(5) Expert systems can bring
together the knowledge and
experience of experts in multiple
fields and their ability to
collaborate to solve major
problems.
(6) The level of military expert
system is one of the important
signs of national defense
modernization.
(7) The development and
application of expert systems
have huge economic and social
benefits.
(8) The research expert system
can promote the development of
the whole science and
technology.

expert system have the ability to
learn.
(6) It is costly and difficult to
achieve a decentralized expert
system.
(7) Poor ability to easily acquire
and update knowledge.

Genetic
algorithm
control
[28]

The genetic algorithm is a
computational model that
simulates Darwin’s genetic
selection and natural
evolutionary biological evolution
process. Its idea originates from
the natural laws of biological
genetics and survival of the
fittest, and it is a search
algorithm with an iterative
process of “survival + detection”.
The genetic algorithm targets all
individuals in a population, and
uses randomization techniques to
guide an efficient search of an
encoded parameter space.
Among them, selection,
crossover and mutation
constitute the genetic operation
of the genetic algorithm; the five
elements of parameter coding,
initial population setting, fitness
function design, genetic
operation design, and control
parameter setting constitute the
core content of the genetic
algorithm.

(1) produce interpretable results.
(2) Results are easy to apply.
(3) The range of data types that
can be processed is extremely
large.
(4) Can be used for optimization.
(5) Easy integration with neural
network.

(1) Many problems have
encoding difficulties.
(2) No guarantee of
optimization.
(3) High computing cost.
(4) Not many commercial
software packages available.

Table 3.
Development trend of intelligent control technology.
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Category Item Description

Performance
development

High speed, high precision
and high efficiency.

Speed, accuracy and efficiency are the key performance
indicators of machinery manufacturing technology.
Due to the use of high-speed CPU wafers, RISC wafers,
multi-CPU control systems, and AC digital servo
systems with high-resolution absolute detection
elements, effective measures to improve the dynamic
and static characteristics of the machine tools are also
taken. Has been greatly improved.

Flexible It includes two aspects: the flexibility of the CNC
system itself, the CNC system adopts a modular design,
and the function coverage is large. Strong cutting
ability, easy to meet the needs of different users; the
flexibility of group pull system, the same group control
system can automatically adjust the material flow and
information flow according to the requirements of
different production processes, so as to maximize the
use of group control system efficacy.

Process composite and multi-
axis

Composite processing with the main purpose of
reducing process and auxiliary time. It is developing in
the direction of multi-axis and multi-series control
functions. The process compounding of NC machine
tools means that after the work piece is clamped on a
machine tool at one time, the multi-process and multi-
surface composite processing is completed through
various measures such as automatic tool change,
rotating spindle head or turntable.

Real-time intelligence Early real-time systems were usually aimed at relatively
simple and ideal environments, and their role was to
schedule tasks to ensure that tasks were completed
within prescribed deadlines. Artificial intelligence
attempts to implement various intelligent behaviors of
humans with computational models. To date, science
and technology have developed. Real-time systems and
artificial intelligence are combined. Artificial
intelligence is developing in a more realistic field with
real-time response, and real-time systems are also
developing in more complex applications with
intelligent behavior. This has created a new field of real-
time intelligent control.

Functional
development

Graphical user interface The user interface is the interface between the CNC and
the user. Because different users have different
requirements for the interface, the workload of
developing the user interface is huge, and the user
interface has become one of the most difficult parts in
computer software development. Current Internet,
virtual reality, scientific computing visualization, and
multimedia technologies also place higher demands on
user interfaces. The graphical user interface greatly
facilitates the use of non-professional users. People can
operate through windows and menus to facilitate the
realization of blueprint programming and fast program-
ming, 3D color stereo dynamic graphic display, graphic
simulation, dynamic tracking and simulation of graphics,
different directions of view and partial display scaling.

Visualization of scientific
computing

Visualization in scientific computing can be used to
efficiently process and interpret data, so that
information exchange is no longer limited to words and
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Category Item Description

language education, but visual information such as
graphics, images, and animation can be used directly.
The combination of visualization technology and
virtual environment technology has further broadened
the application fields, such as design without drawings,
virtual prototype technology, etc., which is of great
significance for shortening product design cycles,
improving product quality, and reducing product costs.
In the field of numerical control technology,
visualization technology can be used for CAD / CAM,
such as automatic programming and design, automatic
parameter setting, dynamic processing and display of
tool compensation and tool management data, and
visual simulation of machining processes.

Diversification of
interpolation and
compensation methods

Multiple interpolation methods such as linear
interpolation, circular interpolation, cylindrical
interpolation, spatial elliptical surface interpolation,
thread interpolation, polar coordinate interpolation,
2D + 2 spiral interpolation, NANO interpolation,
NURBS interpolation (non-uniform Rational B-spline
interpolation), polynomial interpolation, etc. Various
compensation functions such as clearance
compensation, verticality compensation, quadrant error
compensation, pitch and measurement system error
compensation, speed-related feed forward
compensation, temperature compensation, tool radius
compensation with smooth approach and exit, and
opposite point calculation.

Built-in high-performance
PLC

The high-performance PLC control module is built in
the CNC system, which can be directly programmed
with trapezoidal circles or high-level languages. It has
intuitive online debugging and online help functions.
The programming tool contains the real side of the
standard PLC user program for lathe and milling
machine. Edit and modify based on PLC user program,
so as to create your own application program
conveniently.

Application of multimedia
technology

Multimedia technology integrates computer, audio-
visual, and communication technologies, so that the
computer has the ability to comprehensively process
sound, text, image and video information. In the field
of CNC technology. The application of multimedia
technology can achieve comprehensive and intelligent
information processing, which has great application
value in real-time monitoring systems and fault
diagnosis of production field equipment and
monitoring of production process parameters.

Architecture
development

Integrated Adopting highly integrated CPU, RISC wafers and
large-scale programmable integrated circuits FPGA,
EPLD, CPLD, and ASIC wafers for special integrated
circuits, which can improve the integration of the CNC
system and the speed of hardware and software.
Applying LED flat panel display technology Improve
display performance. Flat panel displays have the
advantages of high technology content, light weight,
small size, low power consumption, and easy
portability. Achieve oversized display. Apply advanced
packaging and interconnect technologies to integrate
semiconductor and surface-mount technologies. By
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At present, the neural fuzzy network has its input and output space divided into
a checkerboard pattern. Although it is very easy to implement in hardware, as the
input and output variables increase, the number of this checkerboard pattern
increases. This leads to an unrealistic increase in the number of required memory or
hardware, because more training data is needed for better spatial segmentation than
the method in the learning process, otherwise insufficient learning will occur. In
complex systems, in order to avoid an increase in the number of partitions, it is a
research direction to find a more flexible and irregular partitioning method. The
implementation of fuzzy controllers with neural networks such as learning capabil-
ities has become a very interesting research area in recent years. However, many
neural fuzzy networks with learning capabilities often require expert knowledge
before application. In order to improve its performance, it is also the research
direction to automatically generate fuzzy rules and adjust the attribution function
only from the training data. In recent years, because genetic algorithms have global
optimization capabilities, genetic algorithms have become another useful tool. Cur-
rently, genetic algorithms are used to adjust the fuzzy controller’s attribution func-
tion and neural network-like weighting values. The combination of genetic
algorithms and neural-like fuzzy networks to accelerate their learning speed is also
worth exploring.

Other intelligent control methods such as machine learning control, Bayesian
probability control, expert system and genetic algorithm control, etc., or the afore-
mentioned artificial neural networks and fuzzy control, will be from communica-
tion technology, manufacturing technology, construction technology,
transportation technology and the integration of energy technology and other dif-
ferent levels is also an important task for us to continue to make good use of the
advantages of intelligent control methods and eliminate the disadvantages in the
future.

Category Item Description

increasing the density of integrated circuits, reducing
the length and number of interconnects to reduce
product prices, improve performance, reduce
component size, and increase system reliability.

Modular The hardware modularity is easy to realize the
integration and standardization of the numerical
control system. According to different functional
requirements, the basic modules, such as CPU,
memory, position servo, PLC, input and output
interface, and communication modules, are made into
standard serial products. The building block method is
used to cut functions and increase or decrease the
number of modules to form different grades of CNC
systems.

Networking Machine tool networking can perform remote control
system and unmanned operation. Networking can
program, set, operate and run other machine tools on
any one machine tool. The pictures of different
machine tools can be displayed on the screen of each
machine at the same time.

Table 4.
Development trend of intelligent control technology.
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Chapter 14

DC Motor Synchronization 
Speed Controller Based on 
Microcontroller
Aamir Shahzad, Muhammad Kashif, Tariq Munir  
and Maogang He

Abstract

In this chapter, we report the design and fabrication of an improved speed 
 synchronizer device in which two dc motors has been controlled on different 
sequences programmed by microcontroller. Depending on the programmed soft-
ware, the device is used to command a rolling of machines, synchronizes the dc 
motors speed, and displays the result on liquid crystal display (LCD). Flash memory 
of the microcontroller is used to program for controlling this device where perma-
nent memory is needed to store different parameters (codes for motor speed, LCD 
display, ratio control, and rotary encoder’s feedback). The present simulation gives 
new reliable results with better performance for the speed and direction than the 
earlier available synchronizers. It has been shown that the speed and direction are 
dependent on both the ratio setting and frequency of encoder in two dc motors speed 
synchronizer. It is shown that this device is applicable for controlling, monitoring, 
and synchronizing identical processes and can be implemented in multiple domains, 
from textile industry and home control applications to industrial instruments.

Keywords: speed synchronizer, liquid crystal display, microcontroller,  
dc motors speed

1. Introduction

Nowadays, the advancements in industrial automation research technology and 
the desires on performance and feature in manufacture processes have become 
in complex and integrated innovation systems. Speed synchronizers have various 
applications in many control industrial processes (textile, chemical, marine, etc.) 
and have shown a vital role in control system design and optimization. The speed 
synchronizer is cost-effective and highly efficient device and it works as a bridge 
between two (or multiple) independent drives for many control applications 
with a suitable value of ratio control. The synchronization units are appropriate 
for different type of drives (DC, AC, Servo, etc.) that are adjustable in speed and 
direction under influence of speed reference signal of the 0–5 volts [1]. The signifi-
cant results of using synchronizer is to reduce the working and fabricating cost in 
designing new control devices in terms of reducing the time and minimizing the 
ambiguity in going process modernization at the small level to manufacturing scale. 
Recent advances in microelectronics and algorithm design including information 
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technology have brought significant changes in speed and motion control technol-
ogy. As a result, the predictive advancement, broadly useful, practical approach 
for the speed and motion control is an enduring target of greatly of the industrial 
automation technologist both in science and engineering developments [2].

The earlier variable speed drive was mechanical type and was used a variable 
pitch diameter pulley. This drive is still in operation but for clear reasons are not 
in common uses in practical and industrial applications nowadays. Recently, the 
three significant kinds of electronically variable speed drives are used in present 
industrial machines. Firstly, the brush style dc motor is almost the totally used 
adjustable speed drive on blow molding machineries. Alternative current (AC) 
adjustable frequency and AC motor drives for blow molding technologies are used 
and replaced which is second kind of variable speed drives. Thirdly, the brush dc 
drive has been replaced with Brushless dc drive [3]. The direction, speed and power 
of an AC or dc motor can be controlled with the help of electronic device called as 
variable speed drive. Variable frequency AC drives provide processing requirements 
and several familiar industrial appliances for example pumps, fans and conveyors 
in a variety of working situations. The dc drives have various development applica-
tions and they can used to command material handling and processing machine 
such as metals, mining, printing, and other industries. In industrial automation 
increases gradually and many applications need directional and positional control 
simultaneously [3, 4].

Over the past two decades, numerous measurements of speed and direction 
control synchronization have been studied [5–11]. The revolving mechanical 
arrangements form a significant and singular class of systems that, with or without 
the interaction through some coupling, demonstrate synchronized motion (or 
speed motors), for instance the case of rotating machinery in manufacture plants, 
power generators, wrapping of cloth in many textile industrial applications and 
unbalanced rotors in milling machines [12]. The synchronization of revolving 
systems and electromechanical arrangements was reported by Blekhman et al. [13]. 
Subsequently, the teleoperated master-slave systems were developed by Dubey et al. 
[14], and by Lee and Chung [15]. Shortly after, the Brunt [16] and Liu et al. [17] 
were designed multifinger robot-hands, multirobot systems and multi-actuated 
platforms. Only a few years later, Huijberts et al. calculated synchronization of 
rotating bodies and electromechanical systems [18]. For the medical applications, 
the master-slave teleoperated systems were used in surgical procedure giving rise to 
more accurate and less enveloping surgical treatment measures [19, 20]. In case of 
aerospace applications, the synchronization approaches were employed to reduce 
the error of the relevant manner in developments of satellites [21, 22]. The case 
of group formation of multiple robotic vehicles is addressed in [23]. Mirza and 
Hussain published their work of speed asynchronization mode of dc motors in the 
regime of nonlinear process through selective position of feedback and integral 
control for textile industry [1]. Since then, speed synchronizers have provided 
a key automation tool in process industries, medicine, material science, plasma 
process engineering, and aerospace science and multiphase and thermal transport 
processes [9–11].

In this study, a speed synchronizer based on microcontroller for controlling 
and monitoring the speed of two dc motors, which is our particular motivation. 
Embedded system is a system that has a microcomputer or microcontroller inside 
which can reads the input, process them and gives the feedback according to the 
preprogram condition. Embedded systems are designed to do some specific tasks 
and have minimal requirements for memory and program length [24]. The applica-
tion of microcontrollers with designed algorithm, dc drives, and complex program-
mable logic devices (CPLD) in factory automation motivates the development of 
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computer integrated manufacturing systems. In textile industry many processes 
require speed synchronization of more than one motors involved in the process. 
Rolling of cloth should be synchronized with the speed of weaving spindle to avoid 
damage and similarly motors-speed synchronization is vital in a conveyor-belt 
driven by multiple motors. The digitally controlled dc machines (or motors) can 
have much aggravated phenomena owing to poor sampling period selection [1, 7]. 
The role of synchronization control not only involves in practical and industrial 
applications, however, there are many physical phenomena that may be explored 
through synchronization control theory [12].

The objective of presented article is to design and implement of an advanced 
digital speed control synchronizer using ATMEL-based microcontroller and dc 
drives. A digital speed (or motion) control algorithm has been developed for the 
synchronization control of two motors, which can easily be extended to control 
of multiple motors. The designed speed and motion control system is based on 
a digital torque drive for dc motors with encoder interface. This article presents 
the algorithm for design implementation of a speed and motion control and to 
examine the understanding of synchronization efficiency for industrial application. 
Additionally, this design and numerical approach is different from those used in the 
earlier studies. The calculations are performed for a wide domain of synchroniza-
tion control parameters for the drives. In order to characterize the performance of 
the project, the different parameters of synchronization control have been studied 
and analyzed, so that the systems working may be enhanced.

2. Methodology and design

2.1 The PROTOS framework

The circuitry was designed for the synchronization control of two dc motors 
using commercially available devices and components. There are two main parts in 
the system, which are hardware and software development. The schematic design 
for the system and components testing in standalone state are include in hardware 
development. While the software skill developed including drive circuit connection 
establishment and improvements to algorithm. Some assumptions are made in the 
prototype system and recommendations or future improvements are suggested 
[25]. In order to utilize facilities and advantages of both microcontrollers along 
with their standard features and programming resources and CPLD along with 
their flexibility to implement additional hardware arrangements for interfacing 
or progress of computational performance, we need to set a number of this design 
system purposes the PROTOS system should fulfill.

An experimental dc motor synchronization control system based on microcon-
troller has been developed and its design implemented for control automation of 
two dc motors as shown in Figure 1. This controller can command two drives one 
byte external port; these outputs take values depending of the inputs states. One 
port states are displaying on a 16 characters, 4/2 lines material liquid crystal display 
(LCD) display. The ATmega8535 has a 13-bit program counter capable of addressing 
an 8 k × 14 program memory space [26]. In this experiment an attempt has been 
made to fabricate and study a circuit that is able to control and monitor the synchro-
nization control of two dc motors. The basic proposal was to design a synchronizer 
to ensure its performance equivalent to dedicated industrial synchronizers designed 
by marketable big companies. The synchronizer based on ATmega8535 microcon-
troller hardware was divided into six major modules; power supply module, dc 
motor speed and direction control module, encoder interface module for two dc 
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motors, central processing unit (CPU) and control module, speed synchronization 
graphic interface module and LCD display module. In order to develop the project 
the following methodology has followed: the theory of microcontroller, logic 
control devices, encoder, dc motor, circuit diagrams, operation and its function has 
been studied in detail [7–15, 26–29]. The first step was to draw a schematic diagram 
of the hardware in a software package called Protel, according to circuit diagrams 
[5, 6]. The encoder circuit design has been made on computer and its film developed 
in printing press and finally its hard fitting with sensor has been made accordingly. 
A fitting of dc motor shaft coupled with encoder has been made for sensing motor 
position, direction and whole system fitted on separate wooden board. After com-
pleting the circuit of encoder interface unit, the program has been written in VHDL 
programming language of CPLDs family. The written program has been debugger 
using active VHDL simulator and downloaded according to the application with 
the help of programmer such as control sensing and monitor motion or position of 
motors [29, 30].

After completing the circuit of CPU and control unit, the program has been 
written in C-51 programming language of MCS-51 microcontroller family. The 
written program has been debugger using simulator AVS-51 and downloaded 
according to the application with the help of downloader ATmega8535 such as 
synchronization of two dc motors. Check the performance and error of micro-
controller, and CPLD ICs has debugger the written program and circuits through 
respective simulators and check timing signals on different pins and finally monitor 
programs of both ICs.

2.2 Measurement scheme using microcontroller and CPLD

The schematic circuit diagram (CPU and control module) of the microcontroller 
scheme is given in Figure 2. The hardware and software for CPU and control unit are 
to be contained within the microcontroller. Design of the CPU and control hardware 
was tested using the ATmega8535 development board and breadboard. The power 
supply was then tested and found to be functional. After the first programming the 
microprocessor was configured to use the external oscillator [26–30]. Testing of the 
communication between the Atmel chip and other chips in the circuit design was 
successful using the communication protocol designed. Switching between two 
voltage levels required the use of the microcontroller on board comparator. It was 

Figure 1. 
Prototype snap for synchronization control system for two dc motors.



377

DC Motor Synchronization Speed Controller Based on Microcontroller
DOI: http://dx.doi.org/10.5772/intechopen.93080

important that the circuit was reverted to switching between 5 and 0 V; therefore, a 
standard I/O pin on the Atmel could be confined to detect the communications sig-
nal. This test avoided the complication of noise interfering with the synchronization 
signal [26]. The Vero board circuitry was tested successfully. The CY7C374 is a flash 
erasable complex programmable logic device and is part of the FLASH370 family of 
high-density, high-speed CPLDs [29, 30].

2.3 Measurement scheme for speed and direction control module

The schematic diagram for speed and direction control module for two dc 
Motors with built-in power supply is given in Figure 3. In dc motor speed and direc-
tion control module, the device L6203 combines a full H-bridge in a single package 
and it was noted that this device is perfectly matched for controlling dc motors. 
The power stage was carried out this device which is essential for both direction 
and speed control for dc motor control. A current regulator (L6506) along with 
this device (L6203) provides a constant current drive for dc motors that control the 
speed of the system [7]. The value of peak current may be obtained as:

   I  peak   =    V  ref   _  R  sense  
    (1)

The voltage across the sense resister (RS) was detected by the current regulator 
L6506 in order to control the motor current, and it evaluates detected voltage to 
monitor the speed of the motor during the brake of the motor. A suitable resistor was 
used between the RS and each sense input of the L6506. It was noted that the rela-
tions between the inputs of the device of L6203 and the outputs of the L6506 require 
a lengthy path. It was noted that a resistor should be connected between each input 

Figure 2. 
Schematic circuit diagram of CPU and control unit.



Automation and Control

378

of the L6203 and ground its terminal. We have used the sunbber circuit very close 
to the output connections of the device L6203 which was fabricated by the series of 
resister (R) and capacitor (C). Moreover, each power output connection and ground 
terminal was connected with the help of one diode (BYW98). An appropriate big 
capacitor was used and linked close to the supply pin of the device L6203, when the 
power supply cannot sink current properly. It is important that a capacitor at pin 17 
of the L6506 allows the system application work smoothly. The L6506 was proposed 
for work with double bridge drivers, such as the device L6203 to drive dc motors. 
The major purpose of the device (L6203) was to detect and monitor the current in 
each of the load windings (dc motors). The dual chopper was run using a general on 
chip oscillator. An ordinary on chip oscillator was used to drive the dual chopper and 
it wad regulated the working frequency for the pulse width modulated drive. The 
sunbber circuit on pin 1 sets the working frequency which was calculated as:

  f =   1 _ 0.69RC  ,  where R > 10 K  (2)

The oscillator gives signals to set the two flip flops which in turn cause the outputs 
to trigger the drive. The current in the load winding (dc motor) attained the comput-
erized programmed peak point, then the voltage across the sense resister becomes 
equivalent to the reference voltage (Vref) signal which leads to the comparator readjusts 
its flip flop interrupting the drive current until the next oscillator signal appears. A 
suitable choice of the value of reference voltage (Vref) and sense resister were used to 
program the peak current for each dc motor. It was examined that the ground noise 
issues in multiple arrangements has been avoided by synchronizing the oscillators. This 
was done by the oscillator output of the master device was connected to the sync pins 
of each of the devices and the R/C pin of the unused oscillators was grounded [7–11].

3. Results and discussion

A control system is designed and fabricated using microcontroller and CPLD 
from the point of simplicity and cost effectiveness to act as speed synchronization 

Figure 3. 
Schematic diagram for speed and direction control module for two dc motor.
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and direction control for two (or multiple) dc motors, already shown in Figure 1. The 
presented system was tested running the two motors for the long period of time and 
in different environments. It is observed that the synchronization system was worked 
to expectation. Some calibration of the analogy to digital conversion (ADC) in the 
control circuit module was necessary and this was done using software. Calibration 
had to account for the voltage drop across the resister in series with the control trigger 
and motor response. The calibration improved the speed range available to the driver 
circuit of dc motors, confirming the earlier results [1, 7–11]. Once dc motors were 
running on synchronization mode it was expected that contact noise between the 
motor brushes and due to the power signals would cause incorrect speeds. Therefore, 
the error checking software has been included in order to diagnose the erroneous 
signals, and it is important that this was found not to be a problem. It was noted that 
there were periodic speed control but unusual cases of erroneous speed behavior. The 
graphic interface unit has two zones of synchronization, one for when graphic inter-
face unit has its middle value of indications (green-indications), the two motors has 
same speed, this mode was called synchronization of motors. On the other hand, the 
second zone of graphic interface has its end value of indications (red-indications), 
shows that the speeds of two motors were not in same phase. This feature adds real-
ism to the synchronization control system of dc motors by using software.

3.1 Principle of operation: Positional synchronization and ratio control

All operation was based on setting an analogue synchronization between the speed 
and direction control modules first. This has been achieved by feeding a common 
speed reference voltage to the drives and tuning the drive speeds in order to get them 
into an approximate synchronism. A ratio agreement was significant for the slave 
drive. This analogue pre-synchronization was matched the two speeds within an error 
range of approximately 0.8%, confirming the earlier results of Ref. [31]. Presently, 
the digital synchronization has to balance for the analogue speed errors in order to get 
an absolute, angular and positional synchronization with no drift and no cumulative 
displacement of the motor shafts. This required a digital feedback of the angular shaft 
position of the drives. In our case, incremental shaft encoders (e.g., encoder simula-
tion from a resolver system) were used for this feedback purpose.

The synchronizer (CPU and encoder modules) was continuously checked the 
two shaft positions and immediately responded by an analogue correction signal 
when an angular error started to appear. This analogue correction signal, added 
to the slave’s reference with the correct polarity, was maintained the shaft posi-
tions of master and slave inline. The synchronized speed of developed system was 
monitored by using LCD. It was noted that the synchronizer responds within only 
microseconds to each individual encoder pulse and the slave was practically have 
no chance to drift away. We have been adopted the way to generate feed forward 
signal (FFS) given in Ref. [31]. Currently, this FFS was generated internally from 
the frequency of the master encoder and no external voltage was applied to the 
analogue input. It was observed that the encoder frequency always represents the 
real actual speed of the master. Moreover, a FFS was needed to run the drives, and 
no external correction voltage was added to receive the total slave speed reference. 
It was significant that the digital FFS used here was higher than at maximum speed, 
for encoder frequencies [7, 8, 31].

3.2 Simulation results

In this section, the simulation measurements of encoder interface with motors 
by using the Cypress and Wrap software were presented. The calculations of 
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Figure 5. 
Reset timing simulated wave form for encoder interface with motors.

Figure 6. 
Slave up timing simulated wave form for encoder interface with motors.

simulated waveforms with each module for implementation of CPLD (CY7C374i) 
were shown. Also, this subsection describes the implementation of C-code of AVR 
ATmege8535 microcontroller. The compiler software simulator has been used for 
both functional and timing simulation [29, 30]. For functional simulation, the writ-
ten code was simulated before synthesis. After fitting (CPLDs) or place, simulate 
the design using the same original test bench as a test fixture, but with logic and 
routing delays added. In case of any major problems which have made an assump-
tion on the device specification that was incorrect, or has not measured some aspect 
of the signal required to/ from the programmable logic device. Consequently, we 
have collected data on the problem and go back to the drawing (or behavioral) 
board. The output master up, reset, slave up and mixed simulation waveforms for 
encoder interface with motor for synchronization control of dc motors are shown 
in Figures 4–7. These presented timing waveforms show a successful prototype 
of a synchronization control system for dc motors. The designed system was 

Figure 4. 
Master up timing simulated wave form for encoder interface with motors.

Figure 7. 
Mixed timing simulated wave form for encoder interface with motors.
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demonstrated the advantages of a synchronization control system over an analog 
system and improved the possibility for security when data mentioned on graphic 
interface module, challenge and competition when synchronization of dc motors 
speed required in industry, especially in textile.

4. Summary

An experimental dc motor synchronization control based on microcontroller 
has been developed and its design implemented for the purpose of simplicity and 
cost effectiveness to act as power converter, master and slave controller. The main 
functions that each drive performs were readily programmable. The drives were 
forced into coordination and synchronization by some sort of software mechanism 
which was also implemented by programming. The speed synchronization was 
provided with the help of the FFS technique on the LCD. The designing of a syn-
chronizer system to control the direction and speed of a geared dc motor has been 
successfully employed in this chapter. The dc motors have speed control facilities 
which show that speed and direction of rotation can be changed at any time to meet 
new situation. The hardware of the proposed system was interfaced with computer 
using RS232 serial communication port, for future communications. It is concluded 
that the dc motors were ideally suited to a multitude of industrial including textile 
and marine applications in which variable speed high torque are required. In addi-
tion, systems present in other applications, which include industrial equipment 
such as fan drives, ship propulsion and steel rolling mills, can be synchronized by a 
proposed design with proper modifications. This paper gives a platform for further 
development in the field of industrial use of dc motors.
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Abstract

In the recent years, researchers have sophisticated the synthesis of neural
networks depending on the wavelet functions to build the wavelet neural networks
(WNNs), where the wavelet function is utilized in the hidden layer as a sigmoid
function instead of conventional sigmoid function that is utilized in artificial neural
network. The WNN inherits the features of the wavelet function and the neural
network (NN), such as self-learning, self-adapting, time-frequency location,
robustness, and nonlinearity. Besides, the wavelet function theory guarantees that
the WNN can simulate the nonlinear system precisely and rapidly. In this chapter,
the WNN is used with PID controller to make a developed controller named WNN-
PID controller. This controller will be utilized to control the speed of Brushless DC
(BLDC) motor to get preferable performance than the traditional controller tech-
niques. Besides, the particle swarm optimization (PSO) algorithm is utilized to
optimize the parameters of the WNN-PID controller. The modification for this
method of the WNN such as the recurrent wavelet neural network (RWNN) was
included in this chapter. Simulation results for all the above methods are given and
compared.

Keywords: BLDC motor, particle swarm optimization (PSO), wavelet neural
network (WNN), speed control

1. Introduction

Brushless DC (BLDC) motors have a wide application in our life due to their
high-power density and high dynamic response. In addition, the BLDC motor is
utilized with constant loads, varying loads, and position applications with high
accuracy. This motor is generally controlled utilizing electronically commutation by
three-phase power semiconductor bridge inverter with rotor position sensors that
are required for starting and providing proper firing sequence to turn on the power
devices in the inverter bridge. Based on the rotor position, the power devices are
commutated sequentially every 60° [1, 2]. The mathematical model and the
Simulink model of BLDC motor to control the speed of a BLDC by using conven-
tional methods are introduced in Refs. [2–6]. The DC-DC converter technique is
utilized to control the speed of the motor [5, 6].
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In the past decade, artificial intelligence techniques such as neural networks,
fuzzy-neural networks, and wavelet neural networks control have been utilized to
control the speed of the BLDC motor [7–10]. Since BLDC motor is a multivariable
and nonlinear system, it is complex to obtain high performance by applying classi-
cal PID control. The main objective of this chapter is to develop wavelet neural
networks (WNNs) to control the speed of the BLDC motor, and the recurrent
wavelet neural network (RWNN). These methods lead to an enhanced dynamic
performance of the system of motor drive and are resistant to load perturbations.
The learning strategy for the wavelet neural network and PID controller is devel-
oped based on PSO algorithm.

2. Wavelet networks

The combination of wavelet principle and neural networks has led to producing
new representing network of wavelet neural network (WNN). Wavelet networks
are feedforward networks utilizing wavelets as activation functions. Wavelet net-
works substitute the sigmoid activation components of the classical feedforward
artificial neural networks (ANNs) with wavelets transform function. In wavelet
neural networks, both the translation (position) and the dilation are tuning besides
weights. The utilization of wavelet node outcomes in efficient networks are opti-
mally approximated and estimated for nonlinear and nonstationary functions
[11, 12]. There are two main types to construct the wavelet neural network:

• Wavenet (fixed grid WNs): in this type, the neural network and the wavelet
processing are accomplished separately. The input signal is first decomposed
utilizing some wavelet bases by neurons in the hidden layer with fixed wavelet
bases; positions and dilations of the wavelets are preset and only the weights
have to be adjusted by learning the network. The main problem is the choice of
wavelet frames/bases [12, 13].

• Wavelet network (adaptive WNs): this type merges the two theories, which
are the dilation and the translation of wavelets along with the summer weights
that are adjusted in conformity with some learning procedures. Generally, the
modeling of the wavelet network involves two steps: determining the network
construction (the number of neurons in each layer, the number of layers, and
the type of activations function (wavelet transform)) and modifying the
wavelet network parameters by some optimizing algorithm method [12, 13].

3. Structure of wavelet neural network (WNN)

The arrangement of WNN is similar to that of the neural network. The hidden
layer contains neurons, whose activation functions are driven from a wavelet basis.
These wavelet neurons are generally referred to as wavelons, whose parameters of
the inputs contain the wavelet dilation and translation elements [12, 14]. Wavelet
networks can be categorized into recurrent and nonrecurrent (feedforward) types.

3.1 Feedforward wavelet neural network (FFWNN)

The FFWNN has no feedback connection. That is, the output is calculated
straightly from the input with feedforward connections [12]. There are two
arrangements of feedforward wavelet networks:
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3.1.1 Radial basis wavelet neural network (RBWNN)

Radial basis wavelet neural network (RBWNN) is the simplest form of the
wavelet network [15, 16]. The arrangement of radial basis wavelet neural network
(RBWNN) is shown in Figure 1. This network approaches any required signal f(t)
by simplifying a linear combination of a group of daughter wavelets ψa,b, where
ψa,b are created by dilation a and translation b from mother wavelet ψ [11, 17].

ψa,b ¼ ψ
x� b
a

� �
(1)

The network output is specified as follows [10, 18]:

y ¼
XN
n¼1

wNψaN,bN (2)

where x is the input signal, N is the number of neuron in the hidden layer, and
wN is the weights of the output. The network parameters wN, aN, and bN can be
training and optimizing by any optimization technique. In this chapter, the PSO
algorithm is used to minimize the error according to the fitness function as will be
demonstrated later.

3.1.2 Conventional wavelet neural network

The conventional WNN is a general form of radial basis wavelet neural network
[19]. Figure 2 depicts the building of the conventional wavelet network, the num-
ber of hidden layers and neurons that are selected to create an appropriate WNN,
and the parameters that are optimized by the PSO algorithm. The input layer can be
represented by a vector x ¼ x1, x2, … , xM½ �, the output layer represented by a vector
y ¼ y1, y2, … , yK

� �
, and the activation function of hidden layer is the wavelet basis

function. The output Yj can be given as follows [11, 19]:

Yj ¼ σ uj
� � ¼ σ

XN
n¼1

wj,n ψanbn

XM
m¼1

vn,m xm

 !
þ g

" #
(3)

Figure 1.
The building of radial basis wavelet neural network (RBWNN).

387

Wavelet Neural Networks for Speed Control of BLDC Motor
DOI: http://dx.doi.org/10.5772/intechopen.91653



where, j ¼ 1, 2, 3, … , K;M is the number of inputs; K is the number of output
layers; N is the number of hidden layers; g is the bias; and σ uð Þ is the activation
function of the output layer, the most common formula of activation function being
sigmoid function which can be illustrated as follows [12]:

σ uð Þ ¼ 1
1þ e�u

(4)

3.2 Recurrent wavelet neural networks (RWNNs)

In recurrent WNNs, the output depends not only on the present inputs of the
network but also on the prior outputs or conditions of the network [12, 15]. Recurrent
networks have feedback and are also known as feedback networks. There are several
types of recurrent networks that depend on the feedback connection [12–22].

In the recurrent wavelet network structures, the wavelet network input involves
delayed samples of the system output y(k). The number of inputs increases with the
order of the system actuality demonstrated. Figure 3 depicts the structure of recurrent
wavelet network. Hence, the output for each layer can be calculated as [20, 23, 24]:

ψN ¼ ψ
uN � bN

aN

� �
(5)

where aN and bN are translation and dilation parameters of wavelets. The inputs
of this layer for time n can be denoted as:

uN nð Þ ¼ xN nð Þ þ ψN n� 1ð Þ �∅N (6)

where ∅N represents the weight of the self-feedback loop. The output of the
network is given as follow:

y ¼
XN
N¼1

wNψ
uN � bN

aN

� �
(7)

u nð Þ ¼ x n� Dið Þ þ y n� D0ð Þ � rN (8)

Figure 2.
The building of conventional wavelet neural network.
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where x is the input signal, N is the number of neuron in the hidden layer, wN is
the output weight, Di, D0 is the number of delay for the input and output network,
and rn is the weight of the output feedback loop.

4. Particle swarm optimization

Particle swarm optimization is an inhabitance-based computational procedure
motivated from the simulation of gregarious behaviors (social-psychological): fish
schooling, bird flocking, and swarm theory. PSO was firstly invented and
established by Eberhart and Kennedy [25, 26]. In the PSO algorithm, in place of
utilizing evolutionary operators such as mutation and crossover to operate algo-
rithms, the population dynamics emulates a “bird flock” behavior, where social
sharing of information takes place and individuals can yield from the finds and
prior experience of all the other companions through the search for food. Therefore,
each companion, called particle, in the population, which is called swarm intelli-
gence as shown in Figure 4, is assumed to fly in several directions over the search
space to meet the request fitness function [27, 28].

4.1 Particle swarm optimization algorithm

The PSO algorithm is one of the evolutionary computation techniques to solve
optimization troubles. In this algorithm, a swarm of individuals or entities called
particles flies over the exploration space [29, 30]. Each particle acts as a probable

Figure 4.
Swarm intelligence.

Figure 3.
The recurrent wavelet neural network.

389

Wavelet Neural Networks for Speed Control of BLDC Motor
DOI: http://dx.doi.org/10.5772/intechopen.91653



solution to the optimization troubles. The position of a particle is influenced by the
best position visited by itself, i.e., its own knowledge or experience and the position
of the best particle in its knowledge of neighboring particles. When the neighbor-
hood is the entire swarm, the best position in the neighborhood of the particle is
denoted as the global best position and the resulting algorithm is referred to as the
global best position PSO, where the finest prior position that gives the minimum
fitness value of any particle is called local best position (lbest). The index of the best
particle of all particles in the population is called global best position (gbest). The
algorithm is generally referred to as the lbest PSO when smaller neighborhoods are
used. For each particle, the performance is measured utilizing an objective function
that differs depending on the optimization challenge. The basic PSO algorithm is
given below according to the flow chart which is shown in Figure 5 [31–35].

Step 1. Generation of population particles
Create particles regularly distributed over x, then choose the number of parti-

cles, number of iterations, modification accelerating coefficients c1 and c2, the
inertia weight (w) and random numbers R1, and R2 to start the optimum searching.

Step 2. The initialization for each particle
Initialize the present position xi tð Þ and the velocitiy vi tð Þ for each particle.

The particles are randomly produced among the minimum and maximum limits
of parameter values. Each particle is treated as a point in a D-dimensional space.
The ith particle is denoted as xi ¼ xi1, xi2, … , xiDð Þ. The velocity for the particle i is

Figure 5.
General flow chart of PSO.
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represented as vi ¼ vi1, vi2, … , viDð Þ, then the local best position (lbest) and the
global best position (gbest) are initialization.

Step 3. Evaluation of fitness function
The overall performance (speed of convergence, efficiency, and optimization

accuracy) of the PSO algorithm counts on the objective function that observes the
optimization search. The objective function is chosen to minimize the reference
constraints. The popular performance standards based on the error condition are
integrated absolute error (IAE), integrated of time weight square error (ITSE), and
integrated of square error (ISE) that can be estimated theoretically in the frequency
domain [31, 32, 36]. In this chapter, multiobjective functions are utilized based on
the integral of the squared error (ISE) criterion and overshoot (MpÞ criterion as
follow [37, 38]:

fitness function ¼ min ISEð Þ þ min Mp
� �

(9)

where

ISE ¼
ð
e2 tð Þdt (10)

Mp ¼ max nð Þ � nrefð Þ (11)

e ið Þ ¼ D ið Þ � y ið Þ (12)

where y(i) is the system output and D(i) is the desired output, while n is the
actual speed and nref is the desired speed.

Step 4. Update the swarm
The updating of the velocity vi tð Þ and the present position xi tð Þ for each particle

in the swarm is done according to Eqs. (13) and (14). Then the main loop and the
objective function are calculated for updating positions of particles. If the new value
is improved than the previous lbest, the new value is fixed to lbest. Similarly, gbest
value is also updated as the best lbest. Velocity of each agent can be modification by
the following:

vkþ1i ¼ w ∗ vki þ c1 ∗R1 ∗ lbesti � xki
� �þ c2 ∗R2 ∗ gbesti � xki

� �
(13)

And, the present position can be modification by the following:

xkþ1i ¼ xki þ vkþ1i (14)

where xki is the present position of particle i at iteration k, vki is the velocity of
particle i at iteration k, w is the inertia weight which can be represented in Eq. (15),
c1, c2 represent positive acceleration constants and R1, R2 are random variables
uniformly distributed in the range [0; 1].

w ¼ wmax � wmax �wminð Þ
itermax

(15)

where, wmin is the inital weight, wmax is the final weight, itermax is the maxi-
mum iteration number.

Step 5. Stopping criteria
If the current iteration number reaches the predetermined maximum iteration

number, then exit. Otherwise, execute another initialization for each particle and
reiterate the process.
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5. Speed control of BLDC motor based on wavelet neural network

The WNN-PID controller based on PSO is proposed in this section, which
combines the ability of the artificial neural networks for learning with the ability of
wavelet for identification, control of dynamic system, and also having the capability
of self-learning and adapting [10, 11, 19, 37]. Two types of wavelet network are
modified in this section, feedforward WNN and proposed recurrent WNN with
online tuning optimization using PSO algorithm [22–24].

5.1 WNN-PID controller based on PSO

In this type of controller, the WNN is utilized with PID controller based on PSO
algorithm. WNN-PID controller utilizes online learning by PSO algorithm, where
the PSO learning algorithm is used to train the translation parameters ak and bk,
weights connection in the WNN, and the parameter (kp, ki, kd) of PID controller
on-line with the model of BLDC motor to control the speed at the desired value.
There are two major issues to implement any wavelet neural networks. First, the
network architecture is used and second, the algorithm is used to learn the network
by the PSO algorithm. Figure 6 depicts the block diagram of the BLDC motor with
WNN-PID based on PSO algorithm. The structure and the design of the WNN-PID
controller will be given in the next subsection.

5.2 Design of the structure of WNN-PID controller based on PSO training
algorithm

1. Design of PSO algorithm: the PSO algorithm is discussed in Section 5, where
each particle parameters are initiated to make a population and then the
algorithm is accomplished according to the flow chart given in Figure 6,
which includes training the parameters of this controller to guarantee the
minimization of an objective function. The objective fitness is evaluated as
follows:

fitness function ¼ min ISEð Þ þ min Mp
� �

(16)

where ISE is the integrated of square error and Mp is the maximum peak
overshoot.

2. Design of WNN-PID controller: to design the WNN-PID controller, the
type of WNN must be selected as shown in Section 3 and also the number of
layers and neurons and the wavelet function type must be selected [16]. In this
chapter, the input layer has two inputs: the speed error and the change of this
error. One hidden layer with four neurons is used. Three types of mother
wavelet functions are used and they are: the Mexican hat function is
[10, 11, 22, 37, 39]

ψ xð Þ ¼ 1� x2
� �

e
�x2
2 (17)

The first partial derivative Mexican hat is

ψ xð Þ ¼ �xð Þe�x22 (18)
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The Morlet's basic wavelet function is

ψ xð Þ ¼ Cos w xð Þe�x22 (19)

where x is the desired signal and w is a variable value, which was adopted to
satisfy the admissibility condition. w = 5 is chosen. The output layer contains one
output which is the sum of PID controller and WNN outputs. The parameters
values of the WNN-PID controller, such as the dilation factors ak0s and the transla-
tion factors bk0s of the mother wavelet function, the weights connection wk0s of the
WNN, and PID parameters (kp, ki, kd), are optimized online in PSO algorithm. The
results given in this chapter are for Mexican hat function only. The results for the
rest functions are similar to that in Mexican hat and are not given.

6. Simulink implementation and results for a BLDC motor drive based
on WNN-PID controller

6.1 Speed control based on feedforward WNN-PID controller

The feedforward WNN with PID controller (FWNN-PID) is utilized to
control the speed of the BLDC motor as shown in the Simulink model in Figure 7.
The inputs of the WNN are the speed error and the change of this error, while the
hidden layer has four neurons and one output in the output layer. The translation
and dilation factors, weights connection for WNN, and PID parameters are learning
on-line in PSO algorithm. The output of WNN is given by Eq. (2).

The PSO parameters are given in Table 1. These parameters are chosen to get
optimal parameters for the PID controller and the wavelet neural network; when it
is tuned on-line in PSO algorithm and BLDC motor drive, the optimal values for the
PID controller parameters and the WNN parameters (a's, b's, w's) are given in
Tables 2 and 3, respectively.

The BLDC motor drive is implemented in Simulink/Matlab program as shown in
Figure 6 with the optimal values of PID controller parameters and the optimal

Figure 6.
Block diagram of the BLDC motor with WNN-PID controller based on PSO algorithm.
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values of WNN parameters. Figure 8 shows the speed response of the BLDC motor
due to change in reference speed. The motor is started at a speed of 500 rpm and
then is changed in step to a speed of 500 rpm for every 0.2 s. The actual speed of the
motor is tracking the desired speed with a good response. The system starts at no
load and suddenly a torque 2 N m (full load) is added at t = 0.4 s. Figure 9 shows the
speed response of the BLDC motor at 2000 rpm during no load and load condition.
The developed torque during no load and load condition is shown in Figure 10. The
position signal, the torque-speed characteristics, the phase current ia, Phase Back-
emf ea voltage, and line voltage vab are given in Figures 11–15, respectively.

PSO_Parameters Value

Size of the swarm “no of birds” 50

Maximum iteration number 50

Dimension 15

PSO parameter c1 1.2

PSO parameter c2 1.2

Wmax 0.9

Wmin 0.3

Table 1.
PSO parameter values.

Parameters Kp Ki Kd

Values 6.958 3.241 0.006274

Table 2.
PID parameters tuned using PSO for WNN-PID controller.

WNN dilation parameters WNN translation parameters WNN weights parameters

a1 a2 a3 a4 b1 b2 b3 b4 w1 w2 w3 w4

4.535 1.227 3.013 3.141 1.248 0.314 2.576 1.352 3.632 3.321 2.2843 2.4722

Table 3.
WNN parameters tuned using PSO.

Figure 7.
Simulink model of WNN-PID controller.
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6.2 Speed control based on proposed recurrent WNN-PID controller

The RWNN that is proposed here is similar to that of feedforward WNN with
feedback connections. The RWNN consists of three layers, with two inputs in the

Figure 8.
Step change in speed response with feedforward WNN-PID controller.

Figure 9.
Speed response of the BLDC motor with WNN-PID controller.

Figure 10.
Developed torque of BLDC motor with feedforward WNN-PID controller.
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input layer, the hidden layer has four neurons, with one output in the output layer
and feedback connection for each layer. In this section, the feedback connection is
called “Fully feedback.” Besides, the RWNN contains a number of delay samples in
the input and output layers as shown in Figure 16. The translation and dilation
factors, weights and PID parameters are learning on-line to utilize PSO method in

Figure 11.
Position stair signal of BLDC motor with WNN-PID controller.

Figure 12.
Torque-speed characteristics of BLDC motor with feedforward WNN-PID controller.

Figure 13.
Phase current ia of BLDC motor with feedforward WNN-PID controller.
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the same manner used in the previous subsection and the results are given in
Tables 4–6. The output of WNN is described by Eqs. (7) and (8).

The BLDC motor drive system with RWNN-PID controller is simulated in
Matlab/Simulink program as shown in Figure 6. The time period that is assumed in

Figure 14.
Phase back-emf ea voltage for BLDC motor with WNN-PID controller.

Figure 15.
Line voltage vab for BLDC motor with feedforward WNN-PID controller.

Figure 16.
Simulink model for a proposed recurrent WNN-PID controller.
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this model is 1 s. The WNN-PID controller can be utilized for speed control in a
wide range between 0 and the rated value, with better performance and more
flexibility in the controller. Figure 17 depicts the step change in speed of the BLDC.
The motor is started at a speed of 500 rpm and then is changed in step to 500 rpm
each 0.2 s. The actual speed of the motor is tracking the desired speed with a good
response. The system starts at no load and suddenly a torque 2 N m (full load) is
added at t = 0.4 s. Figure 18 shows the speed response of the BLDC motor at
2000 rpm during no load and load conditions. The developed torque during no load
and load conditions is shown in Figure 19. The position signal, the torque-speed
characteristics, the phase current ia, Phase Back-emf ea voltage and line voltage vab
are given in Figures 20–24, respectively.

Parameters Kp Ki Kd

Values 4.8256 2.6003 0.0105

Table 4.
PID parameters tuned using PSO for RWNN-PID controller.

Feedback parameters of RWNN

qq1 qq2 qq3 qq4 qL

0.2957 0.4738 1.0581 4.2460 3.6623

Table 6.
Feedback parameters of RWNN tuned using PSO.

Figure 17.
Step change in speed of BLDC motor with RWNN-PID controller.

WNN dilation parameters WNN translation parameters WNN weights parameters

a1 a2 a3 a4 b1 b2 b3 b4 w1 w2 w3 w4

2.1781 3.0484 3.0181 1.9509 0.1266 5.3694 1.8668 3.2328 0.8769 3.2828 2.7151 0.04124

Table 5.
RWNN parameters tuned using PSO.
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Figure 18.
Speed response of the BLDC motor with RWNN-PID controller.

Figure 19.
Development torque of BLDC motor with RWNN-PID controller.

Figure 20.
Position stair signal of BLDC motor with RWNN-PID controller.
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Figure 21.
Torque-speed characteristics of BLDC motor with RWNN-PID controller.

Figure 22.
Phase current ia of BLDC motor with RWNN-PID controller.

Figure 23.
Phase back-emf ea voltage of BLDC motor with RWNN-PID controller.

400

Automation and Control



7. Comparison of two methods for speed control of BLDC motor drive

Comparing among various wavelet neural network schemes shows that the
WNN-PID is a preferable method to overcome the nonlinearity in this model with
high reliability, more robustness and being good with better performance than the
RWNN method as shown in Table 7. In addition, the performance of the WNN
controller in the real application tends to make the system more robust and less
sensitive as well as high precision and excellent flexibility.

8. Conclusion

In this chapter, the WNN is used with the PID controller to make an adapted
controller named as the WNN-PID controller. This controller is utilized to control
the speed of BLDC motor in an extensive range and can stock preferable perfor-
mance than a traditional controller. Two schemes of wavelet neural network are
modified for speed control of BLDC motor such as WNN and RWNN. PSO algo-
rithm is utilized for tuning and learning the parameters of the two controllers. The
two methods are implemented and tested for different conditions and the perfor-
mance is compared as shown in Table 7. From the simulation results, one can
conclude that the proposed WNN controller with PID controller is the best scheme
in performance and stability. In addition, using the proposed WNN controller to
control the speed of BLDC motor gives better results compared to traditional
methods.

Figure 24.
Line voltage vab for BLDC motor with RWNN-PID controller.

Performance WNN-PID RWNN-PID

Rise time (s) 0.0035 0.0038

Settling time (s) 0.03 0.04

Steady state error 3 � 10�3% 2 � 10�3%

Overshoot 0.12% Approximately 0%

Table 7.
Performance of speed control of BLDC motor in each methods.
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