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Preface

This book discusses aspects, applications, resources, and deployment of
low-temperature technology. It describes azeotropic, non-azeotropic/zeotropic,
and their mixtures in refrigeration for gliding evaporation and condensation
along with applications are elaborately discussed in this book. It also discusses the
modeling, design, and augmentation of low-temperature cooling processes.

Generation of plasmas (LTP) and its application in low temperatures are high-
lighted in this book. Discussions are elaborated on the efficient production of the
radicals by the energetic electrons. Excited states, photons, and charged species are
also incorporated in the book. The mechanism of accelerated space-charge sheaths
which accelerate and deliver fluxes of ions to surfaces with adjustable energies are
discussed. Discussion on material surface alteration by ion fluxes by sputtering,
activation, etching, and deposition that are crucial to technological devices are
incorporated. The application of plasma in different research fields in science and
engineering is elaborately discussed in this book as well as the application of plasma
from different generating devices. Detailed discussion on societal benefits of
low-temperature plasmas and their wide range of applications are a part of this
book as well in this book.

Preservation of metallic structures exposed suddenly to low temperatures is
discussed in this book. Application of steel stiffened plate structures, along with
ultimate stress analysis, brittle fracture of stiffened plates, rupture, ductile fracture
of materials is incorporated in the analysis. In this book, a detailed discussion has
been incorporated for the understanding and application of the structural alterations
to sustain in a cryogenic environment.

Vapor compression refrigeration system (VCRS) is also a theme in this book,
along with the consideration of thermo-physical and thermodynamics properties,
ecofriendly nature, and economic aspects of selection of refrigerants.

I am grateful to the editorial team members for their support. I am also thankful
to my wife Nilufa Parveen and my son Kazi Mehrab Newaz for supporting me
throughout the preparation of this book.

Salim Newaz Kazi

Faculty of Engineering,

Department of Mechanical Engineering,
University of Malaya,

Kuala Lumpur, Malaysia
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Chapter1

Introductory Chapter:
Low-Temperature Technologies

Salim Newaz Kagzi

1. Introduction

This book has introduced low-temperature technology, its aspects, and
applications. Further, it has covered low-temperature resources and their deployment
technologies. Sterilization and preservation techniques and their engineering and
scientific aspects are incorporated. Ultra-low-temperature refrigeration is a crucial
requirement in some research and industrial applications, which is considered
in depth in this issue. Azeotropic, zeotropic, and non-zeotropic refrigerants and
their mixtures are highlighted in detail along with their applications and economic
aspects. Cryogenics, low temperature, and vacuum systems for industrial applica-
tions are incorporated. Global energy resources, energy crisis, the principle of con-
servation of energy, alternative sources of energy for low-temperature technologies,
and their application in refrigeration, process industries, and electronic equipment
and parts manufacturing industries are considered here. Enhancement of efficiency
of the system along with the economic aspects is incorporated. At the end, model-
ing, design efficiency, and enhancement of efficiency of low-temperature cooling
process are elaborately discussed.

2. Overview of low-temperature technologies

In a refrigeration system, the used refrigerant could be either a pure com-
pound or a mixture (blend) of two or more compounds or refrigerants. R12, R22,
and R134a are the pure refrigerants, whereas the mixture refrigerants are R502,
R404A, and R407C [1]. A mixture of compounds used in a refrigeration loop can
behave either as a pure refrigerant (azeotropic mixtures), or differently (non-
azeotropic or zeotropic, mixtures). Azeotropic mixtures contain two or more
refrigerants and the mixture at a certain pressure evaporates and condenses at a
constant temperature. It behaves like pure refrigerants in all practical aspects. For
a given pressure, the temperature is constant in the liquid-vapor mixture region.
Among the non-azeotropic/zeotropic mixtures, the zeotropic mixtures have glid-
ing evaporation and condensing temperature. At the evaporation temperature, the
most volatile component boils off first and the least volatile component boils off
last. The opposite happens when a gas condenses into liquids and the temperatures
changes in the liquid-vapor mixture at a given pressure. It caused a raised evapora-
tion and condensing temperature along the heat transfer surface. In general, there
is a negative effect on the heat transfer coefficient due to mass transport phenom-
ena in the refrigerant during the evaporation and condensation of zeotropic. This
negative effect is neutralized by the high turbulence and good mixing in the heat
exchanger, which also suggests that Brazed Plate Heat Exchangers (BPHEs) have
an advantage over Shell and Tube Heat Exchangers (S&Ts). If the refrigerant
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liquid is allowed to accumulate somewhere in the circuit, then the problems arise
at the suction line of the accumulators, flash tanks, receivers, or pool boiling/
flooded evaporators (often S&T) [1]. The unpredictable performance could be
observed from a change in the composition of the refrigerant circulating through
the system. Thus, all components should have a continuous flow of refrigerant

to avoid unpredictable performance. Thus, for systems containing mixtures with
glide, the flooded evaporators will probably disappear. A considerable leak of
refrigerant in the liquid-vapor region can lead to the same problems, as appears in
the case of the changed composition of the remaining refrigerant charge, which
produces unpredictable system performance.

Plasmas (low-temperature plasmas [LTPs]) at low temperature have character-
istic electron energies of a few eV-10 eV with ionization of typically lower degrees
but they can reach tens of percent in arc discharges. These energetic electrons
can efficiently generate radicals, excited states, photons, and charged species.
Particularly at low pressure, the space charge sheaths at the boundary of plasmas
accelerate and deliver fluxes of ions to surfaces with adjustable energies ranging
from a few to hundreds of eVs. Surface modifications are enabled by these ion
fluxes, which alter surfaces by sputtering, activation, etching, and deposition that
are essential to technological devices. Many industrial applications are performed
by plasma created by microwave, arc, and inductively coupled plasma discharges
that operate close to thermal equilibrium [2, 3].

Most of the low-temperature plasmas substantially deviate from thermodynamic
equilibrium, along with the electron temperature T, being significantly higher
than the heavy particle temperature and gas temperature T,. A chemically rich
environment could be generated by LTP sources at close to room temperature both
at reduced and at ambient pressures, which is an exclusive condition that facilitates
the delivery of highly reactive plasma species in a non-destructive and useful way
to extremely heat-sensitive surfaces. The microelectronics industry formed the
technological base of modern society. Currently, the beneficial plasma-surface
interactions deposited and removed the nanometer resolution in the fabrication
of microprocessors [4]. This useful contact with surfaces later extended to liquids,
organic tissues, and wounds, which directed to the arena of plasma medicine [5].
There could be an interaction between LTPs and surfaces with the plasma, non-
destructively and beneficially [6]. They synthesized nanomaterials as particles or
aerosol-laden dusty plasma that assisted nanomaterial synthesis. It was observed
that LTPs can be generated and sustained within liquids and bubbles in liquids.
Currently, they are investigated for medical applications, chemical processing, and
in the context of environmental stewardship [7]. Thus, there are enormous extraor-
dinary societal benefits of low-temperature plasmas. Low-temperature plasmas
are remarkably interdisciplinary and have a wide range of applications. LTP disci-
pline joined varieties of research fields, such as fluid dynamics, electrodynamics,
thermodynamics, heat transfer, statistical physics, atomic and molecular physics,
material and surface science, chemistry, electrical engineering, chemical engineer-
ing, and recently even biology and medicine.

Considering the enormous diversity in applications, investigations on non-equi-
librium plasma kinetics and the interactions of plasmas with the matter should be
encouraged. Research on Plasma Agriculture and Innovative, Plasmas in Analytical
Chemistry, Plasma Metamaterials, and Plasma Photonic Crystals are the new
additions in this activity area. Applications of plasmas in the areas of energy, flow
control and material processing, synthesis, transport, and catalysis are also high-
lighted in many reviews. There are scopes of study on the dominant mode of energy
transfer and chemical reaction processes in transient plasmas, the physical and
chemical interaction of plasmas with materials and liquids, and the mechanisms,
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origins of the formation of complex self-organizing structures in plasmas, etc.
Research on the low-temperature plasma field is at stake. It is observed that the
support of fundamental research in the past has provided good results. Application
of low-temperature plasmas depends on culturing and maintaining new genera-
tions of researchers engaged in plasma science, modeling, and diagnostics. Thus,
more involvement should be encouraged in the fundamentals of plasma science that
strengthens this technological development and enables the career progress of the
next generation [8].

Application of steel-stiffened panels is commonly used in offshore, navel,
mechanical, and civil engineering structures. Sometimes, they get in contact with
cryogenic conditions, such as the sudden release of liquefied gas, such as LNG
(liquefied natural gas) or liquefied hydrogen [9]. For the design of steel-stiffened
plate structures, the ultimate strength is a primary criterion. Thus, it is necessary
to characterize the effects at cryogenic conditions on the ultimate strength of such
structures [10, 11]. Some works introduced a sequel to examine under cryogenic
conditions, the brittle fracture of stiffened-plate steel structures. On some occa-
sions, rupture, ductile fracture, and brittle fracture were investigated. In the case
of fracture, the inherently brittle materials show different behavior than the ductile
materials such as carbon steel. Slow and stable crack growth is generally exhibited
during crack extension in the ductile materials. Similar behavior to brittle materials
could be seen in certain environments such as very low temperatures or lower than
the ductile-to-brittle fracture transition temperatures (DBTT), impact loading etc.
Here, the Bauschinger effect of materials cannot be neglected at cryogenic condi-
tions because the material behavior in compression is distinct from that in tension
[10, 12, 13]. Some constitutive equations of materials were proposed to compute
the failure behavior of structures at cold (sub-zero) temperatures (or higher than
the ductile-to-brittle fracture transition temperatures). It is identified that there is
a lack of investigation applicable to entirely brittle fracture at cryogenic conditions
[14-17]. The research compared the ultimate compressive strength of steel-stiffened
plate structures by nonlinear finite element method (NLFEM) using the multi-phys-
ics software package LS-DYNA implicit code. The tested structure was fabricated
from high-strength steel of grade AH32. Mechanical properties were considered,
tension and compression tests at low temperatures and cryogenic conditions, and
later, a phenomenological relation of engineering stress versus engineering strain
of the material was formulated, and then, the model was used into the LS-DYNA
implicit code. Comparison results of the NLFEM model data with the experimental
results from the full-scale test presented the similarity of the trends [18, 19].

At temperatures higher than the temperature of the ductile-to-brittle fracture
transition, the ductile-dominated behavior of structural steel is observed. The
material behaves predominantly in a brittle manner with partial or no ductility at
the approaching cryogenic condition. Ductile-to-brittle fracture transition tem-
perature (DBTT) has to be clarified further. However, it is reported in a few investi-
gations the evidence for brittle fracture behavior of steel structures at the cryogenic
condition and their dependence on the type of materials and loading conditions
(e.g., quasi-static or impact), in addition to other relevant factors. In some investi-
gations, the ductile fracture in steel tubes under quasi-static loads at —60°C during
the crashing test was observed. The brittle fracture was reported in dropped object
impact testing of steel-stiffened plate panels at —60°C. Collapse testing of a steel-
stiffened plate structure under axial-compressive loading in the presence of brittle
fracture the ultimate strength was reached. In the presence of flexural-torsional
buckling at room temperature, the structures reached the ultimate strength. On
the other hand, brittle fracture caused the global failure of the material structure at
cryogenic conditions.
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In this book, it has attempted to develop a new fracture criterion based on the
hypothesis that crack initiates if an equivalent stress exceeds a critical value. In
this book, the effects of brittle fracture on the ultimate compressive strength of
stiffened plate steel structures under cryogenic conditions have thoroughly been
investigated. To analyze the ultimate compressive strength of steel-stiffened plate
structures, the developed computational models were applied considering brittle
fracture, under cryogenic conditions. Here, a material model for the high-strength
steel at cryogenic condition is proposed, considering the Bauschinger effect, and
implemented into a nonlinear finite element solver (LS-DYNA). The researchers
obtained a good agreement between computational predictions and experimental
measurements for the ultimate compressive strength response of a full-scale
stiffened plate steel structure. Thus, a practical method was introduced to compute
the ultimate compressive strength of steel-stiffened plate structures at cryogenic
conditions triggered by brittle fracture. A recommendation suited for the adoption
of NLFEM (nonlinear finite element method) simulations.

In the refrigeration process, the low-temperature technology is achievable, espe-
cially in the vapor compression refrigeration system (VCRS) [20, 21]. With reference
to the issue of environmental challenges, the appropriate selection of refrigerant is
essential to protect the environment from the greenhouse effect and stratospheric
ozone layer depletion. Based on their safety, thermo-physical and thermodynamics
properties, and economic factors, the refrigerants can be selected [22, 23].

As arefrigerant, ammonia has an increased coefficient of performance at a low
cost, favorable transport, high enthalpy of vaporization, and good thermodynamic
properties. Due to toxicity, it is prevented for domestic purposes [24-26]. Later,
halocarbon refrigerants were developed. They have high thermal efficiency but
imposed a threat to the ozone layer. Finally, the hydro-chlorofluorocarbon refriger-
ants were found as the best short-term alternative replacement for chlorofluoro-
carbon. Later, its application was also becoming limited. Du Pont said the HCFC
substances’ production should be ceased but would persist in making it available for
existing equipment until their expiry period [27-29].

The hydrofluorocarbon refrigerant (R134a) has zero ODP with a high GWP of
1430, which promotes its application as a working fluid that creates a threat to the
immediate surroundings. The challenge of climate change engaged the researchers
toward discovering and applications of environmentally friendly refrigerants in the
heating and air-conditioning systems that also diminish greenhouse gas and enable
energy savings [30-32].

Regulatory bodies (Kyoto and Montreal protocols) have called for banning pure
fluid, which is posing a threat of high global warming and ozone depletion [33-35].
Halogen-free refrigerants (HFRs) are an alternative to halocarbon refrigerants
in the refrigeration system. They are eco-friendly refrigerants with an organic
composition of hydrogen and carbon atoms, such as butane, propane, isobutene,
propylene [23]. It is miscible with mineral oil, which provides a smooth running
of the single hermetic reciprocating compressor (SHRC). It has got zero ozone
depletion and negligible global warming potential. The critical temperature of HFR
refrigerant is high that enhances the domestic refrigerator’s efficiency. It preserves
the environment and serves as an energy reduction substance [36-42].

In a closed system, the halogen-free refrigerant is applicable with relatively less
mass charge. It is used in significant engineering systems such as deep freezers,
water dispensers, domestic refrigerators, vending machines, and industrial refrig-
eration system. Some investigators used isobutane (R600a) and hydrofluorocarbon
(R134a) as refrigerants and compared their performance characteristics. It was
observed that the role of HTM (working fluid) in the heating ventilation and air-
conditioning industries are highly significant [23, 43].
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Considering the thermodynamic properties, the conventional refrigerants have
predominantly been used. Hydrocarbon refrigerants such as isobutane were later
picked because of their negligible global warming potential, zero ozone depletion,
and eco-friendly behavior. It was reported that a better absorption of refrigerant
into a refrigeration system could increase the coefficient of performance (COP). By
using R600a and R134a, the performance was raised. Researchers have developed
acceptable suggestions for working fluid (refrigerant) that would be suitable for
a domestic refrigeration system. It could also enable the cooling performance of
a computation system at a lower minimum level. Based on the comparative per-
formance of R600a and R134a refrigerants in the vapor compression refrigeration
system, the overall efficiency and refrigeration effect of the cooling system are
greatly influenced by the working fluids. The researchers reiterated that the use of
isobutane could secure the surroundings from global warming, ozone depletion,
improvement of energy conservation etc.

The application of cryogenic fluids for keeping temperature and maintaining
electronic circuits was successfully demonstrated by many authors with the emerg-
ing field of quantum computing, and the study of CMOS devices at low and very
low temperatures, below 100 K, has received a revived attention [44-48]. Recently,
in advanced CMOS technologies, outstanding characteristics were demonstrated at
4.2 K [49-52], specifically for Fully Depleted Silicon-On-Insulator (FDSOI) [53-55].
Low-power electronics, threshold voltage tune ability, and back bias ability were
designed by applying FDSOI, which offered low variability due to the un-doped
channel [56]. The low-temperature operation can provide many advantages such
as better electrical performance of MOSFETs, higher carrier drift velocity, higher
on-state drain current and transconductance, steeper subthreshold slope, lower
leakage current, etc. [45, 52]. The temperature dependence of carrier transport
properties and thermal effects needed to be incorporated to obtain accurate models
[57, 58]. Due to low-temperature operation, the appeared physical phenomena need
to be properly modeled [52]. This book presents a review of recent results obtained
on 28-nm FDSOI transistors operated down to deep cryogenic temperatures. The
major device electrical properties in terms of transfer characteristics and MOSFET
parameters as a function of temperature are elaborately discussed. It is reported that
the self-heating phenomena could alter the performance of the FDSOI device. It
also contains the matching and variability properties of scaled transistors and their
limitations in the analog applications. It presented the development of a compact
model necessary for FDSOI circuit design at deep cryogenic temperatures and the
operation of elementary circuits at very low temperatures regarding inverter delay
and oscillator frequency.

The investigation of CMOS technology performance at cryogenic temperatures
was encouraged for its applications in high-performance computing and energy
physics. The advanced CMOS node could support the larger bandwidth at low-
temperature applications of quantum computers. For co-integration between qubits
and consistent engineering of control and read-out, the FDSOI technology appears
as a valuable solution. For the advanced CMOS node behavior at deep cryogenic
operation, more investigations are required. Thus, this book contains a review
of electrical characterization and modeling results recently obtained on modern
FDSOI MOSFETs down to 4.2 K.

Detail of the self-healing phenomena was characterized and provided valuable
information about the actual device temperature as a function of power dissipation
and the thermal resistance that limits the heat dissipation in the FDSOI structure
specifically at low temperatures. Considering the threshold voltage and drain
current statistical variability analysis, the matching properties were studied and
enlightening the mismatch in FDSOI transistors that increases about 30-40% at
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deep-cryogenic temperatures. On the other hand, Poisson-Schrodinger simula-
tions were carried out with success down to zero Kelvin, giving access to valuable
information about the gate charge control in FDSOI structures as a function of
temperature, which provided physical insight to the development of compact model
mandatory for FDSOI circuit design at deep cryogenic temperatures. The operation
of elementary circuits such as ring oscillators and voltage-controlled oscillators was
validated in terms of inverter delay and clock frequency down to deep-cryogenic
temperatures.

The powerful advantage of FDSOI over bulk technology is highlighted in this
book, which is led by the back biasing capability, and it allows the managing power
consumption and performance, which mitigates the thermal effect. These are cru-
cial aspects of cryoelectronics. Involving a combination of heat and mass transfer,
the stratification in cryogenic liquid storage systems is a complicated yet inexorable
thermodynamic phenomenon. Cryogenic liquids having a very low-boiling point
are susceptible to heat entry from the ambient. A large temperature gradient exists
between the storage and atmospheric temperature, and is the cause of heat ingress
during ground parking. Due to aerodynamic heating (during flight) and space
radiation, an overwhelming increase in heat ingress occurs, although these are not
as significant as obtained during the coast phase. The propellant tanks receive the
insulation of foam that is relatively less effective compared to vacuum or multi-
layered insulation (MLI). The temperature of liquid adjacent to the walls is raised
due to the mentioned leakage, which induced natural convection currents. Due to
buoyancy, the heated liquid starts flowing up and accumulates at the liquid-vapor
interface, which creates an axial temperature gradient called thermal stratification.
Here, with time the depth of this stratified layer increases. On the other hand, due
to vaporization, the tank pressure keeps increasing and it creates the requirement
of proper design of venting devices and insulation systems. Thus, for designing
the rocket fuel tanks, the thermal stratification is a crucial design criterion for
consideration.

On thermal stratification and self-pressurization of a cryogenic storage ves-
sel, a wide variety of experimental and numerical studies have been conducted
and reported by researchers across the globe. They studied the effect of rib
shape and material thermal conductivity on the development of stratification
by considering cylindrical ribbed tanks with a certain percentage (50%) filled
volume and rib shapes of rectangular and semi-circular [59]. They observed
for rib materials of low thermal conductivity produced lower tank pressuriza-
tion. Lesser self-pressurization was observed in the semi-circular ribbed tank
in comparison with the rectangular ribbed case for the same rib cross-sectional
area and locations.

To minimize the thermal stratification in LH2 tanks, some researchers carried
out numerical investigations and observed about 30% reduction in the stratifica-
tion parameter by the application of transverse wall ribs on the inner surface of
the cylindrical tank [60]. For the tank with the ribbed inner surface, they noticed a
delayed stratification, as well as a lesser natural heat transfer coefficient, in com-
parison with those output for the smooth wall tank.

Transient natural convection on a vertical ribbed wall was investigated by
some researchers [61] and they observed a reduction in convective heat transfer
coefficient below the initial rib and enhancement was noticed after that region.
Other researchers observed a reduction in heat transfer performance for a natural
convective airflow over a heated ribbed plate [62]. To reproduce the thermal field,
the Schlieren optical technique was used, and it was found that the induced flow
creates thermally inactive regions just upstream and downstream of each protrud-
ing element.
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Researchers [63] studied the flow behavior of air over a heated wall with single
and repeated, two-dimensional, rectangular roughness elements. They did not
notice the enhancement of heat transfer in the presence of wall ribs. The volume
of fluid (VOF) method was used to investigate the depressurization and thermal
stratification behavior of a liquid nitrogen tank with different baffle structures
under microgravity conditions [64]. A reduction of up to 54% in pressurization
rate was achieved by optimizing the baffle setting. The effect of isogrid on thermal
stratification inside propellant tanks was investigated by researchers [65]. They
observed that the boundary layer thickness on the wall in a forced-free stream flow
was distinctly thicker (150-700%) than the equivalent flat plate boundary layer
thickness. Depending upon roughness size and tank conditions, the isogrids can
either enhance or suppress the stratification rate compared with smooth tanks.
The boundary layer behavior over the propellant tank with mass saving isogrid
structures was investigated and observed development of more than 200% thicker
velocity boundary layer over isogrid wall than a smooth wall, which led to rapid
self-pressurization and enhanced fluid mixing [66].

Thus, the liquid fuels held in liquid form at cryogenic temperature and gas at
normal temperatures are used in cryogenic engines. Minimal heat infiltration causes
thermal stratification and self-pressurization because the propellants are stored at
their boiling temperature or subcooled condition. The state of propellant inside the
tank varies due to stratification, and it is essential to keep the propellant proper-
ties in a predefined state for restarting the cryogenic engine after the coast phase.
Here, cavitation could happen and create destruction of the flight vehicle if the inlet
temperature is above the cavitation value. To reduce the stratification phenomenon
in a cryogenic storage tank, some investigations are going on to find some effective
methods, such as the shape of the inner wall surface of the storage tank plays an
essential role in the development of the stratified layer. To predict the rate of self-
pressurization in a liquid hydrogen container, an established CFD model could be
used. To predict the liquid-vapor interface movement, the Volume of Fluid (VOF)
method was used by researchers, whereas the Lee phase change model was adopted
for evaporation and condensation calculations.

A detailed study was conducted on a cylindrical storage tank by some research-
ers with an isogrid and rib structure. Free convection flow of buoyancy-driven
support over isogrid structure resulted in significantly different velocity and
temperature profiles from a smooth wall case. Thus, the isogrid-type obstruc-
tion provided a more significant thermal boundary layer, and those obstructions
induced streamline deflection and recirculation zones, which improved the heat
transfer to bulk liquid. With an isogrid structure, a larger self-pressurization rate
was observed for tanks. A reduction of upward buoyancy flow near the tank surface
was obtained with the presence of ribs, whereas with it streamline deflection and
recirculation zones were also noticeable. It nullified the effect of the formation of
recirculation zones with the increase in the number of ribs. The self-pressurization
rate was reduced by about 32.89% with the incorporation of the rib structure in the
tank wall.

Thermal stratification is reduced in the presence of roughness elements. The
conductivity of ribs on heat transfer performance for the flat vertical and hori-
zontal heated plates has been studied extensively with the variation of spacing to
height ratios of transverse ribs, protrusion length, etc. Thus, further investigation
is needed to realize the influence of ribs and grid structure on the reduction of
stratification on a cryogenic cylindrical tank.

The improvement of manufacturing technology and the expansion of the
semiconductor market caused the rise in wafer size and well-integrated semicon-
ductor devices. Due to higher integration, the heat produced in the semiconductor
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manufacturing process is required to be at a lower level, so the temperature of

the supplied cooling medium from the chiller is needed to keep at a lower level.
Therefore, the Joule-Thomson cooling cycle is used and, in the process, a mixed
refrigerant (MR) is used to produce the cooling medium at a level of —100°C, which
is required for the semiconductor process. This technique has gained great atten-
tion, where a mixture of refrigerants (MR) is used, and the chiller performance is
heavily influenced by the composition and proportions of the refrigerant charged
to the chiller system. The application of MR in the cooling system to achieve the
required low temperature of —100°C in the semiconductor manufacturing process
and the use of different proportions and the compositions of MR and results are
represented by some researchers. It was observed that the increased proportion of
high-boiling point refrigerant could shorten the time for cooling the process and

it keep the device pressure at a lower level. On the other hand, the reduction of the
proportion of the mass ratio of the high-boiling point refrigerant enhances the cool-
ing capacity of the refrigerants. However, it was reported that the MR refrigerants
could reach the target temperature of the process in a short time and the cooling
capacity is high when R290 is used as the high-boiling point refrigerant among
R290 and R600a [67].
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Chapter 2

Low Temperature

Characterization and Modeling of
FDSOI Transistors for Cryo CMOS
Applications

Mikaél Cassé and Gérard Ghibaudo

Abstract

The wide range of cryogenic applications, such as spatial, high performance
computing or high-energy physics, has boosted the investigation of CMOS technol-
ogy performance down to cryogenic temperatures. In particular, the readout elec-
tronics of quantum computers operating at low temperature requires larger
bandwidth than spatial applications, so that advanced CMOS node has to be con-
sidered. FDSOI technology appears as a valuable solution for co-integration
between qubits and consistent engineering of control and read-out. However, there
is still lack of reports on literature concerning advanced CMOS nodes behavior at
deep cryogenic operation, from devices electrostatics to mismatch and self-heating,
all requested for the development of robust design tools. For these reasons, this
chapter presents a review of electrical characterization and modeling results
recently obtained on ultra-thin film FDSOI MOSFETs down to 4.2 K.

Keywords: Cryogenic CMOS, FDSOI, MOSFET, characterization, modeling

1. Introduction

First MOSFET measurements at liquid Helium temperature have been reported as
soon as in late 1960s [1-3], leading to some remarkable discoveries like the integer
quantum Hall effect [4]. Since then, many works have been published on the electri-
cal characteristics of MOSFETS down to 4.2 K [5-7]. The interest of operating elec-
tronic circuits at cryogenic temperatures has been demonstrated a few decades ago,
and relies on the performance improvement and/or on the necessity to have elec-
tronics in cryogenic environment [5-7]. With the emerging field of quantum com-
puting, for which read-out and control electronics of the quantum bits (qubits) is
required in the proximity of the qubit itself, the study of CMOS devices at low and
very low temperature, well below 100 K, has received a renewed attention [8-10]. In
particular, qubit control requires high-frequency and large-bandwidth signals, as well
as low-power electronics to be compatible with the cooling power of modern refrig-
erators [11-14]. Circuits fabricated from advanced nodes CMOS are good candidates
to fulfill the specifications for quantum computing applications [15-18].

Key advantages of operating at low temperatures include the better electrical
performance of MOSFETs, with higher carrier drift velocity and so higher on-state
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drain current and transconductance, steeper subthreshold slope, lower leakage
current [6, 19]. Some works have studied bulk MOSFETS operation at cryogenic
temperature emphasizing in particular kink behavior and freeze-out effects in those
devices [7, 15, 20-24]. Recently, outstanding characteristics have been demon-
strated at 4.2 K on advanced CMOS technologies [19, 25-27], in particular for Fully
Depleted Silicon-On-Insulator (FDSOI) [28-32]. Ultrathin film FDSOI devices
(with typically silicon thickness less than 10 nm) are immune to kink effects [33],
and freeze-out has finally little impact on the DC characteristics of MOSFETs in
advanced technologies [34]. Apart from the performance itself of the circuits at
these low temperatures, and the figures of merit for analog or digital applications,
specific attention to power dissipation has to be brought as well, as the available
cooling power is limited in cryostat, and depends of the different cooling stages
(typically 1 W at 4 K and less than 1 mW below 100mk) [11].

In that context, FDSOI technology offers a significant advantage over other
available technologies, as it allows designing low power electronics, threshold volt-
age tunability thanks to its back bias ability, and offers low variability due to the
undoped channel [35]. Extensive electrical characterization of advanced CMOS
devices at deep cryogenic operation, including device electrostatics, carrier
transport, mismatch and variability, or self-heating, is thus seriously needed.

Numerical issues appears with the modeling and simulation of MOSFETs at
cryogenic and deep-cryogenic temperatures, in particular due to energy kgT
approaching zero in equations and the extremely small intrinsic carrier density
[34, 36]. Besides these difficulties, accurate models must correctly include, among
other things, the temperature dependence of the main electrical parameters, such as
carrier mobility, saturation velocity, threshold voltage, ..., as well as thermal effects
[37, 38]. On the other hand, new physical phenomena appear as the device
temperature decreases that need to be characterized and properly modeled [19].

Because these aspects are essential for the development of compact models and
robust design tools, this chapter presents a review of recent results obtained on
28 nm FDSOI transistors operated down to deep cryogenic temperatures. More
specifically, we first discuss in Section 2 the major device electrical properties in
terms of transfer characteristics and MOSFET parameters versus temperature.
Then, we describe in Section 3 the self-heating phenomena, which could alter the
FDSOI device performances. The matching and variability properties of scaled
transistors limiting the analog applications are then addressed in Section 4. The
development of compact model necessary for FDSOI circuit design at deep cryo-
genic temperatures is presented in Section 5. Finally, in Section 6, we illustrate the
operation of elementary circuits at very low temperatures regarding inverter delay
and oscillator frequency.

2. Cryogenic FDSOI device operation

In this section, we present the measurement of the main electrical properties of
FDSOI devices operating down to 4.2 K, such as the capacitance and charge control
characteristics, the drain current I4(V,) transfer curves as well as the main MOSFET
parameters (threshold voltage Vy,, subthreshold swing, mobility).
2.1 Devices under test

The measurements were performed on 28 nm FDSOI MOSFETs with silicon film

thickness t; = 7 nm and buried oxide (BOX) thickness tgox = 25 nm from
STMicroelectronics. NMOS and PMOS transistors were processed from (100)
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handle substrate, with <100> — oriented channel, and a high-«k/metal gate Gate-
First architecture (Figure 1) [39]. Regular-Vy, (RVT) and low-Vy, (LVT) transis-
tors are available through a doped back plane (NWELL or PWELL, with typically
Nap = 108 cm3) below the BOX. Thin (GO1, with equivalent oxide thickness
EOT = 1.1 nm) and thick oxide (GO2, EOT = 3.2 nm) devices have been character-
ized using a cryogenic probe station down to 4.2 K.

2.2 Capacitance and charge control

The electrostatic charge control of FDSOI devices has been characterized by split
C-V measurements with a conventional LCR meter. To this end, the gate-to-channel
capacitance Gy = dQi/dVy, with Q; the inversion charge in the channel, has been
measured at 500 kHz frequency on large area N and P MOS devices as a function of
the front gate voltage V, with body bias V}, = 0 V for several temperatures down
4.2 K (Figure 2). As can be seen, the C4.(V,) curves are almost temperature
independent above threshold, whereas a strong improvement of the turn-on
behavior is obtained at low temperature, related to the subthreshold slope increase.
These characteristics have been well reproduced by Poisson-Schrodinger simula-
tions (see Section 5.1), providing precise extraction of front oxide EOT values for
GO1 and GO2 transistors [41].

The influence of the AC level (V) of the LCR meter oscillator used during Cg.
measurements at 4.2 K has been studied and is reported in Figure 3a. Indeed, due to
the strong non linearity of the Q;(V,) curves in subthreshold region at very low
temperature, the turn-on behavior of the C4.(V,) curve below threshold is not well
captured for a too large AC level (here 40 mV, currently used at T = 300 K).
However, for an AC level of 1 mV, getting closer to the thermal voltage kgT/q at
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< e >
= a
[ ~
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Figure 1.

Schematics of 28 nm FDSOI N- and PMOSFETs with regular-Vry (RVT) and low-Vry (LVT) flavors.
Forward and reverse back biases (FBB and RBB) can be applied depending on the doping of the back plane.

GO1LVT —— 300K —— 50K 0012F goavr | —— 300K — 50K
exp 200K —— 20K exp —— 200K —— 20K
0.025F 1D-PS model — 100K —— 4.2K 4 nol0k © 1DPSmeda — 100K ——4.2K]
s o= L1nm 7R - 3 o= 3,250 77K
o 0001 o= 0.008
< 0.015 = PMOS NMOS
d‘ﬁ ) & 0.006 4
&)
0.010 F Ta= 0.004 _|V\II\‘\\:A:|a | lx”‘“""‘"a i
IV |\u_-;1a oy
V3051
0.005 F " 0.002 1
‘ i
0.000 . A ; 0.000 s oo A e
-15  -1.0 05 00 0.5 1.0 -2.0 -1.5 -1.0 -05 0.0 05 10 15 20
Ves (V) Ves (V)
Figure 2.

Co(Vy) characteristics (solid lines) for N- and PMOS GO1 and GOz2 devices from 300 K down to 4.2 K, at
Vg = 0 V. the Coe(Vy) 1D-PS modeling is shown in symbols (frequency = 1 MHz, AC level = 40 mV,
W =L = 9 um). After Cardoso et al. [40].
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4.2 K, where kg is the Boltzmann constant and q the magnitude of the electron
charge, the turn-on behavior of Cy.(V,) below threshold is well accounted for. These
results can be well modeled by integrating the ideal Cg.(V,) curve over one period of
the AC signal, providing the measured capacitance Cy meas as follows [42]:

1 (™
Cgc,meas (Vg) - T_p JQ Cgc (Vg -+ SVg(t))dt (1)

where 8V, (t) = Vogc.sin(2nt/T,,) is the AC signal of period T}, (Figure 3b).

2.3 Drain current characteristics, threshold voltage and subthreshold slope

The I43(Vy) transfer characteristics of same devices have been measured in linear
region (V4 = 50 mV) for various temperatures and are shown in Figure 4. As
usually observed in cryo-electronics for bulk CMOS devices [7], the drain current
above threshold is highly increased due to mobility improvement of both electrons
and holes, resulting from the suppression of phonon scattering. Similarly, the turn-
on behavior of the curves below threshold is greatly improved as the temperature is
lowered.

The threshold voltage Vi, of the devices has been extracted by the constant
current method (i.e. Vi for which I4 = 1077 x W/L) and typical variations with

T T T T
Vb (V)= Vb (V)=
4
L5k - 15k 4
= LOoF e T 10k e
= E)
= (]
C oSk - 05 .
0 : : 1
0 0.5 1.0 1] 05 1.0
Ve (V) Vg (V)
(a) (b)
Figure 3.

Experimental (a) and modeled (b) C,.(V,) characteristics for NMOS GO1 devices (W = L = 10 um) at 4.2 K
for two AC levels: 40 mV (red solid lines) and 1 mV (blue dashed lines).
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Figure 4.
1,(Vy) characteristics for GO1 N and P MOS devices for various temperatures obtained in linear region
(V4 =50mV).
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(a) Experimental V, extracted on NMOS GO1 transistor (W = 1 pm, L = 24 nm) as a function of T at
Vps=50mVand 0.9 V, and at V;, = 0 Vand 1.4 V. (b) Modeled V,;, vs. T for Vs = 50 mV and V), = 0 and
1.4 V. After Cardoso et al. [43].

temperature are shown in Figure 5a. As in bulk MOS devices [7], Vi, increases as
the temperature is reduced, here with sensitivity around 0.7 to 1 mV/K. It should be
mentioned that in FDSOI devices with undoped film as in our case, the Vy, variation
with T is not explained by the temperature dependence of the Fermi level in the
silicon film as for bulk MOS devices [44]. Actually, a simple model for Vy, read by
constant current method can be derived assuming a single subband for the inver-
sion layer with a critical inversion charge density ny, as:

Cp.(Vagn — V
+ b(cth b) (2)

q-nih
CO.'X'

Vth = Vsth +

with Vi, = Vo + klfTT n (ekBth‘w — 1) being a threshold surface potential associ-

ated with a given constant inversion charge density ny, (here 10'%/cm?), and where
V) is a constant, A,p the 2D subband density of states, C,x and Cyoy respectively the
front gate oxide and the buried oxide capacitance and Cp, = Cpox.Csi/ (Cg; + Cpox) the
body to front channel coupling capacitance. As can be seen from Figure 5b, a good
qualitative agreement between model and experiment can be achieved with Eq. (2).

An important feature of FDSOI devices is the strong Vi, control allowed by the
back bias, which is not possible in FinFET and NW architectures, and very limited
in bulk MOS devices [7], especially in forward biasing. Typical dependence of Vy,
with back bias are illustrated in Figure 6 for both P and N MOS FDSOI devices of
various flavors and gate oxide thicknesses (GO1 and GO2), at T = 4.2 K and
T = 300 K. As can be seen from this figure, it appears that the threshold voltage
control with back biasing (AVy,/AV},) is insensitive to temperature down to
cryogenic conditions, and that Vi, can be decreased to values close to zero volt.
Interestingly, this makes it possible to operate the FDSOI devices at deep cryogenic
temperatures with very small supply voltage (~0.1-0.2 V), enabling low power
dissipation.

Another important parameter in FET operation is the so called subthreshold
slope, S = dIn(14)/dVy, or its inverse the subthreshold swing SS, which characterizes
the turn-on efficiency of the MOSFET below threshold. Typical subthreshold swing
SS (mV/dec) variations with drain current in weak inversion region are shown in
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Figure 6.

Measurements of Vy, vs. V, for N- and P-type, RVT and LVT, GO1 (a) and GO2 (b) MOSFETs, at 300 K
and 4.2 K, Vps = 50 mV. As T is decreased, V), can be used to shift Vy, back to its value at room temperature.
After Cardoso et al. [40].
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Figure 7.
Extracted subthreshold current vs. 1; (a) and SS vs. T (b) for NMOS LVT from 300 K to 4.2 K. After Cardoso

et al. [45].

Figure 7a, revealing a plateau from which an average subthreshold swing can be
extracted and plotted versus temperature (Figure 7b). Indeed, the subthreshold
swing SS is varying linearly with temperature down to 25-30 K before plateauing
around 10-20 mV/decade at deep cryogenic temperatures. The SS(T) linear behav-
ior is usual for all FET devices and simply related to the Maxwell-Boltzmann
statistics prevailing in weak inversion where SS = kT/q.(Cox + Cp, + Cit)/Cox, Cit
being the interface trap density capacitance [7]. The SS(T) plateau is generally
attributed to the presence of an exponential tail of subband states, likely due to
potential-fluctuations-induced disorder [46-48] and that minimizes the drain
current turn-on efficiency at deep cryogenic temperatures.

2.4 Carrier mobility
Finally, the effective carrier mobility p.¢ is investigated as being a driving

parameter of MOSFET in linear region. In Figure 8a and b are illustrated typical
mobility variations with inversion charge Nj,, as obtained by split C-V method in
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Figure 8.

Experiments and analytical model of jig vs. Nin, for NMOS GO1 (a) and GOz (b), varying T. power law
exponent (c) vs. T for N and PMOS. After Cardoso et al. [49].

such FDSOI MOS devices for various temperatures. As can be seen, there is a strong
improvement (up to 10 times) of the maximum mobility with temperature lower-
ing due to phonon scattering reduction [7]. As already found for bulk Si MOSFET
[7], the effective mobility exhibits a bell-shaped behavior with inversion charge at
low temperature, where the mobility is limited by combined Coulomb and surface
roughness scattering processes. As also shown in Figure 8, the mobility can be well
fitted by an empirical model inspired from bulk MOSFET results and written as:

n—2
(91. (%)

n—1
1+ (91.%;) T (92.

Q"
&)

where p,, stands for an amplitude mobility value close to the maximum one, 6,
and 6, are the first and second order attenuation coefficients and n is a power law
exponent varying between ~2 and &3 as the temperature is changed from 300 K
down to 4.2 K, as illustrated in Figure 8c. It should be noted that this mobility law
vs. inversion charge will be useful for compact modeling purpose (see Section 5).

As was already mentioned, a specific feature of FDSOI devices is their operation
in forward back biasing condition, enabling a significant lowering of the threshold
voltage as illustrated in Figure 9a for T = 4.2 K. Interestingly, for sufficiently large
Vb, the drain current measured at low V4 and very low temperatures (here
T = 4.2 K) is increasing above back channel threshold before to decrease signifi-
cantly and then to increase again well above front channel threshold. Actually, this
decrease of the drain current just happens when the front channel is opening and
has been attributed to a reduction of the mobility due to remote inter-subband
scattering (IS) as well explained in [50]. To better understand this behavior, we
have computed the drain current of the back channel after subtraction of the front
channel component, taken as being the one in absence of back channel formation
i.e. when V}, = 0 V (see Figure 9b). This assumption has been validated by Poisson-
Schrodinger simulation (not shown here). Doing the same with C,.(V,) character-
istics for various Vs, the inversion charge in the back channel has also been
computed after integration of capacitance vs. V, as is usual in split C-V technique
(Figure 10a). As a result, note that the back channel charge is plateauing after the
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Figure 9.
a) 1,(Vy,) characteristics at 4.2 K for various V), (= 0, 2 V, 4 V) and b) Back channel 1,(V,) curves after
subtraction of front channel component also shown in green dashed line.
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@) Niy, vs. V, for Back channel for V), = 2 V, 4 V. Green curve shows Ni,,,(V,) for front channel at V}, = 0. b)
Back channel pozvs. back channel Ny, and c) Back channel pyyzvs. front channel Ny, for Vi = 2 V, 4 V. Green
curves show front channel pyg vs. front channel Ny, at Vi = 0 V.

opening of front channel. The effective mobility in the back channel has been
computed and plotted versus inversion charge density in the back channel or versus
the front one as shown in Figure 10b and c. As can be seen, . first increases with
the back channel inversion charge density before to decrease as the back channel
charge saturates (Figure 10b). Instead, s in back channel decreases with the front
channel inversion charge, which clearly indicates that the opening of the front
channel is responsible for the back channel mobility decrease. This is precisely the
signature of remote inter-subband scattering, which happens when carriers in the
back interface 2D subband can interact with the front interface 2D subband. In this
situation, some carriers at the back interface can experience scattering mechanisms
in the front interface due to the overlap of the back and front subband wave
functions. It should be mentioned that this phenomenon of inter-subband scattering
is canceling out when the temperature is increased (T > 50 K) due to thermal
broadening as well as when the drain voltage is increased due to the averaging over
the channel of the conductance by integration over space [50].

3. Self-heating phenomena

In FDSOI devices or multi-gate field effect transistors like FinFETs and
nanowire FETs, low thermally conductive materials such as the buried oxide (BOX)
or the thin Si layer constituting the channel hinder the dissipation of the heat
generated in the drain side. Consequently, the channel temperature can signifi-
cantly rise when the device is in ON operation. This self-heating effect (SHE) can in
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turn severely affect the device performance, by reducing the carrier mobility,
shifting the threshold voltage [51] or degrading the device reliability [52, 53], with
implications to IC design. SHE has been widely studied for room temperature
operation of circuits [54]. The thermal effects play a more fundamental role in
cryogenic electronics — operating at various temperature stages with different
available cooling powers —, as the temperature increase due to SH can be of the same
order or even higher than the ambient temperature [55]. Furthermore, at very low
temperature (well below 1 K), the cooling power drops down drastically (typically,
1Wat1K, 1 mW at 100mK) and thermal management thus becomes an additional
constraint.

In this regard, the study of self-heating effects at cryogenic temperatures pro-
vides valuable information for performance optimization. In addition, to be accu-
rate at cryogenic temperatures, models must take into account these thermal
effects, as the device temperature can deviate significantly from the ambient one.

3.1 Self-heating characterization technique

The experimental evaluation of self-heating was performed by using the con-
ventional DC technique based on gate resistance thermometry [56]. In this method,
the gate dielectric layer is thin enough to assume that the temperature of the
channel is equal to that of the gate electrode. Inset of Figure 11 shows the typical 2-
terminal gate structure that we used to measure the gate resistance Rg. Rg is
measured between two contacts G1 and G2 using an LCR-meter. By varying the
ambient temperature T,y from 4.2 K up to 300 K, we record the change in the
electrical gate resistance as a function of the input power P = Ips X Vpg. The
temperature increase AT is deduced from Rg values at zero power (and so without
SHE). Then the differential thermal resistance, Ryy = OAT/OP|1amp can be defined.
This differential thermal resistance relates the change of AT due to a change in
power dissipation P at a given T, [55].

3.2 Study of thermal resistance

In Figure 11 we have plotted the differential thermal resistance measured on an
ultrathin film FDSOI transistor (ts; = 11 nm) as a function of the device temperature
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Figure 11.
(symbols) Differential thermal vesistance Ry measured as a function of the device temperature
Taevice = Tamp + AT from 450 K down to 4.2 K, with a corresponding numerical fitting curve (line).
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Figure 12.
Thermal resistance Ryyy versus device temperature, for wide and ultrathin FDSOI MOSFETSs. After
Triantopoulos et al. [55].

defined as Tyevice = Tamp + AT. All the Ryy data acquired for various ambient
temperatures and dissipated power values merge into a single Ry versus Tgeyice
curve, which thus provides a complete description of the temperature dependence
of the thermal resistance for a given device. The thermal resistance depends mainly
on the device geometry W and L, as well as on the BOX thickness, but not signifi-
cantly on the Si film thickness in the 7 nm to 24 nm range typical of FDSOI devices
(Figure 12) [55].

Our results show that in thin film devices, the thermal resistance Ry of the
device is strongly temperature dependent, especially at very low temperature, as
illustrated in Figures 11 and 12. As the device temperature decreases from 300 K
down to 4 K, Ryy is multiplied by 3 to 6. In FDSOI devices, the BOX tends to
confine the heat in the channel, and therefore the total thermal resistance depends
on both the thermal conductivity of Si and SiO2, which have different temperature
dependence and magnitude (Figure 13). Ryy- follows the temperature dependence
of the inverse of the silicon dioxide thermal conductivity in the whole range of
explored temperatures [57].

Besides considerations over the dominant thermal path in the device, the Rry*
VS. Tdevice plot can be used into thermal model in order to reconstruct the channel
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Figure 13.
Thermal conductivity data versus temperature for bulk and Si-layer compared to that for bulk and SiO,-layer.
After Triantopoulos et al. [55].
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temperature increase AT as a function of operating ambient temperature T, and
input power P using the following expression,

AT /
p_ J dAT @)

o Rru™ (Tamp + AT')

Substituting a given analytical expression of RTH*(TdeVice) in Eq. (4) the value of
AT at each T,y and for each value of dissipated power can be calculated
(Figure 14). This leads in particular to a nonlinear temperature increase of the
device with the dissipated power. In this specific low temperature environment, the
device temperature can significantly increase and thus highly deviate from the
ambient temperature, depending on the applied gate and drain voltages, as
illustrated in Figures 15 and 16.

350 T T T T T T T

O measured
calculated 42K

300 |

AT (K)

P (mW)

Figure 14.

Calculated channel temperature increase AT (line) as a function of the dissipated power P using Eq. (4) and a
fitting expression for Rry™(T ev). Experimental data (symbols) are also shown for a direct comparison. After
Triantopoulos et al. [55].
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Figure 15.
(a) Ips vs. Vs measured on NMOS at T,y = 4.2 K and Vpg = 0.9 V for different gate lengths, and
(b) corresponding device temperature, Ty, vs. Vis.
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Figure 16.
(a) Ips vs. Vps measured at Ty, = 4.2 K on NMOS with L = 60 nm for different Vs values, and
(b) corresponding T, Vs. Vps.

4. Mismatch and variability properties

The device mismatch is a key property to be known for the development of
transistor compact models and the design of electronic circuits [58-60]. This section
presents variability results obtained on FDSOI MOSFETSs down to 4.2 K. To this
end, an integrated on-chip matrix of individually addressable transistors has been
used to increase the sample size statistics.

4.1 Devices under test

The measurements were performed on both N- and P-type transistors fabricated
using the same 28 nm FDSOI technology as those described in Section 2.1. In order
to provide statistical analysis on variability and mismatch at low temperature,
matrices of transistors were produced with integrated addressability in an approach
similar to [61]. An automated measurement system was implemented thanks to the
on-chip multiplexed arrangement. The device chips were wire-bonded on a chip
carrier connected to a printed circuit board (PCB) and mounted on a dipstick to
reach 4.2 K in a liquid helium bath. Each die comprises 512 matched pairs of
MOSFETs (256 pairs of RVT plus 256 pairs of LVT) addressable through 10-bits
selection (2'° = 1024 transistors).

4.2 Threshold voltage variability

Figure 17 shows typical drain current I3(V,) characteristics for short channel N-
type MOS transistors, at 300 K and at 4.2 K. Twenty four devices were measured for
each MOS type at low drain voltage (|V4| = 50 mV) to illustrate device variability. In
Figure 18 the logarithmic scaled 14(V,) emphasizes the subthreshold oscillation
variability at low and high drain voltage (V4 = 50 mV and 0.9 V), at 4.2 K. The
oscillations observed in the subthreshold current are a known signature of short
channel MOSFETS operating at deep cryogenic temperatures, and could result from
the presence of impurities in the channel [63, 64]. The threshold voltage was
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Figure 17.
1,(Vy) curves for 24 short channel (L = 28 nm) N-type LVT MOSFETs at 4.2 K and 300 K, at V; = 50 mV.
After Cardoso et al. [62].
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Figure 18.
1,(Vy) curves for 24 short channel (L = 28 nm) N-type LVT MOSFETs at 4.2 K, at V= 50 mVand 0.9 V.
After Cardoso et al. [62].

extracted following the constant current criterion, at Iy = 107 W/L (A). Such
current level represents the standard value used for Vy, extraction, and it is well
above the region where the oscillations are mainly identified, as highlighted in
Figure 18 by a dashed line.

Figure 19 shows the Pelgrom plots of the standard deviation of AVy,, 6ayT, for
NMOS devices (similar results have been obtained for PMOS). It can be seen that 6,y
well follows the area scaling linear dependence with respect to 1/v/W.Lat 4.2 K, asit is
the case at 300 K, for all channel dimensions explored in this study (1 pm <L <28 nm,
80 nm < W < 25 pm). This result does not reveal any specific variation with channel
width and channel length due to e.g. line edge roughness (LER) for such geometries.
From 300 K to 4.2 K, the extracted linear slopes, Acay1/A(1/v/W.L), indicates that
the threshold voltage mismatch performance degrades by ~25% for NMOS and
PMOS, at [Vg4| = 50 mV, when temperature is decreased from 300 K down to 4.2 K.
Since the metal gate granularity and the local charges in the gate dielectric are the
main sources of threshold voltage variability in FDSOI technology [65], the slight
increase of 6yt at 4.2 K may likely be attributed to the increase of interface charge
density [63]. Moreover, in Figure 19, it can be seen that short channel MOSFETs
(L =28 nm) exhibit higher threshold voltage variability at high drain bias (V4= 0.9V),
which could be due to Drain Induced Barrier Lowering (DIBL).
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Figure 19.
Pelgrom plot of threshold voltage variability 6,y for NMOS at V= 50 mV and 0.9 V, 4.2 K (left) and 300 K
(right). After Cardoso et al. [62].

Figure 20 shows the threshold voltage individual mismatch parameter,
Apvt = 6avr-VW.L, plotted as a function of 1/+/W.L, for 28 nm FDSOI transistors
studied in this work and 40 nm bulk MOSFETSs from [61], at 300 K and 4.2 K.
Despite Ayt degradation at low temperature, FDSOI remains highly competitive
compared to bulk technology, mainly due to the suppression of random dopant
fluctuation (RDF) induced variability in FDSOI. In Figure 20, it can also be
observed that A,y does not exhibit higher values for the short channel MOSFETSs
(i.e. high 1/v/W.L values), for which subthreshold oscillations have been observed
at low temperature (Figure 18). This means that such oscillations do not have a
significant impact on the threshold voltage variability, mainly because they occur
below the drain current level where the threshold voltage is extracted, as discussed
before.
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Figure 20.

Apyrversus 1/vVW.L for NMOS, at V,; = 50 mV, 4.2 K and 300 K. dashed lines indicate the extracted linear
slope values from the Pelgrom plots. Dotted lines show typical 40 nm bulk CMOS technology data [61]. After
Cardoso et al. [62].
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4.3 Drain current variability

The drain current variability, 6(AI4/I4), has also been directly measured on the
28 nm FDSOI transistors studied here and their variations with gate voltage over-
drive are shown in Figure 21 for 300 K and 4.2 K. As is usual, 6(Al4/14) is maxi-
mized below threshold before to decrease in strong inversion, where it might
slightly increase again due to the contribution of access resistance R variability
[66]. Actually, these variations can be very well fitted by the model of Eq. (5)
developed for room temperature:

A\ 2
G(Tj) - <gﬁ) Oavr” + (1 - gd‘Rs)2~0A[}/ﬁ2 + gczl.cARsz (5)

where g, is the transconductance and g is the output conductance. In this
model, the drain current variability is controlled by three matching parameters
related respectively to the threshold voltage, 6oy, the gain factor 6/ (B = W/L.
Cox-Ho, with po being the low-field carrier mobility) and to the access resistance
6aRs. Typical matching parameters extracted from the drain current modeling, as
well as their respective contributions are summarized in Figure 22. It indicates that
there is a slight degradation of variability at low temperature and that the matching

| 7 Y —
300K NMOS 4.2 K W/L(pum/pm):
Vo = SOmV h o 1.39/0.028
"% symbols: meas. | Jei O 0.08/0.028]
=014 lines: model] v 7.70/0.130§
g 0.80/0.520
- ~ -~
< 0.32/0.130
\B“ 0.1
0.01 5 -
01 -

000204060810 00 02 04 06 08
Var (V) Ver (V)

Figure 21.
Measured and modeled 6(Al4/1,) variations with Vg, = V-V, 6ag, varies from o to 8% of R, = 377 Q.um
(T =300K) and 266 Q.um (T = 4.2 K). After Cardoso et al. [45].
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Figure 22.
Summary of matching performance and respective parameter contributions at 300 K (RT) and 4.2 K (LT) for
NMOS (W = 1.39 um, L = 28 nm). After Cardoso et al. [45].
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is mainly dominated by threshold voltage variability in weak inversion and by gain
factor and access resistance mismatch at strong inversion.

5. Device compact modeling approach

In previous sections, we focus our efforts on understanding individual device
physics and variability at cryogenic temperature. In this section, we present typical
Poisson-Schrodinger simulation results for the capacitance and charge control in
FDSOI structures operated down to deep-cryogenic temperatures and their appli-
cation for building up an analytical compact model for charge and drain current in
FDSOI MOSFET including back biasing effect.

5.1 Poisson-Schrodinger simulations

Poisson-Schrodinger (PS) simulations were conducted after solving self-
consistently the Schrodinger and Poisson equations given below:

H(y)=E-y (6)
V(e,vV) = -1 ':O(x) )

with H the Hamiltonian, E the system energy, y the electron wave function, &g
and e, the vacuum and relative silicon permittivity, n the carrier density as a
function of position x in the Si channel depth. The electrical potential V, the
subband energies E;; and wave functions ; ; for valley j and level i are numerically
calculated in a FDSOI structure for given front and back gate voltages. Then, the
electron density is obtained after summing the different valleys and subband con-
tributions as:

2 imax E _Ei’,
n(x) = Z : g]'AZD,jkBTWij(x)-FO (kBT]) (8)

where kgT is the thermal energy, F is the zero-order Fermi-Dirac integral
function, E¢ the Fermi level, E;; the subband energy, g; the valley degeneracy, and
Ayp j the 2D density of states of valley j.

It should be noted that in order to compute the PS equations down to very low
temperature (1 K), special truncation caution has been taken to avoid numerical
overload in the Fy Fermi integral function accounting for Fermi-Dirac statistics. PS
simulations were also possible at 0 K by replacing the Fy Fermi-Dirac integral
function by a Heaviside function, thus mimicking the fully degenerate metallic
statistics.

The 1D FDSOI structure used for PS simulation is depicted in Figure 23, show-
ing the band diagram across the stack and typical electron density profile in the
channel obtained at T = 4 K for a given bias condition.

Figure 24 demonstrates the variations of the inversion charge Q; in the Si film as
a function of front gate voltage V, with V}, = +3 V, obtained from PS simulations for
various temperatures between 0 K and 60 K. A strong increase of the subthreshold
slope with temperature dropping can be noticed, reaching infinity at T = 0 K, which
is an interesting feature for transistors operating at such low temperatures.

Figure 25 shows the inversion charge control by field effect through the varia-
tions of the gate-to-channel capacitance Cqc(V,) = dQi/dV, with front gate voltage
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Figure 23.
Typical band diagram and electron distribution from PS simulation for a FDSOI structure (V, = 1V,
box = 1 MM, Lyox = 25 MM, b = 7 mm, Vi, = 0 V, T = 4 K). After Aouad et al. [41].
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Figure 24.
Inversion charge Q;(V,) calculated for different temperatures (ton = 1 1M, tyoy = 25 nm, ty; = 7 nm, Vi = +3 V).
After Aouad et al. [41].
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Figure 25.
Cgcg Vf) c]urves for different back biases V), (tox = 1 nm, tyoy = 25 nm, t; = 10 nm, T = 4 K). After Aouad
etal. [41].

for various back gate biases V},. The onset of the back inversion channel for

Vp = +3 V is evidenced by an additional plateau in the C,.(Vy) curve, followed by
the front channel opening. This effect clearly demonstrates the capacitive coupling,

33



Low-Temperature Technologies and Applications

through the silicon channel, between the front gate and the back channel inversion
layer, which leads to a lower capacitance.

The impact of temperature on the Cg.(V,) characteristics is shown in Figure 26,
clearly revealing the rounding of the curves with temperature rise above T = 10 K.

5.2 Compact modeling

Following the PS simulation results, an analytical model has been established
considering that front and back channel charges can be evaluated separately at each
interface within a single subband approximation with energy level of a triangular
potential well [41]. The coupling between the front and back channels is realized
owing to the silicon channel capacitance Cg; and the charge sheet approximation
with Fermi-Dirac statistics.

In this case, the charge conservation equations at front and back interfaces are
expressed by:

qunvl Csi-(Vsl — AV(Fl) — V;z + AV(Fz))

g=Ipr et T o ©)
N; C;. (Vo —AV(Fy) -V, AV(F
Vy = Vi + Vg + B2 Ci-(Via =AV(FD) = Via + AV(F)) (10)
Chox Coon
where the front and back interface 2D charge densities read,
Va2 — Vo —AV(F
Nim)l,Z = Azd.kB.T.FO 51,2 0 ( 1,2) 11)

kgT

where Vg (V) is the front (back) interface surface potential, Cox (Cpox) the
front (back) oxide capacitance, Cg; the silicon film capacitance. The front and back
electric field are given by:

F1=(Ve-Va-Va)s4, (12)
Fy = (Vo-Va-Va)s, (13)

with the Airy subband potential shift AV(F) = K - |F + F,|*® with
K = 1.75 x 107> V3 cm?? [67]. As the film quantization effect is dominating when
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Figure 26.

Cgcg V[g) c]urves for different temperatures (L, = 1 nm, ty,y = 25 nm, t; = 10 nm, Vj, = +3 V). After Aouad
etal [41].
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the electrical field approaches zero, an offset field F is added to the electric field to
account for the flat band quantum confinement [41].

Typical Q;(Vy) and C,. (V) characteristics obtained by this Airy-based analyti-
cal model are presented in Figures 27 and 28, along with the PS simulation results.
As can be seen, the compact model provides a good agreement with PS data,
emphasizing its physical consistency in terms of charge and capacitance.

The total drain current in the channel can then computed, within the gradual
channel approximation, by integrating the channel conductance between source
and drain for the front and back channel and by adding their contribution as:

Vi \7

w w
Id = TJO I‘J'eﬁfl(Qil)-Qil(Vsl - Uc)dUc +TJO pﬂﬁ‘Z(QiZ)'QiZ(VSZ — UC)dUC

(14)

where U, is the quasi Fermi level shift between source and drain common to
both channels, Qi ; = q.Nipy1,2 are the front and back inversion charges obtained
from Eq. (11) and peg » are the front and back channel effective mobility evaluated
separately using Eq. (3). In absence of inter-subband scattering, the drain current
calculated using Egs. (3) and (14) does not exhibit a decrease for V}, = 4 V when
the front channel is opening, in contrast to the experimental results discussed in
Section 2.3 (see Figure 29). Inter-subband scattering can be taken into account
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Figure 27.
Q;(V,) curves obtained from PS simulations (solid lines) and analytical modeling (dashed lines) for various
Vi=—3,0,+3 V(T =4 K, tox = 1 nm, ty,, = 25 nm, t; = 10 nm). After Aouad et al. [41].
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Figure 28.
Coe(Vy) curves obtained from PS simulations (solid lines) and analytical modeling (dashed lines) for various
parvameters Vi, = —3, 0, +3 V(T = 4 K, t,n = 1 nm, tyoy = 25 nm, t; = 10 nm). After Aouad et al. [41].
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Figure 29.
Drain current vs. front gate voltage V,: Experimental (ved solid line) and modeled with IS (dashed blue line)
and modeled without 1S (green dashed line) for V), = 4 Vand o Vat T = 4.2 K.
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Experimental (ved solid line) and modeled (dashed blue line) back channel mobility Heff US. front channel
inversion charge density Niy,, for Vi, = 4 V at T = 4.2 K. model parameters: A = 0.45, b = 0.55 and
c=1.5 x 10"%/cm>.

through an additional explicit dependence of the back channel mobility with the
front inversion charge density of the form, pese 15 = Hetr2.[@ + b.exp.(-Nipy1/c)], with
a, b and ¢ being fitting parameters (Figure 30). By this way, the drain current can
reasonably be well modeled as shown in Figure 29 (dashed blue line), inferring the
crucial role of remote inter-subband scattering in the back channel mobility.

6. Basic circuit operation at cryogenic temperatures

Although operational cryo-CMOS circuits have been demonstrated down to 30
mK [17, 30, 68-70], unfortunately no mature models are yet available to accurately
predict the behavior of passive and active devices at cryogenic temperatures
[71, 72]. Due to this lack of compact models at cryogenic temperatures, designers
are faced to a blind-design procedure, which reduces the optimization of cryogenic
integrated circuits [12, 30, 32, 58, 73-75]. Using the extensive electrical character-
izations of single FDSOI transistors at cryogenic temperatures, it is however possi-
ble to already design efficient circuits.

Among them oscillators are essential building blocks in many digital and analog
circuits. They are required for example to generate a clock signal in the control
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circuit of quantum computers [30, 76], and so must be also efficient at cryogenic
temperature. Here we have electrically characterized ring oscillator (RO)
fabricated from 28 nm-FDSOI technology [30, 77]. Figure 31a shows the delay per
stage of a 101-stages RO as a function of temperature from 300 K down to 4.2 K.
Without any back-biases applied on the MOSFETs composing the inverter stages,
decreasing the temperature results in slowing down the RO. This can be explained
by the threshold voltage shift at cryogenic temperature, which leads to a decrease of
the effective current evaluated from the single characteristics of NMOS and PMOS
transistors.

The effective drive current Iggp, which is a measure of the current drive of the
MOSFET during switching and correlates well to circuit delay, can be defined for a
single inverter as [78],

I —( ! + ! )1 (15)
BEE Igrrnmos — Ierr,pMoOsS
with
1 1
Ierr NMos/PMOS = (HzLL) (16)
where
It = Ips(Vgs = Vpp, Vp = Vpp/2)
(17)
It =Ips(Vgs = Vpp/2,Vp = Vpp)
VBGpyos = 0V 30"
40
é 35 251
Q-‘ & Vi PMOS
;L 30 5 Ve
= — VBGos 207
;;‘ 254 NMOS s
—_— VDD: IOV
15 1 ®seresemnocmemsenes o
Vpp= 1.2V Vpp= 1.2V
104 - 1071 "
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Temperature, 7' (K) Temperature, 7 (K)
Figure 31.

(a) Delay per stage versus temperature of a 101-stages RO (L = 34 nm, Winos = 420 nm, Wppios = 600 nm)
for different supply voltages Vpp = 0.8, 1, and 1.2 V showing the RO slowing down due to the increase of Vory
at low temperature. (b) Delay per stage versus temperature for Vpp = 0.8, 1, and 1.2 V in the case of
compensated Vry. The RO speeds up at low temperature due to the carvier mobility enhancement (from
Bohuslavskyi et al. [77]).
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Figure 32a shows the evolution of Igpr as a function of temperature, in the case
where no Vpg is applied. We observed that Igpr decreases with temperature, and
this decrease is stronger as Vpp is decreased (3 decades degradation from 300 K to
4.2 K for Vpp = 0.8 V). This Iggr variation is linked with the temperature depen-
dence of Ips-Vgs curves. A zero-temperature coefficient point (ZTC),
corresponding to a gate voltage for which the drain current exhibits no temperature
dependence, is systematically observed on the measured Ipg vs. Vgg curves, as
illustrated in Figure 33 and already evidenced in Figures 4 and 17 [79]. For |Vgg| < |
Vzrc| the drain current decreases as T decreases (0lps/0T|vgs - cte > 0), whereas for
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Figure 32.

(a) Effective current Ippp measured on single NMOS and PMOS transistors (L = 34 nm, Wypos = 210 nm,
Whpmos = 300 nm) for different supply voltages Vpp = 0.8, 1, and 1.2 V; the effective curvent decreases as the
temperature is veduced. (b) Igrr versus temperature for Vpp = 0.8, 1, and 1.2 V in the case of compensated
Verws in that case the effective curvent increases as the temperature is veduced (from Bohuslavskyi et al. [77]).
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(a) Drain current Ins measured on single NMOS and PMOS transistors (L = 30 nm,

Whimos=Wpmos = 210 nm) as a function of gate voltage Vs for different temperature from 300 K down to
4.2 K. a zero temperature coefficient (ZTC) point for which the dvain curvent (Ipg) is independent of the
temperature is evidenced for NMOS and PMOS.
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|Vas| > [Vzrc| the drain current exhibits an opposite temperature behavior (dlps/
0T|vas - cte < 0).

It is worth noticing that for the pMOS the ZTC point is located at higher |Vgg|
(#1.1 V) compared to the nMOS devices (0.7 V). The Igrr temperature depen-
dence is mainly driven by the region with positive T-dependence 0 Ips/0T|vgs - ctes
i.e. for |VGS| below |VZTC|-

If a back bias Vg is applied, it is possible to shift the threshold voltage back to its
room temperature value (Figure 6). In that configuration, the drain current Ipg
increases with the temperature decrease whatever Vgg and Vpg values, due to
mobility and saturation velocity improvement with T decrease at a given |Vgs-Vrg|
overdrive gate voltage (see Section 2.4). Consequently, the effective current Igpp
follows the same trend with respect to T (Figure 32b). Thus a correctly chosen
forward back bias on NMOS and PMOS will lead to a speed-up of the RO as T
decreases (Figure 31b). At a given temperature, the back biasing Vg allows to tune
the frequency as illustrated in Figure 34. Finally by playing with the supply voltage
Vpp and Vg it is also possible to manage power consumption and performance
[30, 77]. It has been illustrated at 110mK on a VCO RO (Figure 35) where back bias
allows switching from low power mode (e.g. 27 pW at 2GHz) to high performance
mode (e.g. 6.9GHz for 268 pW).
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Figure 34.
Oscillating frequency as a function of VCO voltage for a VCO RO (L = 28 nm). Forward Back-biasing increases
maximal frequency (from Guevel et al. [30]).

Figure 35.
Power as a function of supply voltage Vpp and back bias voltage VBGgo (L = 28 nm). Forward back-biasing
decreases power for same frequency (from Guevel et al. [30]).
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7. Summary and conclusions

A review of recent results obtained on 28 nm FDSOI transistors operated down
to deep cryogenic temperatures has been presented. First, the main device electrical
properties in terms of gate capacitance and charge control and drain current trans-
fer characteristics have been discussed along with the temperature dependence of
the major MOSFET parameters (threshold voltage, subthreshold swing and mobil-
ity). Then, the self-heating phenomena were characterized in details, providing
valuable information about the actual device temperature versus power dissipation,
as well as the thermal resistance that limits the heat dissipation in the FDSOI
structure, especially at low temperature. The matching properties have then been
studied owing to threshold voltage and drain current statistical variability analysis,
revealing that the mismatch in FDSOI transistors only increases of about 30-40% at
deep-cryogenic temperatures. Besides, Poisson-Schrodinger simulations have been
carried out with success down to zero Kelvin, giving access to valuable information
about the gate charge control in FDSOI structures versus temperature, and, provid-
ing physical insight to the development of compact model mandatory for FDSOI
circuit design at deep cryogenic temperatures. Finally, the operation of elementary
circuits such as ring oscillators and voltage controlled oscillators has been demon-
strated in terms of inverter delay and clock frequency down to deep-cryogenic
temperatures.

This work highlights the powerful advantage of FDSOI over bulk technology, led
by the back biasing capability. It offers in particular an efficient way to manage
power consumption and performance, thus mitigating thermal effects, which are
crucial aspects in cryo-electronics.
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Chapter 3

Effect of Roughness Elements on
the Evolution of Thermal
Stratification in a Cryogenic
Propellant Tank

S.B. Vishnu and Biju T. Kuzhiveli

Abstract

The cryogenic propulsion era started with the use of liquid rockets. These rocket
engines use propellants in liquid form with reasonably high density, allowing
reduced tank size with a high mass ratio. Cryogenic engines are designed for liquid
fuels that have to be held in liquid form at cryogenic temperature and gas at normal
temperatures. Since propellants are stored at their boiling temperature or subcooled
condition, minimal heat infiltration itself causes thermal stratification and self-
pressurization. Due to stratification, the state of propellant inside the tank varies,
and it is essential to keep the propellant properties in a predefined state for
restarting the cryogenic engine after the coast phase. The propellant’s condition at
the inlet of the propellant feed system or turbo pump must fall within a narrow
range. If the inlet temperature is above the cavitation value, cavitation will likely to
happen to result in the probable destruction of the flight vehicle. The present work
aims to find an effective method to reduce the stratification phenomenon in a
cryogenic storage tank. From previous studies, it is observed that the shape of the
inner wall surface of the storage tank plays an essential role in the development of
the stratified layer. A CFD model is established to predict the rate of self-
pressurization in a liquid hydrogen container. The Volume of Fluid (VOF) method
is used to predict the liquid—vapor interface movement, and the Lee phase change
model is adopted for evaporation and condensation calculations. A detailed study
has been conducted on a cylindrical storage tank with an iso grid and rib structure.
The development of the stratified layer in the presence of iso grid and ribs are
entirely different. The buoyancy-driven free convection flow over iso grid structure
result in velocity and temperature profile that differs significantly from a smooth
wall case. The thermal boundary layer was always more significant for iso grid type
obstruction, and these obstructions induces streamline deflection and recirculation
zones, which enhances heat transfer to bulk liquid. A larger self-pressurization rate
is observed for tanks with an iso grid structure. The presence of ribs results in the
reduction of upward buoyancy flow near the tank surface, whereas streamline
deflection and recirculation zones were also perceptible. As the number of ribs
increases, it nullifies the effect of the formation of recirculation zones. Finally, a
maximum reduction of 32.89% in the self-pressurization rate is achieved with the
incorporation of the rib structure in the tank wall.
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1. Introduction

Stratification in cryogenic liquid storage systems is a complicated yet inexorable
thermodynamic phenomenon involving a combination of heat and mass transfer.
Owing to the very low boiling point, they are susceptible to heat ingress from the
ambient. Cryogenic propellant tanks undergo typical operation sequences when
preparing for launch, including tank filling, chilling, boil-off, level correction, tank
pressure and hold until lift-off. The time duration between tank pressurization and
lift-off is called ground parking period. During ground parking, the heat ingress is
due to the large temperature gradient existing between the storage and atmospheric
temperature. An overwhelming increase in heat ingress occurs due to aerodynamic
heating (during flight) and space radiation, although not as significant as the for-
mer, during coast phase. The insulation provided to the propellant tanks is foam
which is relatively less effective compared to vacuum or multi-layered insulation
(MLI). This heat leakage raises the temperature of liquid adjacent to the walls
inducing natural convection currents. The heated liquid starts flowing up due to
buoyancy and accumulates at the liquid-vapor interface creating an axial tempera-
ture gradient called thermal stratification. The depth of this stratified layer
increases with time.

Consequently, the tank pressure keeps increasing due to vaporization. This
demands the proper design of venting devices and insulation system. Hence thermal
stratification is a crucial design criterion for designing rocket fuel tanks. A sche-
matic for thermal stratification is illustrated in Figure 1.
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Figure 1.
Schematic of stratification phenomenon in a cylindrical tank.

2. Literature review

A wide variety of experimental and numerical studies have been conducted and
reported by researchers across the globe on thermal stratification and self-
pressurization of a cryogenic storage vessel. Tatom et al. [1] conducted an experi-
mental investigation on a 500 - gal liquid hydrogen storage tank to provide stratifi-
cation test data. The main objective of the study was to find out the effect of bottom
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heating on stratification. It was found that the controlled bottom heating can reduce
the degree of stratification by transferring a large fraction of sidewall heat flux to
bulk liquid. Schmidt et al. [2] conducted an experimental investigation to study
pressurization and stratification of an LH2 tank and compared the results with the
theoretical model. It is concluded that as interface temperature increases, the ullage
pressure in the tank also increases, which results in more heat transfer to the
stratified layer. The amount of additional heat transfer can be calculated using the
theoretical model, which helps to optimize the pressure level within the storage
tank. Ruder et al. [3] developed a mathematical method to determine the tempera-
ture profile inside a cryogenic storage tank under pressurized condition. They
developed an empirical relation to represent the temperature profile which is
similar in shape to a Gaussian probability distribution.

Several experimental kinds of researches on the evolution of thermal stratifica-
tion and self-pressurization in a cryogenic storage tank have been reported in the
literature. Aydelott et al. [4] developed a non-venting 9-inch diameter spherical
container partially filled with liquid hydrogen for self-pressurization tests. The
effects of filling per cent, heat flux, top heating, bottom and uniform heating were
studied. It was found that the self-pressurization rate in the storage tank was mainly
a function of the heating configuration with the per cent filling and heat-transfer
rate playing a secondary role.

Jietal. [5] conducted experiments on a heated container of liquid and developed
various dimensionless parameters associated with thermal stratification. By com-
paring the dimensionless pressure and temperature, the quality of scaling was
verified and concluded that parameters like tank pressure, bulk liquid temperature
and the surface temperature could be scaled with dimensionless parameters. To
study the self pressurization of a spherical liquid hydrogen tank, Hasan et al. [6]
conducted an experimental investigation. The results showed that the initial condi-
tions of the storage tank play a considerable role in self-pressurization. If the tank
had previously experienced a steady boil-off rate due to long period venting, the
self-pressurization rate seems to be lower and rapid pressurization rate was
observed for the tank which is not at a steady venting condition. Yamaji et al. [7]
conducted an experimental and numerical investigation of thermal stratification
and plume mixing. Series of experiments were carried out using PIV and thermo-
couple measurements, and the developed CFX model reproduced the measured
velocity distributions and temperature relatively well.

Gursu et al. [8] developed three different pressure rise models to predict thermal
stratification and self-pressurization performance in cryogenic storage tanks; a
homogeneous model, a surface evaporation model and a thermal stratification
model. The thermal stratification model succeeds in predicting self-pressurization,
whereas the other two models which are collectively the isothermal models could
not predict the tank pressurization accurately enough. The flow pattern and thermal
stratification of a cryogenic cylindrical tank were numerically studied by Chin-Shun
Lin et al. [9]. The tank sidewall was subjected to either a uniform heat-flux or two
discrete levels of uniform heat-flux at the upper and lower halves of the tank wall.
The tank bottom was kept at a constant temperature controlled by the heat
exchanger of a thermodynamic vent system. They successfully solved dimension-
less steady-state conservation equations by a finite-difference method. Li et al. [10]
developed a numerical model to study the thermodynamic effect of heat in-leak into
a cryogenic tank and validated the model with experimentation. In the upper part of
the liquid, a steady vortex-like region is developed as the heat inleak starts. A large
temperature difference in the vertical direction was visible but little temperature
difference in radial direction because the radial flow is predominant in that region.
It was concluded that thermal stratification exists only in sub-cooled liquid and heat
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in-leak depends on the void fraction of fluid close to the tank wall. A calculation
model is developed by Liu et al. [11] to predict self-pressurization and thermal
stratification phenomenon of a liquid hydrogen storage tank. The effect of gravity
level, fill level and temperature of the wall on the development of stratification
were analyzed using the developed model. The effect of thermal aspect ratio on the
self-pressurization is studied experimentally by Kang et al. [12]. A double wall
vacuum insulated liquid nitrogen storage tank is developed for experimental inves-
tigation and the results were validated with the homogeneous model. Because of the
thermal stratification, the experimental results slightly differ from that predicted by
homogeneous model. The results indicate that the thermal stratification is highly
correlated with the thermal aspect ratio.

The effect of rib shape and material thermal conductivity on the development of
stratification was numerically studied by Fu et al. [13]. They considered cylindrical
ribbed tank with 50% fill volume and rib shapes of rectangular and semi-circular. Tank
pressurization rate was found to be lower for rib materials of low thermal conductiv-
ity. Semi-circular ribbed tank underwent lesser self-pressurization in comparison with
the rectangular ribbed case for same rib cross-sectional area and locations.

Khurana et al. [14] carried out numerical investigations to minimize the thermal
stratification in LH2 tanks. By providing transverse wall ribs on the inner surface of
the cylindrical tank, they succeeded in achieving a 30% reduction in the stratifica-
tion parameter. A delayed stratification, as well as lesser natural heat transfer
coefficient, is observed for the tank with the ribbed inner surface than smooth wall
tank. Polideri et al. [15] conducted an experimental investigation to study transient
natural convection on a vertical ribbed wall. They reported a reduction in convec-
tive heat transfer coefficient below the initial rib and enhancement past the last one.
A reduction in heat transfer performance was reported by Tanda et al. [16] for a
case of natural convective air flow over a heated ribbed plate. To obtain the distri-
bution of heat transfer coefficient, Schlieren optical technique was used to repro-
duce thermal field, and it was found that the induced flow creates thermally
inactive regions just upstream and downstream of each protruding element.

Experimental and numerical studies were conducted by Shakerin et al. [17] to
find out the flow behavior of air over a heated wall with single and repeated, two-
dimensional, rectangular roughness elements. The flow visualization studies con-
firm the formation of nearly stagnant regions between the ribs and surface heat flux
in these regions was very low. So the presence of wall ribs did not contribute to heat
transfer enhancement. Zhongqi et al. [18] used Volume of Fluid (VOF) method to
investigate the depressurization and thermal stratification behavior of a liquid
nitrogen tank with different baffle structures under microgravity conditions. By
optimizing the baffle setting, a reduction of up to 54% in pressurization rate was
achieved, which is an eye-catching improvement for extended duration missions.
Justin Oliveira et al. [19] investigated the effect of isogrid on thermal stratification
inside propellant tanks. Studies showed that the boundary layer thickness on the
wall in a forced free stream flow was distinctly thicker (150-700%) than the equiv-
alent flat plate boundary layer thickness. Isogrids can either enhance or suppress
stratification rate compared to smooth tanks depending upon roughness size and
tank conditions. Experimental and numerical studies were carried out by Faure
et al. [20] to assess the boundary layer behavior over the propellant tank with mass
saving isogrid structures. They revealed that more than 200% thicker velocity
boundary layer is developed over isogrid wall than a smooth wall. It leads to rapid
self-pressurization and enhanced fluid mixing.

The presence of roughness elements has been found to reduce thermal stratification.
The effect of spacing to height ratios of transverse ribs, protrusion length, the conduc-
tivity of ribs on heat transfer performance has been studied extensively, but for flat
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vertical and horizontal heated plates. Influence of ribs and grid structure on the reduc-
tion of stratification on a cryogenic cylindrical tank demand more detailed investigation.

3. Numerical modeling

A numerical model using Ansys Fluent is developed to study the stratification
and self-pressurization phenomenon in a cryogenic storage tank. Smooth wall con-
dition is considered and VOF (Volume of Fluid) transient method is used for the
simulation. The governing equations are:

Conservation of mass:

%04- v.(ﬁ) -0 1)

Conservation of momentum:

—T —

@“LV'(”W/) __VP‘/’/’§(T—T0)+V[u¢c<V§+vv )} +F Q)

Conservation of energy:
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The location of the interface is identified by solving the continuity equation for

the volume fraction of the second phase.

—
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Where m represents the phase change mass at the interface due to evaporation
or condensation. The density, viscosity and thermal conductivity is defined in terms
of volume fractions.

Density, p = aip; + ayp, (5)
Viscosity, p = aip; + all, (6)
Thermal conductivity, k = aik; + ayk,. @

The assumptions used are,

1. The ullage pressure is determined by the saturation value corresponding to
liquid—vapor interface.

2.The atmospheric temperature is considered as steady.
3.The ullage pressure is assumed to be uniform throughout.

Boundary conditions:
On the side walls,

-K—=q¢q, (8)
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At the bottom and top surfaces, the walls are adiabatic,

or _

o 0 9)

Where n is the direction normal to the wall

3.1 Numerical implementation

A cylindrical tank with 0.5 m diameter and 1 m height is used for the studies.
The wall thickness is considered as 0.003 m and 2-D geometry is considered.
Commercial CFD package Ansys 15 is used for solving the conservation equations.
Axis-symmetric condition is selected because of the nature of physics, geometry
and boundary conditions. The Rayleigh number corresponds to all operating condi-
tion is above the critical value and flow is always turbulent. So, k-¢ turbulence
model with enhanced wall function approach is applied. A constant heat flux of
10 W/m? is applied on the left sidewall. The pressure—velocity coupling algorithm
selected is SIMPLEC (Semi-Implicit Method for Pressure-Linked Equation- Consis-
tent). The converged solution is easy to achieve by using this method than a
SIMPLE algorithm. The body forced weighted average scheme is used for solving
the momentum equation. For tracking the liquid-vapor interface, the Geometric
Reconstruction Scheme is applied. Since the problem is transient, a time step of
0.001 s is selected so that the Courant number is less than 0.1.

3.2 Grid independency

Three grid systems with mesh numbers 15288, 22893 and 30671 are used to test
the resolution. Table 1 shows the variation of pressure inside the tank with mesh
number for the time period of 100 s. The self-pressurization for the two grids
(22893 and 30671) is almost the same as the maximum pressure difference is less
than 165 kPa. For the mesh number of 30671, the solution is time-consuming. The
grids with 22893 quadrilateral grid elements are used with successively increasing
mesh numbers towards the wall is selected for the present work.

Time (s) Tank Pressure (Pa)
Grid no: 15288 Grid no: 22893 Grid no: 30671
10 101642 101690 101720
20 102057 102027 102030
30 102355 102392 102442
40 102610 102765 102838
50 102986 103134 103240
60 103214 103426 103555
70 103456 103640 103803
80 103614 103801 103929
90 103875 104060 104171
100 104012 104350 104483
Table 1.

Effect of mesh size on self-pressurization.
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Figure 2.
Validation of the numerical model with experimental result.

3.3 Validation of the model

The numerical model developed has to be validated with the experimental results
to prove the validity of the model in self-pressurization studies. The numerical model
is validated with experiments conducted by Vishnu et al. [21]. The experiment set up
consists of cylindrical test tank with a diameter of 0.11 m and height of 1.4 m. The
liquid nitrogen cryogen was used as the model propellant and fill height was 0.7 m.
The overall thermal conductivity of the tank wall was calculated as 0.01957 W/m.K
for a tank thickness of 0.15378 m. Applying tank wall temperature of 300 K gives
equivalent heat flux as that of experimental condition. The initial liquid temperature
selected is 79.1 K which is equal to the initial interface temperature corresponds to the
experimental condition and initial pressure corresponds to the saturation value of
interface temperature. The initial temperature is assumed to be same throughout
vapor and liquid domain. Figure 2 compare the predicted pressure evolution against
the experimental data. The maximum under-prediction of tank pressure by the
numerical model compared to the experimental pressure data is not more than 2.6
percent. The tank numerical pressurization rate is in good agreement with the exper-
iment, and hence self-pressurization is satisfactorily predicted.

4, Effect of obstruction elements

This section discusses about the impact of stratification due to the presence of
roughness elements on the propellant tank wall. The nature of flow through a tank
wall with roughness vary significantly to that of a smooth wall tank. The presence of
roughness elements affects the formation of velocity and thermal boundary layer.
The natural convection flow over a roughness element is more analogous to flow
behavior over large scale obstruction elements such as forward-facing steps, back-
ward facing steps, ribs and fences [20]. Based on the geometry, tank surface with
obstruction elements can be classified as grids and ribs.

4.1 Comparison between flow over a smooth and rough wall

While comparing the performance of tanks with and without obstruction
elements, proper scaling of tank geometry should be considered. Thermal
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stratification of a smooth wall with same liquid filling height as run length can be
compared with that of a rough wall tank, but the volume of liquid and heated
surface area will not be identical. Similarly, the heat flux applied could be matched
but the filling height or run length would not be identical. In this analysis, the liquid
filling height and tank radius considered are similar between smooth and rough wall
tanks. Both tanks are having a radius of 0.25 m and filling height 0.5 m which is
filled with liquid hydrogen. An axial heat flux of 10 W/m? is applied on the side
wall. There are 25 number of obstruction elements with 0.178 cm height and

0.076 cm thickness. The details are shown in Table 2. The total run length along the
obstruction surface is 108.9 cm which is 8.9% more than that of smooth wall tank.
The smooth wall tank has a volume of 196349.54 cm® whereas rough wall tank has
196286.87 cm? which is 0.0319% lesser than smooth wall. The total heated surface
area of rough wall tank is 17105.008 cm? which is 8.90% more than smooth wall
tank and hence the volume to surface area ratio becomes 8.189% lesser for rough
wall tank. The tank geometry and obstruction element layout is shown in Figure 3.

4.2 Comparison of flow through a smooth and rough surface tank

To study the effect of presence of obstruction elements on the natural convec-
tion flow, two cases were simulated. Flow through a smooth wall tank and flow
through a storage tank with roughness elements at the inner wall surface. Figure 4

Parameter Value

Tank height 1m

Tank radius, R 0.25m

Filling height, H 0.5m

Grid height, h 0.178 cm

Grid thickness, t 0.076 cm
Table 2.

Geometrical parameters of tank.

Figure 3.
Geometrical parameters of grids in a storage tank.
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Figure 4.
Development of velocity boundary layer over a smooth surface tank.

shows the development of velocity boundary layer in a smooth tank wall due to
natural convection flow. We can identify the development of laminar boundary
layer and its magnitude keeps on increasing along the run length. The maximum
velocity value of 0.038 m/s is obtained near to tank wall which is indicated as red
color zone. Comparatively stagnant or undisturbed zones were developed at the
bottom part of the bulk liquid zone.

Figure 5 shows the development of laminar boundary layer over a rough surface
tank. Due to the presence of obstruction elements, we can see that the velocity near
the tank wall is zero which is indicated by blue color zone. Also, stagnant regions are
developed around the obstruction elements which causes further hindrance to the
flow. Compared with smooth wall case, the bulk liquid seems undisturbed and flow
due to natural convection takes place through the top face of the obstruction
elements.

For the better understanding of the flow behavior over a tank surface with
obstruction elements, stream line diagram can be used. The Figure 6 shows the
stream lines over a rough surface tank. It is clear that the flow gets obstructed with
roughness elements. Stream line deflection also takes place due to the presence of
obstruction elements. Apart from velocity distribution, the development of strati-
fied layer greatly depends on the mechanism of heat transfer to the interface and
bulk liquid.

Figure 7 shows the comparison of temperature contour over tank with smooth
and roughness elements after 150 seconds of flow. The development of stratification
and degree of stratification is higher for tank with obstruction elements. The pres-
ence of roughness elements causes the formation of stagnant regions near the wall
but the increase in heat transfer area leads to better heat transfer to the fluid.

Figure 8 shows a detailed view of the development of thermal boundary layer
over a tank with roughness elements. It can be seen that the boundary layer formed
is almost uniform throughout the run length. It does not thicken monotonically
along the wall. Due to increased surface area, there will be evident additional
heating. So the temperature of liquid will be higher for rough wall case. The thermal
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Figure 5.
Development of velocity boundary layer over a tank with obstruction elements.

Velocity

Figure 6.
Contour of stream lines over a tank with obstruction elements.
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Figure 8.

Temperature contour of a liquid hydrogen tank with isogrids on the inner surface.

57



Low-Temperature Technologies and Applications

boundary layer developed is also thicker for rough wall case which further results in
increased rate of thermal stratification and self-pressurization rate.

4.3 Thermal stratification in a cryogenic storage tank with isogrid surface

To study the impact on thermal stratification due to the presence of grids on
tank wall, three cases were simulated. The roughness elements number varies such
as 25, 30 and 35 corresponds to case 1, 2 and 3 respectively. For smooth wall case,
the total volume of the tank is 196349.54 cm?, the heated surface area is 15707 cm?
and hence the volume to surface area ratio is 12.499. For tank with grids (case 1),
the heated surface area increased to 17105.008 cm? and volume reduced to
196286.87 cm?. So, the volume to surface area ratio reduces to 11.4754 which is
8.189%. Similarly, there is a reduction in volume to surface area ratio of 9.667% and
11.112% corresponds to case 2 and 3.

The evolution of pressure under three different cases is shown in Figure 9. As the
number of elements increases, the value of pressure inside the tank also increases.
The rise in pressure is noticeable after a time period of 60 seconds. It may due to the
initial transient boundary layer formation process. As the number of roughness
elements increases from 25 to 35, the heated surface area increases by 8.89% and
11.11%. It causes an increase in self-pressurization rate of 1.88 Pa/s (smooth wall) to
2.21 Pa/s (case 3). The case 3 with 35 number of obstruction elements have a self-
pressurization rate which is 17.31% more than that of smooth wall case. The increase
in self-pressurization rate due to presence of grids is shown in Table 3.

4.4 Thermal stratification in a cryogenic storage tank with rib surface

A similar kind of analysis is done incorporating ribs instead of grids on the tank
wall. The rib geometry used in the analysis is having height ‘h’, spacing ‘s’ and
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Figure 9.
Comparison of pressure evolution of a tank with different number of isogrids.
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Smooth wall tank Casel Case2 Case3
Reduction in volume (%) — 0.0319 0.0324 0.03787
Increase in heated surface area (%) — 8.90 10.68 12.46
Reduction in VSA (%) —_ 8.189 9.667 11.112
Increase in run length (%) 8.9 10.68 12.46
Self pressurization rate (Pa/s) 1.8866 1.92 2.1466 2.2133
Increase in SPR (%) — 1.802 13.78 17.31

Table 3.
Influence of grid structure on the evolution of self-pressurization.

LJ

¥
T
(I I

Case4 Case5 Case 6

Figure 10.
Geometrical parameters of cylindrical tank with rib structure.

thickness ‘t” with rectangular cross section. The ribs were provided in the liquid side
only. To study the effect of ribs on the evolution of stratification, three cases were
considered; case 4, 5 and 6. Keeping the rib geometry and dimensions same, the
distance between them is varied. So, the number of ribs corresponds to the cases 4
to 6 will be 3, 5 and 7 respectively. The tank geometry and rib layout are shown in
Figure 10. The geometrical parameters are shown in Table 4.

Case h (cm) t (cm) s (cm)

4 5 5 135

5 5 5 9

6 5 5 6.75
Table 4.

Geometrical parameters of ribs corresponds to cases 4—6.
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For smooth wall case, the volume of the tank is 196349.54 cm? the heated surface
area is 15707 cm? and hence the volume to surface area ratio is 12.499. For tank with
3 ribs (case 4), the volume reduces to 188809.7 cm? and heated surface area
increases to 19476.91 cm?. So, the volume to surface area ratio reduces to 9.694
which is 22.411%. Similarly, there is a reduction in volume to surface area ratio of
33.13% and 41.63% corresponds to case 5 and 6. Apart from these statistics, there is
more increase in run length due to the presence of ribs. For case 4, the run length
increases by 30%, 50% and 70% corresponds to case 5 and 6.

4.5 Effect of ribs on stratification

Figure 11 shows the velocity vector diagram for a tank with three grids (case 4).
It is evident that the ribs create disturbance in the flow field, creating wake regions
in the space between successive ribs. It affects the formation of boundary layer
throughout the tank wall surface. Ultimately the presence of ribs enhances mixing
in the bulk liquid which may reduce the formation of stratified layer.

The nature of flow velocities over three different configurations is depicted in
Figure 12. The number of ribs affects the flow velocity inside the tank. Case 6 is
having maximum number of ribs (7) which possess less velocity among the three
cases. More number of ribs results in less flow velocity which indicates better
mixing of bulk fluid and delayed stratification.
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Figure 11.
Velocity vector diagram of a tank with rib structure.
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Figure 13 shows the comparison of temperature over three cases. Apart from
interface, local heating zones were created on both sides of the rib surface. Since the
presence of ribs causes obstruction of flow to a large extend, the locally heated fluid

61



Low-Temperature Technologies and Applications

cannot travel to the interface effectively. The presence of recirculation zones
enhances the mixing of the fluid. As a result, stratification develops very slowly.
The formation of stratified layer is entirely different for three cases. There is more
resembles between case 4 and smooth wall case. As the number of ribs increases,
formation of local hotspots adjacent to the rib wall were visible and it is not
transported to the interface. Figure 14 shows the volume fraction under these cases.

Liquid-Volume Fraction  Liquid.Volume Fraction  Liquiq Volume Fraction
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Figure 14.
Comparison of liquid volume fraction for cases 4—6.
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Figure 15.
Comparison of pressure evolution of a tank with different number of vib elements.
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Smooth wall tank Case 4 Case5 Case6
Reduction in volume (%) — 3.84 6.399 8.959
Increase in heated surface area (%) — 24 40 56
Reduction in VSA (%) — 22.441 33.13 41.63
Increase in run length (%) 30 50 70
Self pressurization rate (Pa/s) 1.8866 1.44 1.3533 1.266
Decrease in SPR (%) — 23.67 28.26 32.89

Table 5.

Influence of vib structure on the evolution of self-pressurization.

Similar to temperature profile, the tank with more number of ribs has less phase
change.

The evolution of pressure under three different cases is shown in Figure 15. As
the number of ribs increases, the value of pressure inside the tank decreases and its
value is well below that of smooth wall tank. The major change in pressure is
noticeable after a time period of 70 seconds. As the number of grids increases from
3 to 7, the heated surface area increases by 24% and 56%. At the same time, a
maximum reduction of 41.63% in volume to surface area ratio occurs for case 6.
Ultimately the self-pressurization rate decreases by 32.89% for case 6. The decrease
in self-pressurization rate due to presence of ribs is shown in Table 5.

5. Conclusions

A numerical model is developed to understand the effect of surface roughness
elements on the evolution of stratification and self pressurization. The Volume of
Fluid (VOF) method is used to predict the liquid-vapor interface movement,
and the Lee phase change model is adopted for evaporation and condensation
calculations. From previous studies, it is observed that the shape of the inner wall
surface of the storage tank plays an essential role in the development of the
stratified layer. Using the computational model developed, a detailed study has
been conducted on a cylindrical storage tank with an iso grid and rib structure.
The major conclusions are:

* The buoyancy-driven free convection flow over iso grid structure result in
velocity and temperature profile that differs significantly from a smooth wall
case.

* The thermal boundary layer was always more significant for iso grid type
obstruction, and these obstructions induce streamline deflection and
recirculation zones, which enhances heat transfer to bulk liquid.

* A larger self-pressurization rate is observed for tanks with an iso grid structure.

* The presence of ribs results in the reduction of upward buoyancy flow near the
tank surface, whereas streamline deflection and recirculation zones were also

perceptible.

* A maximum reduction of 32.89% in the self-pressurization rate is achieved
with the incorporation of rib structure in the tank wall.
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Nomenclature

<UTHLS TICRTIW TOO

Greek symbols

o

1
p

Subscripts

h
1

v

Author details

Specific heat, J/kg.K

Diameter of the tank, m

Body force, N/m3

Acceleration due to gravity, m/s
Initial liquid height, m

Thermal conductivity, W/(m.K)
Total height of the vessel, m
Mass flow rate, kg/s

Pressure, Pa

Heat flux, W/m?

Energy source term
Temperature, K

Time, s

Velocity vector, m/s

2

Volume fraction
Absolute viscosity, Pa.s
Density, kg/m>

Heat
Liquid
Vapor
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Chapter 4

Ultimate Compressive Strength of
Steel Stiffened-Plate Structures
Triggered by Brittle Fracture
under Cryogenic Conditions

Dong Hun Lee, Jeom Kee Paik, Jonas W. Ringsberg
and P.]. Tan

Abstract

This chapter presents a practical method to investigate the effects of brittle
fracture on the ultimate compressive strength of steel stiffened-plate structures
under cryogenic conditions. Computational models are developed to analyse the
ultimate compressive strength of steel stiffened-plate structures, triggered by brittle
fracture, under cryogenic condition. A phenomenological form of the material
model for the high-strength steel at cryogenic condition is proposed, that takes into
account the Bauschinger effect, and implemented into a nonlinear finite element
solver (LS-DYNA). Comparison between computational predictions and experi-
mental measurements is made for the ultimate compressive strength response of a
full-scale steel stiffened-plate structure, showing a good agreement between them.

Keywords: Bauschinger effect, brittle fracture, compressive strength, cryogenic
condition, nonlinear finite element method, steel stiffened plate structure, ultimate
strength

1. Introduction

Steel stiffened panels are used in naval, offshore, mechanical and civil engineering
structures as their primary strength sub-structures. Occasionally, they are exposed to
cryogenic conditions, e.g., due to the unwanted release of liquefied gas such as LNG
(liquefied natural gas) or liquefied hydrogen as discussed in Paik et al. [1].

The ultimate strength is a primary criterion for the design of steel stiffened-plate
structures [2-6], and it is essential to characterise the effects of cryogenic condition
on the ultimate strength of such structures. The authors of this chapter have previ-
ously conducted collapse tests on full-scale steel stiffened-plate structures under
axial-compressive loading at room temperature [1], at cryogenic condition [7] and at
-80°C [8]. This chapter is part of a sequel to investigate the brittle fracture of steel
stiffened-plate structures under cryogenic conditions. The tested structures were
designed from a reference plate panel in an as-built containership carrying 1,900 TEU
(twenty-foot equivalent units). They were fabricated at a shipyard using exactly the
same welding technology as used in today’s shipbuilding industry [9].
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Figure 1.
Transition of the ductile-to-brittle behaviour for structural steel [5].

Structural fracture modes are classified into three groups [3, 4]: rupture, ductile
fracture and brittle fracture. Material rupture occurs when failure occurs by crack-
ing associated with necking localisation during large plastic flow. If the strain at
which a material fractures is small, with very little ductility, it is a brittle fracture.
An intermediate fracture mode between rupture and brittle fracture is called ductile
fracture with partial ductility. Fracture behaviour of ductile materials such as car-
bon steels is quite different from that of inherently brittle materials. Ductile mate-
rials generally exhibit slow stable crack growth during crack extension, but they can
show a similar behaviour to brittle materials at specific environments such as very
low temperatures or lower than the ductile-to-brittle fracture transition tempera-
tures (DBTT) and/or impact loading. It is also recognised that the Bauschinger
effect of materials cannot be neglected at sub-zero temperatures and cryogenic
condition as the material behaviour in compression is distinct from that in tension
[3, 10, 11]. Figure 1 illustrates the transition of the ductile-to-brittle behaviour for
structural steel.

To compute the failure behaviour of structures at cold (sub-zero) temperatures
(or higher than the ductile-to-brittle fracture transition temperatures), constitutive
equations of materials have been proposed in the literature [12-15]. It is recognised
that most of previous studies are associated with predominantly ductile behaviour or
at least with partial ductility, but studies applicable to entirely brittle fracture at
cryogenic condition are lacking. It is also recognised that the approaches using the
constitutive equations are not always practical for the ultimate strength analysis of
supersized structures because they are too complex to apply for the problem.

This chapter presents a method for computing the ultimate compressive
strength of steel stiffened-plate structures by nonlinear finite element method
(NLFEM) using the multi-physics software package LS-DYNA implicit code.
Mechanical properties of high-strength steel with grade AH32 used for fabricating
the tested structure were obtained from tension and compression tests at low
temperatures and cryogenic condition [7, 8], and a phenomenological relation of
engineering stress versus engineering strain of the material was formulated. The
material model is implemented into the LS-DYNA implicit code. To demonstrate
the validity of the computational model, the NLFEM is compared to experimental
results from a full-scale physical test.

2. Literature survey on structural behaviour at cold (sub-zero)
temperatures

A number of studies in modelling of material behaviour for structural steels at
cold (sub-zero) temperatures are available in the literature. Most of the studies dealt
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with predominantly ductile behaviour of materials with the focus on how crack
initiates in association with ductile fracture. Ehlers and Varsta [16] and Ehlers [17]
derived the true stress versus true strain relation of ordinary steel. The effects of
stress triaxiality on ductile fracture have been one of research topics [18-24].

The works of the Choung group have provided useful insights for ductile fracture
behaviour of structural steels [14, 25-32].

It is recognised that structural steel behaviour is predominantly ductile at tem-
peratures higher than the temperature of the ductile-to-brittle fracture transition, as
shown in Figure 1. As the temperature decreases approaching cryogenic condition,
the material behaves predominantly in a brittle manner with partial or no ductility
[33-40]. Majzoobi et al. [41] observed that the ductile-to-brittle fracture transition
of carbon steel occurs at about -80°C, and the material behaviour becomes entirely
brittle at -196°C.

Although there are considerable uncertainties associated with the ductile-to-
brittle fracture transition temperature (DBTT), a number of evidences for brittle
fracture behaviour of steel structures at cryogenic condition have been seen in the
literature, depending on the type of materials and loading conditions (e.g., quasi-
static or impact), among other factors. Crushing testing of steel tubes under quasi-
static loads at -60°C [42, 43] showed ductile fracture, as shown in Figure 2.
Dropped-object impact testing of steel stiffened plate panels at -60°C [44] showed
brittle fracture, as shown in Figure 3. Full-scale collapse testing of a steel stiffened-
plate structure under axial-compressive loading showed that the ultimate strength
was reached by a trigger of brittle fracture [1], as shown in Figures 4 and 5.

At room temperature, the structures reached the ultimate strength by flexural-
torsional buckling [1], but brittle fracture triggered the global failure at cryogenic
conditions [7].

Here, an attempt is made to develop new fracture criteria based on the hypoth-
esis that crack initiates if an equivalent stress exceeds a critical value, to model the
fracture phenomenon of high-strength steel (AH32) under cryogenic conditions.
Existing material models for the fracture analysis is first reviewed.

2.1 Maximum principal stress based fracture criterion

The maximum principal stress-based fracture criterion is the simplest among all
fracture criteria. It is useful to predict fracture behaviour of brittle materials under
predominantly tensile loads. In this criterion, brittle fracture is expected to occur
when the largest principal normal stress reaches the ultimate tensile strength (o7)
of the material, which is usually obtained from tension tests of coupon specimens.
The maximum principal stress-based fracture criterion is expressed as follows:

Figure 2.
Ductile fracture of a square tube under quasi-static crushing loads at -60°C [42].
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Figure 3.
Brittle fracture of a steel stiffened-panel under dropped-object impact at -60°C [44].

Figure 4.
The axial-compressive collapse test set-up of a full-scale steel stiffened plate structure [1, 7, 8].

Mazx.(|o1, |02, |o3]) = o1 (1)

where 61, 0> and o3 are the principal stress components.

2.2 Coulomb-Mohr fracture criterion

The Coulomb-Mobhr fracture criterion gives reasonably accurate predictions of
fracture in brittle materials for which the compressive strength far exceeds the
tensile strength, e.g., concrete or cast iron [45]. It is presumed that fracture occurs
in a certain stress plane of material when a critical combination of normal stress and
shear stress acts on the plane. The linear relation of the combination of critical
stresses is given by:
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Figure 5.
Brittle fracture of a full-scale steel stiffened plate structure under axial-compressive loads at -160°C [7].

|| + po =z ()

where 7 is the shear stress, ¢ is the normal stress, 4 and 7; are constants for a
given material.

2.3 Johnson-Holmquist fracture criterion

The Johnson-Holmquist fracture criterion [46] is useful for modelling brittle
materials, e.g., ceramic and glass, over a range of strain rates. It is one of the most
widely used models in dealing with the ballistic impact on ceramics, which is
expressible as follows:

" =0 —D(Gi* —a}) (3)

where ;" is the uniaxial failure strength of intact material, see Eq. (4), o} is the

uniaxial failure strength of completely fractured material, see Eq. (5), and D is a
damage accumulation variable, see Eq. (6).

of =Alp*+T") [1+C1n (ddifﬂ (4)
* — Kk \M d&
of =B(p*)" |1+ Cln (— (5)
aD 1 de,

where A, B, C, m, n are material constants, t is time, &, is the inelastic strain, and
e5 is the plastic strain to fracture. The asterisk indicates a normalised quantity,
where the quantities of each variable are defined as follows:

T
O'* :iap* :L5T*:_ (7)
Ohel Ohel DPhei
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where 6* and p* are the stresses normalised by the stress at the Hugoniot elastic
limit, and T* is the tensile hydrostatic pressure normalised by the pressure at the
Hugoniot elastic limit.

The Johnson-Holmquist damage model was modified by Deshpande and Evans
[47] and Bhat et al. [48], where it is considered that the propagation of an initial
crack is a function of the stress state, the fracture toughness and the flaw charac-
teristics.

3. Proposed fracture criteria

The yield and ultimate tensile strengths of structural steels tend to increase with
a decrease in the temperature [49], and subsequently the maximum load-carrying
capacity (ultimate strength) of steel structures at cold temperatures is greater than
that at room temperature [43, 50]. Figure 6 shows a schematic of ductile and brittle
failure behaviour, where the brittle fracture-induced ultimate strength P,; at cryo-
genic condition is greater than the ductile collapse-induced P, at room tempera-
ture. However, the post-ultimate strength behaviour becomes very unstable if
brittle fracture triggers the structural collapse at cryogenic condition. In this case,
the strain energy absorption capability of structures can be more useful than the
ultimate strength itself in terms of the structural safety assessment as it is obtained
by integrating the area below the load-displacement curve until or after the ulti-
mate strength is reached. The absorbed energy E3 at cryogenic condition can be
smaller than E; or E, at room temperature or a temperature higher than the DBTT
(ductile-to-brittle fracture transition temperature). For this purpose, the entire

a

PuZ

P

ul

Load

A 4

Displacement

Figure 6.
Ultimate strength and post-ultimate strength behaviour at room tempevature (or a temperature higher than the
DBTT) versus cryogenic condition.
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behaviour of structural collapse involving brittle fracture at cryogenic condition
must be quantified efficiently and accurately.

3.1 Fracture criteria

A practical model is proposed for carbon steels which can be used for the
ultimate strength analysis triggered by brittle fracture at cryogenic condition or in
the region of ductile-to-brittle fracture transition. An elastic-perfectly plastic mate-
rial model without the strain-hardening effect is used similar to a typical application
at room temperature (20°C). However, the material behaviour in compression is
different at low (sub-zero) temperatures or cryogenic condition from that in ten-
sion as the Bauschinger effect plays a role. However, the Bauschinger effect is
usually neglected at room temperature with 6yc = oyr, ev. = ey; and e, = &.

In the present model, it is hypothesised that brittle fracture occurs if the equiv-
alent stress (o,,;) reaches a fracture stress which is defined as the yield strength of
material at the corresponding temperature, which can be expressed as follows:

(1) In tension:

ey 2 OFT Withopr = y,0vT (8)
(2) In compression:
0eq 2 0rc Withorc = y,.0vc 9)

where o, is the equivalent stress, 6rr and oyt are the fracture or yield stresses in
tension at cryogenic condition or in the region of ductile-to-brittle fracture transi-
tion (which depends on types of materials), orc and oyc are the fracture or yield
stresses in compression at cryogenic condition or in the region of ductile-to-brittle
fracture transition, y, and y, are test constants for a given steel in tension or
compression, which may depend on various sources of parameters including chem-
ical composition (grade), temperature and strain rate.

In Egs. (6) and (7), 0,4 can be calculated as a function of principal stresses by the
von Mises stress [51] as follows:

Oeg = % \/(‘71 —62)" + (62— 63)* + (03 — 1) (10)

For plane stress state, 0., can be simplified as follows:

Ceqg = \/ii \/(0‘1 - 0'2)2 + 022 + 61)2 (11)

3.2 Formulation of the engineering stress-engineering strain relations

The relations of the engineering stress versus engineering strain can be formu-
lated following the fracture criterion defined in Section 3.1. If the steel temperature,
T;, is above the ductile-to-brittle fracture transition temperature (DBTT), i.e., T >
DBTT, the material behaves according to the ductile region. In this case, the stress—
strain relation in tension is expressed as follows:

Ee for o <oyr
6 =< oyr forc =oyr ore=ey, (12)
0 forex> &ft
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where ¢ is the engineering stress, ¢ is the engineering strain, E is the elastic
modulus, ey, is the yield strain in tension, and & is the fracture strain in
compression. Figure 7 shows a schematic view of the proposed model of the
engineering stress-engineering stress relation with full or partial ductility at room
temperature or low temperatures.

In compression, the following equation similar to Eq. (13) is obtained.

E&‘fOV o <oyc
o6 =< oyc for o =oyc or e = ey, (13)
0 fore>ep

where ey, is the yield strain in tension and &, is the fracture strain in compression.

If T; < DBTT or the steel temperature is lower than DBTT, the material behaves
according to the brittle region. In this case, the stress—strain relation in tension is
expressed as follows:

Ee foro<o
o= { Jor o <ort (14)
0 fOV 0> OFT
In compression, a similar equation to Eq. (14) is obtained as follows:
Ee foro<o
o= { Joro <ore (15)
0 fOV 0 > OFC

Tension

Opy

————

Stress, 6
L_ﬂm

Oy

Compression
Strain, ¢

Figure 7.
Proposed model of the engineering stress-engineering stress relation with full or partial ductility at room
temperature or sub-zevo temperatures.
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In the region of entire brittle fracture, i.e., with T, < DBTT, Figure 7 can be
redrawn as shown in Figure 8 when elongation can be neglected after reaching the
yield stress in tension or compression as the material exhibits brittle fracture
immediately.

4. Nonlinear finite element method modelling

The proposed material model is implemented into the LS-DYNA implicit solver
with 4-node shell elements (element formulation 16) for the ultimate compressive
strength analysis of a structure tested at cryogenic condition as shown in Figures 4
and 5 [7]. Table 1 with Figure 9 shows the dimensions of the tested structure.

The nonlinear ultimate compressive strength analysis is simulated in a quasi-static
analysis using the LS-DYNA implicit solver. The 4-node shell elements are used to
model plating, stiffeners and transverse frames. In order to ensure sufficient
resolution in the mesh size, a convergence study was performed by varying the
element size following a typical approach as described in Paik [4]. The resulting
convergence study provided the element size of 40 mm x 40 mm which was chosen
to obtain sufficiently accurate results while minimising the computational cost.
The thermal shrinkage effects for steel at low temperatures were not considered.
Figure 10 shows the FE model of the tested structure. Figure 11 shows the loading
and boundary conditions which were modelled as much as close to the tested
structure, where unloaded edges were kept straight and loaded edges were entirely
fixed.

Tension

Stress, ¢

Compression

Strain, £

Figure 8.
Proposed model of the engineering stress-engineering strain relation without ductility or entire brittle behaviour
below the ductile-to-brittle transition temperature or at cryogenic condition.
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Material AH32 high-strength steel

Spacing between transverse frames (a) 3150 mm

Spacing between longitudinal stiffeners (b) 720 mm

Plating thickness (t) 10 mm

Longitudinal stiffener (middle bay) 290 x 90 x 10/10 (T) (mm)

Longitudinal stiffener (side bays) 290 x 90 x 20/10 (T) (mm)

Transverse frame 665 x 150 x 10/10 (T) (mm)
Table 1.

Dimensions of the tested structure.

a a

Figure 9.
Nomenclature of the scantlings for the tested structure.

.‘"gl)"

Finite element mesh model of the tested structure.

Figure 10.

Only the middle bay of the tested structure was exposed to the cryogenic
condition as shown in Figure 12. Table 2 summarises the measured data of steel
temperatures during the collapse testing. For details of Table 2, see Paik et al. [7].

In room temperature, the mechanical properties of steel in compression are
typically defined in the same manner as in tension without considering. However,
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Figure 11.

uz=0

(opposite side, UZ=D)

The loading and boundary conditions applied to the FE model.

Room temperature

Figure 12.
Middle bay of the structuve exposed to cryogenic condition.

Part Highest Lowest Average
temperature (°C) temperature (°C) temperature (°C)
Plating —147.1 —175.4 —161.6
Web of longitudinal stiffener -721 —167.2 —128.8
Flange of longitudinal stiffener —58.8 -99.1 -79.3

Table 2.
Measured steel temperatures of the tested structure [7].

the Bauschinger effect cannot be neglected at low (sub-zero) temperatures and
cryogenic condition [3, 10, 11]. To define the mechanical properties of AH32 steel at
different temperatures (20°C, —80°C, —130°C and — 160°C), material tests in
tension and compression were conducted. Details of these test data are presented in
separate papers [7, 8]. Tables 3 and 4 summarize the test data for the mechanical
properties of the AH32 steel. It is found that the yield stress of steel in tension or
compression increases as the temperature decreases, while the fracture strain in
tension decreases with decrease in the temperature. The elastic modulus of steel

Parameter At 20°C At —80°C At —-130°C At —-160°C
Elastic modulus, E (GPa) 205.8 205.8 205.8 205.8
Yield stress, oyr (MPa) 358.0 433.4 546.7 672.9
Fracture strain, ez (—) 0.376 0.430 0.409 0.336
Poisson’s ratio (—) 0.3 0.3 0.3 0.3

Table 3.

Mechanical properties of AH32 steel at room and low temperatures in tension [7, 8].
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Parameter At 20°C At —80°C At —130°C At —160°C

Elastic modulus, E (GPa) 205.8 205.8 205.8 205.8

Yield stress, oyc (MPa) 359.6 382.0 387.2 411.5

Poisson’s ratio (—) 0.3 0.3 0.3 0.3
Table 4.

Mechanical properties of AH32 steel at room and low temperatures in compression [7, 8].

remains unchanged regardless of sub-zero temperatures. This chapter focuses on
the ultimate strength of steel structures under monotonically applied compressive
loads, but fatigue crack resistance at sub-zero temperatures must be associated with
microstructural characteristics which are closely related to low-temperature impact
toughness of steel [52, 53].

In the present case study, an elastic-perfectly plastic material model was applied
without considering the strain-hardening effect. To implement the material model,
*MAT_PLASTICITY_COMPRESSION_TENSION, MAT124 in LS-DYNA was used
as it is an isotropic elastic—plastic material which can distinguish material behaviour
in tension and compression. The von Mises yield criterion was applied using
MAT?124. Tension or compression was determined by the sign of the mean stress
(hydrostatic stress). A positive sign which means a negative pressure is indicative of
tension, or a negative sign is indicative of compression. The mean stress, Geq, can
be expressed as follows:

oy + 0, + O,
Omean — % (16)

where oy, 6, and o, are the stress components in the x, y and z directions,
respectively.

Majzoobi et al. [41] observed that the ductile-brittle transition of steel occurs at
—80°C, and the material behaviour of steel is completely brittle at —196°C. With
Figure 12 and Table 2, the average steel temperatures of plating and web of
stiffeners in the middle bay of the tested structure were —160°C and —130°C,
respectively. Therefore, the plating and web of stiffeners in the middle bay of the
tested structure were modelled using the engineering stress-engineering stress rela-
tion of Egs. (12) and (13). The rest of structural members in ductile region (above
—80°C) were modelled using the engineering stress-engineering stress relation of
Egs. (12) and (13). See Paik et al. [7] for details.

Three types of fabrication-related initial deformations are considered as shown
in Figure 13. The measurement data of welding-induced initial deformations for the
tested structure [54] as shown in Figure 14 was directly applied to the FE model.

The initial deformations of the tested structure were formulated so as to make
easier implementation into the FE model as shown in Figure 15.

5

el

Figure 13.
Three types of welding-induced initial deformations in a stiffened plate structure.
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Figure 14.
Measured and idealised deformations of the tested structure due to fabrication by welding.

Figure 15.
Welding-induced initial deformations applied to the FE model (with an amplification factor of 100 for plating
and column-type, and 20 for sideways initial deformations).
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Initial deflection of plating:

Wopl = Wy + Wey) (17)
wo’;ﬂ = W, max SIN (?) ‘ sin (%)’ withm=1, n=1,
3.5 for0<x<a,2a<x<3a (18)
Homax = 15 fora<x<2a
w;;l* = Wymax SIN (@) ‘ sin (?)‘ with womax = 1.0, m =3, n=1 (19)
Column-type initial deformation of stiffener:
Woe = Woe max SiN (%) sin (%) with Wyemax = 1.0, m =1, n =1 (20)
Sideways initial deformation of stiffener:
(21)

Way = Wosmmax | — | sin (E) with 1y max = 0.0001334
Ny a

where z is the coordinate in the direction of stiffener web height, and 4, is the
stiffener web height.

Biaxial residual stresses developed in the plating of the tested structure between
the support members because the welding was conducted in both the longitudinal
and the transverse directions to attach the longitudinal stiffeners and the transverse
frames. Measurement data of the fabrication-induced residual stresses in the tested
structure [55] was also directly applied to the FE model although the biaxial residual
stress distributions were idealised as shown in Figure 16 with the measurement
data indicated in Table 5.

Stress concentration in structural details or fillet weld toe locations happens due
to geometrical discontinuity, and it is a critical factor that must be considered for
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Figure 16.

Idealised distribution of biaxial vesidual stvesses in plating of the tested structure.
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Transverse direction Longitudinal direction
Simplified Smith average level Simplified Smith average level
model model model model
b, 39.61 mm 56.80 mm a; 51.47 mm 64.70 mm
Orex —0.110 oyt —0.150 oyr Oy —0.030 oyr —0.034 oy
Opix +0.90 oyr +0.80 oyr Oy +0.90 oyr +0.80 oyr

Table 5.
Measured data of the biaxial vesidual stresses in the plating of the tested structure.

Figure 17.
Effective plastic strain (—) distribution in FE analysis on ultimate compressive strength of stiffened plate
structure.

fatigue limit state analysis [3, 56]. Figure 17 shows an example of the effective
plastic strain distribution which was obtained from the FE analysis of the ultimate
compressive strength of the tested structure. It is obvious from Figure 17 that the
effective plastic strain is comparatively large along the weld lines between plating
and stiffeners. For the ultimate strength analysis in ductile region, e.g., at room
temperature, the stress concentration at the fillet weld toes is usually ignored.

For brittle fracture analysis at sub-zero or cryogenic condition, however, the
effects of stress concentration cannot be neglected [4, 44]. This is because the weld
toes can reach the yield condition earlier, leading to local brittle fracture which can
trigger the ultimate limit states at cryogenic condition. Therefore, the nonlinearity at
weld toes along the fillet weld lines needs to take into account in the FE modelling.

One of approaches is to model the weld toes directly in the FE model using shell
elements with specific properties of weld metal. Figure 18 shows a schematic of

Plating Weld elements

e
Fillet-weld

®
Shell elements
|:’

Stiffener |.4_— Nodes

Figure 18.
Weld elements at the plate-stiffener junction.
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At 20°C At —160°C (tension) At —160°C (compression)

Elastic modulus, E (GPa) 268.0 268.0 268.0

Yield strength, oy (MPa) 513.0 929.3 571.1

Poisson’s ratio (—) 0.3 0.3 0.3
Table 6.

Mechanical properties of the weld metal with the CSF-71S at room temperature and assumed mechanical
properties at —160°C.

modelling the weld toes using shell elements along the plate-stiffener junction. A
similar approach was used to model weld toes by Kim et al. [44] and Nam et al. [35].
The tested structure was fabricated using flux-cored arc welding (FCAW) method
and the consumable was CSF-71S, and the mechanical properties of weld metal with
the CSF-71S are presented in Table 6. As such, the weld metal was modelled using
the engineering stress-engineering strain relation of Egs. (12) and (13). It is
assumed that the yield strength of the weld metal at —160°C increases linearly in the
same proportion as the steel (Table 6).

5. Computed results and discussion

Figure 19, Tables 7 and 8 present the comparison results between the test and
the FE analysis. The difference of ultimate strength between them is 16.6% by the
ductile material model, but it becomes at most 2.3% by the brittle material model.
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- ,’ el ——
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- Brittle fracture ! . . .
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1200 — p model
T 1
1000 — /A
1
) - 94
g 74
=t 800 — / . FEA with brittle material
e 4 i
= ' modcl
600 — /’ ' /
) 1
- / i /
]
400 — ‘
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. Y ! Test (Paik ct al. 2020b)
200 — " /
1
-1 1
:
0 | ' | | |
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Figure 19.

Comparison of the load-axial shortening curves from the test and the FE analysis with the simplified brittle
material model.
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Parameter Test [7] FE analysis with ductile Difference
material model
Ultimate strength (ton) 1149.06 1340.14 +16.6%
Stiffness (ton/mm) 72.38 80.80 +11.6%
Axial shortening up to collapse (mm) 16.90 19.24 +13.8%
Strain energy up to collapse (ton-mm) 10179.96 14541.84 +42.8%
Local buckling None Occurs —
Brittle fracture Occurs None —
Table 7.
Comparison between the test and the FE analysis with the ductile material model.
Parameter Test [7] FE analysis with brittle Difference
material model
Ultimate strength (ton) 1149.06 1176.01 +2.3%
Stiffness (ton/mm) 72.38 80.82 +11.7%
Axial shortening up to collapse (mm) 16.90 14.75 -12.7%
Strain energy up to collapse (ton-mm) 10179.96 8740.46 -14.1%
Local buckling None None —
Brittle fracture Occurs Occurs —
Table 8.
Comparison between the test and the FE analysis with the brittle material model.
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Figure 20.
Effect of weld metal on the ultimate strength behaviour.
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Parameter FEA with consideration FEA without consideration Difference
of weld metal of weld metal

Ultimate strength (ton) 1176.01 1121.15 -4.7%

Stiffness (ton/mm) 80.82 80.82 —

Axial shortening up to 14.75 14.05 - 4.7%

collapse (mm)

Strain energy up to collapse 8740.46 7908.81 -9.5%

(ton-mm)

Local buckling None None —

Brittle fracture Occurs Occurs —
Table 9.

Effect of weld metal on the ultimate strength behaviour.

When only the ductile material model was applied for all structure members with-
out considering brittle fracture, the FE analysis overestimates the ultimate strength
significantly. As the yield strength of the material at cold temperature is greater
than that at room temperature, the ultimate strength becomes much larger as far as
brittle fracture is not allowed to happen. On the other hand, the ultimate strength
obtained from the FE analysis with the brittle material model is in good agreement
with the test results. Figure 20 compares the ultimate strength behaviour with or
without the weld elements along the plate-stiffener junctions. It is seen from
Figure 20 that the weld metal model increased the ultimate strength by 4.7%. This
is due to the mechanical properties of weld metal which are larger than those of base
metal (Table 9).

Figure 21 shows the deformed shape at the ultimate limit state of the tested
structure obtained from the FE analysis without brittle fracture model (with only
ductile material model). It is seen from Figure 21 that the tested structure reached
the ultimate limit state by tripping mode of stiffeners (without brittle fracture)
which is similar to the collapse mode at room temperature [1]. However, the brittle
fracture model represents brittle fracture behaviour which triggered the ultimate
strength as shown in Figure 22, where deformed and fracture shapes of the test
structures are compared between physical testing and FE analysis.

Figure 21.
Deformed shape of the tested structure at the ultimate limit state obtained from FE analysis only with ductile
material model.

84



Ultimate Compressive Strength of Steel Stiffened-Plate Structures Triggered by Brittle...
DOI: http://dx.doi.org/10.5772 /intechopen.97155

Figure 22.
Deformed shapes of the tested structuve at the ultimate limit state obtained from the test and the FE analysis
with brittle material model.

6. Concluding remarks

This chapter presents a practical method to compute the ultimate compressive
strength of steel stiffened-plate structures at cryogenic condition which is triggered
by brittle fracture. Case studies were carried out using the method, and the follow-
ing conclusions were obtained together with modelling recommendations for
NLFEM simulations.

1. A useful material model was formulated to analyse the brittle fracture
behaviour of structural steels at cryogenic condition, where the Bauschinger
effect was taken into account as the material properties in compression are
distinct from those in tension

2. An elastic-perfectly plastic material model was applied without considering
strain-hardening effect.

3.The developed material model was implemented into the LS-DYNA implicit
code with *"MAT_PLASTICITY_COMPRESSION_TENSION, MAT124.

4.Weld elements which are the same type of shell elements but with specific
properties of material were introduced to model weld metal (weld toes) at the
plate-stiffener junctions where stress concentrations develop. As the mechanical
properties of weld metal are typically greater than those of base metal, the
ultimate strength usually becomes larger with weld elements at weld toes.

5.Comparisons were made between the test results and the FE computations on
a full-scale steel stiffened-plate structure at cryogenic condition. It is
confirmed that the nonlinear FE analysis with the proposed material model,
and the weld element model, gives a reasonably good solution of the ultimate
compressive strength behaviour for steel stiffened plate structures at cryogenic
condition.
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Chapter 5
Refrigerant Mixtures

Selva Pandian Ebenezer

Abstract

Evolution of refrigerants has a history since the introduction of air conditioning
systems by Sir Willis Carrier. The first generation air conditioning systems used
natural refrigerants like air, water, carbon dioxide etc. But the need of low temper-
ature requirements in residential and industrial air conditioning systems has forced
the air conditioning field to use chloro flouro carbon type refrigerants, which was
introduced by Dupon in the previous century. Physical and chemical properties of
CFC type refrigerants were very good and satisfactory and so it was used in almost
all refrigeration and air conditioning systems. The main disadvantage of CFC type
refrigerants is harming the ozone layer and contributing much to the global
warming. This chapter reviews the use of CFC type and introducing alternate type
of refrigerants.

Keywords: Refrigerants, Chloro Flouro Carbon, Ozone, Global Warming,
Emission, Environment, Alternate refrigerants

1. Introduction

Carbon dioxide (CO,) is a naturally arising gas by the method of photosynthesis
into organic matter. A derivative of fossil fuel ignition and biomass burning, it is
also released from the changes in the use of lands and other industrial activities.
Earth’s radiative stability is continuously disturbed primarily by carbon di oxide.
CO, is considered to be a reference gas for the measurement of other greenhouse
gases and thus having a Global Warming Potential of 1. The rate of global warming
increase is because of the climate change and escalation in the concentrations of
atmospheric carbon dioxide.

This is because of the increase in the custom of using carbon based fuels espe-
cially in the present modern world. CO, is also a key cause of marine acidification as
it softens in water to produce carbonic acid. The earth’s radiative balance gets
disturbed because of the continuous addition of greenhouse gases in the atmo-
sphere. As a result, we observe an increase in the earth’s surface temperature and
extreme changes in climate, rise in sea levels, and harmful effects on world agricul-
ture. Since the past two decades, global emissions of carbon dioxide have risen by
99%, or on an average 2.0% for a year, and it is expected to rise by another 45% by
the end of 2030, or increase in the rate of 1.6% per year.

2. History and evolution of chloro flouro carbons (cfc)

The emergence of chloro flouro carbons which are popularly known as CFC has
not happened in a day. Natural refrigerants like water, carbon di oxide were used in
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SLNo Year Refrigerant Comment
1 1930 — Announcement of the development of Fluorocarbon refrigerant
2 1931 R-12 Commercial refrigerant
3 1932 R-11 Commercial refrigerant
4 1933 R-114 Commercial refrigerant
5 1934 R-113 Commercial refrigerant
6 1936 R-22 Commercial refrigerant
7 1943 R-11 & R-12 Developed to use as an aerosol propellants
8 1945 R-13 Introduced as a commercial refrigerant
9 1949 R-500 Patented by carrier corporation
10 1952 — Manufacture of fluorocarbon refrigerants
1 1955 R-14 Introduced as a commercial refrigerant
12 1957- 1963 — Production of fluorocarbon refrigerants started by other industries
13 1961 R-502 Introduction of R-502 in a commercial manner
14 1975 R-12 & R-13 Thermodynamic properties were established
Table 1.

History and evolution of chlovo flouro carbons.

refrigeration and air conditioning industry in the past which did not impose any
destructive effects to the environment and ozone layer. Later on, chloro flouro
carbons were introduced by the company Dupon in the year 1930, as a result of
remarkable developments in the refrigeration industry. CFC’s were released to the
atmosphere carelessly during service and repairing of refrigeration and air condi-
tioning equipment. Then it reaches the topmost layer of the atmosphere and
destroys the ozone layer, which leads to many harmful effects to humans, animals
and crop cultivation. Below Table 1 shows the brief history and the evolution of
chloro flouro carbons.

3. Need of moving towards natural refrigerants

In early 1970s, scientists come to know about the hazardous impacts contributed
to the earth’s atmosphere by Chlorofluorocarbons (CFCs). CFCs were widely used as
foams, refrigerants and thinners for many industrial applications. UV-B radiation
which is passing through the ozone depletion areas from the sun can spread straight
to the Earth’s surface and will cause distinctive harms in the human cells, plants and
animals. And this is because of the ozone layer destruction by CFC’. An international
treaty was decided at Montreal, Canada, to ensure further damage of ozone layer. The
outcome of Montreal protocol was to begin the phasing-out the usage of CFCs and
other Ozone Depleting Substances (ODS) like Hydro chloro fluorocarbons (HCFCs).

Hydro fluoro carbons (HFCs) are considered to be one of the major, fastest
growing, and most potent, greenhouse gases. In the past two decades, discharges of
hydro fluoro carbons (HFCs) have been increasing swiftly. HFC’s are the substitutes
for chlorofluorocarbons and hydro chloro fluoro carbons (HCFCs). But strato-
spheric ozone is not destroyed by HFC’s, but they are considered to be one of the
effective greenhouse gases with a significant global warming potential (GWP) [1].
Many commercial refrigeration systems, such as beverage coolers, vending
machines, ice cream freezers, open deck coolers and freezers used in hypermarkets
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Refrigerant ODP (ozone depletion potential) GWP (global warming potential)
CFC High Very High
HCFC Very Low Very High
HFC Zero High
HC Zero Insignificant
CO, Zero Insignificant
Helium used in Coolers Zero Zero
Table 2.

ODP and GWP of popular refrigerants.

use Hydro chloro fluorocarbons (HCFCs) and Hydro fluoro carbons (HFCs) gases
as refrigerants. HCFCs are one of the ozone depleting agents and they have to be
phased out as per the Montreal Protocol.

Even though the phasing out of CFC’s are a great success in developed countries,
there is still a delay in phasing out of HCFC’ in the developing countries. There is a
need of awareness among the general public about the safe use of fluorinated refrig-
erants and their adverse effects to our planet earth. Necessary training for the refrig-
eration and air conditioning technicians in the developing countries as this will ensure
the safe recovery of these harmful refrigerants. There is a repeated history prevailing
now in the use of natural refrigerants in the air conditioning industry. Because of the
climatic changes and associated global warming problems, nowadays natural refrig-
erants are preferred in place of CFC’s. In the present technology in the refrigerant
sector, two ozone-friendly refrigerant technologies are available instead of CFC’s: 1.
Fluorinated refrigerants (HFC’s) which are harmful to climate and 2. Natural refrig-
erants which not harmful to environment. So it is obvious and mandatory to move
towards the use of natural refrigerants which have advantages on climate ozone layer.
The Table 2 as shown below present the ODP and GWP of popular refrigerants.

4. Green house gas emission

Green house gas emission is because of six potential gases. Green house gas
emission in Oman during 2000’s was around 30 million metric tons [2]. Refrigerant
leakage can be a small quantity, but it can be a considerable source of greenhouse

Symbol Name Common Sources
CO, Carbon Dioxide Resultant gas from combustion, manufacture of cement products, Etc.
CH, Methane Landfills, manufacture and refining of natural gas and petroleum,

fermentation from the digestive system of livestock, cultivation of rice,
resultant gas from combustion, etc.

N,O Nitrous Oxide Gas output from combustion, fertilizers, manufacture of nylon,
manure, etc.

HFCs  Hydro fluoro Refrigerants, smelting of aluminum, manufacturing of semiconductor
carbons devices, etc.

PFC’s  Fluorocarbons Aluminum production, semiconductor industry, etc.

SF¢ Sulfur Hexafluoride Transmissions and distribution of electrical systems, circuit breakers,

production of magnesium etc.

Table 3.
Sources and properties of greenhouse gases.
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gas emission. The below Table 3 show the common sources and their properties
which are responsible for the greenhouse gas emission.

5. Global warming potential

Carbon di oxide is considered to be the knob of earth’s thermostat and it is an
amazing tracer gas. Even a small change in the Co, concentrations makes a big
difference to the global surface temperature [3]. Greenhouse gases have the prop-
erties of active radiative or heat-trapping nature. Comparing the properties of
greenhouse gases, are done by indexing them according to their Global Warming
Potential. The ability of a GHG to trap heat in the atmosphere comparative to an
equivalent quantity of carbon dioxide is called GWP. Carbon dioxide has the value
one (1), though the most prevalent, is the least powerful GHG. So, the greenhouse
gases are expressed in carbon dioxide equivalents. The unit of GWP potential is
million metric tons (MMTCDE) of carbon dioxide and greenhouse gas emission
from an electrical appliance can be calculated by using the formula,

Hours x No.of days x Watts
1000
KWh x Emission factor = Kg of Co,

KWh

Earth’s life is protected from sun’s harmful UV rays by ozone layer which is
formed as a thin layer in the stratosphere. Ozone layer depletion was identified by
the scientists during 1980. As a result of this, depletion of earth is likely to receive
more amount of UV radiation, so that there is a strengthened chance of overexpo-
sure to UV radiation and the subsequent wellbeing effects. The below Figure 1
depicts the formation and destruction of ozone depletion process. The sun’s yield of
UV B does not change. It is obvious that, less ozone means, more exposure of UV B
radiation from the sun. The amount of UV B measured at the surface of Antarctic
poles is two times during the annual ozone hole.

5.1 Mechanism of ozone depletion by CFC’s

Ozone layer is destroyed in the stratosphere 15 to 20 Km directly above the earth
surface by CFC’s. Ozone concentrations are measured in Dobson units. 1 Dobson
unit denotes 1 ozone molecule for every 1 billion air molecules. The meaning of
ozone hole is the loss of ozone in a particular area. Greatest ozone hole is recorded in
Antarctica continuously. The characteristics of ozone are, it is an allotrope of oxy-
gen, and it is deadly to human beings if it is inhaled [4]. Human beings existence in
the earth is very important and this is ensured by the protective layer ozone, as it
filters or captivates ultra violet radiations which are usually short in wave length
(280 - 320 nm). Ultra violet radiations can cause serious problems to humans such
as sun burns, skin cancer, and eye disorders.

=N DESTRUCTION
FORMATION

03 —>02+0 0:+0=20:

Figure 1.
Ozone formation and depletion process.
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One of the chief characteristics of Chloro flouro carbons is, they do not dissolve in
water and highly inert to water solubility. That is the reason they are not destroyed or
dissolved even during in rain and stay in the atmosphere for many years and move
slowly towards the stratosphere. The chloro flouro carbon molecules split off into
chlorine atoms from the CFC molecules when they come in to contact with the ultra
violet rays. The primary split of the CFC molecules are shown in the below equation.

UV radiation
_

Ozone layer is destroyed particularly by these single chlorine molecules.
Cl(g) + 03(g) — CIO + O(g)

Considerable amount of oxygen atoms are present in the stratosphere, because it
produces oxygen atoms regularly by go through photo chemical breakdown. This
will lead to the renewal of chlorine atoms in the stratosphere. So a lone CFC
molecule can dismiss many ozone molecules.

ClO (g) + O — 0, + Cl (g)

5.2 Photochemistry of ozone and Chapman’s cycle for ozone loss

Ozone was first discovered by a German chemist, Christian Friedrich in the year
1939. Ozone present in the stratosphere is formed by the chemical reactions
between oxygen and sunlight. The production of stratospheric ozone is because of
the chemical reaction balance.

One ozone molecule is broken into one oxygen molecule and the remaining
oxygen molecule is absorbed by the ultra violet radiation [5]. The photochemistry of
ozone depends on the interaction of sun’s radiation with the in atmospheric gases,
particularly with oxygen.

A clear understanding of ozone layer was first assumed by Chapman in the year
1930. According to Chapman, when oxygen is hit by high energy photon, it is
fragmented into two oxygen atoms. The below equation depicts Chapman’s reaction.

he 610

0, + —
2+A

Where h = plank’s constant.
C = Speed of light (wavelengths shorter than 242 nano meters)

A = wavelength of photon
Ozone production by solar ultra violet radiation produce more amounts of ozone
than the actual amount of ozone present in the atmosphere. The production of
ozone is balanced by ozone loss.
03+0— 02402
5.3 Effects of ozone layer weakening

5.4 Effects on human health

UVB causes nonmelanoma skin cancer and plays a major role in malignant
melanoma development and it is evident by many Laboratory and epidemiological
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studies. Also, UVB causes eye cataracts. In general, sunlight contains some UVB,
even with normal ozone levels. And it is advisable that there should be always a
limit to the exposure to sun.

5.5 Effects on plants and marine creatures

Even a small amount of UV B radiation present in the sunlight will cause an
impact in the physiological and evolving processes of plants. Damages to early
developmental stages of fish, shrimp, crab, amphibians and other animals are
caused by UV B rays. Some of the most severe effects of UV B radiation exposure to
plants and animals are decrease in their reproduction capacity and reduced larval
development. Even a small increase in UV (B) exposure could result in significant
reduction in the size of the population of animals that eat these minor creatures.

5.6 Hydrocarbons as refrigerants

CFC -12 is having high ODP and very high GWP. Promising substitutes for CFC-
12 are hydro carbons which do not have any halogen compounds. The satisfactory
characteristics of hydrocarbons are environmentally safe, energy efficient, techno-
logically reliable refrigerants. Hydrocarbons arise naturally formed from solidified
plant matter, and throughout the world initiate as oil and natural gas. Flammability
is the characteristic feature of HC type refrigerants and it is the concerning point to
be considered as a refrigerant in air conditioning and refrigeration systems, even
though it exhibits very low GWP values [6].

Lower paraffin’s such as propane, butane, and isobutene were successfully used as
refrigerant before the arrival of CFCs. The thermodynamic properties of the hydro-
carbons are much better than any of the other alternatives to CFC’s. Hydrocarbons
are available at low price all over the world and are compatible with commonly used
lubricants and materials of construction used in refrigeration systems. Hydrocarbons
are very economical and they are readily available in most parts of the world.

6. Phase change materials as refrigerants

Using phase change materials in air conditioning systems can be an effective
method for improving the process of cooling as well as minimizing the size of the
system. The nature of phase change materials is they will absorb, store and release
large amount of heat. Generally, the temperature of PCM increases with the increase
in the ambient temperature. Researchers conducted various studies in using phase
change materials for the use in air conditioning systems. Co, emission and power
consumption of the systems using phase change materials are better in comparison
with the conventional systems [7]. Around 7% of electrical power consumption
reduction was observed in the air conditioner designed by Nataohorn Chaiyat and
Tanongkiat Kiatsiriroat with PCM bed in comparison with the normal air conditioner
[8]. During the transition period, the PCM melts and so absorbs heat. A reverse
process happens when the PCM temperature is decreased [7]. Thermodynamic prop-
erties of CFC and Hydrocarbons are mentioned in the below Table 4.

6.1 Applications of PCM
1.PCM used in wall systems: PCM’s have been successfully used in the middle

layer of the wall systems and it is evident from many studies. PCM embedded
in the wall systems can reduce the indoor air temperature up to 4.2°C [9].

98



Refrigerant Mixtures
DOI: http://dx.doi.org/10.5772 /intechopen.99024

Refrigerant  Critical temp Boiling temp Density Heat of vaporization
(°C) (°C) (kg/m®) (kj/kg)

Propylene 91.4 —47.8 1.955 440.16

Propane 96.8 —42.1 2.019 425.92

I-Butylene 146.6 —6.3 2.550 391.58

Isobutylene 144.7 -7.0 2.500 397.02

Isobutene 135.0 -11.7 2.668 366.03

n-Butane 152.0 -0.5 2.703 387.81

R-12 112.0 —-29.7 6.240 166.0

Table 4.

Thermodynamic properties of CFC and hydro carbons.

2.Better energy performance in air conditioners: Energy reduction in air
conditioners can be achieved by using paraffin wax as a phase change material.
A previous study reveals that the PCM temperature and the temperature of the
air leaving the PCM bed were satisfactory around 2.73% and 4.61%,
respectively. The cost of electricity saving of the improved system was about
9.10% when compared with the standard system [10].

3.Use of phase change materials in refrigerators: A refrigerator was designed
and developed by Azzouz et al. and it was observed that, the compressor
running time was decreased about 25% when compared with the conventional
systems.

4.Latent heat thermal storage: Phase change materials are used widely for the
latent heat storage systems in heat pumps, solar energy systems etc.

5.Medical Industry: In medical field, the energy storage characteristics of PCM
is used for transporting blood, and hot & cold therapies [11]

6.PCM used for energy efficient housing: PCM’s are widely used for energy
efficient housing applications. Thermo-chromic PCM’s are used as window
coatings for better visual performance. Solid to liquid PCM’s are used for the
latent thermal energy storage and constant temperature applications [12].

7. Application of hydrocarbons as a refrigerant in commercial
refrigeration systems

Worldwide attempts are being made to eliminate the use of Chloro-
fluorocarbons (CFCs) because chlorine released from CFCs migrates to the strato-
sphere and destroys the stratospheric ozone layer. An international treaty known as
Montreal Protocol was formed to regulate the production and trade of ozone-
depleting substances. Sultanate of Oman is one among the signatories of the Mon-
treal Protocol. During July 2003 a workshop was organized by Ministry of Regional
Municipalities, Environment & Water Resources in collaboration with the UNIDO
and UNEP at Muscat to train the trainers to phase out the CFCs in Sultanate of
Oman. The author was also one of the participants of the workshop. After the
workshop it is felt to review the available literature of the various refrigerants,
especially hydrocarbons, as alternative to CFCs and hence this article. This article is
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primarily intended to provide a brief summary about completed /going on works
during the last toe decades to use hydrocarbon as refrigerants in commercial
refrigeration systems.

Among the commonly used CFCs, dichlorodifluoromethane (CFC-12) is one of
the most widely used refrigerants in various applications such as Domestic Refrig-
erators, Bottle, Coolers, Deep Freezers, Water Coolers, and Mobile Air Conditioners
etc. The excellent characteristics of CFC - 12 have lead to the development of highly
efficient and reliable compressors and other refrigeration system components.
Studies have shown that these refrigeration appliances give satisfactory perfor-
mances for approximately 15 to 20 years. This high degree of reliability has caused
the consumers to expect long services from these appliances in general. This neces-
sitates extensive evaluation of alternative refrigerants before adopting them for
commercial use. The ideal substitute for CFC-12 should be non-toxic, non-
flammable, chemically stable, compatible with refrigeration system materials
and lubricants and have transport and thermodynamic properties similar to or
better than CFC-12. In addition, the ideal substitute should have zero Ozone
Depleting Potential (ODP) and low Global Warming Potential (GWP). However,
there is no such single substance, which possesses all these properties.

Though, the CFCs were characterized in 1890, but the development of fluoro-
carbon refrigerants was announced in 1930. Since then CFCs never looked back.
Some of the historical highlights in the progress of refrigeration and the develop-
ment of refrigerants are outlined in Table 5.

The prevalent refrigerants and refrigerant mixtures from halogenated hydrocar-
bon family in use are R-11, R-12, R-13, R-14, R-22, R-113, R-114, R-500 and R-502.
In developed countries various steps have been already taken to control the use of
ozone depleting refrigerants. In developing countries conversion from CFCs to
alternatives is still a major issue.

S.# Year Refrigerant Comment.
1 1930 The development of Fluorocarbon refrigerant was
announced.

2 1931 R-12 Introduced as a commercial refrigerant.

3 1932 R-11 Introduced as a commercial refrigerant.

4 1933 R-114 Introduced as a commercial refrigerant.

5 1934 R-113 Introduced as a commercial refrigerant.

6 1936 R-22 Introduced as a commercial refrigerant.

7 1943 Mixture of R-11 & R-12 Developed to use as an aerosol propellants

8 1945 R-13 Introduced as a commercial refrigerant.

9 1949 R-500 Patented by carrier corporation

10 1952 — Manufacture of fluorocarbon refrigerants started by Allied

Chemical Corporation.

1 1955 R-14 Introduced as a commercial refrigerant.

12 1957,1958, Manufacture of fluorocarbon refrigerants started by other
1963 companies.

13 1961 R-502 Commercial Introduction of R-502

14 1975 Mixture of R-12 & R-13 Establishment of thermodynamic properties over the

whole range of composition.

Table 5.
Historical development of refrigerants.
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As per the recent guidelines from the Environment Protection Agency USA,
phasing down of HFCs and manufacturing of alternate refrigerants to CFCs and
HFCs is the most significant environment policy to be practiced globally [13].

Montreal Protocol asks for abandoning the use and production of ODS in phased
manner. It currently has the following control schedules for chemicals used as
refrigerants:

* a phase out by 1.1.1996 of CFCs in the developed countries.

* a grace period until 2010 for a CFC phase out in the countries operating under
paragraph 1 of Article 5 (the developing countries), with a freeze in 1999 and
gradual reduction steps thereafter.

* a HCFC control schedule for the developed countries which requires gradual
phase out of HCFCs over the period 1996 — 2020 (a freeze in 1996, a virtual phase
out by 2020, a complete phase out by the year 2030), based upon a cap of 2.8% of
the 1989 CFC consumption and the 1989 HCFC consumption (in ODP- tones);

* a HCFC control schedule for the developing countries, which lags that of the
developed countries by 10 years.

The Montreal Protocol does not address non-ozone depleting chemicals According
to Mc Linden over thirty years of research and development will be required to arrive
at and maintain the family of refrigerants which are being used today.

Global action plans and the action plans to reduce the use and step by step
phasing out of HFC type refrigernats was agreed by all the countries under the 2015,
Paris amendment. In the year 2016, in Kigali, Ruwanda, around 197 countries had
accepted for an amendment for the phasing down of HFC type refrigerant which
was recommended by the Montreal Protocol. Phasing down of HFC type refriger-
ants has to be completely executed within the next 30 years [13].

8. HFC 134A: Present day refrigerant

HFC-134a (Tetra fluro ethane) presently is the leading candidate to replace
CFC-12. The main culprit chlorine atom is absent in the molecule of HFC-134a,
hence this substance provides excellent chemical and thermal stability, significantly
better than CFC-12.It has got zero Ozone Depleting Potential (ODP) and Global
Warming Potential (GWP) of 0.115. All toxicological studies on HFC-134a have
been completed including one-year inhalation study with favorable results. Wilson
et al. conducted a detail study and reported the thermodynamic properties of HFC-
134a. The thermodynamic properties of HFC-134a are very much similar to CFC-12.
Normal boiling point (NBP) of HFC-134 a is — 26.8 deg. C which is very near to
normal boiling point of CFC-12 (—29 .8 deg. C). McLinden considered the use of
HFC-134a to be the most realistic refrigerant to CFC-12. Thermal conductivity and
viscosity were measured over a temperature range temperatures and reported by
Shank land et al. Lot of research works were carried out on different aspects of
using HFC134a as a real substitute to CFC12. The use of oil in HFC 134 a systems
requires a very stringent quality control. Some researchers reported that HFC-134a
has been proved as a fully reliable refrigerant in retrofitting CFC-12 systems
including centrifugal chillers, semi-hermetic reciprocating and screw compressors
and HFC-134a is not the most suitable option for the hermetic systems.

Boot in his paper “Overview of Alternatives to CFCs for Domestic Refrigerators
and Freezers” concluded that alternatives beyond HFC-134a must be considered
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owing to the inefficiency of HFC-134a when used in a refrigerator. Vineyard et al.
performed tests with HFC-134a in a standard household refrigerator and concluded
that HFC-134a consumes more energy than that of CFC-12. From the thermody-
namic data, it can be estimated that HFC-134a has a lower capacity and operates at
lower suction and higher discharge pressure than CFC-12 for the same evaporating
and condensing temperatures. Based on this information, a larger compressor
would be necessary to achieve capacities equivalent to those obtained with CFC-12.

9. Hydrocarbons as refrigerants

Hydrocarbon refrigerants, which do not contain any halogen atom, are promising
substitute for CFC-12. Hydrocarbons are environmentally safe, efficient, and techno-
logically reliable refrigerants and insulation foam-blowing agents. Hydrocarbons are
naturally occurring substances formed from fossilized plant matter, and found
throughout the world as oil and natural gas. Lower paraffin’s such as propane, butane,
and isobutene were successfully used as refrigerant before the advent of chlorofluo-
rocarbons. The thermodynamic properties of the hydrocarbons are much better than
any of the other alternatives known. (Refer the Table 4). Hydrocarbons are available
at low price all over the world and are compatible with commonly used lubricants and
materials of construction used in refrigeration systems. Hydrocarbons are relatively
cheap to produce and they are readily available in most parts of the world.

The need to find substitutes for CFCs during the 1990s has led refrigeration
industry back to using hydrocarbons which have no impact on the ozone layer and
insignificant contribution to global warming. Since 1992, hydrocarbon refrigeration
has become the technology of choice in many domestic markets in Western Europe.
In Germany, 100 per cent of the industry has already converted to hydrocarbon
technology. All of the major European companies, such as Bosch/Siemens,
Electrolux, Liebherr, Miele, Quelle, Vest frost, Whirlpool, Bauknecht, Foron, and
AEG are selling hydrocarbon refrigerators. They are available in many sizes, and a
wide variety of models, including some with no-frost freezer compartments. There
are over 100 different hydrocarbon refrigerator models on the European market.

The main drawback of these refrigerants is their high inflammability, which has
prohibited their use. But modern innovations have greatly improved the safety of
hydrocarbon technologies. Besides due to very low charge of hydrocarbons (the
amount of propane or butane in a domestic hydrocarbon refrigerator is only 40 to 60 g
equivalent to two to six cigarette lighters, depending on the size of the refrigerator) in
small capacity refrigeration system inflammability does not present a problem The
present level of technological development and safety measures available have made it
possible to use hydrocarbons as working fluids in domestic refrigerators. Most con-
sumers in Southern countries are already familiar with hydrocarbons in the form of
LPG (liquid petroleum gas a propane and butane mix), as it is widely used for cooking
in the home. According to Pearson of Star Refrigeration over 50 million refrigerators
using hydrocarbon as a refrigerator have been produced and not a single accident due
to flammability was reported. The main motivation to adopt hydrocarbons in spite of
their high inflammability is their being eco-friendly. The hydrocarbons do not destroy
ozone layer and their GWPs are hundred times lower than that of CFCs and ten times
lower than other CFC substitutes. Among hydrocarbon pure fluids, propane and
isobutene are finding much attention as a substitute to CFC-12 in recent years [14].

9.1 Propane (HC-290)

Propane has been tested in the small capacity refrigeration systems. Propane can
be considered as an alternative for HCFC-22.The high latent heat requires low
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refrigerant charge in the system. The performance of propane is comparable to
CFC-12 and HCFC-22 and considered to be better than HFC-134a. Granryd et al.
designed a heat pump prototype with propane as refrigerant as an alternative to
HCFC-22. Use of HFC 134 (a) will be decomposed as acids and poisonous sub-
stances, which is worse than the use of CFC. So use of natural refrigerants like
hydro carbons was suggested by Lorentzen [6].

9.2 Cyclopropane (HC-270)

Cyclopropane is also a promising refrigerant for domestic refrigerators. Kim
et al. carried out simulation and experimental studies using HC-270 as a refrigerant
in a single evaporator refrigerator and found encouraging results with respect to
energy consumption. It was reported that cyclopropane results in lower energy
consumption by 6 to 7% and 17% increase in volumetric capacity as compared to
CFC-12 single evaporator refrigerator.

9.3 Isobutane

Isobutane exhibits a higher normal boiling point (—11.85 deg. C) compared to
CFC-12 (—29.8 deg. C) and requires about 80% larger displacement volume in the
compressor than CFC-12 to obtain an equivalent cooling capacity. Ray Riffe et al.
investigated the use of isobutane as a refrigerant in refrigerator/ freezer with the use
of dual cycle (D.R, 1995). His conclusions were

* For same refrigeration capacity, the amount of charge required by isobutene is
50% less than that of CFC-12.

* In order to achieve the same cooling capacity as that of CFC-12, compressor is
to be replaced with a larger displacement compressor.

* Suction pressure (gauge) is slightly negative.

* Noise level of Isobutane refrigerator is much lower in comparison to CFC-12,
and Isobutane results are quite encouraging.

From the above discussion it is quite apparent that there are limited numbers of
pure fluids that can function as substitute for CFCs. mixing of refrigerants allow
adjustments or tuning of the most desirable properties to provide suitable alterna-
tives. Of course, other properties are also altered and thus the craft of developing a
mixture is to obtain a final fluid with all desirable properties in the operating range.
Mixtures provide a flexibility of modulating the capacity by varying the composi-
tion of the constituents. Refrigerant mixtures are solutions, i.e. they have constitu-
ents, which are equally dispersed and cannot be mechanically separated. There are
three categories of mixtures.

9.4 Azeotropes

Azeotropes are also known as constant boiling point mixtures. This class of
refrigerant mixture behaves as if it were a single component during its phase
change (In the phase change the proportion of each constituent in the new phase is
the same as in the original phase). Azeotropic mixtures usually behave like a fluid.
This property is of great use when the refrigerant mixture leaks and it has to be
recharged. However, the recharging of Non Azeotropes is much more complex [15].
The advantage of using Azeotropes as refrigerants is that, during leak in one of the
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components, it does not change the composition of the remaining refrigerant. Since
the composition of an azetropic mixture is produced is a role of temperature, no
true azeotropic mixtures be present in refrigeration. But the composition change of
the azeotropic mixtures is very small. Azeotropic mixtures have been very com-
monly used in refrigeration, such as cold storage. Refrigerant R 502 is a mixture of R
22 and R 152 (a). R 410 (a), is a mixture of R 32 and R 125 is an important non-ODS
azeotropic mixture used in place of R 22.

9.5 Near azeotropes

Azeotropes rigorously exist at only one composition for given temperature and
pressure. However for all practical purposes, minor deviations are acceptable for
many refrigerant systems. For this broader range the term ‘Near Azeotropic Mix-
ture’ (NEARM) is used. The advantage of utilizing this category is that many more
possible alternatives become available.

9.6 Non-azeotropes

Non - Azeotropes are also called as zeotropes. A zeotropic blend is also a com-
bination of two or more components. The components of this refrigerant have
diverse boiling points. These components will evaporate and condense at unlike
temperatures. In order to fully understand zeotropic blends we must also under-
stand fractionation and glide [16].

Non-Azeotropes, which change their composition continuously during phase,
change. These mixtures do not possess a sharp boiling point but boil over a range of
temperature. This feature is intimately tied to the improvement of system’s effi-
ciency if appropriate hardware changes are made to the system heat exchangers.
The change of temperature with phase change is called Temperature Glide.

When heat transfer fluids exchange heat with Non Azeotropic Refrigerant Mix-
tures (NARMS) in a constant current flow mode, the thermodynamic irreversibility
can be reduced by matching the temperature glide (NARM side) against the tem-
perature drop (Heat Transfer Fluid side) resulting in an increase in the coefficient
of performance.

As already stated, because of limitation of single fluids as alternative to CFC-12
and also the flexibility in modulating the capacity by varying the composition of the
constituents, mixtures are emerging as a viable solution to CFC-12 alternatives.

10. Mixtures of propane and isobutane

Propane and Isobutane will combine pretty happily as both are non-polar.
Butane molecules will be broken and are replaced by the molecules of butane and
Propane molecules. Propane-isobutene mixture has the benefit of modulating the
capacity to permit their use with compressor designed for use with CFC-12. The
binary mixture ratio can conceivably be designed using boiling point as a guideline
such that the disparate requirements of the freezer and the fresh food compartment
in domestic refrigerators can be balanced. The normal boiling point temperature for
HC-290/ HC-600a mixture (each 50% by mass) ranges from —32 deg. C to —24 deg.
C which is very close to normal boiling point of CFC-12 [17].

The mixture in comparison to CFC-12 possesses very high latent heat of vapor-
ization and low value of density (1/3 of CFC-12), which makes the mixture attrac-
tive because of its low charge requirement and circulation rates. The charge levels
are approximately 40% that of CFC-12. One of the important advantages of
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R-600a/ R-290 blends is that it is compatible with mineral oils and commonly used
materials for manufacturing of refrigeration systems and requires minimal changes
in the refrigeration systems. The mixtures do not contain any halogen atom and
hence the possibility of forming acids in the presence of moisture is eliminated [6].

This is also a factor for better stability of these mixtures. Table 4 shows the
thermodynamic properties of few hydrocarbons and CFC-12. It follows from
Table 4 that pure hydrocarbons cannot be exact alternative to CFC-12. Meyer
conducted experimental investigation with the use of hydrocarbon refrigerants for
domestic refrigerators. It was found that an unchanged CFC-12 single temperature
refrigerator had lower energy consumption with a refrigerant mixture of 50%
propane and 50% isobutene compared to CFC-12. Based on these encouraging
results FORON decided to develop single temperature refrigerators using hydro-
carbon mixtures as refrigerants. This was the beginning of use of hydrocarbon
mixtures as refrigerants in domestic refrigerators. Domanski et al. carried out a
study of hydrocarbon refrigerants for residential heat pump systems and concluded
that these mixtures were promising substitute. He examined the various benefits
and discussed the Rankine Cycle System and component design issues and limita-
tions when using a wide range of single component refrigerants, hydrocarbons,
with the help of the READER code for residential size heating and cooling systems
(Domanki, 1994).

Liu et al. (1994) conducted an experimental test with propane-isobutane as a
drop in substitute in a domestic refrigerator/freezer unit. They kept all hardware
components of the refrigerator/freezer as that of CFC-12 except the capillary tube,
which was, lengthen to control the flow rate. They concluded that highest savings of
6.5% were achieved with a blend of 70% HC-290 and 30% HC-600 with a charge of
70 g.Kruse performed a theoretical evaluation of hydrocarbons and its mixtures as
refrigerants in refrigerators, unitary air conditioners and heat pumps. He concluded
that in general, hydrocarbons have an inherent possibility of lower energy
consumptions. He also mentioned that refrigerators with hydrocarbons mixtures as
refrigerant shows further possibility of energy improvement if they are designed by
using Lorenz-Meutzner cycle. The major drawback of these mixtures, like other
hydrocarbons, is the high inflammability. But the charge is only 1/3 to % that of
CFC 12. Owing to the fact, inflammability does not pose a problem. However,
proper safety precautions should be taken at different stages of manufacturing,
charging and operating (Cichong Liu, 2016).

When the Montreal Protocol has phased out CFCs in the developed countries
and has a regulatory regime for the phase out of HCFCs, the problem still is a major
problem in developing countries. Awareness is to be created among the common
people to save the planet earth. Developing countries should phase out ozone
depleting chemicals in a very careful manner.

Global market will continue to develop & introduce new refrigerant chemicals.
Statutory requirement is necessary to control the UN -organized sector who are
dealing in HVAC industry.

11. Economic impact of the alternative refrigerants against cfc
refrigerants

Every human being or a machine has a value. Mechanical machines are designed,
fabricated and manufactured with different materials, and so cost is incurred for
the manufacture of all the machineries. Almost all the residential air conditioners
are vapor compression systems, which uses compressors. Compressor is the main
component in any air conditioning system, and so it is the costliest component in an
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air conditioning system. Other components and the type of refrigerants used in the
air conditioning systems will also contribute significantly to the total cost of the air
conditioning system. The cost of one ton window air conditioner as an example is
shown in the below Figure 2.

11.1 Cost analysis

Cost incurred in the design and fabrication of constructal designed window air
conditioner is shown in the below Figure 3. Here, the compressor was replaced with
a pump and so the major part of the cost is reduced. Also the refrigerant materials,
phase change material and water were industrial waste from the refineries and
natural resource respectively.

CFC type refrigerants were used in window air conditioners, and now it is is
completely phased out and replaced with HFC type HC (Hydro carbon) type
refrigerants. It is difficult to fill in these refrigerants in the same system which used
CFC type refrigerants. The system needs lot of design changes and the air condi-
tioning service technicians carelessly releases the harmful CFC gases into the
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Cost of Constructal designed window air conditioner.
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SI. No Refrigerant name Cost in INR Cost in OMR Cost USD

1 R134 (a) Rs 390/Kg R.0 2.02/Kg USD 5.96/Kg
2 R22 Rs 380/Kg R.0 1.97/Kg USD 5.13/Kg
3 R 404 Rs 400/Kg R.0 2.08/Kg USD 5.39/Kg
4 R 410 (a) Rs 350/Kg R.O 1.82/Kg USD 4.72/Kg
5 R 32 Rs 395/Kg R.0 2.05/Kg USD 5.33/Kg
6 R 600 (a) Rs 1000/Kg R.0 5.19/Kg USD 13.49/Kg
7 R414 (b) Hydrocarbon Blend Rs 1250/Kg R.0 6.49/Kg USD 16.86/Kg
8 Phase Change Material Rs 30/Lt R.0 0.16/Kg USD 0.40/Kg

Table 6.

Cost of refrigerant materials.

atmosphere. So, it is a good opportunity to retrofit the old window air conditioners
with non CFC refrigerants. The total cost incurred for the fabrication of constructal
designed window air conditioner was found to be around R. O 70/—, which was
very much lesser than the normal vapor compression type window air conditioner.
Cost can be further reduced by using the thrown away air conditioners and using
the condenser and evaporator coils.

11.2 Cost of alternate refrigerants

Cost of refrigerants as per the current selling prices in the refrigeration and air
conditioning markets in Oman and India are presented below. Phase change mate-
rials can be extracted from the industrial waste from the petroleum refineries.
Hence, there is a huge potential to recycle the industrial waste and thereby contrib-
uting indirectly to safe environment (Table 6).

12. Summary

Refrigerants are the key substances used in all the conventional refrigeration and
air conditioning systems. Refrigerants rub though out the system and removes heat
by changing its phases during the course of operation. Use of refrigerants evolved
from the day of first refrigeration and air conditioning equipment. Air, carbon
dioxide, ammonia, sulfur dioxide were used as refrigerants during the early day air
conditioning systems. But because of the need in very low temperature applications
and human comfort conditions, different artificial refrigerants were came into use.
Significant artificial refrigerants are chloro flouro carbons (CFC), Hydro flouro
carbons (HFC). Though the temperature produced by these refrigerants are very
good for wide applications in residences and industries. But they contribute
indirectly to the ozone layer damage and global warming.

To ensure the safety of environment, use of CFCs are banned and to be phased
out completely as per the guidelines by Montreal Protocol. Even though, phasing
out of CFCs and HFCs are not happening in developing countries, and so the threat
to the environment continues. This chapter, introduces the use of phase change
materials) PCM) as a potential refrigerant in air conditioning systems. Since phase
change materials are thrown as waste byproducts from the petroleum refineries, use
of PCMs in air conditioning systems will be additional contribution for the safety of
environment.
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Nomenclature

cfc = chloro flouro carbon.

hc = hydro carbon

ac = air conditioner

kegs = effective thermal conductivity
Qpc = heat flux

r. = radius of centroid

a = void fraction

p = viscosity of fluid

p = density of fluid

mmtcde = million metric tons of carbon dioxide equals
gwp = global warming potential

Author details
Selva Pandian Ebenezer
College of Engineering, National University of Science and Technology, Muscat,

Sultanate of Oman

*Address all correspondence to: selvapandiane@gmail.com

IntechOpen

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium,

provided the original work is properly cited.

108



Refrigerant Mixtures
DOI: http://dx.doi.org/10.5772 /intechopen.99024

References

[1] M. F. Lunt et al., “Reconciling
reported and unreported HFC emissions
with atmospheric observations,” pp. 1-
5, 2015, doi: 10.1073/pnas.1420247112.

[2] M. R. Qader, “Electricity
Consumption and GHG Emissions in
GCC Countries,” pp. 1201-1213, 2009,
doi: 10.3390/en20401201.

[3] R. Saidur, S. Ma, H. H. Masjuki, and
M. Y. Jamaluddin, “Greenhouse Gas
Emissions From Refrigeration,” no. x,
pp. 533-552.

[4] T. M. Protocol et al., “History of
Chlorofluorocarbons Influence on
Depletion of the Ozone Layer and
Global Warming The Mechanism of the
Ozone Layer Depleted by Ozone
Depleting Substances The Mechanism of
Global Warming Caused by Three CFC
Alternatives,” 1987.

[5] U. Langematz, “Stratospheric ozone :
down and up through the anthropocene,”
ChemTexts, vol. 5, no. 2, pp. 1-12, 2019,
doi: 10.1007/s40828-019-0082-7.

[6]]J. H. Koh, Z. Zakaria, and D.
Veerasamy, “Hydrocarbons as
Refrigerants — A Review,” vol. 34, no.
1, pp. 35-50, 2020.

[71 M. Kuta, D. Matuszewska, and T. M.
Wjcik, “Reasonableness of phase
change materials use for air conditioning
— a short review,” vol. 33, pp. 0-7, 2017.

[8] N. Chaiyat and T. Kiatsiriroat,
“Energy reduction of building air-
conditioner with phase change storage,”
Int. J. Appl. Eng. Res., 2014, doi: 10.1016/
j.csite.2014.09.006.

[91]. Virgone, Experimental assessment
of a phase change material for HAL Id :
hal-00471155, no. October. 2009.

[10] M. Imran Hossen Khan and H. M.
Afroz, “Effect of Phase Change Material

109

on Performance of a Household
Refrigerator.”

[11] M. A. Boda, R. V Phand, and A. C.
Kotali, “Various Applications of Phase
Change Materials: Thermal Energy
Storing Materials,” Int. J. Emerg. Res.
Manag. &Technology, vol. 6, no. 4,
pp. 2278-9359, 2017.

[12]J. Yen Chou, “Phase Change Materials
for Energy Efficient for Energy Efficient
Housing Applications,” 2008.

[13] European Commission, “Directive
2006/40/EC of the European Parliament
and of the Council of 17 May 2006 relating
to emissions from air-conditioning
systems in motor vehicles and amending
Council Directive 70/156/EEC,” Off. ]. Eur.
Union, no. 161, pp. 12-18, 2006.

[14] M. Sruthi Emani and B. Kumar
Mandal, “The Use of Natural Refrigerants
in Refrigeration and Air Conditioning
Systems: A Review,” IOP Conf. Ser. Mater.
Sci. Eng., vol. 377, no. 1, 2018, doi: 10.1088/
1757-899X/377/1/012064.

[15] S. Benhadid-Dib and A. Benzaoui,
“Refrigerants and their environmental
impact substitution of hydro
chlorofluorocarbon HCFC and HFC
hydro fluorocarbon. Search for an
adequate refrigerant,” Energy Procedia,
vol. 18, no. December, pp. 807-816,
2012, doi: 10.1016/j.egypro.2012.05.096.

[16] S. S. Jadhav and K. V Malj,
“Evaluation of a Refrigerant R410A as
Substitute for R22 in Window Air-
conditioner,” IOSR J. Mech. Civ. Eng.,
Pp. 2278-1684, [Online]. Available:
www.iosrjournals.org.

[17]1 S. O. Banjo et al., “Experimental
analysis of the performance
characteristic of an eco-friendly
HC600a as a retrofitting refrigerant in a
thermal system,” J. Phys. Conf. Ser., vol.
1378, no. 4, 2019, doi: 10.1088/
1742-6596/1378/4/042033.






Chapter 6

Impact of Working Fluids
and Performance of Isobutane
in the Refrigeration System

Solomon O. Banjo, Bukola O. Bolaji, Oluseyi O. Ajayi
and Olatunde A. Oyelaran

Abstract

The effect of heat transfer medium (HTM) on the environment is associated
with ozone layer depletion and global warming. The role of HTM (working fluid) in
the heating and air conditioning industries is paramount, which cannot be
underestimated. The conventional refrigerant has been predominantly used over
decades due to their thermodynamic properties. However, hydrocarbon refriger-
ants such as isobutane are considered substitutes because they have negligible global
warming potential and zero ozone depletion. That makes it eco-friendly among
other existing refrigerants. The investigation of the refrigeration system’s perfor-
mance characteristics required consideration for the coefficient of performance,
refrigerating effect, and the compressor work; this enables the determination of the
system’s efficiency without any assumption. Another factor that suggests a better
absorption of refrigerant (working fluid) into a refrigeration system is an increase
in the coefficient of performance (COP). The effect will cause a reduction in the
rate of energy consumption by the compressor. The result shows that the system’s
coefficient of performance when using R600a was 27.1% higher than when working
with R134a, with an energy reduction of 23.3%.

Keywords: coefficient of performance, refrigerating effect, global warming
potential, working fluid, ozone depletion potential

1. Introduction

At the beginning of the eighteenth century, natural ice was exploited for
domestic and commercial purposes, such as food preservation. Also, in the 1800s,
there was a discovery of volatile liquids that could condense by applying compres-
sion and cooling [1]. The combination of these two inventions results in the
fabrication of the household refrigeration system, which has worldwide applica-
tions. Since the nineteen centuries that vapor compression system (VCS) has been
invented, its practical implementation has cut across various fields, including
preservation of food and vaccine, heat ventilation and air-conditioning for human
comfort, and storage of farm produce, and industrial processing. Preservation
became essential to expand the product’s shelf life, which enables the quality in
terms of physical properties that include color, texture, and flavor. More so, the
refrigeration process, among other food storage methods, has been proved to be
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most effective, dependable, desirable, and applicable worldwide [2-5]. Over two
decades ago, thermal systems have found increased application in the tropical
region, and they consumed a massive amount of electrical energy. Furthermore,
contrary to the excessive energy consumption rate exhibited by the refrigeration
system (RS), the refrigerant plays a vital role in the overall performance of a vapor
compression system [6].

The heat gained by the refrigerant in VCS flows in the direction of decreasing
temperature, from the high-temperature region to the low-temperature region.
Also, there are assumptions required for an ideal vapor compression system to
occur. These include:

* the heat rejects to the immediate surroundings are ignored.
* there are no frictional pressure drops.

* working fluid flows at constant pressure in the condenser and evaporator,
which serves as the refrigeration system’s heat exchangers.

* process of compression is isentropic the irreversibility process, within the
essential components such as compressor, condenser, and evaporator, are
ignored [7, 8].

More so, there are four processes involved in establishing low temperature in a
refrigeration system was explained and represented by a pressure-enthalpy (p-h)
diagram, as shown in Figure 1.

1.1 Isobaric heat absorption process

From Figure 1, point 4 to 1, the working fluid has low pressure and temperature
in a vapourized form at constant pressure and temperature in the evaporator. The
latent heat absorbed in the evaporator by the working fluid is expressed in Eq. (1).
The phase change occurs as the refrigerant isentropically compressed by the
compressor and moves to the next stage.

N
P (Mpa
(Mpa) Subcooled
Liquid
state 3  \2 aSuperheated
e vapour state
Saturated ] LLiClUid +vapour
Liquid state
state L Saturated
4 I 1\ vapour
h (kJ/kg)

Figure 1.
P-h diagram of a vapor compression cycle.
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1.2 Isentropic compression process

The isentropic compression takes place in the compression line. The vaporized
refrigerant from the evaporator is compressed isentropically from stages 1 to 2 by
the compressor. Work done on working fluid by the compressor is given in Eq. (2).
The compression force increased the refrigerant’s pressure and temperature,
resulting in the rise of pressure and temperature, as shown in Figure 1. And
refrigerant attains its superheated state at point 2.

1.3 Isobaric heat rejection process

The superheated refrigerant was de-superheated at constant pressure through
the compressor outlet temperature to the condenser temperature at point 2. Then,
condensation occurs due to the natural air that inter-phases with the condenser’s
extended surface, resulting in heat rejection from the refrigerant. Thus, reducing
the temperature by condensation at the condenser enables the refrigerant to attain a
sub-cool state at point 3 at constant pressure and constant temperature along the 2’
and 3 as shown in Figure 1, and the heat loss is expressed in Eq. (5).

1.4 Isenthalpic expansion process

In this isenthalpic process, the pressure at the upstream consistently higher than
the pressure at the low stream. The capillary tube (CT) is used in practice to replace
the expansion or throttling valve in a vapor compression refrigeration system
(VCRS). This component aims to drastically reduce the pressure of the refrigerant
that throttles through stages 3 and 4. It is assumed that there is no heat gain or loss
because the process is adiabatic, that is, h3 = h4, as displayed in Figure 1. Therefore,
the refrigerant throttled down the capillary tube and moved to the evaporator inlet
at point 4.

In cooling systems, emphasis is always on domestic refrigerators and
air-conditioning (AC) systems. There are various types of refrigeration and AC
systems. RS can be classified base on the kind of energy input and the refrigeration
process as:

2. Natural refrigeration
2.1 Art of ice making by nocturnal cooling

The art of making ice by nocturnal cooling is a common method of producing ice
in India. It involves keeping a thin layer of water in a deep earthen vessel such as a
tray with compacted hay of about 0.3 m thickness, which serves as an insulator, and
as the tray was exposed to cool air, water emits heat by radiation to the stratosphere,
almost at —55°C; the water in the trays turns to ice [9].

2.2 Evaporative cooling

The evaporative cooling method has been adopted in India for many centuries to
obtain cold water in summer by storing the water in earthen pots. The water
penetrates through the pores of the earthen vessel to its outer surface where it
evaporates to the immediate surrounding, and absorb its latent heat from the vessel,
which cools the water. In recent days, desert coolers are used in hot and dry regions
to provide cooling in summer [10, 11].
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3. Non-natural refrigeration
3.1 Vapor compression refrigeration systems

See Section 2.

3.2 Thermoelectric refrigeration systems

The thermoelectric refrigeration system (TRS) uses electricity to provide cooling
effect utilizing the principle of two dissimilar metals to generate emf. There are two
basic methods in obtaining this operation, which include Peltier and Seebeck effect.

3.2.1 Peltier effect

This requires the flow of electric current through two dissimilar conductors, and
the junction of the metals (conductors) either emit or absorb heat, which depends
on the current that flows across the junctions. However, the flow of electric current
is proportional to the heat gain or loss at the junction [12].

3.2.2 Seebeck effect

In this process, direct heat is converted to electricity at the junction of various
conductors (wire). This requires the generation of voltage along the wire that is
subject to the temperature gradient and it results in thermoelectric power (see
Figure 2) [13].

3.3 Vapor absorption refrigeration systems

The vapor absorption refrigeration system (VARS) comprises the same pro-
cesses in the vapor compression system (VCS) such as compression, expansion,
condensation, and evaporation. In the vapor absorption system, the working fluid
used is ammonia, water, or lithium bromide. The refrigerant produces a cooling
effect in the evaporator, and heat dissipates to the atmosphere through the con-
denser. The main difference between the two systems is the suction and compres-
sion of the refrigerant in the refrigeration cycle. In the VCS, the compressor sucks
the refrigerant from the evaporator and compresses it to high pressure. The com-
pressor also enables the flow of the refrigerant through the whole refrigeration
system. In the VAS, the process of suction and compression is carried out by two

Cooled
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Figure 2.
Thermoelectric vefrigeration systems.
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different devices called the absorber and the generator. The absorber and generator
replace the compressor in the VAS (Figure 3) [14].

3.4 Vortex tube systems

This cooling method is obtainable by the compressed air entering the vortex tube
at high pressure through a tangential nozzle, which serves as an accelerator for the
flow of air and creates high rotational speed and velocity. The air possesses a
whirling motion that resulted in cold and hot air, which discharge through the cold
and the hot pipes attached to the vortex tube [15].

3.5 Steam ejector refrigeration system

In a steam ejector refrigeration system (SERS), high-pressure steam of 10 bar is
employed at a velocity of about 1200 m/s. The water evaporates at 4-7°C for air-
conditioning duty was obtained with a steam ejector at low pressures ranging
between 8 and 22 mbar. However, SERS’ coefficient of performance is lesser than
that of the vapor absorption system, and this placed a limit in its application where a
large quantity of steam is required (Figure 4) [16].

3.6 Air expansion refrigeration systems

There is a temperature rise when air is compressed. Thus, the temperature drops
when the air is allowed to do work while expanding and is obtained by sensible heat
only, which is the basis of the air liquefaction process. The main application for the
expansion refrigeration system cycle is in the pressurization of aircraft and air

High-pressure
refrigerant gas

Low-pressure
refrigerant gas

High-pressure refrigerant liquid

Figure 3.
Vapor absorption refrigeration systems.
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Figure 4.
Steam jet vefrigeration system.
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Figure 5.
Air or gas expansion refrigeration systems.

conditioning. Also, the turbines used compression and expansion turns at very high
speeds to achieve the actual pressure ratios, and as a result, it is noisy. Likewise, the
coefficient of performance is lower compare to other refrigeration systems. The
normal cycle uses the expansion of the air to drive the first stage of compression, so
retrieve some of the input energy (Figure 5) [17].

4. Type of air conditioning system
4.1 Domestic air conditioning system
4.1.1 The window-type air conditioner

This type of air conditioner has all the components assembled in one compartment. It
is often inserted through the wall of a building, but due to the configuration and
installation, the hole carved on the building wall weakens the structure over a while. It
also provides an opportunity for external factors such as rats and snakes to enter through
the small openings on the wall. Though, it is readily available and cheap [18, 19].

4.1.2 Split type air conditioner

The split type of air-conditioning is an upgrade of the window air conditioner
with two separate. The indoor unit mainly contains the evaporator, vent, evapora-
tor motor, filter, electric panel, and the outdoor comprised of the compressor,
condenser, capacitor, fan blade, electrical panel, accumulator, and expansion valve.
This air conditioner is more effective in terms of performance and does not require
a sizeable expanse of the hole in the building. Though it is more expensive, the
maintenance cost is higher than the window air conditioner [20].

4.2 Industrial air conditioning
4.2.1 Standalone air conditioner

It is an industrial-scale air conditioner that comes with different tons in terms of
duty. Also, it has two units, indoor and outdoor. This type of air conditioner is
higher in capacity compared to the window and split air conditioners. It comes in
various sizes depending on the capacity and manufacturer’s design. Its limitation is
that it occupies space and expensive [19, 21].
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4.2.2 Central air conditioner

The central air-conditioner is an improvement of the standalone air conditioner.
This air-conditioner found its operations in an extensive environment such as
banks, shopping malls, Churches, and Conference centers. It is most effective and
works with a network of the ducting system to enable even distribution of cool air
across the desired area to be cooled even though it is costly in terms of running cost
and maintenance [22, 23].

5. Low-temperature technology

Low-temperature technology is achievable through the refrigeration processes,
particularly in the vapor compression refrigeration system (VCRS). This process
requires heat transfer from the refrigerating space through a heat exchanger known
as the condenser. The heat moves to the immediate surroundings, thereby lowering
the heating space’s temperature and increasing the surrounding temperature [24, 25].
However, the application of VCRS has become a worldwide phenomenon. The VCRS
is used to protect perishable items and provide human comfort [26-29]. In designing
a VCRS, the refrigerant (working fluid) choice is crucial as it preempts the system’s
cost, dependability, and safety. Considering various environmental challenges such as
global warming and ozone layer depletion, the appropriate selection of refrigerant is
required due to the atmospheric greenhouse effect and stratospheric ozone depletion
caused by refrigerant emission [21]. The refrigerant is selected based on their safety,
thermo-physical and thermodynamics properties, and economic factor [30].

In 1850, ethyl ether became the most prominent refrigerant used in a commer-
cial refrigeration system. Other natural refrigerants such as ammonia, water, carbon
dioxide, and gasoline were exploited as heat transfer mediums. Still, they were
replaced with sulfur dioxide and methyl chloride because of incompatibility with
the system materials. Moreover, at a low cost and good thermodynamic properties,
ammonia has an increased coefficient of performance. However, it is toxic,
preventing it from being used for domestic purposes [31-33]. Therefore, the search
to have better-working fluid with excellent thermal properties used in a refrigera-
tion system has prompted the discovery of halocarbon refrigerants. The halocar-
bons are synthetic refrigerants, which include chlorofluorocarbon and
hydrochlorofluorocarbon refrigerants (HCFCs). They were better alternatives for
natural refrigerants because of their high thermal efficiency [34-37]. The chloro-
fluorocarbon (CFC) refrigerant was discovered in the 1930s with zero explosion
risk but later disadvantaged the ozone layer [30]. In 1996, the developed nations
successfully phased out the CFC, while the developing countries agreed to cease its
application in 2010 [38]. The HCFCs were found as the best short-term alternative
replacement for chlorofluorocarbon, but with a global warming potential of 1810.
The use of HCFCs will be limited to 2020 and 2030 in developed and underdevel-
oped countries. Likewise, Du Pont’s chemical manufacturer declared that the HCFC
substances’ production should be ceased but would persist in making it available for
existing equipment until their expiry period [39-41].

The emergence of hydrofluorocarbon (HFCs) refrigerants with appropriate
thermo-physical and thermodynamic properties have provided opportunities for
extensive scale usage at the consumer and commercial levels since the 1990s. This
rapid growth and application of HFCs in domestic and mobile refrigeration systems
require prompt attention due to their negative effect on global climate [42, 43].
However, hydrofluorocarbon refrigerant (R134a) has zero ODP with a high GWP
of 1430, which suggests it is a working fluid that threatens the immediate
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surroundings. The international regulatory bodies (Kyoto and Montreal protocols)
have called for the banning of pure fluid, posing a threat to climate and environ-
ment due to high global warming and ozone depletion [44-46]. But the reduction
rate of the pure fluid is subject to review. More so, some limiting factors disannulled
halocarbon refrigerants’ application in the heating and air-conditioning industries,
such as the enormous energy consumption rate and increased global warming [47].
Furthermore, the Kigali amendment (KA) adoption in 2016 created a platform to
generate a phase-out schedule for HFC refrigerants towards the next decades, and if
this is achieved, it will contribute positively to the Paris agreement (PA) and to the
United Nation Framework Convention on Climate Change (UNFCCC) adopted in
2015, which focuses on keeping the global temperature to less than 2 oC with the
enforcement by Nationally Determined Contribution (NDC) for greenhouse gas
(GHG) [48-51]. The consistent climate change prompted research towards discov-
ering and applications of eco-friendly refrigerants in the heating and air-
conditioning systems that reduce GHG and enhance energy saving [52].

Halogen-free refrigerants (HFRs) are found naturally and have been extensively
discovered as an alternative to halocarbon refrigerants in the refrigeration system.
They are also referred to as eco-friendly refrigerants with an organic composition of
hydrogen and carbon atoms [21]. The European nations use HFRs instead of halo-
carbon refrigerants because it possesses good thermodynamic properties. Hydro-
carbon refrigerant is miscible with mineral oil, which provides a smooth running of
the single hermetic reciprocating compressor (SHRC). The working fluid is com-
patible with the refrigeration system’s elastomeric materials with zero ozone deple-
tion and negligible global warming potential. Also, the HCR refrigerant has a high
critical temperature that enhances the domestic refrigerator’s efficiency [53-59].
The HFR is for preserving the environment, but it serves as an energy reduction
substance with high energy efficiency in the refrigeration system. Although HFRs
was reported flammable [60], this proved to be invisible because of various factors
that must be attained before the explosion takes place, which includes:

Refrigerant type Composition GWP ODP Safety group
HCFC 22 refrigerants

R22 CHCIF2 1810 0.055 Al
R124 CHCIFCF3 609 0.022 Al
R142b CCIF2CH3 2310 0.065 A2
HFC refrigerants

R134a CF3CH2F 1430 0 Al
R152a CHF2CH3 124 0 A2
R125 CF3CH2F 3500 0 Al
R143a CF3CH3 4470 0 A2L
R32 CH2F2 675 0 A2L

Hydrocarbon refrigerants

R600a CH(CH3)2CH3 3 0 A3

R290 CH3CH2CH3 3 0 A3

R1270 CH2CH2CH2 3 0 A3

R170 CH3CH3 6 0 A3
Table 1.

Properties of vefrigerants [21, 71].
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i. there must be the presence of an ignition source
ii. a surface temperature that exceeds 440°C

iii. release of hydrocarbons is essential, which mix with the appropriate
proportion of air [61].

The halogen-free refrigerant is applicable in a closed system with relatively less
mass charge. It attains a high level of recognition in the ‘90s and is used in signifi-
cant engineering systems such as water dispensers, deep freezers, air-ventilation
machines, domestic refrigerators, and industrial refrigeration systems [62, 63].

The refrigerants are classified based on their chemical composition and safety
[64]. Refrigerant properties are shown in Table 1.

6. Environmental effect and economic impact of hydrocarbon
refrigerants

Hydrocarbon refrigerants (HCs) such as carbon dioxide, water, ammonia,
butane, propane, isobutene, and propylene are commonly used in residential and
commercial buildings to attain a cooling effect. However, the HCs refrigerants have
found their heating, ventilation, and air conditioning system applications due to
their advantages over conventional refrigerants in terms of global warming, ozone
depletion, and energy reduction in energy consumption. HC refrigerants do not
have any halogen elements in their compound formulation, which enable a safe
environment and prevent climate change [59]. Most developed nations have used
HCs refrigerant in their refrigeration systems, such as domestic refrigerators, cars,
heat pumps, and industrial air cooling systems, etcetera.

The economic implication of hydrocarbon refrigerants is obvious, the price of
the compressor that uses HCs is less compared to a compressor that uses HFC, and
the mass charge of HC refrigerant is lower compared to HFC refrigerant, which is
ratio 1:2 respectively [65]. The reduction in mass charge of isobutane (HC600a) was
due its higher value of latent heat or high volumetric capacity [25]. Also, HC
refrigerant, when in use, saves more energy compare to HFC refrigerant (see
Figure 6), and that leads to cost reduction. Moreover, the cooling capacity of a
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Figure 6.
Correlation between power input for R600a and R134a with time.
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Compressor type Key indicator Economic analysis
HFC134a HC600a
213 186 GWP 32.6 €/t
185 158 SO, 7.4 €lkg
41 36 NO, 23 ¢elkg
169 148 PM10 17 €/kg
608 527 Total

Table 2.
Economic analysis of emissions for compressor HC600a and HCF134a [66].

refrigeration system can be enhanced using the cryogenic refrigeration approach.
According to [66], the economic analysis of emissions for compressor that uses
HC600a and HFC134a refrigerants for 15 years lifecycle evaluation (LCE) was
taken, despite of wear coefficients of the lubricant and lower friction rate the
energy reduction rate was 6.54% lower when using HCF134a. The evaluation of
environmental cost was based on key environmental indicators, GWP (Carbon
dioxide/CO,), SO,, NO, and PM10. See Table 2 for details.

7. Cryogenic refrigeration cooling system

Cryogenic refrigeration generates low temperatures far below the average tem-
perature produced by a simple vapor compression refrigeration system. It is used to
determine temperature range from —150°C to —273°C, and the gases associated
with cryogenic are Nitrogen (N2), Oxygen (02), Helium (He), and Hydrogen (H2),
which boiled below —150°C, while other refrigerants have their boiling point
above —150°C. In Engineering, the role of cryogenic includes electronics, rocket
propulsion system, food preservation, nuclear engineering application, mechanical
design, and biological application. Furthermore, the cryogenic approach of
producing low temperature is used for commercial application and this achievable
by different methods such as cascade refrigeration and multistage compressor
(67, 68].

7.1 Cascade refrigeration

This system was first introduced in 1877 by Pictet, where he used for the lique-
faction of oxygen (02). There are two or three vapor compression systems
involved, and for it to generate low temperature, various kinds of refrigerants were
employed at the different circuits. It has application in medical and industrial
systems, and one typical example is the preservation of blood in the blood bank
because blood requires a temperature as low as —80°C [69].

7.2 Multistage

This type of system has higher volumetric efficiency, which results in increased
compressor capacity compared to single-state compression. The cooling effect in a
multistage system (MS) is obtainable by using two or more refrigerating spaces at
various temperatures. The MS is represented in Figure 7. There is a limitation on
the lowest temperature that can be attained using this method due to the usual
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Figure 7.
Systematic diagram of the multistate system.

boiling point of the refrigerant. Thus, this system is not appropriate for the
production of cryogenic temperature [70].

8. Comparison between cryogenic and refrigeration system using
isobutane as refrigerant

From the description of the cryogenic refrigeration system (CRS), it visible that,

i. It can be used for commercial purposes, while a refrigeration system with
isobutane is often used for domestic applications and small-scale
businesses.

ii. It has a temperature range between —150°C to —273°C, while the system
using isobutane does not have such a low temperature because it has a
boiling point above —150°C.

iii. It can use different refrigerant fractions simultaneously, while the isobutane
refrigeration system made use of one type of refrigerant at a time.

iv. In terms of size, CRS is larger than the system that uses isobutane due to its
volumetric capacity and work done.

However, this study focused on the importance, properties, challenges, limita-
tions, and refrigerants’ applications in the domestic refrigeration system. The
refrigeration system’s heat transfer fluid (refrigerant) determines the overall per-
formance of the system. More so, the refrigerant serves as the heat transfer
medium, while the refrigerant type enables the prediction of a suitable refrigerant
to be used in the vapor compression refrigeration system. This work’s case study is
an ideal system using isobutane (R600a) and hydrofluorocarbon (R134a) as
refrigerants. And comparisons were carried out to investigate their performance
characteristics.

8.1 Solubility/miscibility of lubricant

The heat transfer within the heat exchanger (H.E) of the refrigeration system is
enhanced by the lubricant type used in the process. However, the solubility of the
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working fluid in the lubricant improves the heat transfer due to a reduction in the
oil’s viscosity, which increases the oil fluidity and reduces the negative impact of the
heat transfer within the heat exchanger [21]. Therefore, the newly manufactured
lubricant is recommended to operate a refrigeration system that uses hydrofluoro-
olefins, hydrocarbon, and hydrofluorocarbon blend as working fluid is polyol-ester
(POE) oil. It possessed better lubricating properties than conventional oils. Thus,
the refrigerant effect becomes more visible on the heat transfer rate within the
vapor compression refrigeration system as the appropriate lubricant is charged into
the compressor [71].

8.2 Procedures for vapor compression refrigeration system analysis

The system has some essential components through which the thermodynamic
properties were measured using various mechanical devices on the vapor
compression refrigeration system. These components include a single hermetic
compressor, evaporator, standard parallel tube condenser, and capillary tube, as
shown in Figure 8.

The vapor compression refrigeration system is positioned for an operation as
displayed in Figure 8.

Digital weighing balance was used to measure the refrigerant mass charge into
the system.

The temperature sensors were connected to each of the cardinal points of the
refrigeration system.

* Pressure gauge was fixed to the compressor suction and discharge points.

* Power meter was connected to determine the power input to the compressor

Figure 8.
Prototype of the vapor compression system.
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* A vacuum pump was introduced intermittently to trap the gas and moisture
content within the system to prevent clogging

* Digital halogen leakage detector was used to detect leakages along the pipeline.

* The system was allowed to run, and data were captured at an interval of
30 minutes.

* Acquired data were computed for analysis, the performance characteristics of
the VCRS that is refrigerating effect, the coefficient of performance, and the
compressor work under the ambient temperature of 29°C were determined.

8.3 The basic equation for standard vapor compression system

The following expression explains the relationship between the heat input and
output of a refrigeration system. The availability of a pure substance can be defined
by Egs. (1)-(6) [25, 40, 47], assuming there is an insignificant change in kinetic and
potential energy across the four essential components [30].

Heat absorbed in the evaporator

Q, = m(hey — hey) in KW (1)

Where,

Q, = heat of evaporator.

he, = specific enthalpy of vapor existing evaporator in kJ/kg.

hes4 = specific enthalpy of a cooled refrigerant entering evaporator in kJ/kg.
7 = refrigerant mass flow rate in kg/s.

Compressor work

W, =i(hc; — hep) in kW 2)

Where,

W, = compression work input.

hcy = specific enthalpy of vapor exiting compressor in kJ/kg.
hei = specific enthalpy of vapor entering compressor in kJ/kg.
7 = refrigerant mass flow rate in kg/s.

Coefficient of performance

o rh(hel - h€4)

Where,

COP = coefficient of performance.

Q, = heat of evaporator in kJ/kg.

W, = Compressor work done in kJ/kg.

7 = mass flow rate of the refrigerant in kg/s.
Refrigerating effect

RE=COP - W, 4)

Where,
R.E = refrigerating effect.
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COP = coefficient of performance.
W, = compressor work done on the working fluid.
Heat rejected by the condenser

heond = m(hcy — hes) in kW (5)

Where,

heona = heat of condenser.

hc, = specific enthalpy of vapor entering condenser in kJ/kg.

hes = specific enthalpy of subcooled refrigerant exiting condenser in kJ/kg.

Refrigerant mass flow rate.

The refrigerant mass flow rate is defined as the ratio of the refrigerating effect to
the enthalpy change in the evaporator.

Refrigerant Mass flow rate (1) = W inkg/s (6)
1— hey

9. Result and discussions

Figures 6, 9, and 10 explain the thermodynamic effect that occurs in the refrig-
eration system. Figure 9 shows the system’s evaporating temperature (ET) when
working with R600a and R134a refrigerants. The system attained its ET, the mini-
mum operating temperature of —26°C while working with R600a in 3 hours com-
pared to when the system worked with R134a and attained ET of —22°C in 5 hours.

Figure 6 displayed the hermetic compressor’s power when the system worked
with R600a and R134a refrigerant. It was clear that the system’s energy consump-
tion rate using R600a was 23.3% lower than when the system worked with R134a.
The result obtained means the refrigeration system performed excellently with
R600a refrigerant at ET of —26°C.

Figure 10 shows the domestic refrigeration system’s coefficient of performance
when working with R600a and R134a refrigerants. The result indicates that the
system has a better working operation when working with R600a refrigerant. That
is, the COP increases by 27.1% compared to when it worked with R134a.

=
)

perature (°C)

£-10 -

& ——R600a

£ —8—-R134a

£-20
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s D —a

.30 : . . .
0 100 200 300 400

Time (Minute)

Figure 9.
Variation ET of R600a and R134a with the time taken.
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Figure 10.
Coefficient of performance with time.

10. Conclusion

This study provides access for the selection of working fluid (refrigerant), which
would be appropriate for a domestic refrigerator and air-conditioning system. The
effect of the working fluid contributes to the exchange rate of heat transfer in the
cooling system. It also enables the computation of the system’s performance char-
acteristics (PC), which primarily predicting the system’s workability and the evap-
orator temperature, that is, the minimum temperature required for the refrigeration
system to be satisfied as efficient. The system analysis will serve as a standard
measure for the procurement of any refrigeration system. Furthermore, the perfor-
mance of a refrigeration system depends on the working fluid that runs through it.
Therefore, based on the comparative performance of R600a and R134a refrigerants
in the vapor compression refrigeration system, the working fluid dramatically
impacts the overall efficiency and refrigeration effect of the cooling system, with
R600a a preferable refrigerant. The use of isobutane secures the surroundings from
global warming and ozone depletion and improves energy conservation.

11. Recommendation

The recommendations are based on the system prototype, a specific refrigera-
tion system suitable for Nigeria, and other areas in the perspective of the global
economy.

Prototype of the refrigeration system with relevant costing based on the econ-
omy of Nigeria. The refrigeration system made from locally sourced materials was
used (see Table 3).

Isobutane was used as a replacement for a conventional refrigerant because of its
thermodynamic properties. The refrigerant has a negligible global warming poten-
tial, zero ozone depletion potential, miscible with oil, and high critical temperature,
which enhance the refrigeration system’s performance [72]. The price of the hydro-
carbon refrigerant (isobutane) and the refrigerator’s component was suitable to
employ within Nigeria. The vapor compression refrigeration system is
recommended for household usage because it works using non-toxic refrigerant, as
in the vapor absorption system. Likewise, thermoelectric refrigeration is less
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S/N Component Specification Cost (#)
1 Marine board Plywood 15,000
2 Aluminum Tin foil (<0.2 mm) 10,000
3 Styrofoam EPS-thermal 3,000
4 Hermetic sealed compressor 1/12 (60-70 W) 13,000
5 Condenser Air cooled type 1,900
6 Evaporator 1/4 Copper pipe 7,500
7 Capillary tube Copper tube type 500

8 Refrigerant R600a 600

Table 3.

Materials used for the construction of the vefrigerator with cost in Nigeria.

efficient compared to VCRs [73, 74]. Since most developing nations have adapted
isobutane, the recommendation is made for the under-developed countries to use
hydrocarbon refrigerant in their refrigeration system as it has been proved eco-
friendly. The use of HCs refrigerant would reduce the overall price of the refriger-
ator and maintenance cost in terms of power consumption because isobutane
refrigerant saves energy compared to the conventional refrigerant, but this is sub-
ject to the climate conditions of various countries [75].

The overviewed recommendation for other regions in the world from the global
economy perspective was that there are approximately five different climates: tem-
perate, dry, tropical, polar, and continental. The regions with a high degree of
temperature can use conventional refrigerants if they could not meet the conditions
for maintaining hydrocarbon refrigerant [21]. However, countries with cool and
cloudy climates could subscribe to hydrocarbon refrigerants because their temper-
atures are under control. Furthermore, the cost evaluation for the prototype was
15% lower than the recent cost price of a domestic refrigerator of the same volume
capacity and power rating (see Table 3).
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