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Preface

This book addresses the topic of genetic diversity, which is a measure of biodiversity 
that encompasses genetic variation within species. This book was edited by geneticist 
researchers and provides academics (professors, graduates, students, scientists) 
with up-to-date and quality information on the subject.

The work consists of revised chapters and is divided into three sections: Section 1 
“About Genetic Variation” (containing five chapters); Section 2 “Molecular Markers in 
the Detection of Genetic Polymorphism” (containing three chapters); and Section 3 
“Genetic Diversity and Health” (containing eight chapters).

This collection of scientific papers was chosen and analyzed to offer readers a 
broad and integrated view of the importance of genetic diversity in the evolution 
and adaptation of living beings, as well as practical applications of the information 
needed to analyze this diversity in different organisms.

Chapter 1, “Introductory Chapter: Genetic Variation - The Source of Biological 
Diversity”, is written by the editors and serves as an introduction to the topics 
addressed in the book. It presents the main mechanisms of genetic diversity, such as 
the different types of mutations. The chapter situates the reader on the theme of the 
book. Chapter 2 systematically addresses biotechnological tools to induce mutations 
to generate genetic variability in plants of economic interest, with examples and 
concepts of cutting-edge techniques. Chapter 3 takes a formidable approach to the 
genetic aspects involved in the evolution and improvement of the sago palm. In 
Chapter 4, the authors analyze the sensitivity and effectiveness of heterozygosity 
and allelic richness in estimating the genetic diversity of populations. Chapter 5 is 
the result of a systematic review of the genetic diversity of the coffee tree (Coffea 
arabica), one of the most important cultivars in the world.

In Chapter 6, the reader will come across an essay on the relevance of the production 
of mutations in the genetic improvement of cultivars. Chapter 7 analyzes the poten-
tial of morphological and molecular markers in the evaluation of the genetic variation 
of strawberries. Chapter 8 provides an overview of the genetic diversity of one of the 
most important pathogens in bananas.

In an analysis of the Mediterranean region, the authors of Chapter 9 explore 
how important the role of genetic diversity is in adapting to the local environ-
ment. Chapter 10 presents a fascinating approach to the genetic and molecular 
aspects of co-evolution between susceptible populations and the new coronavirus 
(SARS-CoV-2). Chapter 11 provides the first report of a new strain of norovirus in 
Nigeria. Chapter 12 discusses the genetic aspects of insulin resistance and metabolic 
syndrome. In Chapter 13, the authors review the genetic bases associated with 
arthritis. Chapter 14 is an essay on polymorphism in genes related to the hormone 
Hepcidin. In Chapter 15, the authors use a brief survey to examine the genetic and 
environmental factors of periodic and episodic attacks of articular inflammation 
in humans. Finally, Chapter 16 highlights the importance of metagenomics in 
 understanding and coping with pandemic viruses.
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IV

In these chapters, the reader will find numerous interesting pieces of information 
related to the topic of genetic diversity, from unprecedented data to classic concepts 
and feasible hypotheses.

Genetic Variation is an interdisciplinary and integrated work that will contribute to 
the knowledge of academics from different areas of biological sciences.

Rafael Trindade Maia
Center of Sustainable Development for Semiarid,

Sumé-Paraiba State, Brazil

Magnólia de Araújo Campos
Federal University of Campina Grande,

Brazil
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Chapter 1

Introductory Chapter: Genetic 
Variation - The Source of 
Biological Diversity
Rafael Trindade Maia and Magnólia de Araújo Campos

1. Introduction

Genetic diversity is usually defined as the number of genetic characteristics 
(alleles and genotypes) in a species [1]. In this context, analyzing the genetic diver-
sity in populations is essential to understand evolutionary and adaptative process 
for most species [2]. The genetic diversity is also very useful to implement conserva-
tion strategies and crop management. This is also the source of disease resistance of 
natural populations, as it is the font of drug resistance by many pathogens.

Genes are DNA fragments that encodes some biological information, usually 
coding a protein or a RNA. Genes can be represented as a sequence of nucleotides 
that can be expressed in a living organism. Most genes have small nucleotide 
sequence differences among individuals. These differences are called genetic 
polymorphism [3]. Some of these polymorphisms may affects how proteins works 
and how the proteins interacts with subtracts and other proteins. The different gene 
forms caused by genetic polymorphisms are called alleles.

The genetic diversity has three different sources: mutation, recombination and 
immigration of genes. Mutation is the driving force of genetic variation and evolu-
tion. There are three types of DNA mutations: base substitutions (also called point 
mutations), deletions and insertions (Figure 1) [4].

2. Base substitutions (point mutations)

The point mutations are also subdivided in three groups: (1) Silent mutations: 
when the nucleotide substitution does not change the aminoacid in the polypeptide 
sequence; (2) Missense mutations: when occurs aminoacid change, that can be 
classified in conservative (when the change results in an amino acid from the same 
physical–chemical group) and non-conservative (when the change results in a 
different physicochemical aminoacid group); (3) Non-sense mutations: when the 
nucleotide modification results in a stop codon (Figure 2).

Single mutations are very important in population genetics and evolution. They 
are the mainly source of DNA polymorphic sites, which provides information for 
many inferences and analysis such as nucleotide and haplotype diversity, allelic 
diversity, genetic distance, heterozygosity, etc. These parameters are very important 
to elucidate evolutionary process in populations across time and space. Genes with 
high levels of polymorphism can be applied to genetic population studies, while 
genes with moderate and low polymorphic levels can be used for phylogeographic 
and phylogenetic inferences [5].
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Single mutations are also important for health: many missense mutations can be 
deleterious and resulting in a disease or metabolic disorder. Another thing to be con-
sidered is that single mutations can also provide adaptative vantages such as pathogen 
resistance, xenobiotic tolerance and fitness improvement [6]. So, detecting point 
mutations in the organisms can be very useful to implement many strategies such as 
biodiversity conservation, crop management and infectious disease monitoring.

3. Recombination

In eukaryotes, genetic recombination is the aleatory change of genetic mate-
rial resulting from the meiosis process, also called crossing-over or permutation. 
This type of recombination consists in break and rejoining homologous regions of 
pared chromosomes between the Prophase I and Metaphase I from meiosis division 
(Figure 3). Many combinations can be performed among gene exchange between 
two individuals [7]. Although prokaryotic species does not have chromosomes con-
jugation is performed by these beings by one of these three process: (a) Conjugation: 
when the DNA is transferred by tube after cells contact; (b) transduction: the DNA 
is inserted accidentally from one bacterium to another by a virus; and (c) transfor-
mation: when the bacterium receives exogenous DNA from the environment [8].

Recombination is very important because it makes new combinations of the 
existent alleles. Many effects of the DNA rearrangement can be good for species 
and populations, once it can improve adaptation. However, some recombination 
events can be unfavorable if it breaks apart important and beneficial alleles in 
the sisters chromatids [9]. The recombination rate is positively correlated with 

Figure 2. 
Types of point mutations (nucleotide substitution) in DNA molecule. Source: Google Images.

Figure 1. 
Illustrative scheme of DNA mutations types. Source: Google Images.
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nucleotide diversity, which increases genetic variation and resulting in purifying 
deleterious mutations.

4. Deletions and insertions

Nucleotide deletions and insertions are types of mutation that changes the 
number of DNA base in genome. Deletions changes the base number by removing 
pieces of DNA and insertions alters the base number by adding pieces of DNA [10]. 
Often, these kind of mutations results in a gene that encodes a protein that does 
not function properly (Figure 4). When the deletions/insertions change the gene’s 
reading frame they are called frameshit mutations.

Insertions and deletions can be particularly hazardous when occurs in an exon 
region, which is the coding segment of a gene. Due to multiple new aminoacid after 
translation, the protein function may be affected [11]. Knowing the rate of inser-
tion–deletion mutations are crucial to understanding evolutionary process, such as 
natural selection, especially in coding regions due to the protein disruption that is 
usually caused.

5. Gene immigration

Gene immigration, or gene flow, is the transfer of genetic material from one 
population to another by migration of individuals or gametes. This can alter genetic 
diversity by changing allelic frequencies in populations [12]. Gene flow is essential 
to prevent population diverging. When gene flow is interrupted by physical (geo-
graphical) barriers, allopatric speciation tends to occur. Population gene flow can be 
measured by the formula:

 FstNm

  − 
 =

1 1

4
 

Figure 3. 
Crossing-over scheme in homologous chromosomes. Source: Google Images.
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Figure 3. 
Crossing-over scheme in homologous chromosomes. Source: Google Images.
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Where Nm refers to the number of migrants per generation; Fst is the degree of 
genetic differentiation.

When Fst is 1, there is a strong differentiation among populations. Gene flow is 
also very important to reduce genetic drift effects. Due to this particularity, the gene 
flow is extremely important for conservation genetics.

6. Final considerations

Genetic diversity is a very important feature of living organisms. It serves for 
population adapting to environment, once that how higher is the allelic variation, 
it is more likely that individuals display adaptative characteristics that suits to the 
environment. So, genetic diversity is essential for species survival.

Molecular markers, amplification and DNA sequencing technologies are 
improving an incredible advance in access genetic variation. The number of 
sequences and genomes deposited in the databases grows exponentially, generating 
an enormous amount of information to be studied and analyzed. The knowledge 
resulting from this information has innumerous applications and has been pro-
moting a huge revolution in several areas of the biological, agrarian and health 
sciences. The way we understand, analyze and deal with biodiversity has been 
intensely modified and deepened by the advancement of genetics. In this context, 
knowledge about the genetic diversity of organisms will bring solutions to various 
problems and issues involving living beings.

Figure 4. 
Illustrative example of a DNA insertion modifying all the subsequent codons. Source: Google Images.
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Abstract

The success of plant breeding is based on the accessibility of genetic variation, 
information about desired traits with well-organized approach that make it likely to 
develop existing genetic resources. Food security demands to break the yield barrier 
through increasing new cultivars which can adapt to wide range of environment. It 
is especially important to observe the character association for yield along with its 
components before recognizing novel technique to break the yield barrier. There 
are numerous methods for improved exploiting of the inherent genetic makeup 
of crops with heritable variations. It is recommended that recognized parental 
resources can also be induced to mutate for unmasking novel alleles of genes that 
organize the traits suitable for the crop varieties of the 21st century world. Chemical 
mutagens have extensively been applied to make genetic changes in crop plants for 
breeding investigation as well as genetic studies. Ethyl methane sulphonate (EMS) 
is the most frequently applied as chemical agents in plants. EMS normally induces 
GC → AT transitions in the genome causing mutated protein that performed dif-
ferent functions rather than normal. It is exposed that the utilization of EMS is an 
efficient approach for developing novel gene pool.

Keywords: ethyl methane sulphonate, mutation, genetic variability, singe nucleotide 
polymorphism

1. Introduction

Plant breeding involved in rapid introduction of genetic variability in plants, to 
divulge them with desirable characteristics, through genetic mutation. Plant evolu-
tion and genetic breeding depends on the genetic variation that, not all come from 
spontaneous mutation rather it comes by genetic recombination within popula-
tion and their interactions with environmental factors [1]. Conventional breeding 
depends on prevailed environmental genetic variations in wild and cultivated 
plants that require a large-scale backcrossing to incorporate it and stabilize it while, 
new mutation breeding strategy is less time consuming and easy that enhances the 
selection of desirable mutants [2]. Mutation breeding is an advancement of plant 
breeding where the induction of physical and chemical mutagens cause genetic 
variation. These variations are transferred to next generation through recombinant 
hybridization in meiosis [3]. Selection of breeding individuals only probable when 
there is a significant genetic variability exists [4]. Mutation breeding depends upon 
the transfer and stabilization of heritable characters that cause the variability [5]. 
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Plant breeding involved in rapid introduction of genetic variability in plants, to 
divulge them with desirable characteristics, through genetic mutation. Plant evolu-
tion and genetic breeding depends on the genetic variation that, not all come from 
spontaneous mutation rather it comes by genetic recombination within popula-
tion and their interactions with environmental factors [1]. Conventional breeding 
depends on prevailed environmental genetic variations in wild and cultivated 
plants that require a large-scale backcrossing to incorporate it and stabilize it while, 
new mutation breeding strategy is less time consuming and easy that enhances the 
selection of desirable mutants [2]. Mutation breeding is an advancement of plant 
breeding where the induction of physical and chemical mutagens cause genetic 
variation. These variations are transferred to next generation through recombinant 
hybridization in meiosis [3]. Selection of breeding individuals only probable when 
there is a significant genetic variability exists [4]. Mutation breeding depends upon 
the transfer and stabilization of heritable characters that cause the variability [5]. 
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Spontaneous and Induced mutations are the primary source of all variations exists 
in an organisms that may be plants or animals [6]. Genetic variability endorses the 
differences among the same species and its existence in population is essential for its 
survival with changing environment. Induced mutation with specific mutagens gen-
erates the individuals with desirable characters that can be further exploit in breed-
ing to generate new verities in plants [7, 8]. Mutation was first recognized in the late 
nineteenth century by Hugo de Varies, when he was working on the ‘rediscovery’ 
of Mendel’s laws of inheritance [6]. Chemical mutagens are less harmful and easily 
available for work. In plants, widely used chemical mutagen is EMS that is very effec-
tive in causing point mutation in genome [9]. Mutation approaches produces huge 
and minute effect on all types of phenotypic traits [6]. Induced mutation is helpful 
in growing novel cultivars of plants as seedless grapes and edible bananas [3, 10] also 
it bring out the novel color variants of tuber and root crops [11]. Mutagenesis also 
apply to improve dwarfness, early growth, resistance to biotic and abiotic stresses, 
and yield improvement as well as quality enhancements in plants [12–15].

Novel breeding techniques based on biological mutagenic agent are widely 
introduce in plants for targeted variation is also known as targeted genome edit-
ing [16]. These genome editing techniques cause the specific and precise genome 
mutations. It introduce targeted mutation by either insertion, deletion that disturbs 
the function of gene. CRISPER/Cas9 is a novel technique that introduce desired 
targeted mutation permanently inside the genome [17].

2. Brief description of induced mutation

Mutation breeding carried out through three types of mutation as induced 
mutation, site-directed mutation and insertion mutation [1]. Induced mutation is 
a tool of generating variability artificially [18]. Mutagenesis is sudden and heri-
table changes in genetic sequence that stimulated by some mutagens like physical, 
chemical as well as biological agents [19]. Mutagenesis became well-known in 1950s 
when various crop species were largely induced through irradiation to enhance trait 
divergence [20]. Natural mutants are typical type of spontaneous mutations that 
generate modern phenotypes without human beings interference such as seed dis-
persal, thin seed coat, seed dormancy and reduced seed length. Heritable mutants 
are appropriate for human utilization for example loss of bitterness in various types 
of nuts, almonds, watermelons, potatoes, lima beans, egg plants as well as cabbages. 
Dwarfing genes exploited to increase grain yield in 1960s. It was completed with the 
introgression of natural mutant alleles into rice as well as wheat genome. The main 
disadvantage of this mutation is the loss of numerous wild features in crops [21].

Physical and chemical mutations are collectively called as induced mutation. 
Induced mutations have a record of 83 years as the first reported [22, 23] in plants. 
In 1927, Muller illustrated that X-ray induction could enhance the mutation rate 
in a Drosophila up to 15,000% [22] then Stadler examined a powerful phenotypic 
divergence in barley and maize by induction of X-rays and radium [23]. Induced 
mutations in plants originated directly from X-rays, radioactivity as well as 
radioactive elements through Roentgen (1895), Becquerel (1896) as well as Marie 
with Pierre Curie (1898) respectively. The Nobel Prize was awarded to Roentgen, 
Becquerel, Marie and Pierre Curie for successful mutation induction [24]. Nitrogen 
mustard is composed of poisonous mustard gas that applied in World Wars I and 
II. It is a chemical mutant that exposed to introduce mutations in cells [25]. Agents 
that cause artificial mutation are called mutagens that includes physical mutagens 
(X-ray, Gamma rays, Neutrons, Alpha/beta particles) and chemical mutagens 
(Alkylating agents, Azide, Hydroxylamine, Antibiotics, Nitrous acid) [1].
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you are required to have at least one heading. Please ensure that either British or 
American English is used consistently in your chapter.

2.1 Physical mutagens

Radiation is described as energy transfer in the sort of particles and waves [26]. 
These radiations are types of the electromagnetic (EM) spectrum that generates ions 
so it is also called as ionizing radiation. Ionizing radiations are the most frequently 
used physical mutagens [27]. Approximately, seventy percent of mutant varieties 
were generated by action of ionizing radiations in past eighty years [27]. These 
radiations consist of cosmic, gamma (γ) as well as X-rays [28]. Practical mutations by 
cosmic radiation have been reported in rice, cotton, wheat, tomato, sesame and pep-
per [29] as well as in maize [30]. The most universally applied physical mutagens are 
gamma and X-rays [27]. X-rays were the primary mutagens that applied to stimulate 
mutations [26]. However, gamma rays have gained popularity when these rays were 
accessible by the in several developing countries [31]. Gamma rays are less harmful 
produce point mutations with minute deletions while, fast neutron produces chro-
mosome losses, translocations with huge deletions [32]. Additional physical agents 
are subatomic particles known as alpha (α), beta (β) particles, neutrons as well as 
protons. These particles are ionizing agents [26]. Ultraviolet (UV) rays are non-ioniz-
ing. These rays have potential of tissue penetrability for mutagenesis. Recently, plant 
materials have been thrown out into space for analysis of mutagenesis. Nevertheless, 
information about genetics of space induction is so far insufficient [1].

2.2 Chemical mutagens

Researchers search for another source for producing mutations due to the 
high chromosomal irregularity from ionizing emission. Consequently, a group 
of chemical induction has been exposed [33]. There are some chemical mutagens 
namely alkylating agents, base analogues as well as intercalating agents [25]. 
Alkylating agents were the primary group of chemical mutagens to be exposed by 
Auerbach and Robson [34] when they discovered the mutagenic result in mustard 
gas throughout World War II. Chemical mutagens consist of nitrogen mustards, 
sulfur mustards, ethyl methane sulphontes, ethyleneimines, epoxides, alkyl meth-
ane sulphonates, ethyleneimides, alky lnitrosoamines and alkyl nitrosoureas [35]. 
Chemical mutagens are more applicable for introduction of in-vitro mutation as 
compared to radiation approaches [36]. Chemical mutagens introduces single base 
pair (SNPs) change as compared to translocations and deletions as occurred in 
physical induction that induce more damage with harshly decrease viability. They 
are simple to apply rather than physical agents [32]. However, undesirable changes 
are usually high in chemical induction as compared to physical induction [26]. 
However, these mutagens are usually carcinogenic. Mustard gas, ethyl methane 
sulfonate (EMS), methyl methane sulfonate (MMS) as well as nitrosoguanidine are 
powerfully carcinogenic that should be used carefully [37].

2.2.1 Introduction and mode of action of ethyl methane sulfonate (EMS)

Ethyl methane sulfonate is the most frequently applied in plants among chemical 
mutagens [37] due to its efficiency and accessibility [38]. It has capability to generate 
the high and stable nucleotide substitution in diverse genomes of organisms [39, 40]. 
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This chemical generates a huge quantity of point mutations in relatively little mutant 
population. This chemical is enough to develop the genome mutations [40]. EMS has 
major role in forward genetic for screening of various organisms. It is also applied in 
model animal and plant for mutagenesis named Drosophila melanogaster as well as 
Arabidopsis thaliana respectively. EMS is extraordinarily reliable due to similar levels 
of induction have been attained in model organisms for example base replacement 
are analogous for Arabidopsis seeds immersed in EMS [41, 42] as well as EMS-fed 
males Drosophila [43]. EMS causes suitable levels of lethality as well as sterility 
[40]. Genome size does not show to be a significant issue in EMS mutagenesis. 
Nevertheless, EMS toxicity may differ from species to species [44]. It is also applied 
in high throughput selection such as TILLING populations [37] in plants.

Ethyl methane sulfonate forms an abnormal base of O−6-ethyl guanine due to 
alkylation of guanine bases. During DNA duplication, it located a thymine residue 
above a cytosine residue result in an accidental point mutation. Approximately 
70–99% alterations in EMS-treated populations are due to GC → AT base pair 
conversion [37, 40].

2.2.2 Dose of mutagen

LD50 is the percentage of test material that are killed by a specific dosage of 
chemical or radiation mutagen in which half test material will be die. Fixation of 
LD50 is important before the start of an experiment in induced mutation. These 
doses vary according to fluctuation in treatments duration, quantity, pH as well 
as solvent used. Mutagen dose can be caused low or high mutation frequency as 
a result of ignoring the importance of LD50 [45–47]. Doses lower than LD50 favor 
plant’s recovery after treatment, while the use of high doses increases the prob-
ability to induce mutation either in positive or in negative direction. The efficiency 
of mutation is determined by concluding the accurate doses of mutagens if the dose 
is random it creates higher number of harmful mutations in each plant [48]. The 
mutation quality of practical mutation is not absolutely correlated to dose rate. High 
mutagen doses did not produced the excellent results of yield [26]. Seeds of Oryza 
sativa L. spp. Indica cv. MR219 were mutagenized to different doses of EMS from 
0.25–2%. Seeds were incubated for ten to twenty hours for establishment of kill 
curve as well as sensitivity of the tested genotypes [49].

2.3 Mutagenesis with biological agents

Insertion mutageneis with biological agents involved in insertion or deletion 
of some sequence in genome. It may cause random mutation at genome as transfer 
DNA, retro-transposon and transposon. Also the insertion mutations can be site 
specific or targeted that cause genomic variation at specific site included the novel 
genome editing techniques.

Transfer DNA (T-DNA) insertion mutation helps in identification of gene func-
tion in plant genome. This insertion mutagenesis cause loss or gain of gene function 
that can be observed by phenotypic response [50]. It can also identified through 
whole genome sequencing or using the Agrobacterium tumefaciens machinery that 
insert the T-DNA at specific flanking sites.

2.3.1 Mutation by genome editing tools

Plant breeding relies on incorporation of genetic variation for desired traits. The 
innovative strategies are exploited from many years to reduce the off-target random 
mutations caused by physical and chemical mutagens [16]. These technologies 
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includes: site-directed nucleases, RNA-dependent methylation, oligonucleotide 
directed mutagenesis, agro infiltration, cisgenec/intragenic and reverse genetics. 
Site-directed nucleases including Zinc finger nucleases (ZFN) [51], transcription 
activator-like effector nucleases (TALEN) [52] and Clustered regularly inter-
spaced short palindromic repeats (CRISPER) and CRISPER-associated nuclease 9 
(CRISPER/Cas9) [53] system had revolutionized the mutation breeding strategy 
by introducing targeted genome editing. TALEN and CRISPER/Cas techniques 
precisely and permanently incorporate the desired DNA into the genome and hence 
cause genetic variation [54].

CRISPR system is a well settle defense system that generate acquired immune 
response for resistance to bacteria, fungi and phages [55]. It was originated from 
bacteria and consist of repetitive DNA genetic codes as well as proto-spacer DNA 
(defensive genetic codes formed during exposure to pathogens) [56, 57]. Cas9 is an 
endonuclease that generate double stranded break in DNA through its two active 
domains [58]. Cas9 creates the break at targeted site by utilizing the guided RNA 
sequence. The CRISPER/Cas system recognized the specific site at genome through 
guide RNA (gRNA) [59] and at targeted site Cas9 creates a double stranded break 
(DSB). These break are repaired by DNA repairing system that ultimately cause 
mutation by either non-homologous end joining (NHEJ) or homologous recombi-
nation system [HR] [60, 61]. Specific base-pair change occur during DNA repair 
system as Cytosine to thymine (C/T) [62] and Adenine to guanine (A/G) [63] 
that observed in several crop plants as canola, rice, tomato, wheat and corn [57]. 
CRISPR/Cas9 system was used in rice to generate semi-dwarf mutants in rice from 
T2 to T4 generation. Stable indels passed through generation producing homo-
zygous mutant [64]. In plants, CRISPR/Cas system generates induced mutation 
through gene knockouts, insertion or generating single nucleotide polymorphism 
(SNP) in plants [56, 57]. Some latest gene editing mutations using CRISPR machin-
ery enlisted in Table 1.

Gene 
targeted

Vector: promoter Transformation 
method: 
promoter

Plant variety Mutation 
nature

Reference

BnaMAX1s Gateway 100 
vectors; BGK01 
vector: 35S promoter

Agrobacterium 
GV3101

Rapeseed 
RS862

Knockout 
mutation

[65]

GmFT2a; 
G,FT5a

pTF101.1: 35S 
promoter

Agrobacterium 
strain EHA101

Soybean jack 
variety
(Glycine max)

Knockout 
by CRISPR

[66]

OsRR22 pYLCRISPR/
Vas9Pubi-H; Cas9-
OsRR22-gRNA: 
OsU6 promoter

Agrobacterium 
EHA105: OsU6

Rice japonica 
WPB106

Knockout 
mutation

[67]

MaGA20ox2 pYLCRISPR/
Cas9Pubi-H vector: 
U3 promoter

Agrobacterium 
strain EHA105

Banana cultivar 
Gro Michel)
(Musa 
acuminate)

Mutation 
as insertion 
and 
deletion

[68]

Exon of SD1 
gene

pBIN-sgR-Cas9-
OsU3 vector: 35S 
PROMOTER

Agrobacterium 
strain LBA4404, 
EHA105

Rice variety
9815B, 
JIAODA138, 
HUAIDAO1055

On target 
and off 
target 
mutations

[64]

BnSFAR4; 
BnSFAR5

pCas9-TPC:
pMP90RK

Agrobacterium 
GV3101

Rapeseed
RS306

Knockout 
mutation

[69]
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3. Identification of mutagenic site through molecular marker

Markers have been used for cultivar recognition as the first light of forward 
genetics. Markers fall into three major categories as visually measurement of traits, 
gene product as well as DNA test known as morphological markers, biochemical 
markers as well as molecular markers respectively [75]. Classical breeding can be 
fast-tracked using molecular marker approaches for identification of mutagenic 
regions and to access the variations inside genome [76]. These markers lies inside 
the genetic region or nearby it. Newest genotyping approaches like genotyping by 
sequencing (GBS) made it easier to identify even a single base pair change as single 
nucleotide polymorphism (SNP).

3.1 Morphological markers

Most of the induced mutants have been released as cultivars by selection through 
morphological markers. These markers based upon agronomic traits such as maturity, 
height, early flowering, fruit appearance, seed quality as well as resistance to diseases 
that can be monitored easily as a result of their epiphytotic character. Huge morpho-
logical, physiological as well as ecological differences has been existed in cultivated rice 
genomes. It is a general approach employed to determine genotypic relationship [77].

Detection of morphological traits is performed by statistically method. 
Multivariate methods have statistical approaches that widely used in telling the 
intrinsic variation among various crop genotypes. Multivariate analysis has been 
reported for study of genetic diversity in numerous crops such as barley [78], 
sorghum [79], wheat [80], peanut [81] and rice [82].

3.2 Genetic markers

Mutant phenotypes were usually recognized depend upon their morphological 
characteristic. But morphological markers are not steady due to less heritability 

Gene 
targeted

Vector: promoter Transformation 
method: 
promoter

Plant variety Mutation 
nature

Reference

63 immunity 
associated 
genes

P201N-Cas9: U6 
promoter

Agrobacterium 
ID1249 strain

Tomato 
RG-PtoR or 
RG-prf3

Short 
Indels

[70]

VvMLO3; 
VvMLO4

pYLCRIPSR/Cas9-N 
vector: AtU3b and 
AtU6–1 promoter

Agrobacterium 
strain GV3101

Grape wine 
PN40024
(Vitis vinifera)

Short 
Indels

[71]

HvITPK1 pYLsgRNA-OsU6
pYLCRISPR/
Cas9Pubi-H: U6 
promoter

Agrobacterium 
strain AGL1

Barley model 
cultivar Golden 
Promise

Insertion 
mutation

[72]

Clpsk1 pRGEBB320cas9-
gRNA-Clpk1: AtU6 
promoter

Agrobacterium 
strain EHA105

Watermelon 
Sumi 1

Lnockout [73]

GhCLA and 
GhPEBP

pRGEB32-GhU6.7: 
cotton U6 promoter

Agrobacterium 
strain GV3101

Cotton Jin668
(Gossypium 
hirsutum)

Point 
mutation

[74]

Table 1. 
Induced mutation in plants using targeted genome editing method CRISPR/Cas9.
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along with complex genetic nature [83]. Then novel method have been developed 
depend upon genetic information of DNA. This procedure is a faster and more reli-
able as compared to other methods. Molecular markers depend upon genetic variant 
in the genome [84]. DNA-based markers have basically replaced previous biochemi-
cal markers as importance of DNA analysis has been reported in plants [85]. DNA 
markers are largely scattered across the entire genome due to larger in quantity [75]. 
Genetic markers perform main role for reorganization of heritable traits in plant 
breeding as well as genetics [86].

3.2.1 Types of genetic marker

Numerous types of molecular markers have been utilized. Molecular markers 
include restriction fragment length polymorphism (RFLP) [87], random amplified 
polymorphic DNA (RAPD) [88], amplified fragment length polymorphism (AFLP) 
[89], inter-simple sequence repeat (ISSRs) [90], microsatellite or simple sequence 
repeats (SSRs) [91] and single nucleotide polymorphisms (SNPs) [92] are currently 
accessible to evaluate the diversity and variability at the DNA level.

3.2.1.1 SSRs as a sequence based marker

These markers are group of tedious DNA chain typically two to six base pairs. It is 
a form of VNTRs (Variable Number Tandem Repeats) [93]. These markers are well-
known as STRs (short tandem repeats). The rate of different STRs length is feature 
of microsatellite loci in rice [75]. They consist of dinucleotide; trinucleotide as well as 
tetranucleotide repeats for genetic analysis. Dinucleotides are the key form present in 
most vertebrates. Trinucleotide repeat are rich in plants [94]. Microsatellite markers 
are believed to be suitable over different array of markers due to following reasons. 
These are scattered all over the genome of extremely conserved region. These markers 
have various qualities of simplicity, high polymorphism, rapidity as well as stability. 
These markers have been model for examination of germplasm, genetic diversity [95], 
heterosis, purity test, gene mapping, fingerprints assembly, phylogenetic comparison 
as well as marker aided selection [75, 95]. A random collection of SSRs assist in esti-
mation of rice genetic diversity and rice cultivar classification without mistakes [96]. 
Particularly SSRs markers have been extensively employed in rice genetic analysis for 
high allelic detection [97]. Microsatellite exposed unreliable level of genetic relation-
ship among the domesticated as well as wild collection of rice [98].

3.2.1.2 SNPs as genetic markers from high-throughput sequencing

SNPs (single nucleotide polymorphisms) signify a strong group of genetic mark-
ers [99] among different categories of molecular markers due to following reason 
[100]. These markers detect single-base pair location depend upon sequence varia-
tion in genomes [101]. SNPs markers offer a huge marker density in genomes [102]. 
SNPs markers have achieved significant importance in plant genetic analysis due 
to their brilliant genetic qualities, genetic diversity, evolutionary interaction [103], 
high throughput genetic mapping [104], population substructure [105], genome-
wide linkage disequilibrium [106] as well as association mapping [107]. Availability 
of high quality reference genome sequence made it easier to scan out mutation by 
re-sequencing the species genotypes through next generation sequencing (NGS) 
approaches and to identify the variation in targeted genotype through mapping 
techniques as genome-wide association mapping [108].

Classically, a quite large sequencing attempt is faithful to recognize polymor-
phic location in a genome among a set of various breeding lines [109]. A precise 
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multiplexed SNPs genotyping analysis is necessary to utilize the huge SNPs source 
for high-throughput genetic test in rice [110]. It will become routine to re-sequence 
the plants genome with current SNPs platforms as the price of genome sequencing 
keep on to reduce [111].

SNPs genotyping have been applied in many organism including rice [112–114], 
Arabidopsis [115], maize [116], soybean [117] and wheat [118]. The high class order 
of the rice genome has offered genome-wide SNPs source [119]. Polymorphic loci 
(5.41 million) were detected between the two main domesticated rice subspecies 
(Indica and Japonica) by SNPs genotyping [120].

A complete map of rice genome builds 6,119,311 SNPs variants for 1529 genome 
orders. SNPs (213,188) were located in Indica and Japonica rice. Asian and African 
rice were established 9595 SNPs [121]. Three thousand rice genomes project [122] 
submit for rice clustering of aus/boro genotypes. Only 208 accessions are catego-
rized as aus/boro depends upon SNPs markers of 200,000. It is also exposed from 
further study that aus group was genetically related by 376,000 SNPs markers [123].

4. Conclusions

The considerable amount of phenotypic variability can be identified by employ-
ing highly sophisticated Molecular approaches like SSR and SNPs within the mutant 
populations. These genetic changes indicated that EMS might be helpful for the 
development of desired genetic changes in crop plants. It was also recommended 
that current SSRs and SNPs markers could be suited in further analysis for estima-
tion of genetic diversity of rice mutants.

Acknowledgements

The authors acknowledge Higher Education Commission (HEC), Islamabad, 
Pakistan for providing funds for research activities at Genomics lab, CABB. The 
authors are thankful to Plant Breeding Division (NIAB) for providing assistance in 
analysis of EMS mutagenesis.

Conflict of interest

“The authors declare no conflict of interest.”

17

Genetic Variability through Induced Mutation
DOI: http://dx.doi.org/10.5772/intechopen.95027

Author details

Faisal Saeed Awan1*, Bushra Sadia1, Javaria Altaf2, Madiha Habib1, Kiran Hameed1 
and Shabbir Hussain1

1 Centre of Agricultural Biochemistry and Biotechnology, University of Agriculture 
Faisalabad, Pakistan

2 Department of Zoology, Government College University Faisalabad, Pakistan

*Address all correspondence to: faisal.saeed@uaf.edu.pk

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 



Genetic Variation

16

multiplexed SNPs genotyping analysis is necessary to utilize the huge SNPs source 
for high-throughput genetic test in rice [110]. It will become routine to re-sequence 
the plants genome with current SNPs platforms as the price of genome sequencing 
keep on to reduce [111].

SNPs genotyping have been applied in many organism including rice [112–114], 
Arabidopsis [115], maize [116], soybean [117] and wheat [118]. The high class order 
of the rice genome has offered genome-wide SNPs source [119]. Polymorphic loci 
(5.41 million) were detected between the two main domesticated rice subspecies 
(Indica and Japonica) by SNPs genotyping [120].

A complete map of rice genome builds 6,119,311 SNPs variants for 1529 genome 
orders. SNPs (213,188) were located in Indica and Japonica rice. Asian and African 
rice were established 9595 SNPs [121]. Three thousand rice genomes project [122] 
submit for rice clustering of aus/boro genotypes. Only 208 accessions are catego-
rized as aus/boro depends upon SNPs markers of 200,000. It is also exposed from 
further study that aus group was genetically related by 376,000 SNPs markers [123].

4. Conclusions

The considerable amount of phenotypic variability can be identified by employ-
ing highly sophisticated Molecular approaches like SSR and SNPs within the mutant 
populations. These genetic changes indicated that EMS might be helpful for the 
development of desired genetic changes in crop plants. It was also recommended 
that current SSRs and SNPs markers could be suited in further analysis for estima-
tion of genetic diversity of rice mutants.
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Chapter 3

Adaptive Evolution and 
Addressing the Relevance for 
Genetic Improvement of Sago 
Palm Commodity
Barahima Abbas

Abstract

Adaptive evolution implies evolutionary shifts within an organism which make 
it suitable and adaptable for its environment. Genetic resources of sago palm 
(Metroxylon sagu Rottb.) populations in Indonesia were explicated as follows: (1) 
Characters of sago palm in Indonesia were shown varied based on cpDNA markers 
and large variation based on RAPD markers. (2) Variation of starch production of 
sago palm correlated with Wx genes variation, (3) Distances barrier and geogra-
phies isolation in line of sago palm dispersions in Indonesia (4) Characteristics of 
genetic were observed does not related with vernacular names those were given by 
local people (5) Papua islands, Indonesia territorial is proposed the center of sago 
palm diversities, (6) Papua islands, Sulawesi islands and Kalimantan islands will 
be the provenance of the diversities (7) Genetic improvement of sago palm might 
enhanced using molecular marker that link to interesting genes by developing 
marker-assisted breeding.

Keywords: breeding, DNA, genetic, marker, Metroxylon sagu

1. Introduction

Information on adaptive evolution and genetic diversity of an organism are 
very important in supporting genetic improvement and germplasm conservation. 
Adaptive evolution implies evolutionary shifts within an organism which make 
it suitable for its environment. The improvements lead to improved chances of 
survival and reproduction. In order to conserve germplasm of an organism, infor-
mation on genetic diversity is needed so that it can capture germplasm as a whole 
and efficiently in the implementation of germplasm conservation activities. In addi-
tion, information on the diversity of organisms needs to be documented to maintain 
information on the wealth and existence of certain types of an organism, including 
sago palm.

Several markers that can be used for accessing the diversity of an organism are 
morphology, protein, and DNA marker. Morphological and protein markers are 
not sufficiently used as indicators for measuring genetic characteristic because 
they are heavily affected by the surrounding factors. One of the markers that is not 



Genetic Variation

26

[121] Guo LB, Ye GY. Use of major 
quantitative trait loci to improve 
grain yield of rice. Rice Science. 
2014;21(2):65-82. DOI: 10.1016/
S1672-6308(13)60174-2

[122] Li JY, Wang J, Zeigler RS. The 3,000 
rice genomes project: new opportunities 
and challenges for future rice research. 
Gigascience. 2014; 3(1):2047-17X.DOI 
10.1186/2047-217X-3-8

[123] Alexandrov N, Tai S, Wang W, 
Mansueto L, Palis K, Fuentes RR, et al. 
SNP-seek database of SNPs derived 
from 3000 rice genomes. Nucleic acids 
research. 2015;43(D1):D1023-D1027. 
DOI: 10.1093/nar/gku1039

27

Chapter 3

Adaptive Evolution and 
Addressing the Relevance for 
Genetic Improvement of Sago 
Palm Commodity
Barahima Abbas

Abstract

Adaptive evolution implies evolutionary shifts within an organism which make 
it suitable and adaptable for its environment. Genetic resources of sago palm 
(Metroxylon sagu Rottb.) populations in Indonesia were explicated as follows: (1) 
Characters of sago palm in Indonesia were shown varied based on cpDNA markers 
and large variation based on RAPD markers. (2) Variation of starch production of 
sago palm correlated with Wx genes variation, (3) Distances barrier and geogra-
phies isolation in line of sago palm dispersions in Indonesia (4) Characteristics of 
genetic were observed does not related with vernacular names those were given by 
local people (5) Papua islands, Indonesia territorial is proposed the center of sago 
palm diversities, (6) Papua islands, Sulawesi islands and Kalimantan islands will 
be the provenance of the diversities (7) Genetic improvement of sago palm might 
enhanced using molecular marker that link to interesting genes by developing 
marker-assisted breeding.

Keywords: breeding, DNA, genetic, marker, Metroxylon sagu

1. Introduction

Information on adaptive evolution and genetic diversity of an organism are 
very important in supporting genetic improvement and germplasm conservation. 
Adaptive evolution implies evolutionary shifts within an organism which make 
it suitable for its environment. The improvements lead to improved chances of 
survival and reproduction. In order to conserve germplasm of an organism, infor-
mation on genetic diversity is needed so that it can capture germplasm as a whole 
and efficiently in the implementation of germplasm conservation activities. In addi-
tion, information on the diversity of organisms needs to be documented to maintain 
information on the wealth and existence of certain types of an organism, including 
sago palm.

Several markers that can be used for accessing the diversity of an organism are 
morphology, protein, and DNA marker. Morphological and protein markers are 
not sufficiently used as indicators for measuring genetic characteristic because 
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influenced by the surrounding factors is a molecular marker. Thereby, in express-
ing adaptive evolution and genetic characteristics, it is necessary to be based on 
molecular markers. Disclosure of the genetic characteristics of organism such as 
plant in Indonesia will be better focused on molecular-based markers.

Several DNA markers that can be used for accessing adaptive evolution of 
an organism are: Simple Sequence Repeat (SSR) in the nuclear genome and 
chloroplast genome (cpSSR), Random Amplified Polymorphism DNA (RAPD), 
functional gene such as Waxy gene in sago palm, 5S, Restriction Fragment Length 
Polymorphism (RFLP), and Amplified Fragment Length Polymorphism (AFLP), 
chloroplast DNA (cpDNA) such as matK gene, and mitochondrial DNA (mtDNA) 
such nad gene. These molecular markers are widely used as markers to express 
adaptive evolution of plant.

SSR markers have been shown to have high polymorphisms in soybean and in 
apples [1–4], thereby, can be used for revealing the adaptive evolution of an organ-
ism. SSR is composed of 1–6 base pairs (bp) of repeated DNA sequences with vary-
ing amounts [5]. The polymorphic fragments (alleles) are produced from variations 
in the length of the SSR repeats which can be separated by electrophoresis to display 
the genetic profile of the genome and the organelle genome. SSR alleles are codomi-
nant monogenic inherited and can be distinguished between homozygous and 
heterozygous in segregated populations [1].

The advantages of SSR DNA markers or microsatellite markers in genome analy-
sis are that SSR sequences are found in many eukaryotic genomes, high diversity, 
stable inheritance, co-dominant markers and high accuracy detection [6]. The 
RAPD marker is a technique that is widely used for genetic characterization because 
the RAPD technique is simpler than other techniques. Molecular markers related 
to the expression of certain genes are interesting molecular markers because it can 
be seen the variation of genes encoding certain characters, making it easier to trace 
genes that have specific expressions and are desired for the improvement of certain 
gene of organisms.

The Wx gene molecular marker is a marker related to the starch biosynthesis 
process and amplifies the plant DNA sequences that linked to the starch forma-
tion. The Waxy (Wx) gene in cereals and amf in potato is called isoform gene, 
Granule-bound starch synthase I (GBSS I) that it encodes starch synthesis [7, 8]. 
Furthermore, starch synthesis process is regulated by one of the key genes, those 
the Wx gene [9]. Starch from rice plants consists of amylopectin and amylose [10]. 
Furthermore, it was stated that the Wx gene regulates the level of amylose content 
in starch-producing plants such as wheat and rice [10–12]. The motive structure of 
the Wx gene was reported that it has a very conservative sequence [8] so it fulfills 
the requirements to be used as a marker. The Wx gene marker have been used 
in various types of crops, i.e. rice [13], barley [9], wheat [14, 15], and sago palm 
[16, 17].

Large numbers of insertions and deletions in the genome can be detected using 
agaros gel separation techniques. A technique that is more suitable for small changes 
in DNA sequences, such as mutations or small deletions or insertions, is fragment 
analysis using sequencer tools. The technique can detect a change in the size of one 
base in a DNA fragment. The use of a separation technique that is able to distinguish 
the differences of one base pair makes it possible to detect the genetic diversity of 
sago palm that occur at the individual and population. The estimation of adaptive 
evolution that occurs over a long period of time (hundreds to thousands of years) 
can be determined based on the chloroplast Simple Sequence Repeat (cpSSR) 
marker and barcode matK gene in the cpDNA genome. The barcode matK gene was 
commonly use in the vascular plant, such as Dipterocarpaceae [18], Arecaceae [19] 
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and in the species of sago palm also [20]. The variation that occurs in a relatively 
short period of time can be determined based on RAPD markers and other markers 
used to investigate the nucleus genome.

2. Adaptive evolution of sago palm

Diversity is a reflection adaptive evolution in an organism. Variations within 
a population and inter species that are affected by the occurrence of adaptive 
evolution. Adaptive evolution of sago palm can be measured by using various 
markers. The characteristics of sago palm in Indonesia were shown widely varies 
in morphological phenotypic. It was reported that around Sentani, Jayapura there 
are 15 varieties [21]. These varieties show variation in a broad sense, not only in 
morphological characters, but also in their adaptation to the environment (toler-
ant to fire and waterlogging). Furthermore, the variation of sago palm in Papua 
is very large based on morphological phenotypic, there are 96 varieties based on 
vernacular name [22]. The variation base on morphological phenotypic may dif-
ferences from another population and location because morphological characters 
are strongly influenced by environmental factors. Observing the variation of sago 
palm need a marker that are not influenced by the environment so that they can 
reflect the actual state of plant variation. Markers developed in a wide variety 
of organisms including plants, namely chloroplast genome molecular markers 
(cpDNA) and nuclear genome molecular markers (RAPD, Wx gene expression, 
and others).

The cpDNA molecular marker is a very conservative molecular marker, so it 
is very suitable to be used to estimate long-term adaptive evolution for a par-
ticular organism. The cpDNA locus mutation rates was estimated between 3.2 x 
10–5 and 7.9 x 10–5 [23]. Apart from this, cpDNA sequences are conservative in 
comparison to nuclear genome because they do not undergo recombination in the 
genome and uniparental inherited [24, 25]. Based on the information found in 
the chloroplast genome, it is a difference that occurred hundreds or thousands of 
years ago.

The cpDNA markers were developed in plants showed that the cpDNA of 
sago palm varied, the total 10 haplotypes were found throughout Indonesia 
territorials [26]. Seven haplotypes were found on the island of Papua and three 
haplotypes were found apart from the island of Papua and two haplotypes were 
found on several islands (sharing haplotypes). Based on highly conservative 
cpDNA criteria, the variations in cpDNA detection were reflect conditions 
hundreds or thousands of years ago. It is hypothetically that gene flow of sago 
palm since ancient times moving from one island to another in various ways. It 
was found that only two haplotypes experienced displacement. This phenom-
enon was corresponded of Pinus silvestris L. and Abies alba Mill referred to as 
the refugee population [27, 28].

Base on the largest number of haplotypes were found on several islands 
where sago samples were taken, the island of Papua is the center of sago diver-
sity because the island of Papua has the highest number of cpDNA haplotypes. 
Large amount of diversity is found in natural populations [29]. Based on this 
statement, it can be said that the sago palm in Papua is a natural population (not 
refers to a migrant population). When talking about the source of diversity, the 
islands of Papua, Sulawesi and Kalimantan are the sources of diversity of sago 
palm because it has a specific haplotype. Large number of haplotypes reflects 
the high variation or diversity in a population [28] and differences in cpDNA 
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influenced by the surrounding factors is a molecular marker. Thereby, in express-
ing adaptive evolution and genetic characteristics, it is necessary to be based on 
molecular markers. Disclosure of the genetic characteristics of organism such as 
plant in Indonesia will be better focused on molecular-based markers.

Several DNA markers that can be used for accessing adaptive evolution of 
an organism are: Simple Sequence Repeat (SSR) in the nuclear genome and 
chloroplast genome (cpSSR), Random Amplified Polymorphism DNA (RAPD), 
functional gene such as Waxy gene in sago palm, 5S, Restriction Fragment Length 
Polymorphism (RFLP), and Amplified Fragment Length Polymorphism (AFLP), 
chloroplast DNA (cpDNA) such as matK gene, and mitochondrial DNA (mtDNA) 
such nad gene. These molecular markers are widely used as markers to express 
adaptive evolution of plant.

SSR markers have been shown to have high polymorphisms in soybean and in 
apples [1–4], thereby, can be used for revealing the adaptive evolution of an organ-
ism. SSR is composed of 1–6 base pairs (bp) of repeated DNA sequences with vary-
ing amounts [5]. The polymorphic fragments (alleles) are produced from variations 
in the length of the SSR repeats which can be separated by electrophoresis to display 
the genetic profile of the genome and the organelle genome. SSR alleles are codomi-
nant monogenic inherited and can be distinguished between homozygous and 
heterozygous in segregated populations [1].

The advantages of SSR DNA markers or microsatellite markers in genome analy-
sis are that SSR sequences are found in many eukaryotic genomes, high diversity, 
stable inheritance, co-dominant markers and high accuracy detection [6]. The 
RAPD marker is a technique that is widely used for genetic characterization because 
the RAPD technique is simpler than other techniques. Molecular markers related 
to the expression of certain genes are interesting molecular markers because it can 
be seen the variation of genes encoding certain characters, making it easier to trace 
genes that have specific expressions and are desired for the improvement of certain 
gene of organisms.

The Wx gene molecular marker is a marker related to the starch biosynthesis 
process and amplifies the plant DNA sequences that linked to the starch forma-
tion. The Waxy (Wx) gene in cereals and amf in potato is called isoform gene, 
Granule-bound starch synthase I (GBSS I) that it encodes starch synthesis [7, 8]. 
Furthermore, starch synthesis process is regulated by one of the key genes, those 
the Wx gene [9]. Starch from rice plants consists of amylopectin and amylose [10]. 
Furthermore, it was stated that the Wx gene regulates the level of amylose content 
in starch-producing plants such as wheat and rice [10–12]. The motive structure of 
the Wx gene was reported that it has a very conservative sequence [8] so it fulfills 
the requirements to be used as a marker. The Wx gene marker have been used 
in various types of crops, i.e. rice [13], barley [9], wheat [14, 15], and sago palm 
[16, 17].

Large numbers of insertions and deletions in the genome can be detected using 
agaros gel separation techniques. A technique that is more suitable for small changes 
in DNA sequences, such as mutations or small deletions or insertions, is fragment 
analysis using sequencer tools. The technique can detect a change in the size of one 
base in a DNA fragment. The use of a separation technique that is able to distinguish 
the differences of one base pair makes it possible to detect the genetic diversity of 
sago palm that occur at the individual and population. The estimation of adaptive 
evolution that occurs over a long period of time (hundreds to thousands of years) 
can be determined based on the chloroplast Simple Sequence Repeat (cpSSR) 
marker and barcode matK gene in the cpDNA genome. The barcode matK gene was 
commonly use in the vascular plant, such as Dipterocarpaceae [18], Arecaceae [19] 
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and in the species of sago palm also [20]. The variation that occurs in a relatively 
short period of time can be determined based on RAPD markers and other markers 
used to investigate the nucleus genome.

2. Adaptive evolution of sago palm

Diversity is a reflection adaptive evolution in an organism. Variations within 
a population and inter species that are affected by the occurrence of adaptive 
evolution. Adaptive evolution of sago palm can be measured by using various 
markers. The characteristics of sago palm in Indonesia were shown widely varies 
in morphological phenotypic. It was reported that around Sentani, Jayapura there 
are 15 varieties [21]. These varieties show variation in a broad sense, not only in 
morphological characters, but also in their adaptation to the environment (toler-
ant to fire and waterlogging). Furthermore, the variation of sago palm in Papua 
is very large based on morphological phenotypic, there are 96 varieties based on 
vernacular name [22]. The variation base on morphological phenotypic may dif-
ferences from another population and location because morphological characters 
are strongly influenced by environmental factors. Observing the variation of sago 
palm need a marker that are not influenced by the environment so that they can 
reflect the actual state of plant variation. Markers developed in a wide variety 
of organisms including plants, namely chloroplast genome molecular markers 
(cpDNA) and nuclear genome molecular markers (RAPD, Wx gene expression, 
and others).

The cpDNA molecular marker is a very conservative molecular marker, so it 
is very suitable to be used to estimate long-term adaptive evolution for a par-
ticular organism. The cpDNA locus mutation rates was estimated between 3.2 x 
10–5 and 7.9 x 10–5 [23]. Apart from this, cpDNA sequences are conservative in 
comparison to nuclear genome because they do not undergo recombination in the 
genome and uniparental inherited [24, 25]. Based on the information found in 
the chloroplast genome, it is a difference that occurred hundreds or thousands of 
years ago.

The cpDNA markers were developed in plants showed that the cpDNA of 
sago palm varied, the total 10 haplotypes were found throughout Indonesia 
territorials [26]. Seven haplotypes were found on the island of Papua and three 
haplotypes were found apart from the island of Papua and two haplotypes were 
found on several islands (sharing haplotypes). Based on highly conservative 
cpDNA criteria, the variations in cpDNA detection were reflect conditions 
hundreds or thousands of years ago. It is hypothetically that gene flow of sago 
palm since ancient times moving from one island to another in various ways. It 
was found that only two haplotypes experienced displacement. This phenom-
enon was corresponded of Pinus silvestris L. and Abies alba Mill referred to as 
the refugee population [27, 28].

Base on the largest number of haplotypes were found on several islands 
where sago samples were taken, the island of Papua is the center of sago diver-
sity because the island of Papua has the highest number of cpDNA haplotypes. 
Large amount of diversity is found in natural populations [29]. Based on this 
statement, it can be said that the sago palm in Papua is a natural population (not 
refers to a migrant population). When talking about the source of diversity, the 
islands of Papua, Sulawesi and Kalimantan are the sources of diversity of sago 
palm because it has a specific haplotype. Large number of haplotypes reflects 
the high variation or diversity in a population [28] and differences in cpDNA 
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haplotypes in each population reflect differences in genetic entities (sources of 
variation) [29].

Based on the developed molecular markers of the chloroplast genome (cpDNA) 
and nucleus genomes, it was revealed that individuals with different local names 
within and between populations were generally not different. This indicates that 
the environmental influence on the appearance of the morphological phenotype 
is very large because the local name given by the local community is based on 
morphological phenotypic and local language. In Papua alone, there are a lot of 
regional languages   which make the local names for the sago palm too many. People 
in Jayapura (West, Central, and East Sentani) give local names for one type of sago 
palm which differs from one another [30]. If the grouping and naming of sago palm 
varieties is based on local names, there will be a very large number of vernacular 
names comparing from the real thing. It was documented that in Papua there are 
96 vernacular name of sago palm [31]. Furthermore, the farmers indicated that 
there are 21 varieties in Sentani and Scientist only recognized 15 varieties out of 
21 varieties based on morphological phenotypic [21]. Based on this information, it 
reflects confusion and there is an overlap in the naming of varieties, which makes 
the classification and number of varieties recorded larger than the real thing. Cases 
like these are make molecular markers play an important role for clarification as 
well as correction of varieties number.

Molecular markers of the chloroplast genome and nucleus genome developed on 
sago palm detected that sago palm in various islands in Indonesia experienced high 
diversities as seen from the varying values of genetic diversity: ∑H, HE, S, G, Ĥ, 
VĤ, π, πn, and P. This means that in a population there are individuals who are very 
different from one another. In general, it can be interpreted that the sago palm scat-
tered in various islands in Indonesia, even though the samples from the island of 
Java with the Wx gene marker and samples from the islands of Ambon and Java with 
the nucleus genomic SSR markers are not differentiated. This is probably due to the 
discriminatory focus of each molecular marker that is different from one another. 
The Wx gene marker focuses its discrimination on genes encoding the biosynthesis 
of amylose. If the DNA sequence of the Wx gene in the population sample did not 
vary like the population sample from Bogor, then the amylose content did not vary 
either. Various Wx gene alleles determine the amylose content in starch-producing 
plants [10, 12, 32].

Based on the codominant molecular markers (Wx genes and nucleus genomic 
SSR) used, it shows that the level of heterozygosity of sago palm in various popula-
tions in Indonesia varies in terms of the ratio of heterozygous and homozygous 
values. Based on the Wx gene marker, it shows that the samples from the Palopo and 
Bogor populations are all heterozygous, in contrast the SSR markers of the nuclear 
genome of the individual samples from the Ambon and Bogor populations are all 
homozygous. This phenomenon reflects the degree of individual heterozygosity 
depending on the particular character observed. The heterozygous diversity of the 
Wx gene was relevant to the quality and quantity of plant starch production which 
also varied. Starch content of sago palm varied as well as the accumulated dry 
matter [21]. Variations in the Wx gene in wheat caused variations in the viscosity of 
the resulting starch production [15]. The heterozygosity values based on the nucleus 
genomic SSR markers also varied, although they were not as high as the hetero-
zygosity values of the Wx gene markers [16]. SSR markers when designed based 
on SSR sequences information of the plant genome under study will produce high 
levels of polymorphism. Previous studies on various types of plants have shown that 
SSR markers are commonly used to measure adaptive evolution because of their 
high rates of polymorphism [33–36].
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Genetic hierarchy and genetic differentiation based on chloroplast genome 
markers and nucleus genome indicate that sago samples with cpDNA markers 
and Wx genes differentiate at individual and population levels [16, 19, 26, 37]. 
Furthermore, samples with RAPD markers experience differentiation at the indi-
vidual and population levels [16, 26]. The levels of genetic hierarchy observed were 
individual, population, and island levels [38]. On the other hand, the SSR marker 
of the nucleus genome was only a sample between populations from the island 
of Papua which experienced differentiation. This difference is strongly influnced 
by the nature and the degree of polymorphism of the genetic markers used. The 
conservative genetic markers such as matK gene markers and mitochondrial nad2 
gene markers tend to show lower levels of polymorphism and only at lower levels of 
genetic hierarchy are significantly different [20, 37]. Low levels of polymorphism 
between populations and did not experience genetic differentiation in Pinaceae 
using the cpSSR marker, but with the RAPD marker, high polymorphism and 
genetic differentiation were found [39]. Furthermore, the cpDNA characters that 
evolved in the cotton genus were low [40].

Genetic relatedness of the population based on phylogenetic constructs shows 
that the SSR molecular marker of the nucleus genome divides the sample into two 
groups, the cpDNA and RAPD molecular markers divide the samples into three 
groups, and the Wx gene molecular marker divides the sample into four groups 
[17]. The variations that occur may be due to the different nature and focus of 
discrimination for each molecular marker used. This case is something that is often 
encountered in various kinds of molecular markers. Previous studies have shown 
that different molecular markers infer variability, genetic relatedness, and adaptive 
evolution of individual or population variations [40–42]. Furthermore, the genetic 
variation in Pseudotsuga menziesii (Mirb.) Franco. using univarentally inherited 
(cpSSR) and biparental inherited (isozyme and RAPD) molecular markers con-
cluded that the level of polymorphism and differentiation of cpSSR markers was 
lower than that of isozyme and RAPD markers [39].

Based on molecular markers of cpDNA, RAPD, Wx genes, SSR nucleus 
genome, cpDNA matK gene, and mitochondrial nad2 gene, it shows that sago 
palm in Indonesia are diverse [17, 19, 37]. The relevance of genetic diversity 
generated by molecular markers of the chloroplast genome and nucleus genome 
with the morphological diversity that has been revealed by sago plant research-
ers is that they both reveal that sago palm in Indonesia are diverse, but the level 
of diversity based on genetic markers is lower than that based on morphologi-
cal markers [43]. The variation of sago palm in Papua is very large based on 
morphological phenotypics, namely that in total there are 96 varieties found 
from eight locations (Salawati, Waropen, Sentani, Kaureh, Wasior, Inanwatan, 
Onggari, and Windesi) in Papua and west Papua Province [22]. It was reported 
three varieties of sago palm in Kendari, Southeast Sulawesi [21]. Furthermore, it 
was documented 11 varieties of sago palm in Southeast Sulawesi, North Sulawesi 
and North Ambon based on morphological characteristics [44]. Genetic diversity 
based on the molecular markers that have been disclosed classifies sago palm in 
Indonesia from two to four groups. It was reported that sago palm is divided into 
two clusters and two sub-clusters [45]. The Morphological performance of Sago 
palm forest is shown on Figure 1 and the morphological performance at the russet 
growth is shown on Figure 2.

Based on the molecular markers that have been used on sago palms, nothing 
has been associated with the morphological characters. The same thing was also 
that spineless and spiny of sago palm was not related to genetic distance based on 
RAPD markers [45]. It is believed that spine and spineless in sago palm is controlled 
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haplotypes in each population reflect differences in genetic entities (sources of 
variation) [29].

Based on the developed molecular markers of the chloroplast genome (cpDNA) 
and nucleus genomes, it was revealed that individuals with different local names 
within and between populations were generally not different. This indicates that 
the environmental influence on the appearance of the morphological phenotype 
is very large because the local name given by the local community is based on 
morphological phenotypic and local language. In Papua alone, there are a lot of 
regional languages   which make the local names for the sago palm too many. People 
in Jayapura (West, Central, and East Sentani) give local names for one type of sago 
palm which differs from one another [30]. If the grouping and naming of sago palm 
varieties is based on local names, there will be a very large number of vernacular 
names comparing from the real thing. It was documented that in Papua there are 
96 vernacular name of sago palm [31]. Furthermore, the farmers indicated that 
there are 21 varieties in Sentani and Scientist only recognized 15 varieties out of 
21 varieties based on morphological phenotypic [21]. Based on this information, it 
reflects confusion and there is an overlap in the naming of varieties, which makes 
the classification and number of varieties recorded larger than the real thing. Cases 
like these are make molecular markers play an important role for clarification as 
well as correction of varieties number.

Molecular markers of the chloroplast genome and nucleus genome developed on 
sago palm detected that sago palm in various islands in Indonesia experienced high 
diversities as seen from the varying values of genetic diversity: ∑H, HE, S, G, Ĥ, 
VĤ, π, πn, and P. This means that in a population there are individuals who are very 
different from one another. In general, it can be interpreted that the sago palm scat-
tered in various islands in Indonesia, even though the samples from the island of 
Java with the Wx gene marker and samples from the islands of Ambon and Java with 
the nucleus genomic SSR markers are not differentiated. This is probably due to the 
discriminatory focus of each molecular marker that is different from one another. 
The Wx gene marker focuses its discrimination on genes encoding the biosynthesis 
of amylose. If the DNA sequence of the Wx gene in the population sample did not 
vary like the population sample from Bogor, then the amylose content did not vary 
either. Various Wx gene alleles determine the amylose content in starch-producing 
plants [10, 12, 32].

Based on the codominant molecular markers (Wx genes and nucleus genomic 
SSR) used, it shows that the level of heterozygosity of sago palm in various popula-
tions in Indonesia varies in terms of the ratio of heterozygous and homozygous 
values. Based on the Wx gene marker, it shows that the samples from the Palopo and 
Bogor populations are all heterozygous, in contrast the SSR markers of the nuclear 
genome of the individual samples from the Ambon and Bogor populations are all 
homozygous. This phenomenon reflects the degree of individual heterozygosity 
depending on the particular character observed. The heterozygous diversity of the 
Wx gene was relevant to the quality and quantity of plant starch production which 
also varied. Starch content of sago palm varied as well as the accumulated dry 
matter [21]. Variations in the Wx gene in wheat caused variations in the viscosity of 
the resulting starch production [15]. The heterozygosity values based on the nucleus 
genomic SSR markers also varied, although they were not as high as the hetero-
zygosity values of the Wx gene markers [16]. SSR markers when designed based 
on SSR sequences information of the plant genome under study will produce high 
levels of polymorphism. Previous studies on various types of plants have shown that 
SSR markers are commonly used to measure adaptive evolution because of their 
high rates of polymorphism [33–36].
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Genetic hierarchy and genetic differentiation based on chloroplast genome 
markers and nucleus genome indicate that sago samples with cpDNA markers 
and Wx genes differentiate at individual and population levels [16, 19, 26, 37]. 
Furthermore, samples with RAPD markers experience differentiation at the indi-
vidual and population levels [16, 26]. The levels of genetic hierarchy observed were 
individual, population, and island levels [38]. On the other hand, the SSR marker 
of the nucleus genome was only a sample between populations from the island 
of Papua which experienced differentiation. This difference is strongly influnced 
by the nature and the degree of polymorphism of the genetic markers used. The 
conservative genetic markers such as matK gene markers and mitochondrial nad2 
gene markers tend to show lower levels of polymorphism and only at lower levels of 
genetic hierarchy are significantly different [20, 37]. Low levels of polymorphism 
between populations and did not experience genetic differentiation in Pinaceae 
using the cpSSR marker, but with the RAPD marker, high polymorphism and 
genetic differentiation were found [39]. Furthermore, the cpDNA characters that 
evolved in the cotton genus were low [40].

Genetic relatedness of the population based on phylogenetic constructs shows 
that the SSR molecular marker of the nucleus genome divides the sample into two 
groups, the cpDNA and RAPD molecular markers divide the samples into three 
groups, and the Wx gene molecular marker divides the sample into four groups 
[17]. The variations that occur may be due to the different nature and focus of 
discrimination for each molecular marker used. This case is something that is often 
encountered in various kinds of molecular markers. Previous studies have shown 
that different molecular markers infer variability, genetic relatedness, and adaptive 
evolution of individual or population variations [40–42]. Furthermore, the genetic 
variation in Pseudotsuga menziesii (Mirb.) Franco. using univarentally inherited 
(cpSSR) and biparental inherited (isozyme and RAPD) molecular markers con-
cluded that the level of polymorphism and differentiation of cpSSR markers was 
lower than that of isozyme and RAPD markers [39].

Based on molecular markers of cpDNA, RAPD, Wx genes, SSR nucleus 
genome, cpDNA matK gene, and mitochondrial nad2 gene, it shows that sago 
palm in Indonesia are diverse [17, 19, 37]. The relevance of genetic diversity 
generated by molecular markers of the chloroplast genome and nucleus genome 
with the morphological diversity that has been revealed by sago plant research-
ers is that they both reveal that sago palm in Indonesia are diverse, but the level 
of diversity based on genetic markers is lower than that based on morphologi-
cal markers [43]. The variation of sago palm in Papua is very large based on 
morphological phenotypics, namely that in total there are 96 varieties found 
from eight locations (Salawati, Waropen, Sentani, Kaureh, Wasior, Inanwatan, 
Onggari, and Windesi) in Papua and west Papua Province [22]. It was reported 
three varieties of sago palm in Kendari, Southeast Sulawesi [21]. Furthermore, it 
was documented 11 varieties of sago palm in Southeast Sulawesi, North Sulawesi 
and North Ambon based on morphological characteristics [44]. Genetic diversity 
based on the molecular markers that have been disclosed classifies sago palm in 
Indonesia from two to four groups. It was reported that sago palm is divided into 
two clusters and two sub-clusters [45]. The Morphological performance of Sago 
palm forest is shown on Figure 1 and the morphological performance at the russet 
growth is shown on Figure 2.

Based on the molecular markers that have been used on sago palms, nothing 
has been associated with the morphological characters. The same thing was also 
that spineless and spiny of sago palm was not related to genetic distance based on 
RAPD markers [45]. It is believed that spine and spineless in sago palm is controlled 
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by certain genes, so that there are certain nucleotide sequences in the sago palm 
genome that undergo transcription and translation processes in the spine forma-
tion process. Molecular markers encoding the characteristics of sago palm can be 
designed if desired by reverse transcription of sequences encoding protein synthesis 
for spiny formation in sago.

Genetic relatedness based on the phylogenetic constructs of each tested molecu-
lar marker shows that the distribution of the level of sample similarity according 
to the size of genetic distance is not limited by location and geographical isolation 
because samples from one island to others islands blending with each other [17]. 
The blending of Stylosanthes sp. obsessions from various regions in the dendrogram 
construction indicates that the obsessions have geographic distribution [46]. It was 
reported that, if there is distance and geographic isolation in the long term, the 
population from one region to another will experience differentiation or adaptive 
evolution as happened in Brassicaceae [47]. Furthermore, Scientist documented 
that population differentiation of O. rifipogon affected by distance or geographic 
isolation [36].

Figure 1. 
Morphological performance of sago palm forest.

Figure 2. 
Morphological performance of sago palm in the russet growth. Spineless with purple color of the young leaf 
(A), spineless with green color of the young leaf (B), spiny with purple color of the young leaf (C), and spiny 
with green color of the young leaf (D).
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3. Genetic assessment of sago palm

3.1 Random amplified polymorphism DNA (RAPD) marker

RAPD polymorphisms amplified on the PCR machine produced polymorphic 
fragments and the number of genotypes of each population. RAPD polymorphisms 
and high number of genotypes are a reflection of plant genetic diversity and adap-
tive evolution based on RAPD markers [38]. This result is in line with the diversities 
of sago palm revealed by using RAPD markers on several samples from Indonesia 
and Malaysia [48].

Population genetic diversity shows that the population samples from Papua have 
the highest of polymorphic sites number (S), the moderate of pairwise differences 
values (π), and the highest percentage of haplotype polymorphic compared to other 
populations from several islands in Indonesia [38]. Genotype diversity equal to 
one means that no identical genotype is found in a population sample. The value of 
Ĥ of individual samples at the island level all shows number of one, which means 
that one sample of individuals with another sample of individuals differs from one 
another based on the RAPD markers. Sago progenies obtained from semi-cultivated 
sago populations showed genetic differences among the progeny tested [43]. The 
varying values of S, π, and Ĥ indicate the genetic variation values of sago palm 
population in Indonesia. In the previous studies of sago palm by using RAPD mark-
ers showed that the sago palm diversities among individual was recorded also high 
[48] and other scientist reported 15 varieties of sago palm based on morphological 
characters in around Sentani lake [21].

The genetic hierarchy was estimated based on Analyses Molecular of Variance 
(AMOVA) calculations. The AMOVA calculation value shows that 89.35% of the 
total variety of samples is contributed by individuals with very significantly dif-
ferent with probability (P) values, 6.58% and 8.4% variance is contributed among 
populations [17]. The rates of diversities and adaptive evolution were detected in 
sago palm, those related to the genetic diversity of M. sativa L. by using RAPDs 
marker [47] as well as Cynara scolymus L. [49]. The statistical test method used to 
reveal the differentiation that occurs at the population and island level is also found 
to be used to reveal the differentiation that occurs at the population level in various 
types of plants, such as in M. sativa L [47], in Acacia radiana [50], and in Primula 
elatior (L.) Oxlip [51].

Genetic relatedness among individual shows that the sago palm were classified 
into three groups based on the dendrogram construction. Group I include sago palm 
from all the populations as well as group III, while Group II includes sago palm 
from Jayapura, Serui, Manokwari and Ambon. This is related to the grouping of 
sago palm that it was reported in the previously study and divided sago palm from 
Indonesia and Malaysia into two groups and subgroups based on RAPD markers 
[48]. Previous sago genetic studies that focused on the Indonesian archipelago 
showed that sample individuals were divided into four groups based on RAPD 
markers [52]. Grouping of individuals in a dendrogram is largely determined by the 
genetic distance used, the method of grouping, and the desired bootstrap coef-
ficient or rate. The differences between the groupings based on the cpDNA markers 
and the RAPD markers observed in previous studies are common in genetic related-
ness studies [24, 39, 41].

Genetic relatedness among population shows a clustering pattern similar among 
individual. Genetic relatedness based on the dendrogram sample construction at 
the island level shows that the samples from the island of Papua are more closely 
related to the samples from Sumatra and Kalimantan, the samples from the island 
of Sulawesi are closely related to the samples from Ambon, and the samples from 
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by certain genes, so that there are certain nucleotide sequences in the sago palm 
genome that undergo transcription and translation processes in the spine forma-
tion process. Molecular markers encoding the characteristics of sago palm can be 
designed if desired by reverse transcription of sequences encoding protein synthesis 
for spiny formation in sago.

Genetic relatedness based on the phylogenetic constructs of each tested molecu-
lar marker shows that the distribution of the level of sample similarity according 
to the size of genetic distance is not limited by location and geographical isolation 
because samples from one island to others islands blending with each other [17]. 
The blending of Stylosanthes sp. obsessions from various regions in the dendrogram 
construction indicates that the obsessions have geographic distribution [46]. It was 
reported that, if there is distance and geographic isolation in the long term, the 
population from one region to another will experience differentiation or adaptive 
evolution as happened in Brassicaceae [47]. Furthermore, Scientist documented 
that population differentiation of O. rifipogon affected by distance or geographic 
isolation [36].

Figure 1. 
Morphological performance of sago palm forest.

Figure 2. 
Morphological performance of sago palm in the russet growth. Spineless with purple color of the young leaf 
(A), spineless with green color of the young leaf (B), spiny with purple color of the young leaf (C), and spiny 
with green color of the young leaf (D).
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3. Genetic assessment of sago palm

3.1 Random amplified polymorphism DNA (RAPD) marker

RAPD polymorphisms amplified on the PCR machine produced polymorphic 
fragments and the number of genotypes of each population. RAPD polymorphisms 
and high number of genotypes are a reflection of plant genetic diversity and adap-
tive evolution based on RAPD markers [38]. This result is in line with the diversities 
of sago palm revealed by using RAPD markers on several samples from Indonesia 
and Malaysia [48].

Population genetic diversity shows that the population samples from Papua have 
the highest of polymorphic sites number (S), the moderate of pairwise differences 
values (π), and the highest percentage of haplotype polymorphic compared to other 
populations from several islands in Indonesia [38]. Genotype diversity equal to 
one means that no identical genotype is found in a population sample. The value of 
Ĥ of individual samples at the island level all shows number of one, which means 
that one sample of individuals with another sample of individuals differs from one 
another based on the RAPD markers. Sago progenies obtained from semi-cultivated 
sago populations showed genetic differences among the progeny tested [43]. The 
varying values of S, π, and Ĥ indicate the genetic variation values of sago palm 
population in Indonesia. In the previous studies of sago palm by using RAPD mark-
ers showed that the sago palm diversities among individual was recorded also high 
[48] and other scientist reported 15 varieties of sago palm based on morphological 
characters in around Sentani lake [21].

The genetic hierarchy was estimated based on Analyses Molecular of Variance 
(AMOVA) calculations. The AMOVA calculation value shows that 89.35% of the 
total variety of samples is contributed by individuals with very significantly dif-
ferent with probability (P) values, 6.58% and 8.4% variance is contributed among 
populations [17]. The rates of diversities and adaptive evolution were detected in 
sago palm, those related to the genetic diversity of M. sativa L. by using RAPDs 
marker [47] as well as Cynara scolymus L. [49]. The statistical test method used to 
reveal the differentiation that occurs at the population and island level is also found 
to be used to reveal the differentiation that occurs at the population level in various 
types of plants, such as in M. sativa L [47], in Acacia radiana [50], and in Primula 
elatior (L.) Oxlip [51].

Genetic relatedness among individual shows that the sago palm were classified 
into three groups based on the dendrogram construction. Group I include sago palm 
from all the populations as well as group III, while Group II includes sago palm 
from Jayapura, Serui, Manokwari and Ambon. This is related to the grouping of 
sago palm that it was reported in the previously study and divided sago palm from 
Indonesia and Malaysia into two groups and subgroups based on RAPD markers 
[48]. Previous sago genetic studies that focused on the Indonesian archipelago 
showed that sample individuals were divided into four groups based on RAPD 
markers [52]. Grouping of individuals in a dendrogram is largely determined by the 
genetic distance used, the method of grouping, and the desired bootstrap coef-
ficient or rate. The differences between the groupings based on the cpDNA markers 
and the RAPD markers observed in previous studies are common in genetic related-
ness studies [24, 39, 41].

Genetic relatedness among population shows a clustering pattern similar among 
individual. Genetic relatedness based on the dendrogram sample construction at 
the island level shows that the samples from the island of Papua are more closely 
related to the samples from Sumatra and Kalimantan, the samples from the island 
of Sulawesi are closely related to the samples from Ambon, and the samples from 
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the island of Java are separate from other islands based on the RAPD marker [38]. 
Here there is something interesting to observe because the sample at the island level 
forms a group together with samples from other islands that are far away, such as 
the sample from the island of Papua which forms a group together with the sample 
from the island of Sumatra. When examined from the migration side, it is possible 
that individual sago palm from Papua population have mingled with sago palm from 
the island of Sumatra. This phenomenon is possible because the molecular mark-
ers (RAPD) used are not as conservative as the cpDNA molecular markers that are 
uni-parental inherited [24, 25]. The RAPD marker is a nucleus genomic molecular 
marker associated with the DNA recombination process and is biparental inherited 
[39] so that the RAPD marker is a molecular marker that has a relatively short 
conservative time (one generation) compared to the cpDNA molecular marker. 
Previous studies suggest that higher variation is found using nucleus genomic 
markers rather than cpDNA markers [39–41, 53].

3.2 Gene encoding starch biosynthesis (waxy genes)

Polymorphisms of Wx gene markers that were found of 8 polymorphisms 
alleles and 14 genotypes of the Wx genes [16]. The polymorphism detected in sago 
palm was in line of the polymorphism in Triticum aestivum L. by using the Wx 
(SunI) gene markers [14]. The number of alleles and genotypes of sago palm at the 
level populations and islands varies as well as their frequency [17]. The Wx gene 
variations found in sago are similar with the Wx gene variations on wheat [15]. 
Furthermore, Scientist were reported a high Wx gene polymorphism in barley 
[9] and in rice [13]. This phenomenon indicates that the source of the Wx genes 
diversity is the Papua islands Papua and Sulawesi islands because these islands are 
found genotypes that are not found on other islands [16]. If the center of diversity 
is the object of attention, then the island of Papua is the center of diversity of 
the Wx genes because the most genotypes of Wx genes are found on the island of 
Papua [17].

The genetic diversities of Wx genes that was observed to the sago palm from 
various islands were shown varied. The genetic diversities calculation results 
showed varying values except for samples from Jawa [17]. The sago palm varia-
tions were detected, those a reflection of sago palm variations that it occurs in 
the several islands in Indonesia [16]. The Wx gene is one of many genes that it 
is regulated biosynthesis process for resulting starch of plants, including sago 
palm. If the Wx gene has high variations that will be resulting various quantity 
and quality of starch. In the previous studies were reported the quantities of 
starch accumulation of sago palm range from 28 to 710 kg trunk−1 [45] and starch 
accumulation of sago palm trunk−1 will be depend on the varieties [21]. The Wx 
gene was one of the genes that influenced of starch synthesis in rice endosperm 
[54]. Two alleles of the Wx gene that is Wxa and Wxb gene were reported regu-
lating to increase Wx protein and amylose content [10]. Wx allelic pulp in wheat 
showed a significantly different reduction in amylose content [12] and recom-
binant inbred line (RIL) of wheat that has integrated three Wx genes in their 
genome was reported resulting high quality starch than wheat RIL which did not 
contain the three Wx genes [32].

The heterozygote values of sago palm in the populations that was observed 
were shown variation from 0.52–1.00 with a low standard deviation of 0.0000–
0.0014 [17]. The heterozygosity variations were indicated variations in the Wx 
gene in the genome of sago palm. The key gene that influences starch synthesis in 
rice endosperm is the Wx gene [54]. Variation of the Wx gene causes a variation 
in the viscosity of starch production in wheat (Boggini et al. 2001). The Wxa and 
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Wxb alleles were found to regulate quantitative levels of Wx protein as well as 
amylose content [10].

The genetic hierarchy calculation using AMOVA shows that individuals and 
populations was estimated significantly different [17]. The differentiation val-
ues based on the chi-square test at the population and island level were found 
sago palm differentiated that occurs at the population and island level [17]. The 
detected variance is an indicator that the Wx gene varies both at the individual 
level and at the population level. Previous studies of sago palm using different 
markers also showed that sago palm varied both in terms of quantity and quality 
of production [21, 45]. The allelic levels of Wx genes and their interactions in 
starch-producing plants were reported increasing quality and quantity of starch 
production [10, 11, 32], and [55]. It is predicted that the Wx gene variation in sago 
palm is one of the genes that determines the variation in the quantity and quality 
of sago starch yields [16]. The sample diversity at the inter-island population was 
not significantly different based on the AMOVA value as was the sample at the 
inter-island population. This phenomenon indicates that the variation of the Wx 
gene in sago palm is more caused by variations at the individual and populations, 
not due to the isolation of different distances and geographic differences due to 
the low FCT value of 0.06044 [17].

Genetic relationship among individual shows that sago palm are grouped into 
four groups based on dendrogram construction [17]. The division into four groups 
was strengthened by the MDS test which showed the sample was distributed in 
four quadrants. The data illustrates that certain individuals are not grouped based 
on population origin but rather mixed with each other with different population 
origins and different local names [16]. This description implies that local names are 
not appropriate when used as a reference for determining the number of species or 
varieties of sago palm without the support of other data such as molecular data. In 
the vicinity of Sentani Lake, the local community revealed that there were 21 types 
of sago palm based on morphology and scientist found only 15 species based on the 
same marker [21].

Genetic relationship of sago palm in the population level shows that sago 
palm from the populations of Jayapura, Serui, Sorong, and Pontianak are closely 
related and form group I, samples from populations from Manokwari, Palopo, 
and Selat Panjang cluster to form group II, then groups III and IV only formed 
from one population. The grouping of the population into four groups is also 
strengthened by the MDS test which shows the population sample is distributed 
in four quadrants [16]. Previous studies have discussed the genetic relationships 
of populations using various markers [39, 47, 49, 51]. Populations contained in 
one group are closely related, on the other hand, populations in different groups 
are not closely related. The differences in a population is thought to be caused 
by outbreeding so that the population experiences differentiation. Population 
differentiation can be caused by pollen migration [56]. In general, it can be 
interpreted that there is a tendency for sago palm in Indonesia to be differenti-
ated inter-island and among island based on the Wx gene marker. Differentiation 
can be caused by evolutionary processes, georaphic isolation, distance isolation, 
genetic drift and gene flow. Population differentiation is caused by evolution, 
natural selection, migration, and genetic drift [57] and the differentiation of 
Cruciferae due to gene flow [58].

3.3 Chloroplast DNA (cpDNA) marker

Based on cpDNA markers, various polymorphic and haplotypic alleles were 
found in sago palm. Studies related to the use of the NTCP21 and NTCP22 markers 
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the island of Java are separate from other islands based on the RAPD marker [38]. 
Here there is something interesting to observe because the sample at the island level 
forms a group together with samples from other islands that are far away, such as 
the sample from the island of Papua which forms a group together with the sample 
from the island of Sumatra. When examined from the migration side, it is possible 
that individual sago palm from Papua population have mingled with sago palm from 
the island of Sumatra. This phenomenon is possible because the molecular mark-
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uni-parental inherited [24, 25]. The RAPD marker is a nucleus genomic molecular 
marker associated with the DNA recombination process and is biparental inherited 
[39] so that the RAPD marker is a molecular marker that has a relatively short 
conservative time (one generation) compared to the cpDNA molecular marker. 
Previous studies suggest that higher variation is found using nucleus genomic 
markers rather than cpDNA markers [39–41, 53].
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alleles and 14 genotypes of the Wx genes [16]. The polymorphism detected in sago 
palm was in line of the polymorphism in Triticum aestivum L. by using the Wx 
(SunI) gene markers [14]. The number of alleles and genotypes of sago palm at the 
level populations and islands varies as well as their frequency [17]. The Wx gene 
variations found in sago are similar with the Wx gene variations on wheat [15]. 
Furthermore, Scientist were reported a high Wx gene polymorphism in barley 
[9] and in rice [13]. This phenomenon indicates that the source of the Wx genes 
diversity is the Papua islands Papua and Sulawesi islands because these islands are 
found genotypes that are not found on other islands [16]. If the center of diversity 
is the object of attention, then the island of Papua is the center of diversity of 
the Wx genes because the most genotypes of Wx genes are found on the island of 
Papua [17].

The genetic diversities of Wx genes that was observed to the sago palm from 
various islands were shown varied. The genetic diversities calculation results 
showed varying values except for samples from Jawa [17]. The sago palm varia-
tions were detected, those a reflection of sago palm variations that it occurs in 
the several islands in Indonesia [16]. The Wx gene is one of many genes that it 
is regulated biosynthesis process for resulting starch of plants, including sago 
palm. If the Wx gene has high variations that will be resulting various quantity 
and quality of starch. In the previous studies were reported the quantities of 
starch accumulation of sago palm range from 28 to 710 kg trunk−1 [45] and starch 
accumulation of sago palm trunk−1 will be depend on the varieties [21]. The Wx 
gene was one of the genes that influenced of starch synthesis in rice endosperm 
[54]. Two alleles of the Wx gene that is Wxa and Wxb gene were reported regu-
lating to increase Wx protein and amylose content [10]. Wx allelic pulp in wheat 
showed a significantly different reduction in amylose content [12] and recom-
binant inbred line (RIL) of wheat that has integrated three Wx genes in their 
genome was reported resulting high quality starch than wheat RIL which did not 
contain the three Wx genes [32].

The heterozygote values of sago palm in the populations that was observed 
were shown variation from 0.52–1.00 with a low standard deviation of 0.0000–
0.0014 [17]. The heterozygosity variations were indicated variations in the Wx 
gene in the genome of sago palm. The key gene that influences starch synthesis in 
rice endosperm is the Wx gene [54]. Variation of the Wx gene causes a variation 
in the viscosity of starch production in wheat (Boggini et al. 2001). The Wxa and 
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Wxb alleles were found to regulate quantitative levels of Wx protein as well as 
amylose content [10].

The genetic hierarchy calculation using AMOVA shows that individuals and 
populations was estimated significantly different [17]. The differentiation val-
ues based on the chi-square test at the population and island level were found 
sago palm differentiated that occurs at the population and island level [17]. The 
detected variance is an indicator that the Wx gene varies both at the individual 
level and at the population level. Previous studies of sago palm using different 
markers also showed that sago palm varied both in terms of quantity and quality 
of production [21, 45]. The allelic levels of Wx genes and their interactions in 
starch-producing plants were reported increasing quality and quantity of starch 
production [10, 11, 32], and [55]. It is predicted that the Wx gene variation in sago 
palm is one of the genes that determines the variation in the quantity and quality 
of sago starch yields [16]. The sample diversity at the inter-island population was 
not significantly different based on the AMOVA value as was the sample at the 
inter-island population. This phenomenon indicates that the variation of the Wx 
gene in sago palm is more caused by variations at the individual and populations, 
not due to the isolation of different distances and geographic differences due to 
the low FCT value of 0.06044 [17].

Genetic relationship among individual shows that sago palm are grouped into 
four groups based on dendrogram construction [17]. The division into four groups 
was strengthened by the MDS test which showed the sample was distributed in 
four quadrants. The data illustrates that certain individuals are not grouped based 
on population origin but rather mixed with each other with different population 
origins and different local names [16]. This description implies that local names are 
not appropriate when used as a reference for determining the number of species or 
varieties of sago palm without the support of other data such as molecular data. In 
the vicinity of Sentani Lake, the local community revealed that there were 21 types 
of sago palm based on morphology and scientist found only 15 species based on the 
same marker [21].

Genetic relationship of sago palm in the population level shows that sago 
palm from the populations of Jayapura, Serui, Sorong, and Pontianak are closely 
related and form group I, samples from populations from Manokwari, Palopo, 
and Selat Panjang cluster to form group II, then groups III and IV only formed 
from one population. The grouping of the population into four groups is also 
strengthened by the MDS test which shows the population sample is distributed 
in four quadrants [16]. Previous studies have discussed the genetic relationships 
of populations using various markers [39, 47, 49, 51]. Populations contained in 
one group are closely related, on the other hand, populations in different groups 
are not closely related. The differences in a population is thought to be caused 
by outbreeding so that the population experiences differentiation. Population 
differentiation can be caused by pollen migration [56]. In general, it can be 
interpreted that there is a tendency for sago palm in Indonesia to be differenti-
ated inter-island and among island based on the Wx gene marker. Differentiation 
can be caused by evolutionary processes, georaphic isolation, distance isolation, 
genetic drift and gene flow. Population differentiation is caused by evolution, 
natural selection, migration, and genetic drift [57] and the differentiation of 
Cruciferae due to gene flow [58].

3.3 Chloroplast DNA (cpDNA) marker

Based on cpDNA markers, various polymorphic and haplotypic alleles were 
found in sago palm. Studies related to the use of the NTCP21 and NTCP22 markers 
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in potato have also demonstrated allele polymorphisms in potato [59]. Locus 
rpl1671, NTCP21, and NTCP22 on sago were detected in three haplotypes out of 10 
haplotypes which were specific haplotypes in populations from Jayapura and one 
specific haplotype each for populations from Serui, Palopo, and Pontianak [26]. 
The specific haplotype phenomenon is also found in several types of plants i.e. 
Cunninghamia spp. [60], Pinus sylvestris L. [27], and Alyssum spp. [29]. The specific 
haplotypes were found in a population, those indicated the source of diversities in a 
population. The specific haplotypes of sago palm were found in the populations of 
Papua, Sulawesi, and Kalimantan indicated the provenance of the diversities, while 
the most haplotypes of sago palm diverse is the population from Jayapura then fol-
lowed by the sago palm population from Serui [17]. The large number of haplotypes 
reflects the high variation in a population in line of the Abies alba Mill population 
[28]. The differences in chloroplast haplotypes in each population reflect differ-
ences in genetic entities or sources of variation [29]. The number of haplotypes that 
were found to be present together in each population is an indication that genetic 
similarities among individual in a population. It is hypothetically that the sago palm 
migration by carrying of people. Four haplotypes of 10 haplotypes of sago palm 
were found in to two or more populations, which means that only four haplotypes 
were found migration through various kinds of intermediaries. The same thing was 
also found in P. sylvestris L. and A. alba Mill. referred to as the refugial population 
[27, 28].

Population genetic diversity shows that the population from Papua has the 
highest number of haplotypes (∑H), the number of polymorphic sites (S), and 
the highest percentage of haplotype polymorphics compared to other popula-
tions. A value (HE) equal to one means that no haplotype numbers are the same in 
individual samples in a population (single haplotype individuals) as happened in 
the population from Bogor. This is similar with individual haplotype on P. sylvestris 
L [27]. Previous studies on sago palm using RAPD markers showed that sago plant 
diversity at the individual level was also high [48, 52].

The genetic hierarchy based on cpDNA was estimated by using analysis of 
molecular variance (AMOVA) was calculated of differentiation level of popula-
tion samples at the inter-island level (−3.88% and FCT = −0.03884), between 
populations within islands (8.49% and FSC = 0.08177), and Papua and others 
(5.05% and FCT 0.05054) which is low with the probability value not signifi-
cantly different. High percentage values of variance were observed at the level 
among individuals (95.39% and FST = 0.04610) and between populations (5.91% 
and FST = 0.05914) with significantly different probability values [26]. The same 
thing was also found in P. sylvestris L., namely the percentage value of variance 
between populations (3.24%) with a significantly different probability [27]. 
The negative value observed at the inter-island level indicates that the sample 
island level does not contribute to the total measured variance. This phenomenon 
resembles the tetraploid alfalfa population [47]. Negative correlation coefficients 
have a biological significance in that the samples at the inter-island level are 
more closely related than those at the island level [61]. Based on this, it indicates 
that island or geographic differences do not cause variations in the chloro-
plast genome, even though the distance between one island and another is far 
(hundreds to thousands of kilometers). The variation between individuals and 
between populations contributed 95.39% and 5.91% to the total variety and was 
significantly different [18]. The results observed were similar with Abies species 
that was only a small variance value between populations (6.10%), high propor-
tion of variance within the population or between individuals (74.66%) [62]. A 
low trend of genetic variability between populations is also found in Pinaceae 
[39] and species other than pine [63].
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Genetic differentiation based on the Fst value shows that among the popula-
tions being compared, only the population from Jayapura is significantly dif-
ferent from the population from Palopo and Pontianak [26]. These populations 
based on cpDNA markers each have a genetic entity, which means that the 
diversity that occurs in this population has appeared separately since ancient 
times (thousands of years ago). The genetic differentiation of samples at the 
population level based on the X2 test shows that the population originating from 
Jayapura is different from the population originating from Serui, Manokwari, 
Sorong, Palopo, Pontianak, and Selat Panjang and the population originating 
from Serui is different from the population originating from Pontianak but not 
different from other populations [17]. Based on the X2 test at the population 
level, it indicates that the source of sago plant diversity at the population level 
is the population from Jayapura, Serui, and Pontianak. Genetic differentiation 
of samples at the island level based on the X2 test shows that samples originat-
ing from the island of Papua are different from samples from the islands of 
Sulawesi and Kalimantan [26]. This is in line with the specific haplotypes found 
on the three islands. For this reason, it is suggested that the sources of sago 
palm diversity based on the samples tested are the islands of Papua, Sulawesi 
and Kalimantan. This data is also consistent with the grouping of sago palm 
samples through phylogenetic construction at the island level which divides the 
samples into three groups, namely the Papua group, the Sulawesi group and the 
Kalimantan group. This indicates that the source of the diversity of sago palm in 
Indonesia, apart from being on the island of Papua, is also found in other islands, 
namely Sulawesi and Kalimantan [26].

The genetic relationship of the samples at the individual level shows that the 
samples are classified into three groups based on the phylogenetic construction. 
Sago palm relationship studies previously show that sago palm originating from 
the Malay Archipelago and several samples of sago from Indonesia clustered 
into two groups and two sub-groups based on the RAPD markers [48]. The sago 
relationship study focused on the Indonesian archipelago, but with a larger num-
ber of samples, showed that the sample individuals were divided into four groups 
based on RAPD markers [52]. The discrepancy in the division of the number of 
groups (groups) between the groupings based on cpDNA markers and RAPD 
markers that was observed in previous studies is something that is often found in 
studies of genetic relationship using molecular markers. Previous genetic related 
studies which showed that different molecular markers led to different groupings 
of certain plants by using cpDNA, RAPD and isozyme markers in Pseudotsuga spp. 
(Pinaceae) [39], cpDNA and inter-SSR (ISSR) markers in the nucleus genome on 
Brassica oleraceae L. plants using [41], and using cpDNA and mitochondrial DNA 
on apple plants [24].

Based on cpDNA, the sources of sago diversity in Indonesia are predicted 
to come from three islands, namely Papua, Sulawesi and Kalimantan. It is 
suspected that from these three islands, individual sago palm experienced 
migration in line with migration and population mobilization in Indonesia that 
had occurred hundreds of years ago. This assumption is reinforced by haplotype 
data, phylogenetic analysis, and genetic hierarchies which show that samples at 
the inter-population level and between individuals are significantly different, 
which means that there are one or more different individuals or populations. 
Although the source of diversity is found in three islands, if the number of 
haplotypes is the size of the center of diversity, then the island of Papua is the 
center of diversity of sago palm in Indonesia because that island is found in the 
largest number of haplotypes compared to other islands. Apart from the highest 
number of haplotypes, on the island of Papua, the wild relatives of sago palm 
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in potato have also demonstrated allele polymorphisms in potato [59]. Locus 
rpl1671, NTCP21, and NTCP22 on sago were detected in three haplotypes out of 10 
haplotypes which were specific haplotypes in populations from Jayapura and one 
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population. The specific haplotypes of sago palm were found in the populations of 
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the most haplotypes of sago palm diverse is the population from Jayapura then fol-
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[28]. The differences in chloroplast haplotypes in each population reflect differ-
ences in genetic entities or sources of variation [29]. The number of haplotypes that 
were found to be present together in each population is an indication that genetic 
similarities among individual in a population. It is hypothetically that the sago palm 
migration by carrying of people. Four haplotypes of 10 haplotypes of sago palm 
were found in to two or more populations, which means that only four haplotypes 
were found migration through various kinds of intermediaries. The same thing was 
also found in P. sylvestris L. and A. alba Mill. referred to as the refugial population 
[27, 28].

Population genetic diversity shows that the population from Papua has the 
highest number of haplotypes (∑H), the number of polymorphic sites (S), and 
the highest percentage of haplotype polymorphics compared to other popula-
tions. A value (HE) equal to one means that no haplotype numbers are the same in 
individual samples in a population (single haplotype individuals) as happened in 
the population from Bogor. This is similar with individual haplotype on P. sylvestris 
L [27]. Previous studies on sago palm using RAPD markers showed that sago plant 
diversity at the individual level was also high [48, 52].

The genetic hierarchy based on cpDNA was estimated by using analysis of 
molecular variance (AMOVA) was calculated of differentiation level of popula-
tion samples at the inter-island level (−3.88% and FCT = −0.03884), between 
populations within islands (8.49% and FSC = 0.08177), and Papua and others 
(5.05% and FCT 0.05054) which is low with the probability value not signifi-
cantly different. High percentage values of variance were observed at the level 
among individuals (95.39% and FST = 0.04610) and between populations (5.91% 
and FST = 0.05914) with significantly different probability values [26]. The same 
thing was also found in P. sylvestris L., namely the percentage value of variance 
between populations (3.24%) with a significantly different probability [27]. 
The negative value observed at the inter-island level indicates that the sample 
island level does not contribute to the total measured variance. This phenomenon 
resembles the tetraploid alfalfa population [47]. Negative correlation coefficients 
have a biological significance in that the samples at the inter-island level are 
more closely related than those at the island level [61]. Based on this, it indicates 
that island or geographic differences do not cause variations in the chloro-
plast genome, even though the distance between one island and another is far 
(hundreds to thousands of kilometers). The variation between individuals and 
between populations contributed 95.39% and 5.91% to the total variety and was 
significantly different [18]. The results observed were similar with Abies species 
that was only a small variance value between populations (6.10%), high propor-
tion of variance within the population or between individuals (74.66%) [62]. A 
low trend of genetic variability between populations is also found in Pinaceae 
[39] and species other than pine [63].
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Genetic differentiation based on the Fst value shows that among the popula-
tions being compared, only the population from Jayapura is significantly dif-
ferent from the population from Palopo and Pontianak [26]. These populations 
based on cpDNA markers each have a genetic entity, which means that the 
diversity that occurs in this population has appeared separately since ancient 
times (thousands of years ago). The genetic differentiation of samples at the 
population level based on the X2 test shows that the population originating from 
Jayapura is different from the population originating from Serui, Manokwari, 
Sorong, Palopo, Pontianak, and Selat Panjang and the population originating 
from Serui is different from the population originating from Pontianak but not 
different from other populations [17]. Based on the X2 test at the population 
level, it indicates that the source of sago plant diversity at the population level 
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of samples at the island level based on the X2 test shows that samples originat-
ing from the island of Papua are different from samples from the islands of 
Sulawesi and Kalimantan [26]. This is in line with the specific haplotypes found 
on the three islands. For this reason, it is suggested that the sources of sago 
palm diversity based on the samples tested are the islands of Papua, Sulawesi 
and Kalimantan. This data is also consistent with the grouping of sago palm 
samples through phylogenetic construction at the island level which divides the 
samples into three groups, namely the Papua group, the Sulawesi group and the 
Kalimantan group. This indicates that the source of the diversity of sago palm in 
Indonesia, apart from being on the island of Papua, is also found in other islands, 
namely Sulawesi and Kalimantan [26].

The genetic relationship of the samples at the individual level shows that the 
samples are classified into three groups based on the phylogenetic construction. 
Sago palm relationship studies previously show that sago palm originating from 
the Malay Archipelago and several samples of sago from Indonesia clustered 
into two groups and two sub-groups based on the RAPD markers [48]. The sago 
relationship study focused on the Indonesian archipelago, but with a larger num-
ber of samples, showed that the sample individuals were divided into four groups 
based on RAPD markers [52]. The discrepancy in the division of the number of 
groups (groups) between the groupings based on cpDNA markers and RAPD 
markers that was observed in previous studies is something that is often found in 
studies of genetic relationship using molecular markers. Previous genetic related 
studies which showed that different molecular markers led to different groupings 
of certain plants by using cpDNA, RAPD and isozyme markers in Pseudotsuga spp. 
(Pinaceae) [39], cpDNA and inter-SSR (ISSR) markers in the nucleus genome on 
Brassica oleraceae L. plants using [41], and using cpDNA and mitochondrial DNA 
on apple plants [24].

Based on cpDNA, the sources of sago diversity in Indonesia are predicted 
to come from three islands, namely Papua, Sulawesi and Kalimantan. It is 
suspected that from these three islands, individual sago palm experienced 
migration in line with migration and population mobilization in Indonesia that 
had occurred hundreds of years ago. This assumption is reinforced by haplotype 
data, phylogenetic analysis, and genetic hierarchies which show that samples at 
the inter-population level and between individuals are significantly different, 
which means that there are one or more different individuals or populations. 
Although the source of diversity is found in three islands, if the number of 
haplotypes is the size of the center of diversity, then the island of Papua is the 
center of diversity of sago palm in Indonesia because that island is found in the 
largest number of haplotypes compared to other islands. Apart from the highest 
number of haplotypes, on the island of Papua, the wild relatives of sago palm 
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are found. If the data obtained is linked to the incidence of sago distribution 
in Indonesia, it is strongly suspected that only four haplotypes experienced 
migration from one population to another, which were then given different local 
names. The sago population with a specific name for the origin of the Papua 
region which groups together with populations from other places with other 
names is also a reflection that in the past these sago populations were only one 
then experienced joint migration with the migration of people from one island 
to another or from one population to another. If population migration events 
have occurred hundreds of years ago and are thought to have caused sago palm 
to spread from sources of diversity to form new populations or join old popu-
lations on islands that are sources of diversity, it is still possible because the 
measure of similarity is cpDNA, which has very conservative sequences [64], a 
very low mutation rate of between 3.2 x 10–5 and 7.9 x 10–5 [23], is not recombi-
nant [24, 64] and are inherited uniparental [25, 39].

3.4 Genetic improvement by using marker-assisted breeding (MAB)

The development of genetics and technology molecular has facilitated our 
understanding of the genetics underlying the traits sought by plant breeding. The 
development of molecular markers allows plant breeding to develop faster and 
more advanced in producing superior organisms. The benefits of DNA markers 
are for germplasm characterization, selection of desired traits from genomic 
regions involved in the expression of traits of interest, and single gene transfer. 
The application of selection using efficient and effective markers to improve 
polygenic properties certainly requires new technology. Genetic improvement of 
sago palm may use transformation agrobacterium-mediated and particle bombard-
ment. Successfully introgression bar and gus gene into sago palm genome [65]. The 
embryogenic callus was the most appropriate transformation material compared to 
the via callus, the embryoid stage and the shoots initiated by using Agrobacterium-
mediated. The transformation of the gene gun demonstrated greater efficiency of 
transformation than those transformed with Agrobacterium when targets were 
bombarded once or twice with 280 psi helium pressure at a distance of 6 to 8 cm 
[65]. Therefore, economics interesting genes may introgression into sago palm 
genome in the future.

The purpose of MAB is to enhance certain characteristics in plant or animal 
breeding programs. Strategy for rapidly integrating a targeted gene into a wheat 
genotype in only two generations and restoring 97% or more of the recurrent 
genotype of the parent by using MAB [66]. Deconvolution of ancestry offers a first 
step towards selection of suitable admixture profiles at the seed or seedling level, 
which will support marker-assisted breeding aimed at introgressing wild Vitis 
species while maintaining the desirable characteristics of elite V. vinifera cultivars 
[67]. Marker-assisted backcrossing can be used in plant breeding to integrate traits 
into elite cultivars while minimizing the transfer of unwanted alleles from the 
donor genome [68]. This method includes the selection of foreground as well as 
context. Foreground selection refers to offspring screening and selection based on 
the presence or absence of a particular allele associated with a feature of interest. 
Conversely, selection of offspring on the basis of genomic ancestry estimates is the 
history selection.

The MAB needs to be developed to accelerate and increase the success of the 
breeders to produce superior seeds. Recently, breeders were developed abundant 
MAB linked with specific characters of plant genetics. Simple sequence repeat 
(SSR), namely Md-PG1SSR10kd tightly linked with fruits texture of apple [69] 
and microsatellites RM5926 and AP5659–5 were developed for detecting rice 
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blast resistance genes, those markers tightly linked with Pi-1 and Piz-5 genes 
respectively [70]. Marker-Assisted Introgression of b-carotene hydroxylase was 
developed for detecting b-Carotene Rich in maize hybrid [71]. Furthermore, 
Muthusamy et al. (2014) stated that B-carotene concentration among crtRB1-
introgressed inbred ranged from 8.6 to 17.5 mg/g - a maximum increase up to 12.6 
times over recurrent parent. In comparison to 2.6 mg/g in the original hybrid, 
the reconstituted hybrids formed from improved parental inbred also showed 
enhanced kernel b-carotene as high as 21.7 mg/g [71]. This study may use as a model 
for increasing quality starch that resulting of sago palm and other plant in the 
current time and in future time.

4. Conclusions

Genetic resources of sago palm in Indonesia were explicated as follows: (1) 
Characters of sago palm in Indonesia were shown varied based on cpDNA markers 
and large variation based on RAPD markers. (2) Variation of starch production of 
sago palm correlated with Wx genes variation, (3) Distances barrier and geogra-
phies isolation in line of sago palm dispersions in Indonesia (4) Characteristics of 
genetic were observed does not related with vernacular names those were given by 
local people (5) Papua islands, Indonesia territorial is proposed the center of sago 
palm diversities, (6) Papua islands, Sulawesi islands and Kalimantan islands will 
be the provenance of the diversities (7) Genetic improvement of sago palm might 
enhanced using molecular marker that link to interesting genes by developing 
marker-assisted breeding.
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The Sensitiveness of Expected 
Heterozygosity and Allelic 
Richness Estimates for Analyzing 
Population Genetic Diversity
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Abstract

Genetic diversity comprises the total of genetic variability contained in a 
population and it represents the fundamental component of changes since it 
determines the microevolutionary potential of populations. There are several 
measures for quantifying the genetic diversity, most notably measures based on 
heterozygosity and measures based on allelic richness, i.e. the expected number 
of alleles in populations of same size. These measures differ in their theoretical 
background and, in consequence, they differ in their ecological and evolution-
ary interpretations. Therefore, in the present chapter these measures of genetic 
diversity were jointly analyzed, highlighting the changes expected as consequence 
of gene flow and genetic drift. To develop this analysis, computational simulations 
of extreme scenarios combining changes in the levels of gene flow and population 
size were performed.

Keywords: allelic richness, computational simulations, gene diversity, molecular 
markers, population genetics

1. Introduction

Genetic diversity comprises the total of genetic variability contained in a 
population and it represents the row material for evolutionary changes since it 
determines the microevolutionary potential of populations.

The most popular measure of genetic variation is the average heterozygosity 
expected in Hardy–Weinberg equilibrium. Nei [1] called this measure as gene 
diversity index, and defined it as either the average proportion of heterozygotes per 
locus in a randomly mating population or the probability that two alleles randomly 
and independently selected from a gene pool will represent different alleles. 
Expected heterozygosity at n loci within a population is calculated, as:
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Being pi the allele frequency. Since this index has been formulated entirely 
in terms of alleles and genotypic frequencies, its treatment is biologically the 
most direct [2]. Expected heterozygosity can be applied to any population of all 
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population and it represents the row material for evolutionary changes since it 
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The most popular measure of genetic variation is the average heterozygosity 
expected in Hardy–Weinberg equilibrium. Nei [1] called this measure as gene 
diversity index, and defined it as either the average proportion of heterozygotes per 
locus in a randomly mating population or the probability that two alleles randomly 
and independently selected from a gene pool will represent different alleles. 
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Being pi the allele frequency. Since this index has been formulated entirely 
in terms of alleles and genotypic frequencies, its treatment is biologically the 
most direct [2]. Expected heterozygosity can be applied to any population of all 
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organisms (sexual or asexual, diploid or non-diploid) independently of the number 
of alleles at a given locus or the pattern of evolutionary forces [1].

The total number of alleles at a locus has also been used as a measure of genetic 
variation and is an important measure of the long-term evolutionary potential of 
populations [3]. The major drawback of the number of alleles is that, unlike het-
erozygosity, it is highly dependent on sample size. Therefore, samples sizes must 
be equal in order to obtain meaningful comparisons between samples because of 
the presence of many alleles at low frequencies in natural populations. In this way, 
the allelic richness estimator (r) can avoid this problem owing to this estimator 
represents a measure of allelic diversity that takes into account the sample size [4]. 
By means of rarefaction method, the r estimator calculates the expected number of 
alleles at a locus for a fixed sample size, considering generally the smallest sample 
size in a series of sampled populations [5].

1.1 Loss of genetic diversity in reduced sized populations

The starting question for analyzing the effect of reduced sized populations 
on genetic diversity levels is how population size (N) influence on the allele and 
genotype frequencies. In case that Hardy–Weinberg principle assumption of infinite 
population size being violated, genetic drift will occur in populations. Genetic drift 
is a stochastic sampling process that determines what alleles will constitute the gene 
pool in the next generation. Fragmentation and isolation due to habitat loss and 
landscape modification can reduce the population size of many species of plants 
and animals throughout the world hence understand genetic drift and its effects is 
extremely important for biodiversity conservation [3].

The implementation of molecular biology techniques for differentiation of 
individuals directly at DNA level allows inferring genetic diversity parameters in real 
populations even these parameters were defined prior to the development of DNA-
based molecular markers. In addition, technological development of capillary elec-
trophoresis has improved the resolution power for allele identification and advances 
in computer power has allowed the analysis of a huge number of highly polymorphic 
loci simultaneously in a simply and quickly manner.

1.2 Molecular markers as workhorses for genetic diversity studies

A molecular marker is known as any specific DNA fragment that may or may 
not correspond to coding regions of the genome [6] and is representative of differ-
ences at the genomic level [7]. In case that a molecular marker shows segregation 
according to the Mendelian laws of inheritance, it can also be defined as a genetic 
marker and it provides genetic information [6]. Molecular markers offer advantages 
over conventional alternatives based on phenotype, since contrary to morphological 
data, molecular data are stable and detectable in all tissues without being related to 
the development, differentiation, growth, or defense state of the cell and they are 
not influenced by environmental effects [7, 8].

Although there are several type of molecular markers the ideal genetic marker 
must be reliably measurable, exhibit highly variable loci, be codominant, and be 
densely distributed throughout the genome. The microsatellite markers also called 
Simple Sequence Repeat (SSRs) meet all these requirements [9]. SSRs are monoto-
nous repeats of short nucleotide motifs of 1 to 6 base pairs (e.g., cgtcgtcgtcgtcgt, 
which can be represented by (cgt)n where n = 5). These repetitive elements can be 
found interspersed in the three eukaryotic genomes: nucleus (SSRs), mitochondria 
(mtSSRs) and chloroplasts (cpSSRs) [10]. The different SSRs alleles are mainly 
generated through simple repeat addition and subtraction mechanisms that occur 
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with equal probability [11], and they are rarely found in coding regions [9]. SSRs 
are informative and practical markers because of they provide information about 
the amount and distribution of genetic diversity and the processes that determine 
the genetic structure and variation within and between natural populations [12]. 
Regarding methodological concerns, they present high stability with high intra- and 
inter-laboratory repeatability and they can be implemented in low complexity labo-
ratories using external sequencing services. A limitation for SSRs implementation 
is that the sequence of repetitive flanking region is required to the development of 
specific primers although the cross transference of primers between closely related 
species is usually successful. SSRs have become the most widely used DNA marker 
in population genetics for genome mapping, molecular ecology, and conservation 
studies [3]. Despite the fact that massive sequencing methods to identify single 
nucleotide polymorphisms (SNPs) have gained prominence, microsatellites con-
tinue to be widely used tool because the analysis of generated data is simple and 
easily comparable with previous studies.

1.3  Simulations as a tool for predicting what is expected under certain 
conditions

Simulations help to recreate the stochastic process that accompanies the transmis-
sion of genes from parents to offspring because they recreate the movement of alleles 
under a model with same conditions several times. In addition, using different model 
conditions can help to disentangle sampling effects and scale dependencies, as well as 
historical influences of gene flow.

Any model (analytical, simulation, and otherwise) makes simplifying assump-
tions, excepting that it be “an entire reconstruction of the actual system—where-
upon it ceases to be a model” [13].

The focus of this chapter is define the simplest model that show the effects of 
population size and gene flow on contemporary levels of genetic diversity, attending 
to the influence that multiplicity and abundance play on the classic genetic diversity 
estimators.

2. Materials and methods

2.1 Simulations

In order to test the effect of population size and gene flow on the magnitude of 
genetic diversity parameters simulated genetic data were obtained using IBDsim 
program [14]. This program simulates genetic data under isolation by distance 
model using a backward simulation strategy at population level. Stepping Stone 
Model was considered which assumes discrete populations, discrete number of 
generations, genetic drift within each population, and migration between adjacent 
or spatially proximal population [15–17] being m the total dispersal rate in one 
dimension [18]. Four different scenarios were simulated considering a population 
composed by a square grid of 6 x 6 subpopulations. Those scenarios combine two 
subpopulation sizes (n): 100 or 20 diploid individuals and two migration rates (m): 
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to evaluate the consequences of high or low levels of gene flow on the diversity 
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organisms (sexual or asexual, diploid or non-diploid) independently of the number 
of alleles at a given locus or the pattern of evolutionary forces [1].
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By means of rarefaction method, the r estimator calculates the expected number of 
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1.1 Loss of genetic diversity in reduced sized populations

The starting question for analyzing the effect of reduced sized populations 
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1.2 Molecular markers as workhorses for genetic diversity studies
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(mtSSRs) and chloroplasts (cpSSRs) [10]. The different SSRs alleles are mainly 
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with equal probability [11], and they are rarely found in coding regions [9]. SSRs 
are informative and practical markers because of they provide information about 
the amount and distribution of genetic diversity and the processes that determine 
the genetic structure and variation within and between natural populations [12]. 
Regarding methodological concerns, they present high stability with high intra- and 
inter-laboratory repeatability and they can be implemented in low complexity labo-
ratories using external sequencing services. A limitation for SSRs implementation 
is that the sequence of repetitive flanking region is required to the development of 
specific primers although the cross transference of primers between closely related 
species is usually successful. SSRs have become the most widely used DNA marker 
in population genetics for genome mapping, molecular ecology, and conservation 
studies [3]. Despite the fact that massive sequencing methods to identify single 
nucleotide polymorphisms (SNPs) have gained prominence, microsatellites con-
tinue to be widely used tool because the analysis of generated data is simple and 
easily comparable with previous studies.
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historical influences of gene flow.

Any model (analytical, simulation, and otherwise) makes simplifying assump-
tions, excepting that it be “an entire reconstruction of the actual system—where-
upon it ceases to be a model” [13].

The focus of this chapter is define the simplest model that show the effects of 
population size and gene flow on contemporary levels of genetic diversity, attending 
to the influence that multiplicity and abundance play on the classic genetic diversity 
estimators.

2. Materials and methods

2.1 Simulations

In order to test the effect of population size and gene flow on the magnitude of 
genetic diversity parameters simulated genetic data were obtained using IBDsim 
program [14]. This program simulates genetic data under isolation by distance 
model using a backward simulation strategy at population level. Stepping Stone 
Model was considered which assumes discrete populations, discrete number of 
generations, genetic drift within each population, and migration between adjacent 
or spatially proximal population [15–17] being m the total dispersal rate in one 
dimension [18]. Four different scenarios were simulated considering a population 
composed by a square grid of 6 x 6 subpopulations. Those scenarios combine two 
subpopulation sizes (n): 100 or 20 diploid individuals and two migration rates (m): 
0.5 or 0.005, respectively (Table 1). The four combinations of n and m allowed to 
obtain scenarios that show expected genetic diversity with low or high levels of gene 
flow in population of small or large populations. Scenarios A-C and A-D allowed 
to evaluate the consequences of high or low levels of gene flow on the diversity 
parameters in populations of high size, respectively while scenarios B-C and B-D 
allowed to evaluate the consequences of high or low levels of gene flow on diversity 
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parameters in populations of small size, respectively. Each data set was composed 
by 180 diploid individuals sampled from nine subpopulations. To avoid edge effects, 
a two-dimensional lattice was represented in a torus [18]. At grid edges, we used 
‘absorbing’ boundaries in IBDSim whereby ‘the probability mass of going outside 
the lattice is equally shared on all movements inside the lattice’ [19]. The total 
simulated population was kept constant, but samples were taken from a smaller area 
of 3 x 3 subpopulations with 20 individuals per node. This sampling strategy was 
implemented in order to restrict the sampling design to a relatively small geographi-
cal area in order to work at a local geographical scale [19]. Each individual was 
characterized by a multilocus genotype defined by ten nuclear microsatellite loci of 
a two base pair repeated motif with a mutation rate (μ) of 10−3 with two to 20 alleles 
per locus. From each scenario, 10 data sets were simulated.

2.2 Analysis of simulated data

Expected heterozygosity (He) was estimated using Nei’s gene diversity index  
(1) [1] and allelic richness (r) was estimated using a rarefaction method. Both 
estimators were calculated for each subpopulation (nine in each data set) under 
each scenario (four) and for each repetition (10 in each scenario) obtaining as 
result 360 estimations of each genetic diversity measures. These estimations were 
developed using FSTAT software [20]. Means of He and r were estimated for each 
scenario. In order to determine if differences between means were statistically sig-
nificant a standard t-test of means was implemented. Differences between means 
was considered statistically significant if the chance occurrence of such statistic 
was 5 percent or less (p < 0.05). This test was implemented using Microsoft Excel 
software.

In addition, the spread and skew of both estimated parameters in all simulations 
by each scenario was shown using box and whisker plots that display a five-number 
summary: minimum, maximum, median, upper and lower quartiles. The central 
rectangle spans the first quartile to the third quartile, or the interquartile range 
(IQR). A segment inside the rectangle shows the median while whisker to the left 
and to the right show the locations of the minimum and maximum. These estima-
tions were calculated using Microsoft Excel software.

3. Results

Combination of n and m allowed analyze the effect of population size and 
genetic isolation among population on genetic diversity estimators based on all 
differences between scenarios parameters estimations were statistically significant 
(Table 2). Scenarios A-C and A-D which consider large population size the allelic 
richness and the expected heterozygosity were higher than scenarios B-C and B-D 
which consider small population size (Figure 1). However, allelic richness showed 
lower values than heterozygosity in smaller populations comparing with large 

Population size (n) Migration rate (m)

0. 5 0.005

100 A - C A - D

20 B - C B - D

Table 1. 
Four simulated scenarios combining population size (n) and migration rate (m).
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populations with the same migration rate (A-C vs. B-C and A-D vs. B-D, respec-
tively) (Figure 1). Figure 2 shows box and whisker plots of r and He parameters 
for all simulated populations in the fourth scenarios. Despite the overlapping in 
simulated data from same population size and differences in the migration rates 
(A-C vs. A-D and B-C vs. B-D, respectively) differences in median values among 
all scenarios were detected. In addition, these plots show higher spread of r than 
He (Figure 2). In the comparison of means and median values between scenarios 
considering high levels of gene flow (m = 0.5) with differences in population size 
(A-C vs. B-C) and low levels of gene flow with differences in population size (A-D 
vs. B-D) r showed higher reduction than He (Table 3). Furthermore, the reduction 
was higher for r than the reduction for He between scenarios considering large 
population size with differences in migration rates (A-C vs. A-D). However, the 
reduction was higher for He than the reduction for r between scenarios considering 
small population size with differences in migration rates (B-C vs. B-D) (Table 4 
and Figure 3).

4. Discussion

Genetic diversity is a pre requisite for population adaptation to environmental 
changes [12]. Large populations of naturally outbreeding species usually have 
extensive genetic diversity, but genetic diversity is usually reduced in populations 
and species of conservation concern [12]. Theoretical analyses based on simulations 
give information for understanding empirical results.

A-C A-D B-C B-D

A-C — 9.05511E-11 2.27959E-75 2.20212E-68

A-D 6.23453E-15 — 3.10501E-68 3.01124E-66

B-C 4.77563E-87 1.35851E-69 — 8.60895E-19

B-D 9.19086E-97 1.10061E-81 4.24449E-15 —

Table 2. 
Pairwise t-test results between scenarios. Below diagonal p values of t-test applied for allelic richness (r) means 
and above diagonal p values of t-test applied for expected heterozygosity (He) means.

Figure 1. 
Allelic richness (r) and expected heterozygosity (He) means by scenario.
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populations with the same migration rate (A-C vs. B-C and A-D vs. B-D, respec-
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for all simulated populations in the fourth scenarios. Despite the overlapping in 
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reduction was higher for He than the reduction for r between scenarios considering 
small population size with differences in migration rates (B-C vs. B-D) (Table 4 
and Figure 3).
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extensive genetic diversity, but genetic diversity is usually reduced in populations 
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The total allele number by locus is a complementary measure of genetic diversity 
because it is more sensitive to loss of genetic variation as consequence of small 
population size than heterozygosity. In this way, r becomes in an important measure 

Figure 2. 
Box and whisker plots for allelic richness (r) and expected heterozygosity (He) by scenario.

Parameter Statistic A-C vs B-C A-D vs B-D

r Mean 2.769 (42.24%) 2.575 (43.69%)

Median 2.900 (43.94%) 2.600 (54.93%)

He Mean 0.201 (25.77%) 0.246 (32.98%)

Median 0.202 (26.77%) 0.248 (33.20%)

Table 3. 
Reduction of allelic richness (r) and expected heterozygosity (He) as consequence of changes in population 
size with high levels of gene flow (m = 0.5) (A-C vs. B-C) and in populations with low levels of gene flow 
(m = 0.005) (A-D vs. B-D). Reduction percentage are showed between brackets.
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for long-term evolutionary population potential [3]. We will represent this state-
ment using a hypothetical situation: population A (n = 100) and population B 
(n = 10) (Figure 4). There, population B is a random sample from population A. 
Population B shows three out of eight alleles from population A because of the 
reduction in population size, which cause that only alleles present in a high fre-
quency remain in the small population. It means that by chance the more frequent 
alleles have a highest probability to being contained in the gene pool of small popu-
lation while the rare alleles shows low frequency and as consequence they have high 
probability to be lost. In this way, the genetic drift is operating and as consequence 
of this microevolutionary process, not all alleles of a population will be present in 
the next generation producing a sampling error. As results of this sampling error, 
the change in the allelic frequencies is at random and the action of genetic drift does 
not have pre-established direction. However, in the analyzed example (Figure 4) 
the estimated value of He changes from 0.719 to 0.620 as consequence of 10 times 
reduction of population size. This change could indicate that He is less sensitive to 
rare allele lost as consequence of population size reduction. We can explain it by 
means of other hypothetical situation: We consider four pairs of small populations 
that contain between eight and 10 alleles (Figure 5). At left side of Figure 5, four 
populations show one allele at high frequency and rare alleles increase successively 
their number step by step (a, b, c and d) while at right side in the same Figure, four 
populations show alleles at equal frequency that increase successively their number 
step by step (a, b, c and d). For each population r and He were estimated. In the step 
(a) both populations show two alleles (r = 2) but He was lower in the population at 

Parameter Statistics A-C vs A-D B-C vs B-D

r Mean 0.662 (10.10%) 0.468 (12.36%)

Median 0.700 (11.31%) 0.400 (10.81)

He Mean 0.034 (4.35%) 0.079 (13.64%)

Median 0.037 (4.72%) 0.083 (14.26%)

Table 4. 
Reduction of allelic richness (r) and expected heterozygosity (He) as consequence of changes in gene flow levels 
in large populations (n = 100) (A-C vs. A-D) and in small populations (n = 20) (B-C vs. B-D). Reduction 
percentage are showed between brackets.

Figure 3. 
Plot of allelic richness (r) and expected heterozygosity (He) of nine populations at one simulation for each 
scenario.
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the next generation producing a sampling error. As results of this sampling error, 
the change in the allelic frequencies is at random and the action of genetic drift does 
not have pre-established direction. However, in the analyzed example (Figure 4) 
the estimated value of He changes from 0.719 to 0.620 as consequence of 10 times 
reduction of population size. This change could indicate that He is less sensitive to 
rare allele lost as consequence of population size reduction. We can explain it by 
means of other hypothetical situation: We consider four pairs of small populations 
that contain between eight and 10 alleles (Figure 5). At left side of Figure 5, four 
populations show one allele at high frequency and rare alleles increase successively 
their number step by step (a, b, c and d) while at right side in the same Figure, four 
populations show alleles at equal frequency that increase successively their number 
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Figure 3. 
Plot of allelic richness (r) and expected heterozygosity (He) of nine populations at one simulation for each 
scenario.
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left side than population at right side (0.18 vs. 0.50, respectively), being the alleles 
frequencies the unique difference between both populations. Successively, in the 
following steps (b, c and d) while the number of different alleles increases, He also 
increases in populations at both sides. However, in populations at the right side, 
since the alleles are equally frequent in all steps, He reaches the maximum values, 
while in the populations at left side, the new alleles show low frequencies (rare 
alleles) and He increases little by little. Finally, in the step (e) He reaches the maxi-
mum value although all alleles are rare because of they show the same frequency. 
Hence, the estimation of He is highly dependent on allele frequencies and its value 
will be determined in a greater extent by the presence of alleles at high frequency 
which usually show high probability to be proportionally maintained when popula-
tion reduce its size.

The effects of changes in population size on genetic diversity estimators 
considering different gene flow levels were studied in the present chapter by 
means of simulations (A-C vs. B-C and A-D vs. B-D, respectively). As expected, 
reductions in r and He values were obtained between large and small populations. 
In case that r and He are used for detecting genetic diversity reduction, r is more 
sensitive than He to detect genetic diversity reduction independently gene flow 
levels (Table 3).

The effects of gene flow levels on genetic diversity estimators considering dif-
ferent population sizes were studied in the present chapter by means of simulations 

Figure 4. 
Changes in number of alleles (NA) and expected heterozygosity (He) as consequence of population size 
reduction.

53

The Sensitiveness of Expected Heterozygosity and Allelic Richness Estimates for Analyzing…
DOI: http://dx.doi.org/10.5772/intechopen.95585

(A-C vs. A-D and B-C vs. B-D, respectively). In large populations, r is more sensitive 
than He to detect genetic diversity reduction as consequence of low gene flow level. 
On the other hand, in small populations He is more sensitive than r to detect genetic 
diversity reduction as consequence of low gene flow level (Table 4).

Gene flow is a microevolutionary process that maintain the genetic exchange 
among local populations increasing population genetic diversity [21]. Gene flow can 
be quantified by the parameter m, which describes the movement of each gamete 
or individual independently of population size [22]. As microevolutionary process, 
gene flow counteracts the genetic drift effect and the balance between gene flow 

Figure 5. 
Changes in allelic richness (r) and expected heterozygosity (He) in small populations with increasing in 
number of different alleles: two, three, four, five and ten (a, b, c, d and e, respectively).
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and genetic drift determine genetic diversity levels for neutral alleles. Genetic diver-
sity is the basis for local adaptation and genetic drift could be understood as a threat 
for biodiversity because of it causes genetic diversity loss in natural populations. 
Current climate change and fragmentation of natural populations as consequence 
of anthropic impacts are calling to urgent collective and interdisciplinary actions 
from researchers. The study of genetic diversity levels is especially important for the 
management of endangered and valuable species. The focus in conservation biology 
is the maintenance of genetic diversity because of inbreeding and reduction in 
reproductive fitness is often associated with loss of genetic diversity [12]. Although 
the International Union for Conservation of Nature (IUCN) recognizes the need 
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Abstract

Coffea arabica L. is a native coffee species probably originated in Abyssinia, now 
Ethiopia. The genetic diversity of C. arabica has economic implications directly 
related to profits by breeding for developing new varieties to a global market. The 
economic value of C. arabica genetic resources are estimated at US$ 420 million, 
considered a 10% discount rate. Understanding the extent of traits variability and 
genetic diversity is essential to guide crosses between genotypes, targeting the 
development of new varieties with high economic value. This chapter will present 
the C. arabica economic importance, primarily to Brazil, the most significant world 
producer; we will outline the origin and dispersion of arabica coffee and briefly 
show the leading germplasm banks. We will also point out contribution of genetic 
diversity studies based on morphological, agronomic traits, and molecular markers 
supporting the development of new varieties. Finally, we present an outline for the 
future.

Keywords: economic importance, genetic resources, molecular markers

1. Introduction

Coffee is an everyday beverage and consumed enthusiastically throughout the 
world. This popular beverage is a primary source of annual income and employ-
ment, contributing economically, on four continents, as well as too many emerging 
nations. In the second half of the nineteenth-century coffee was transformed into 
an industrial product as a consequence of the accelerated expansion of coffee pro-
duction in Brazil, which in turns, nurtured the growth of a mass consumer market 
in the United States [1].

Coffee crop, in current times, spread in over 10 million hectares grown in more 
than 80 tropical and sub-tropical nations. On a social basis, it plays a relevant role 
notably for the subsistence of nearly 20 million coffee-farming families in underde-
veloped countries of Asia, Africa and Latin America [2]. In the world, coffee places 
in the second-largest export commodity position only behind to the petroleum 
products [3].

According to the USDA 2020/21 Forecast Overview [4], the world coffee pro-
duction is estimated at approximately 9 million bags (60 kilograms) superior to 
the past year record of 176.1 million. The forecast is that Brazil accounts for most 
considerable of the increment because its arabica coffee crops start the on-year of 
the biennial production cycle and robusta coffee is achieving record output. Brazil 
is the leading supporter of the forecast for the expansion in world exports. Arabica 
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output in Brazil is forecast to achieve 6.8 million bags above the preceding season 
to 47.8 million. Most favorable climate conditions prevailed in the majority coffee 
regions, promoting coffee fruit setting and development and filling, thus succeed-
ing in high yields.

The genus Coffea includes approximately 124 well-identified species. Coffea 
canephora P. and Coffea arabica L. are commercially highpoints species [5].  
C. arabica is a member of the family Rubiaceae and is a single polyploid species 
inside the genus Coffea. This true allotetraploid has 2n = 4x = 44 chromosomes. 
It is the old and most cultivated species of a coffee plant [6, 7]. Concerning floral 
biology, each species of the Coffea genus has its particularities and C. arabica can be 
characterized as self-fertile, it means that reproduction occur through self-fertiliza-
tion, with an allogamy index of about 10%, on average. One research carried out at 
the Instituto Agronômico de Campinas concluded that insects (bees in particular), 
wind and gravity, are the main responsible for the pollination of coffee [8].

Genetic diversity is a prerequisite component of biodiversity, obligatory for 
species reproduction, and essential for adapting species to a dynamic environment 
[9]. Besides, assessment of genetic diversity directly impacts the development of 
new varieties through breeding. So, valuable genetic traits can be transferred to 
existing plant cultivars to achieve goals towards increasing crop yields, charac-
teristics related to the quality of crops, resistance to disease and pest, etc. Plant 
breeding focused on wild races genetic information is usual for most global crops 
and has driven an essential contribution to increasing global food security [10]. 
Notwithstanding, genetic information wild races have been reduced at an alarming 
rate, specifically for tropical crop species, including C. arabica [11, 12]. Among 
other expert scholars, Labouisse et al. [13] cite deforestation as a noticeable contrib-
uting factor affecting the genetic erosion of coffee in Ethiopia. McNeely et al. [14] 
states some issues like land use conversion, overexploitation, and introduction of 
exotics species as factors contributing to native populations decimate.

In plant breeding, it is decisive to identify the most critical phenotypic traits 
to increase plant production. Therefore, the assessment of trait occurrences and 
dissimilarities in a population is the key to defining possibly useful crosses among 
accessions. The first line of attack is to understand the extent of the variability 
of some species. To do that, many countries around the world strategically cen-
tered money and human capital on collecting, assessing, and keeping the genetic 
resources available on germplasm banks. Although many studies emphasize the 
genetic diversity with molecular markers, it is also useful for plant breeders to 
contemplate the morphological and agronomical diversity of interest traits. In this 
context, we briefly show the coffee chain’s budget value, summarily point out the 
leading germplasm banks, and concisely demonstrate the employment of genetic 
diversity assessed on morphological and agronomical traits, along with molecular 
markers approaches.

2. Economic importance of Coffea arabica

Coffee represents an agricultural commodity that has stood out in international 
trade and domestic supply in terms of quantity and value [15]. Developing coun-
tries correspond to the leading suppliers, while the main buyers are developed 
countries, in which coffee consumption is full-bodied. The soil characteristics of 
the intertropical and equatorial regions of the world play a fundamental role in the 
coffee marketing chain worldwide [16].

Approximately 170 countries are coffee producers, and almost all countries are 
consumers, highlighting its commercial importance, which has grown steadily 
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over the last 150 years [17]. Even with the crop distribution range, it has not 
represented a barrier to the growing production concentration in some nations. 
Currently, 70% of the consumed coffee worldwide comes from Brazil, Vietnam, 
Colombia, and Indonesia. In contrast, the primary consumer countries are the 
United States, the European Union, Brazil, and Japan, which account for two-
thirds of the global demand for coffee [16].

Agricultural products usually have limited extended storage to avoid severe 
losses of quality. However, in coffee, the beans can be stored for decades, since 
observed aspects regarding the limits of humidity, light, temperature, and the latter 
keeping with reasonable consumption conditions. The coffee profile allows coffee 
growers to use the harvest with a strategic vision of economics. Many of them prefer 
store in bags instead of selling them immediately, hoping they will reach better 
prices [16].

Coffee was introduced in Brazil in 1727 through French Guiana and spread from 
northern Brazil to the southeast states, mainly in the mountain regions. Coffee 
developed in these areas due to favorable climate conditions for its grown, such as 
mild temperature, heavy rains, and distinct dry season [18].

The cultivation of coffee has evolved significantly and contributed to economic 
development throughout the history of Brazilian regions, particularly during early 
times and locations where the crop implantation occurred. The establishment of 
farming dates back to the 18th century in the northern land, precisely at the State 
of Pará. Later, it moved to the states of Rio de Janeiro and São Paulo (which cor-
responds to the Paraíba Valley). In 1850, cultivation spread rapidly towards Serra da 
Mantiqueira and Santos. In the 20th century, coffee cultivation continued its expan-
sion in the states of São Paulo, south of Minas Gerais, Espírito Santo, Paraná and 
also to the northern region of Brazil, in the State of Rondônia. During this period of 
growth, the Brazilian economy, in general, was strongly associated with the coffee 
market, and the Brazilian Federal Government heavily regulated the coffee market 
until the mid-1990s [19].

Twelve states represent the primary coffee-producing regions in Brazil, and 
there are about 300,000 coffee plantations in the country, spread over 1950 cities is 
estimated. The state of Minas Gerais holds about 50% of the total coffee production 
in Brazil. Minas Gerais state offers topography and mountain climate ideal for the 
cultivation of coffee that along with the low-cost land, and abundance of cheap 
labor, may contribute to their outstanding position [20].

Minas Gerais accounts for approximately 50% of coffee cultivated in Brazil, 98% 
of this occupancy with C. arabica species that is the most economically relevant 
species. Some of the most economically outstanding cultivars of C. arabica in Brazil 
are Mundo Novo, Bourbon, Catuai Vermelho, and Catuai Amarelo [21].

At world scenario, the International Coffee Organization estimated that in 2014, 
the consumption of coffee was 150.3 million bags of 60 kg, in 2015; it rose to 152.1 
million bags. In the last four years, the annual increase has remained an average of 2%. 
There was a significant increase in consumption in the Asia region, with rates of 
growth in the range between 4.5 and 9% in Indonesia, the Philippines, India, and 
Thailand. World coffee production in 2015 was 143.4 million 60 kg bags [22].

In April 2020, analyzing world coffee exports, it appoints an estimate to the 
10.82 million bags, whereas, in April 2019, this number was 11.17 million. In the first 
seven months of the coffee year from 2019 to 2020 (the period between October/19 
to April/20), they decreased 3.8% concerning exports in the same period from 
2018 to 2019, totaling 72.78 bags, against 75.67 million. Shipping of beans of 
C. arabica species in the 12 months ending in April 2020 totaled 81.30 million bags, 
against 80.75 million bags the previous year [23]. In this context, Brazil has been 
responsible for 20% of coffee exports in the world. Due to the exponential growth 
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over the last 150 years [17]. Even with the crop distribution range, it has not 
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million bags. In the last four years, the annual increase has remained an average of 2%. 
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of global consumption and the capacity to produce in large quantities, Brazil has 
become one of the largest coffee beans exporters. In numbers, it represents more 
than 34 thousand bags, which corresponds to the US $ 5.4 billion in revenue, 
15% of which consists of Specialty coffee. The United States and Germany are the 
major importing countries [24]. The coffee tree farmland employs approximately 
26 million people, many of whom are small farmers, dependent mainly on coffee for 
their  livelihood [25].

In the budgetary part, the International Coffee Organization’s composite indica-
tor fell 4.1% in May 2020, registering an average of 104.45 US cents per pound, 
which represented a second consecutive month of decline. The price trend curve 
for all C. arabica groups was bearish. From October 2019 to April 2020, shipments 
from Africa increased 7% to 7.66 million bags, and those from Asia and Oceania 
increased by 0.6%, to 23.62 million bags. In the same period, shipments from 
Central America and Mexico fell 4.9% to 8.77 million bags, and those from South 
America fell 8.6% to 32.74 million [23].

A series of research recognizes the economic value of genetic diversity [26]. 
However, these authors confirm the market failure in the case of conservation of 
coffee genetic resources, especially in Ethiopian highland forests, alerting that in 
10 years, the coffee forest will disappear if the current devastation rates persists, 
which is alarming. This study addressed Ethiopian genetic coffee resources, the pri-
mary centre of diversity, revealing the potential economic importance of amounts 
to nearly US$1458 million, considering a 5% discount rate and US$420 million for 
a 10% discount rate. A good explanation of this outsized discount rate impact may 
be the expressive time lag between the required cost of coffee breeding programmes 
and the gains resulting from enhanced cultivars development.

3. Origin and distribution of Coffea arabica

The study of plant domestication, beyond its role in man’s cultural evolution, is 
an excellent experimental system for the study of biological evolution. Numerous 
dissimilarities in the middle of wild and domesticated types are related to essential 
features and basic plant biology processes, such as adaptation, development, and 
reproduction [27].

The C. arabica had its origin in the highlands of tropical forests located in 
southwestern Ethiopia. Under the specter of the biological structure, the genetic 
basis of the world’s coffee plantations is considerably small, as are most commercial 
coffee varieties to date, derived from a limited number of accessions from Ethiopia’s 
forests [26].

C. arabica is one of the most favorite beverage crops globally that accounts for 
about 70% of the total international coffee market. This crop species is the most 
valuable globally due to their high beverage quality and taken every day by a million 
people worldwide. The C. arabica was assumed to be originated in the Southwestern 
part of Ethiopia in specifically called the Keffa area [28]. It is also considered the 
possibility that C. arabica was originated in the Boma plateau in Sudan and Mount 
Marsabit of Kenya. Ethiopia is recognized strongly substantiated as a primary 
centre of diversity for coffee arabica [29–31].

In ancient times, coffee was first noticed by the Arab merchants in Ethiopia and 
taken to Yemen [32]. The origin of C. arabica has been subject to both molecular and 
archeological studies, confirming the Ethiopian origin of C.  arabica [28, 33, 34]. 
C. arabica is a true allotetraploid species with 2n = 4x = 44 that considered as 
originated from the interspecific hybridization of C. canephora and C. eugenioides 
[35, 36].
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C. arabica cultivation was started after the wild coffee introduced from Ethiopia 
to Yemen as early as 575 AD [32]. The cultivated coffee arabica divided in to C. ara-
bica var. typica and C. arabica var. Bourbon [37]. After its introduction to Yemen, 
the coffee arabica was distributed worldwide and became the most popular bever-
age crop. The crop distributed to Reunions Island from Yemen and then introduced 
to India and Java (Indonesia) [38, 39]. The coffee crop was then distributed from 
Java to Europe (Amsterdam botanical garden) in 1710 [28, 40]. After that, the 
coffee plant was taken to South America in 1718 from Europe. It was introduced to 
Martinique Island in 1720 or 1723 and Brazil via French Guiana in 1727 [40–42]. 
Finally, the coffee was spread throughout the world from South America. Ferreira  
et al. 2019 [43] precisely illustrate the origin and dispersion of C. arabica (Figure 1).

4. Coffea arabica genetic resources

The efficient use of available germplasm for breeding purposes requires 
detailed information on the relationship of genetic relatedness among accessions 
that compose it, primarily affected by the domestication process. The prospect of 
coffee improvement in all desirable aspects depends on the availability and use of 
the mostly untapped genes found in the wild, in farmers’ fields and in and ex-situ 
germplasm collections [3].

Conservation in-situ of plant species make possible the maintenance a greater 
diversity of species and genepools in a dynamic environment, supporting popula-
tions that continue to evolve [44]. Understory trees in the tropical forests of Africa 
are the range where wild coffee grows spontaneously. It covers a wide geographic 
area from Guinea in West Africa through Central to eastern Africa, with additional 
centres of diversity add the Mascarene Islands (La Réunion and Mauritius) in the 
Indian Ocean, Madagascar, and the Comoros Islands [45].

From 1971 and 1997, the deforestation took place in around 235,400 ha of 
closed and slightly disturbed forests in the highland plateau of southwest Ethiopia. 
Numerous international organizations have outlined proposals for in-situ conserva-
tion of C. arabica, but regrettably, implementation has been lagging as a result of 
financial constraints [46].

Figure 1. 
Origin and dispersion course of Coffea arabica all the way through the world. Image reproduced from reference 
[43] with permission from the Royal Society of Chemistry (RSC).
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An effort to preserve the last remaining coffee forests in Ethiopia and to prevent 
the loss of biodiversity resulted in a creation of the Yayu Biosphere Reserve and 
the Kafa Biosphere Reserve, in 2010. At that time, due to the sustainable strategic 
interest, it became component of the United Nations World Network of Biosphere 
reserves. Yayu Coffee Forest Biosphere plays a crucial role in the in-situ conservation 
being the last remaining montane rainforest fragments with wild C. arabica popula-
tions in the world [47].

Given this alarming scenario, in the past, the strategic importance of wild C. 
arabica boosted exploration missions guided to in its primary centre of origin 
(Ethiopia and Kenya) and the secondary centre of diversity, Yemen. In this sense, 
in 1964–1965, a Food and Agriculture Organization of the United Nations (FAO) 
conducted collecting expedition of coffee germplasm in different locations in 
Ethiopia [48]. In 1966, an expedition mission performed by ORSTOM (Office de la 
Recherche Scientifique et Technique Outre-Mer; a formerly designation of Institute 
de Recherche pour le Développement [IRD]) collected germplasm from 70 different 
origins. Despite the original purpose, most accessions were collected from culti-
vated coffee being only some native of the understory of tropical forest [49].

The accelerated devastation of the tropical forest ecosystems in Africa, 
Madagascar, the Comoros and Mascarene islands drove collecting mission for other 
Coffea species. The result of those collecting expedition yielded a total of 20,000 
wild coffee trees collected, representing more than 70 species and also the identifi-
cation of 300 wild coffee populations [49].

According to Bramel et al. [31], is consensus in the majority of institutions 
worldwide indicates the conservation of the collection is secure due to the adher-
ence and engagement of the institutes and their team. In most institutions, every-
one is challenged, to some degree, to cover the yearly cost for everyday conservation 
operations. One critical study concerning costing for Centro Agronómico Tropical 
de Investigación y Enseñanza (CATIE) confirms the long-term implications of 
negligence if the fund is insufficient, which is quite alarming.

Comprehensively, the conservation tactics applied to C. arabica accessions may 
be in-situ sites or both ex-situ and in-situ. In-situ involves the maintenance of genetic 
material in the arrangement of native populations by implementing ecosystem 
reserves such as national parks and refuges. On the order hand, ex-situ that deals 
maintenance of a species out its original habitat. In this approach, farmed and natu-
ral plant species are collected and transferred to a specific site aiming to conserve 
the genetic information. Furthermore, the accessions are maintained locally in the 
forms seeding, seeds or in vitro culture [31].

In this sense, the chief way of knowing and measuring the size of species vari-
ability is to carry out collection expeditions to acquire materials in a vast natural 
geographic occurrence. After that, each accession must be documented, and 
subsequently, the measurement of its phenotype must be carried out. In germplasm 
conservation ex-situ, the most common scheme used in coffee, this surveying must 
be made with suitable statistical designs, plot sizes suitably reliable, an adequate 
number of repetitions and field locations.

According to Giomo et al. [50], the first and critical step in a breeding pro-
gramme is the presence and understanding of genetic diversity. In this sense, the 
knowledge of a series of desirable traits is required to develop a new cultivar of cof-
fee such as adaptability, architecture, fruit color, longevity, maturation, precocity, 
productivity, resistance to pests and diseases, size, type of grain, quality of coffee 
cupping, vigor, among others. Therefore, it is imperative to know the distinguished 
accessions selecting particular interest traits, including agronomic characterization 
of plants up to the beans’ chemical composition and sensory quality, to meet the 
specific coffee production chain demands.
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In coffee species, a significant marketable crop, the research on genetic 
improvement carried out by a renowned research center around the world has in 
the germplasm banks its primary source of raw material, essentially in C. arabica 
and C. canephora. Germplasm banks guard and preserve an extensive collection of 
genetic resources used in breeding research and biotechnology to obtain increas-
ingly adapted and productive cultivars.

Among the world-leading significant germplasm resources and conservation 
of the Coffea genus, we highlight the following research institute: Centre National 
de Recherche Agronomique (CNRA), United States Department of Agriculture - 
National Plant Germplasm System, CATIE, Centro de Cooperación Internacional 
de Investigación Agricola para el Desarrollo (CIRAD), Ethiopian Institute of 
Agricultural Research, Jimma Agricultural Research Center (JARC), Institute of 
Biodiversity Conservation, Instituto Agronômico do Paraná (IAPAR), and Instituto 
Agronômico de Campinas (IAC). Those institutes enable the acquisition, exchange, 
conservation, duplication, and documentation of this crop’s valuable genetic 
resources, aiming the world food security. These organizations also performs 
phenotypic, cytogenetic, and molecular evaluation seeking elite accessions looking 
for specific attractive traits, primarily due to the already known low variability of 
Coffea arabica species, allowing in this way, putative well successful crosses.

The genebanks around the world have a collection of C. arabica which stands out 
with the most significant number of accessions (11,415), immediately succeeded 
by C. canephora (625), C. liberica (94), C. eugenioides (81) and other Coffea species 
(7756) [31].

CNRA was founded in 1998 and headquartered in Abidjan, Ivory Coast. 
According to Labouisse [13], CNRA has the most extensive genebank field col-
lection of coffee in the world with 8003 accessions that resulted of prospecting 
conducted in eight African countries: Cote d’Ivoire, Guinea, Cameroon, Tanzania, 
Kenya, Madagascar and the Democratic Republic of the Congo.

Currently, the United States Department of Agriculture (USDA) comes again 
developing a Coffea collection as part of the National Plant Germplasm System, 
with approximately 300 accessions. In the past, this governmental department used 
to maintain 500 accessions of arabica coffee [31, 51].

Established in 1942, CATIE botanical garden and germplasm collection inau-
gurated its headquarter in Turrialba, Costa Rica. In 1948, the field collections 
of rubber, cocoa and coffee launched the germplasm preservation in Turrialba 
[52]. The CATIE International Coffee Germplasm Center is one organization in 
the public domain because of its designation to the International Institute ex-situ 
collections network under the auspices of FAO [3]. Their field genebank of coffee 
places the third in the world [52], and include to an ample range the entire genetic 
diversity of C. arabica recording 1987 accessions and above 9000 coffee trees. 
Also, the genetic diversity of a couple of other Coffea species is represented to a 
minor extent, covering 68 introductions of C. canephora and 24 introductions of 
C. liberica [49]. The C. arabica germplasm bank of CATIE possess 880 wild and 
semi-wild genotypes, 581 accessions of them acquired from collecting expedition 
performed by FAO and ORSTOM in Ethiopia - the known biodiversity hotspots; 
923 belongs cultivars, mutants and selections section; 19 interspecific hybrids; and 
165 intraspecific hybrids [3]. Considering that field collections maintenance is very 
costly to maintain, and the conserved genetic material is continuously endangered 
to biotic and abiotic stress, the research team of CATIE, from this point of view, 
developed a methodology for cryopreservation in liquid Nitrogen for long-term 
germplasm conservation of coffee seeds. Lately, CATIE maintains a core subset of 
63 accessions from Ethiopia cryopreserved and thus establishing the first world 
cryobank [3, 53].
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Also, the genetic diversity of a couple of other Coffea species is represented to a 
minor extent, covering 68 introductions of C. canephora and 24 introductions of 
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CIRAD commenced does collecting mission since the 1960s, being some of 
these collecting expeditions occurred in association with other institutions - viz., 
ORSTOM, International Plant Genetic Resources Institute (IPGRI), and IRD [3]. 
In 1977, an ORSTOM/CIRAD mission arrived in Kenya where they collected eighty 
different accessions of C. arabica at Mount Marsabitan, along with samples of C. 
eugenioides, C. zanguebariae, and C. fadenii. Subsequently, in 1989, samples from 
coffee plantation arising from 22 different origins were collected by an IPGRI/
CIRAD mission-focused in Yemen. Besides that, the mission recognized six mor-
phologically different types of coffee plants [3]. According to FAO-WIEW database 
1990–2001, CIRAD maintain in Guyana a total 3800 accession ex-situ of coffee [31].

In Ethiopia, the Jimma Agricultural Research Center (JARC) has the commit-
ment to be a leading centre of excellence research for arabica coffee on the planet, 
operating ten research stations located strategically in the main coffee production 
areas. The Jimma Research Station initiated variety development and germplasm 
conservation activity in 1966–1967. From 1966 to nowadays, the field collection 
has assembled 5853 accessions of C. arabica grouped in the following program/
type: National collection - 1431, Exotic collection - 78, Coffee Berry Disease (CBD) 
resistance collection - 825, and Local landrace - 3519. To date, JARC has launched 
42 coffee varieties. In Ethiopia, JARC is the unique public institution that has taken 
the initiative of multiplying and providing basic coffee seeds, primarily, coffee 
adapted varieties and CBD resistant material. Furthermore, this research insti-
tute plays a considerable role in dissemination and adoption of improved coffee 
technologies by innovative farmers, private and state-owned farms throughout 
the countryside [13, 54, 55]. Other important genetic resources organization in 
Ethiopia is the Institute of Biodiversity Conservation established in Choche (Limu) 
field genebank with 5196 accessions conserved [13].

In Brazil, the IAPAR was founded in 1972 and headquartered in Londrina, 
in the state of Paraná. The IAPAR operates in a 300 ha-farm, of which 40 ha are 
cultivated with coffee. In 1975 was established the field genebank of coffee that 
were primarily composed by IAC accessions with posterior inclusions of accessions 
from the FAO/IBPGR collection. Also, they have a partnership with five farmers to 
test the F3/F4 generations. Several cultivars have been released by IAPAR improved 
to achieve high yield, drought tolerance, resistance to rust, nematodes, bacterial 
blight, and leaf miner; and also, different ripening cycles. The IAPAR combine 
testing, seed production and demonstration to farmers in the F6 generation, speed-
ing, in this way, the time to release genetic material. The IAPAR institution has a 
good reputation among of coffee farmer’s producers in Paraná [31].

The Instituto Agronômico de Campinas (IAC), institution of the Brazilian 
Coffee Consortium, maintains the largest and the oldest coffee germplasm bank in 
the country, with 5451 records. Supported by the framework of this diversity, the 
active germplasm bank of the “Instituto Agronômico” has contributed for 87 years 
with significant results in the Brazilian coffee research. IAC also perform a series 
of research in collaboration with other research institutions within the Brazilian 
Coffee Consortium [50, 56].

IAC continuously performs morphological, agronomic, chemical and molecular 
characterization of the genetic materials maintained in its germplasm banks. This is 
essential for the definition and identification of the most genetic promising materials, 
with better productivity and other attributes considered according to each survey. To 
achieve an desired coffee cultivar is required a long-term due to the time demanded 
to advance the genetic material from generation to generation. In Brazil, the two most 
adopted cultivars in coffee plantations, Mundo Novo and Catuaí, are the results of 
improvement research conducted by the “Instituto Agronômico” from its germplasm 
bank. They are planted in about 80% of Brazilian coffee crops area today [56].
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Besides, the germplasm bank of the IAPAR and IAC, there are other five coffee 
germplasm banks in Brazil: Empresa de Pesquisa Agropecuária de Minas Gerais 
(EPAMIG), Universidade Federal de Viçosa (UFV), Instituto Capixaba de Pesquisa, 
Assistência Técnica e Extensão Rural (INCAPER), Fundação Procafé, and Embrapa 
Rondônia. According to Bramel [31], the collection of these germplasm banks has 
an estimation of about 13,856 accessions; however, the number of accessions may be 
inconsistent across reports.

As stated by Bramel [31], it is estimated 21,026 accessions in a compilation of 
world coffee collections that account 52 holding coffee germplasm collection with at 
least ten accessions.

5.  Breeding and genetic diversity based on morphological and  
agronomic traits

In plant breeding, it is crucial to identify the most critical phenotypic traits 
to boost plant production. Consequently, the evaluation of trait occurrences and 
differences in a population is a key to determining probably valuable crosses among 
accessions. Although most studies focus on genetic diversity with molecular markers, 
it is also useful for plant breeders to recognize the morphological diversity of traits of 
interest [57].

Around the world, the arabica breeding programmes has the primary purpose of 
developing new cultivars taking into account the economic benefits to be returned 
to coffee growers. The target characteristics in the desired arabica cultivar are 
productivity, mainly focused on bean size as well as cup quality and resistance to 
major diseases and pests. On the other hand, each breeding programme has its 
own particularities that establish the priorities of selection criteria usually defined 
based on multifactorial variations in specific circumstances of weather conditions, 
soil, biotic and abiotic stresses, cropping systems, socio-economic factors, market 
dynamics and consumer preferences. In arabica coffee, typically, four primary 
methods of breeding and selection are used: 1- Pure line selection; 2- Pedigree 
selection after hybridization (sometimes also backcrossing); 3 - Intraspecific F1 
hybrids; 4 - Interspecific hybridization (arabica x robusta), backcrossing and 
pedigree selection. The comprehensive overview of selection criteria and outcomes 
from each breeding method is presented in detail by Van der Vossen [58].

Gathering a series of studies, Monge and Guevara [52] make the compilation 
of the critical phenotypic markers for evaluation of coffee and suggests a list of 
appropriated traits evaluation markers: morphological descriptors - viz.: archi-
tectural (ramification degree, number of internodes, and length of plagiotropic 
branches) and physical (dimensions and color of leaves, flowers and fruits, flush 
color, stem diameter, etc.); phenological descriptor (flowering dates, fructification 
cycle duration); ecological adaptation descriptors (altitude, dry or humid regions, 
resistance to pest and diseases); productive descriptors (productivity level and early 
or late flowering, and fruit set); technological descriptors (coffee quality, the weight 
of 100 beans, caracoli rate, etc).

Monge and Guevara [52] in a review also outlined a compilation result of two 
studies concerning the phenotypic evaluation of 300 wild C. arabica collected in 
eight Ethiopia area, those accessions were added into CATIE collections in 1985. 
It highlighted the high variability in fruit maturation length (ranging from 130 to 
258 days), a caracoli rate (varying from 1 to 71%), size of leaves, internode length 
and bean size. Furthermore, there was a detected correlation concerning morpho-
logic variables - viz.: the lower ramification of the tree, the bigger the leaves and the 
bean that produces.
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Cilas et al. [59], in a study concerning genetic value prediction for C. arabica 
production through evaluation of morpho-agronomic traits, having the yield 
registered throughout the first four years of production. They concluded that better 
coffee yield may be increased by the addition of the medium level of heterozygosity, 
once the hybrid present immense superiority in comparison to the parental line. 
Furthermore, these authors also affirm that the prediction of yield may also be fully 
achieved by combining morphological traits, for instance, stem diameter, number 
of primary branches and tree height.

Bertrand et al. [60], addressing efforts towards sustainability, performed a study 
in three Central American countries comprising of 15 trials between 2000 to 2006 
aiming to assess F1 hybrids of C. arabica in the agroforestry system (shade) com-
pared to full-sun (unshade) crop system. The experiment involved thirteen lines 
and twenty-one F1 hybrids that were measured to average production throughout 
the first production cycle earlier than pruning and coppicing. The results point out 
that the green coffee per tree yield was higher among F1 hybrids in contrast to tradi-
tional cultivar in 58%, aggregating to 170 g in agroforestry, whereas in the full-sun 
system this increment was 34%, accumulating 190 g. In this respect, the economic 
outcomes of both systems look quite similar. This study also discussed the economic 
advantage in the agroforestry system renovation with hybrids, indicating that after 
six years of replacing the traditional cultivar by hybrids could earn up 5000 USD/
ha. They were also pointing to the facilitation of credit policies and the opportunity 
of reaching new market niches with differentiated prices.

The first original phenotypic structure within C. arabica was present by 
Montagnon and Bouharmont [61]. The authors observed eighteen morphologi-
cal and agronomic characteristics in a field collection of 148 accessions used the 
analyzed by multivariate approach. Interestingly, the result allowed identifying a 
sharp structure split into two main groups, comprise respectively 53 and 76 acces-
sions. The other six groups are composed of less than five entries. The principal 
component analysis explained 77% of the accumulated variation within the first 
two axes, which is reasonably good. Also, the authors believe that the arrangement 
of the two main structured groups combined with the historical evidence of those 
accessions infers that group 1 has not been engaged within the domestication 
pathway of C. arabica. The traits modified by the course of domestication partly 
explained the well-defined separation of those two main groups.

The genetic diversity study conduced in Tepi National Spices Agricultural 
Research Center on 93 C. arabica accessions based 22 quantitative characteristics 
was able to detect five clusters by using multivariate techniques of hierarchical clus-
ter and principal component analysis [62]. According to Klief [62], the significant 
inter-cluster distances between clusters point out that there is a high probability for 
obtaining transgressive segregates and maximize heterosis by crossing germplasm 
accessions across distinct clusters.

An study carried out in southwestern Saudi Arabia evaluated the genetic varia-
tion of accessions of C. arabica conserved in-situ in 19 localities, where stressful 
conditions prevail. Multivariate approach applied on 17 quantitative traits detected 
five groups. Interestingly, four accessions from the same place were grouped in four 
different clusters, supporting the importance of in-situ conservation strategy. All 
cluster showed significant inter-cluster distance, where two clusters present highest 
cluster distance. Therefore, Tounekti et al. [63] affirms that from these findings, it 
is suitable to explore this variability in breeding programmes to overcome environ-
mental stresses.

The biochemical aspect of coffee liquor is highly essential. From this point of 
view, it was made a study addressing the genetic diversity based on caffeine content 
level concurrently with physical aspects of green bean characteristics and coffee 
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cup quality. The examination of dissimilarities involved cluster analysis based on 
unweighted pair group arithmetic average (UPGMA), together with correlation 
among those variables analyzed. The outcome results consisted of two main groups 
were distinguished. The first cluster formed by 11 accessions distinguished by high 
caffeine content, undesirable physical characteristics of green bean and poor coffee 
cup quality. The other cluster split into two subgroups: the first with 26 accessions 
with caffeine content varying from low to average level and cup quality; the next 
subgroup with five accessions characterized by a medium level of caffeine content, 
desirable physical qualities of green coffee bean and high-grade cup quality. The 
authors also identify negative and significant associations linking caffeine content 
and all other variables related to cup quality. From that perspective, it is possible a 
simultaneous improvement of desirable cup quality plus low caffeine content [64].

A research, performed in IAC, evaluated the effectiveness of a minimum set 
of descriptors established for the conduct of test for distinctness, uniformity and 
stability in C. arabica. Twenty-nine cultivars were scattered in 11 groups when 
assessed by 35 morphological characteristics and three agronomic traits during 
three years. The results demonstrate that those descriptors were skilled in discrimi-
nating cultivar groups but a minor role in the identification of cultivars within each 
group. Therefore, the authors recommend the adoption of molecular markers and 
biochemical descriptors to identify cultivars to be protected more accurately [65].

Weldemichael et al. [66] conducted one well-designed study estimating genetic 
parameters in 49 accessions of C. arabica. It was used 26 carefully chosen appropri-
ated quantitative traits aiming to estimate the phenotypic variation. The statistical 
analyses approach consisted of a series of adequate genetic parameters estimation. 
The findings exhibited the occurrence of variability for some morphological traits 
among coffee germplasm accessions. Interestingly, coffee berry disease recorded a 
pronounced genetic gain per population mean (88.8%); this point draws particular 
attention, once in arabica coffee disease resistance is a breeding objective of the 
chief priority to plant breeders. The detected low genetic advance as per cent mean 
and/or low genotypic coefficients of variation exhibited in most traits indicating 
these characteristics could not be developed through simple section rather heterosis 
breeding. Conversely, they advise that high morphological variation is not a guar-
antee of pronounced genetic variation; in this viewpoint, it is helpful to take into 
consideration the molecular and biochemical studies as a complementary approach.

6. Genetic diversity based on molecular markers

The progress achieved in plant breeding programmes culminated in reduced 
genetic variability in the improved populations [36, 67–69]. This problem may be 
worse in species with a narrow genetic base, such as Arabica coffee (C. arabica). 
The narrow genetic base of this species is associated with its autogamy, the low 
number of plants that were initially distributed worldwide, and the recent evolution 
of the species [30, 36, 70]. Thus, genotype discrimination based on differences in 
phenotypic characteristics may be difficult because individuals who are genetically 
distinct may be phenotypically similar, which reduces the selective efficiency. To 
overcome this difficulty, molecular markers have been used as an important tool in 
the accurate discrimination of genotypes [71, 72].

DNA markers allow the detection of variations in DNA sequences between 
individuals of the same species. Because they identify variations in DNA, they 
are stable and are unaffected by the environment or by pleiotropic or epistatic 
effects [73]. Thus, molecular markers have been used in breeding programmes as 
an efficient tool for the discrimination of genotypes and the analysis of genetic 
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variability, as their analysis is a precise association strategy between phenotypic 
and genotypic variability.

Genetic diversity assisted by molecular markers has been used in several stages 
of Arabica coffee breeding programmes. The molecular characterization of cof-
fee accessions is an accurate tool for the conservation and more efficient use of 
genetic resources by breeders. This molecular information is useful in evaluating 
the redundancies and deficiencies of the germplasm and generates information on 
the efficiency of the collection, maintenance, and expansion of a germplasm bank. 
In addition, the study of molecular diversity provides fundamental information to 
help breeders choose parents to integrate into cross-breeding schemes, as well as 
in directing the improvement of the genetic base during the course of a breeding 
programme.

Different molecular markers, such as simple sequence repeats (SSRs), sequence-
characterized amplified regions (SCARs), and single-nucleotide polymorphisms 
(SNPs), have been identified and made available for coffee [71, 72, 74–82]. These 
species-specific markers combined with random markers, such as inter-simple 
sequence repeats (ISSRs), random amplified polymorphic DNA (RAPD) and 
amplified fragment length polymorphisms (AFLPs); support the genetic breeding 
of this crop.

Genetic studies and analyses of diversity and molecular characterizations of  
different germplasm banks and cultivars of C. arabica have benefited from  
molecular marker technology. Coffee plants belonging to the group of the Híbrido 
de Timor (HdT) from the Brazilian germplasm bank of the Universidade Federal 
de Viçosa (UFV) in partnership with Empresa de Pesquisa Agropecuária de Minas 
Gerais (EPAMIG) and Empresa Brasileira de Pesquisa Agropecuária (Embrapa 
Café) have been studied in detail using AFLP and SSR markers [83]. HdT coffee 
plants are the result of natural hybridization between C. arabica and C. canephora 
and are one of the main sources of resistance genes to coffee diseases and pests  
[84–86]. Through molecular markers, redundancy was observed in the core col-
lection of the HdT, so that two plants with different identifications corresponded 
to the same genotype. One of them was eliminated, resulting in a core collection 
containing 151 unique and properly discriminated HdTs. The data obtained allowed 
fingerprinting of the accessions [83]. The fingerprinting of each genotype allows the 
identification of individuals through a unique code. This information will provide 
reliability to breeders for germplasm maintenance, preservation, and exchange.

With 52 alleles from 22 SSRs, it was possible to access the diversity of the Core 
Collection of HdT [83]. Considerable variability was observed between the acces-
sions, which were separated into 21 groups. This grouping result was analyzed 
together with the resistance data obtained for the main coffee diseases, rust and 
coffee berry disease. The concentration of individuals resistant to both diseases was 
verified in eight groups. Through this analysis, it was possible to identify HdT coffee 
plants belonging to distinct genetic diversity groups that have not yet been used in 
genetic breeding. This made it possible to select genotypes in the obtained dendro-
gram that were as distinct as possible from the sources already explored to date and 
that have different disease resistance genes. The selected HdT accessions consist of 
potential parents for breeding aiming resistance to multiple diseases [83].

Molecular markers were also analyzed in the HdT to understand the introgression 
of the genomes from the coffee species of their origin (C. arabica and C. canephora), 
as well as their potential impact on the cup quality on the C. arabica cultivars. HdT 
has the largest portion of the genome corresponding to C. arabica [87]; however, 
the small portion of C. canephora provides disease resistance genes. This portion, 
even though small, raises concern about the possibility of C. canephora affect the cup 
quality, since the beverage quality of C. canephora is known to be lower. Thus, the 
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effect of introgression of C. canephora on HdT derivatives were evaluated [88, 89]. 
The study also demonstrated the presence of disease-resistant genotypes combined 
with good cup quality typical of C. arabica cultivars. The genetic diversity analysis 
showed high genetic similarity between HdT with C. arabica and clear differentia-
tion among coffee species. The introgression of C. canephora in the HdT accessions 
did not reach 30%. The sensory analysis of the coffee genotypes showed no signifi-
cant difference in the beverage quality parameters between C. arabica cv. Bourbon 
and HdT-derived cultivars, which demonstrated the possibility of developing C. 
arabica cultivars without affecting beverage quality [89].

Accessions of different species and interspecific hybrids from the germplasm 
bank of UFV/EPAMIG/Embrapa were also analyzed with genomic SSRs and 
expressed sequence tag–SSR markers. The combination of these two types of mark-
ers allowed discriminating all accessions, including genotypes traditionally of  
C. arabica, genotypes containing introgression of HdT, C. canephora, HdT, C. rac-
emosa, and triploids of C. arabica and C. racemosa. This study also identified unique 
alleles that are useful for accession discriminating in breeding programmes and for 
cultivar fingerprinting [90, 91].

Using the currently available large-scale genotyping technology, genetic diver-
sity between and within Brazilian coffee breeding progenies was assessed by 49,567 
SNPs. The significant number of SNP molecular markers distributed throughout C. 
arabica genome was efficient in discriminating all evaluated accessions by grouping 
them according to their genealogies. Mixtures within the families were identified. 
New parents to be introduced in the ongoing breeding were identified, and the 
parents currently used were analyzed in detail. The population structure and its 
effect on obtaining the improved varieties of C. arabica were discussed [72].

Accessions from the germplasm bank and cultivars launched by the breeding 
programme of the Instituto Agronômico de Campinas were analyzed with RAPD, 
AFLP, and SSR markers [92]. The variability observed between accessions was 
small, and only two groups were formed, one containing genotypes that included 
most cultivars and the other containing accessions/cultivars derived from interspe-
cific crosses.

A more comprehensive analysis of Brazilian coffee plants was performed in 34 
cultivars belonging to the Brazilian Cultivar Trial, using SSR markers [93]. The 
molecular pattern obtained allowed the discrimination of all cultivars and the 
creation of a fingerprinting data of the main cultivars of the country. The ability of 
markers to detect varietal mixtures and the diversity between and within cultivars 
was demonstrated.

The genetic variability of C. arabica accessions from other countries, such as 
Costa Rica [94], Mexico [95], Nicaragua [96], India [97–99], Indonesia [100], 
China [101], Kenya [102] and Ethiopia [34, 103–105], has also been analyzed using 
markers such as ISSRs, SSRs, sequence-related amplified polymorphisms (SRAPs), 
AFLPs, and SNPs. In Ethiopia, different studies have shown the presence of great 
genetic variability in coffee plants. This variability has been attributed to the 
particular ecological characteristics of the country, such as its rainfall amplitude 
and its different altitudes, temperatures, and soil fertility, which are suitable for the 
crop. The presence of indigenous coffee production methods in the country has also 
contributed to this diversity [5, 106]. Greater genetic diversity has been reported 
among wild coffee populations than cultivated genotypes [103].

A broader study of the diversity and fingerprinting of Arabica coffee accessions 
from various producing regions of the world was done in 2533 genotypes [107]. These 
genotypes corresponding to the Core Collection of the germplasm of the Tropical 
Agricultural Research and Higher Education Center, accessions from Southern 
Sudan, and cultivars/germplasm from North, Central, and South America as well 
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Agricultural Research and Higher Education Center, accessions from Southern 
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as Africa and Asia. The obtained fingerprinting was efficient. Based on this tool, 
farmers can verify and trust the identity of the cultivars being planted, and coffee 
roasters can rely on marketing related to the cultivars they are growing and selling. 
The seed and nursery sector can become more professional and reliable by using 
this new monitoring tool to establish and verify the genetic purity of the seed and 
seedling stock.

Currently, SNP markers are using for genome-wide investigation [72, 82, 108]. 
In an original work of genome-wide association, candidate genes associated with 
lipids and diterpenes contents in C. arabica were identified [108]. This study detects 
the domestication and breeding process in C. arabica, pointing out the switch in 
allele frequency, revealing high allelic richness in wild accessions. In this regard, 
the identification of these candidate genes outlining potential targets for improving 
beverage cup quality in a coffee breeding programme.

7. Conclusion

Genetic resources commendably provide the basis of genetics solution to 
solve numerous problems of coffee growing areas throughout the world. The 
experimental schemes that lead to the introgression of new agronomic traits are 
known and have previously been validated with large populations. This approach 
has allowed the combination of several desirable traits in a single coffee cultivar. 
Also, plant breeders currently can count on the employment of molecular genet-
ics to enhance the competence to introduce the desirable characteristics in the 
new cultivar. Molecular marker approach in association with morpho-agronomic 
characterization and diversity study helps to efficiently maintain the germplasm 
bank and facilitated its use by the breeder. Molecular tools are also useful to detect 
genetic structure and divergent breeding subpopulation. Application of genomics 
as a supplementary approach to conventional coffee breeding is highly recom-
mended, improve the productivity of the breeding programme by reducing time to 
variety development as well as assure selection of desirable traits on the course of 
the breeding process, this is specifically relevant for the coffee crop that is peren-
nial and has a narrow genetic base. Furthermore, molecular and morphological 
diversity approach provides nurseries, farmers and the whole coffee industry an 
opportunity to increase knowledge about the genetic identity of the coffee tree 
planted or traded.

The highly-regarded line of attack in the coffee sector is the elaboration of a wide-
ranging catalog on existing germplasm collections including the markers profile. 
In the world, the usage of genetic diversity available in germplasm collections faces 
two significant problems: limited access to the conserved genetic resources and the 
deficiencies of genetic evaluation. Anthropogenic disturbances have modified the 
natural habitats where wild coffee species have spontaneously evolved, and in con-
sequence, much relevant germplasm is in the risk of destruction. So, efforts of the 
scientific community are essential to design and implement conservation strategies. 
The ongoing partnership between Latin America and the African countries involved 
in the conservation and evaluation of coffee genetic resources is a well-intentioned 
strategy. This network aims to revitalize and advance the research to boost the 
productivity and cup quality of the coffee.
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Abstract

Mutation is a sudden heritable change in the genetic material of living organism. 
Spontaneous mutation, the natural process that develops new allele copies of a gene 
was the only source of genetic diversity until the 20th century. Besides, mutations 
can also be induced artificially using physical or chemical mutagens. Chemical 
mutations received popularity due to its efficiency in creating gene mutations con-
trary to chromosomal changes. Mutation has played a vital role in the improvement 
of crop productivity and quality, resultantly > 3,000 varieties of 175 plant species 
have been developed either through direct or indirect induced mutation breed-
ing approaches worldwide. The advances in plant breeding also achieved through 
molecular marker technology. The in vitro mutagenesis, heavy-ion beam, and 
space mutation breeding are being efficiently used to create genetic variability to 
improve various complicated traits in crop plants. In mutation breeding, TILLING 
(Targeting Induced Local Lesions in Genomes), a more advanced molecular 
technique is being used to identify specific sequential genomic changes in mutant 
plants. Therefore, the mutation breeding in combination with molecular techniques 
could be an efficient tool in plant breeding programs. This chapter will discuss and 
review the mutation breeding application for the improvement of crop productivity 
and environmental stresses.

Keywords: biotic and abiotic stresses, climatic changes, food security, ion beam, 
space mutagenesis, TILLING

1. Introduction

Mutation breeding also called “variation breeding,” is the procedure of 
exposing seeds to chemicals or radiation to produce mutants with desirable 
traits. The mutants created are called mutagenic plants or mutagenic seeds and 
can be used directly as a commercial cultivar or used as parent to breed new 
commercial cultivars. Although mutation breeding in the past fifty years was 
mainly focused on improving the yield specifically height reduction in wheat 
and rice, in contrast, today’s challenges are environmental stresses and its related 
effects and to motivating for climate-smart agriculture for food security [1]. In 
this chapter, the historical background of mutation breeding has been discussed 
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chronologically. The types of mutants and mutations reported in worldwide 
literature are described. The natural and spontaneous mutations are elaborated 
with practical examples. All types of physical and chemical mutants and their 
success stories are discussed citing examples from all over the world. Lastly, the 
impact of mutation breeding on food security is explained with practical examples 
and achievements so far. The future prospectus of mutation breeding has also been 
discussed to highlight the significance of this important plant breeding process. 
This chapter provides a comprehensive understanding of the process with success-
ful commercial examples of mutation breeding and the potential of this technique 
to meet future food security challenges. This chapter includes (i) introduction, (ii) 
historical background/development of mutation breeding (iii) mutation concept 
and its importance (iv) mutant crop varieties and their impact on food security 
(v) new breeding techniques (vi) prospects (vii)conclusions

2. Historical background/development of mutation breeding

The story of mutation and development of mutants in crop plants was first 
described in the book Lula, in 300 BC in China. The first natural mutant plant 
in cereals was found about 2317 years ago in China [2, 3]. Later, many aberrant 
plants with diverse variations were identified known as the first phase of muta-
tion (1590-1868). The 2nd phase of the mutation was commenced in 1895 with the 
discovery of X-rays by W.K. Rontgen and the use of mutagens for the first time in 
1897 to 1920 with the “Law of homologous series of variations” by N.I. Vavilov [2]. 
The chapter of mutation breeding was opened with the pioneered use of irradiation 
to create genetic variation by Lewis John Stadler in the 1920s.In almost the same 
time period Muller did his mutation experiments on fruit flies, Stadler was working 
on barley, maize and wheat manifested that radiation has power to create genetic 
variability in crop plants, although he was more interested in mutation breeding for 
fruit trees. Many geneticists believe the induction of mutation as a breakthrough 
in the history of genetics. American researchers were not so optimistic in their 
findings of the agricultural crops [3–5]. Chromosomal aberrations in Nicotiana 
were reported by Goodspeed and co-workers [6, 7]. The first-ever mutant variety 
“Vorsteland” of Tobacco with improved quality traits was released in Indonesia in 
1934. Russian scientists, Delaunay and Sapehin reported the first wheat mutants 
with practical importance. German researchers started using mutation induction 
very early, but it was only theoretical in nature. The lecture on polymorphic factors 
in barley delivered by NILSSON-EHLE in Halle opened a new era in the use of 
induced mutation in Germany during the year 1939. In mid-thirties, he produced 
mutants at least one of those mutants [8] was equal to the mother genotype in yield 
performance. The experiments on induced mutation were extended after the cost 
for all work done till the 1940s was collectively funded by the A.B. Salts Jiiqvarn, 
Stockholm and Miirten Pehrsons Valsqvarn, Kristianstad, through Professor A. 
Akerman (head Swedish seed Association). This hard work led to the development 
of promising mutants in wheat, barley, oats, flax, soybeans, oleiferous and sweet 
lupine [8]. Stadler reported the production of solitary mutations and an increase in 
lethality by X-rays. Plants of different crop species respond differently to radiation 
doses. Cruciferae Seeds showed most insensitive sometimes tolerated 100.000r, 
whilst, the pea plants in contrast showed very sensitive with a maximum dose of 
only 10-20 r [9]. In the year 1942 and 1943, Eisleben Lien introduced comprehen-
sive model experiments for barley. The use of induced mutation through radia-
tion in crop breeding in Latin America was started during the 1960s initially in 
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six countries viz., Colombia, Peru, Brazil, Guatemala, Costa Rica, and Mexico [10]. 
Rice breeding through use induced mutation started by china in 1960 and working 
continuously to improve the conventional and hybrid varieties. The first variety 
was the mutant developed in a series called 12 'Zhefu'. The most widely cultivated 
mutant variety between 1986 and 1994 was the Chinese variety'Zhefu802’, which 
was evolved from Simei No. 2'. [10] Also reported radiation-induced biological 
effects in coffee breeding. In 1964 after the establishment of joint FAO/IAEA 
Division of Nuclear Techniques in Food and Agriculture, mutation breeding was 
acknowledged as a greater tool by plant breeders globally [11]. Nuclear Institute of 
Agriculture (NIA) released its first mutant wheat variety Jauhar-78 in 1979 with 
salinity tolerance and shattering resistance and Kiran-95 released in 1996 endowed 
with better grain quality, tolerance to salinity and rusts. In 1977 Pakistan released 
its first rice mutant variety ‘Kashmir Basmati from Basmati 370.Over 1000 mutant 
varieties in various crops have been developed by China in collaboration with IAEA 
and FAO in the past 6 decades. China started the use of space mutagenesis for crop 
improvement in 1987, Chinese scientists stated to produce giant sweet peppers and 
improved quality traits in wheat and rice through rare inheritable genetic muta-
tions using space radiation (satellites and high-altitude balloons) [12]. Using space 
induced radiation, a number of advantageous mutations to make a breakthrough 
in most desired crop yield was also achieved [13–15]. The officially released mutant 
varieties in China accumulate around 741 of 45 crops and ornamental species [16, 17]. 
Recently, China has announced the launching of a new satellite for experiments in 
space on a variety of industries including agriculture [18].

3. Mutation concept and its importance

The word 'mutation' was coined by Hugo de Vries (1901) to represent a sudden 
heritable change occurring in the DNA of an organism caused artificially through 
irradiation, chemicals, viruses, transposons, or chromosomal aberrations that occur 
during reproductive processes [19]. These changes can be transferred to the offspring 
and are e differentiated in three general types namely gene mutation, chromosomal 
and genomic mutations. Induced mutation became the most frequently employed 
technique for developing novel improved germplasm in crop plants [20]. Mutation 
breeding is the application of mutagens to plant cells to accomplish crop breeding. 
Genetic variation makes the basis for the evolutionary process and breeding. In 
1940, mutagenesis was adopted by the breeders as a tool that works faster to create 
mutations in plants [21]. Induced mutation breeding techniques have become most 
efficient, fast-tracking and widely exploited tools for crop improvement worldwide 
(Figure 1).

Mutation can be differentiated in three general types namely gene mutation, 
chromosomal and genomic mutations. However, mutation breeding is the applica-
tion of mutagens to plant cells to accomplish crop breeding. Mutation provides 
the fundamental basis for a genetic variation on which genetic advancement and 
genetic drift depend and a single base mutation can cause devastating or beneficial 
consequences or no effect at all. Mutation breeding has played a significant role in 
crop breeding and genetics and genomic studies by generating a large amount of 
genetic diversity. Concurrently, climatic changes also threatening the food supply 
chain on the global level, resulting in fast loss of biodiversity for food and agricul-
ture. The ongoing unpredictable climatic changes are the core problem in reducing 
crop yields worldwide, thus continuous development of new improved varieties for 
sustainable production is unavoidable. While the rate of natural mutations in the 
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ture. The ongoing unpredictable climatic changes are the core problem in reducing 
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sustainable production is unavoidable. While the rate of natural mutations in the 
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crop plants is rare, thus use of induced mutation is indispensable to create genetic 
diversity for the desired traits for use in the breeding programs. Developing a new 
variety through mutation breeding reduces the time span for varietal development 
as compared to hybridization (Figure 2). Moreover, Mutants with multiple traits 
can be discriminated through mutation breeding, mutant varieties show a higher 
survival rate in the face of environmental swings. Mutagenesis is an efficient tool 
for generating mutations; these mutations can occur naturally or can be induced 
using mutagens, broadly classified as physical and chemical mutagens [22]. 
Mutagens offer more chances to acquire desired phenotypic changes and to study 
the genetic variations in relation to phenotypes and the annotation /deciphering of 
gene functions [23]. Various genetic resources of crop plants have been developed 
globally using different mutagenesis sources like EMS, gamma or X-rays and fast 
neutrons [24]. The crops like tomato have been focused after the availability of 
whole-genome sequencing data, which led to the identification of millions of single 
nucleotide polymorphisms (SNPs) and indels in tomato lines and in mutants [23]. 
In view of the introduction of high throughput next-generations equencing (NGS), 
several innovative approaches have been introduced for the discrimination of 
mutations in the mutagenized material. Some remarkable techniques are MutMap 
(mapping-by-sequencing) and MutChromSeq helpful to identify the basic changes 
induced through mutagenesis [25]. MutChromSeq helps to assort the desired genes 
in the shortest time span and has been successfully utilized in wheat and barley. 
Pakistan Atomic Energy Commission’s (PAEC) first agriculture institute, Nuclear 
Institute of Agriculture (NIA)Tandojam” has exploited mutation breeding tech-
niques since its inception in 1963 and developed 3 mutant varieties of wheat, 7 of 
rice, 1 of sugarcane, 5 of cotton, one each of lentil, mungbean and rapeseed through 
mutation breeding techniques. NIA released the first rice variety (Shadab) in 1978 
from IR6 using ethyl methane sulphonate (EMS 0.5%) a chemical mutagen, variety 
had the potential to produce 7 tones/ha with superior grain quality [26]. However, 
the Nuclear Institute for Agriculture and Biology (NIAB) and other institutes of 

Figure 1. 
Number of mutant varieties released in top 20 countries. Source: Mutant varieties database, IAEA accessed on 
10th September, 2020.
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PAEC have also developed mutant varieties of cotton, castor bean, sesame and man-
darin thus helping the farming community by developing these improved varieties 
and boosting up their socio-economic status.

3.1 Spontaneous mutations

These are the genetic changes that occur due to chromosomal aberrations in 
the biological processes and serves as raw material for the evolutionary process. 
These mutations are the alleles of unknown genes which afterward given the name 
according to the phenotype or other related information viz., super-root (surl-7 to 
surl-7) [27], maize bronze (bz), carbohydrate accumulation mutant (caml) [28]. 
In maize spontaneous mutations occur in high frequency in the pollen part of some 
maize genotypes, but not in others [29]. Recessive mutations (one or two copies 
of the mutated allele produces the phenotype) are denoted by small letters, whilst 
dominant (one or two copies of the mutated allele produces the phenotype) and 
partially-dominant (one mutant allele produces an intermediate phenotype) are 
denoted by the first letter capital followed by the small letters. Most of the sponta-
neous mutations are point (single base pair change in the DNA) mutations. Gregor 
John Mendel was the first to quantitatively evaluate the dominance and recessive-
ness phenomenon in diploid organisms in 1866 [30].

3.2 Induced mutations

In addition to naturally occurring genetic mutations, novel alleles have been 
induced in plants by chemical and physical mutagenesis (Figure 3). The goal of 
mutagenesis is to induce genetic variation in cells that give rise to plants while 
minimizing chimeras, sterility and lethality [31]. Mutagenesis based breeding is pri-
marily used to improve 1 to 2 main traits that effect on productivity or quality traits. 
More importantly is not under the regulatory restrictions faced by the genetically 

Figure 2. 
Scheme of mutation breeding in crop plants.
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Figure 2. 
Scheme of mutation breeding in crop plants.
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modified organisms [32]. In some crops, chemically induced mutagenesis produced 
the desired phenotype in only several thousand lines. Today’s high throughput 
phenotyping and next-generation sequencing methods have expedited the process to 
identify the mutants with desired genes (Figure 4). The use of engineered nucleases 
has helped to increase the accuracy of the mutation breeding through gene-specific 
mutation. Allelomorphic diversity induced in the gene of interest, whether sponta-
neously or experimentally, can be a great source for breeding programs to inculcate 
novel agricultural attributes [31]. Wanga et al. [33] used a combination of EMS and 
gamma radiation in sorghum but results were not recommendable. Although these 
are two major mutagens used to develop mutations [34, 35].

3.2.1 Physical mutagenesis

Physical mutagens namely X-rays, neutrons-alpha-beta particles, fast and 
thermal neutron, UV-light, especially gamma rays are used for the induction of 
mutation [36]. Physical mutagens are more common as compared to chemical 
mutagens (EMS) for mutagenesis. Physical mutagens like x-rays and gamma rays 
are preferred by the breeders as compared to the chemical ones. Gamma rays were 
used more frequently which accounted to improve 1604 mutants than the X-rays 
which improved 561 mutants [36]. Plant’s exposure to X-rays provided the first 
ever undeniable evidence that phenotypic variability can be induced artificially. 
Hermann J. Muller was awarded Nobel Prize in 1946 in medicine/physiology for 
introducing irradiation using X-rays. Gamma-irradiation produces severe genetic 
mutations due to large chromosomal deletions and the re-enactment of the chromo-
some. Gamma rays have been used to induce mutations in seeds, cuttings, pollens 
and calli [37]. Since 1960 gamma irradiation has become the most popular and 
commonly used mutagens. This radiation-based mutagenesis was broadly used to 
improve mutant varieties directly as compared to other methods (acclimatization, 
selection, hybridization), comparatively, time-consuming, laborious and with 

Figure 3. 
Common mutagens used in plant mutation breeding. Source: Reproduced from FAO/IAEA, 2018.
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lower genetic variation [38]. Fast neutron-induced mutagenesis is an exceptional 
technique among the other mutagenesis tools being employed in crop science in 
relation to higher impact. Fast neutrons normally cause deletions from a small 
number of bases to million bases [39]. Although, previously fast neutron was not as 
popular as other physical mutagens in plant mutagenesis [40].

3.2.2 Space mutagenesis

Space-induced mutation breeding uses cosmic rays to induce seeds in the space, 
for this experiment it is carried out in the satellites, space shuttles, and high altitude 
balloons and are considered beneficial over gamma radiation because of its lower 
damage to plants as compared to gamma rays on earth. Using space induced radia-
tion, several advantageous mutations to make a breakthrough in yield were also 
achieved [13, 15, 41]. China has produced 41 varieties developed through space–
induced mutation breeding of various crop species viz., rice, wheat, cotton, sesame, 
pepper, tomato, and alfalfa [42].

3.2.3 Ion beam mutagenesis

Heavy-ion bean is an important tool in mutation breeding since lower radiation 
doses are found to induce high mutation rates [43]. Due to its dense localized effect 
on DNA to effectively alter a single trait of the irradiated cultivar without damaging 
the rest of the characteristics, this technique is effectively being used in China and 
Japan to produce a large number of mutant varieties [44, 45]. In Japan, several orna-
mental plant varieties have been developed using high-energy ion beam irradiation 

Figure 4. 
Mutation breeding integrated use with modern techniques. Source: Directly taken from Jo and Kim, 2019.
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while China is using low-energy Ion bean to create improved crop varieties. The 
initial plant varieties produced using Ion bean mutagenesis included carnation 
(Dianthus caryophyllus), Chrysanthemum (Dendranthema Grandiflora), and plants 
of Verbena sp. Afterward, several color and shape variations of petunia, Dahlia, 
and Torenia were also developed using this mutagenesis technique. Furthermore, 
the varieties developed using Ion beam mutagenesis include not only ornamental 
plants of high commercial demand [46], but also crops like salt-tolerant rice, citrus 
fruits, coniferous trees, mutant blast-resistant rice [47], mutant muskmelon, and 
rice varieties with lower fertilizer requirements [48].

3.3 Chemical mutagenesis

Chemical mutagenesis is the most efficient and expedient tool used for a large 
number of plant species. Ethyl methane sulfonate and sodium azide are the most 
widely used chemical mutagens to induce mutations in various crop plants like a 
tomato. The chemical mutagens used in mutation breeding are ethyl methanesul-
phonate (EMS), hydroxylamine, methyl methanesulphonate (MMS), sodium azide 
hydrogen fluoride (HF), and N-methyl-N-nitrosourea (MNU) [32]. Although, 
EMS is the most extensively used mutagen in plants due to its high efficiency 
at inducing point mutation (changes in a single nucleotide) and deletions (loss 
of chromosomal segment) in the chromosomal fragments. Mutant populations 
in various cereal crops using chemical mutagens for seeds or pollens have been 
developed comprising maize [49], barley [50, 51], rice [52], sorghum [53], and 
both hexaploid bread wheat [54] and durum wheat [55]. The EMS was exploited for 
potyvirus resistance in tomato [23].

4. Mutant crop varieties and their impact on food security

Mutation breeding techniques especially gamma and other physical mutagens 
have helped in generating a large number of mutants and generated a massive 
quantity of genetic variability that is significantly employed in the studies from 
plant breeding and genetics and in modern studies (genomics) (Figure 4). The 
mutants are released directly as varieties or furnish as a basic resource in the 
breeding programs to create genetic variation. The released mutant varieties offer 
higher yields, disease-resistant, improved quality, and resilient to environmental 
swings. A huge number of these mutant cultivars have been released in develop-
ing regions boosting up the economic status of these countries. These varieties 
are covering hundreds of millions of ha of agricultural land, whilst the impact on 
national economies of these countries is measured based on billions of dollars. 
The technique of mutation breeding is highly successful and its widespread imple-
mentation for crop improvement has led to the release of 3333 mutant varieties 
from 228 plant species (rice, wheat, and fruits like grapefruit, lettuce and others) 
in over 73 countries globally [56]. More than 1000 mutant varieties of major food 
crops covering millions of hectares, improving the rural economy, nutrition and 
helping in sustainable food security. Food insecurity is increasing worldwide and 
about 2 billion people especially in low and middle-income countries are under-
nourished. Concurrently, climatic changes also threatening the food supply chain 
on the global level, resulting in fast loss of biodiversity for food and agriculture. 
The ongoing unpredictable climatic changes are the core problem in reducing crop 
yields worldwide, thus continuous development of new improved varieties for 
sustainable production is unavoidable. While the rate of natural mutations in the 
crop plants is rare, thus use of induced mutation is indispensable to create genetic 

93

Potential of Mutation Breeding to Sustain Food Security
DOI: http://dx.doi.org/10.5772/intechopen.94087

diversity for the desired traits for use in the breeding programs. The widespread 
use of mutation techniques in plant breeding programs throughout the world has 
led to the official release of more than 3200 mutant varieties from more than 200 
different plant species, in more than 70 countries. In Pakistan, more than 59 vari-
eties of different crop species (wheat, rice, cotton, sugarcane, mungbean, lentil, 
sesame, castor bean, mandarin, rapeseed, mustard, chickpea and groundnut) 
have been released through the use of mutation breeding (chemical and physical) 
techniques (Figure 5).

In China, only three mutant varieties are covering over 30 million ha and earn 
US$ 4.9 billion US dollars to uplift socio-economic status. In India, they have 
developed a huge number of mutant varieties and getting a large amount in return. 
In Bangladesh, Mutant rice varieties can be harvested a month earlier than the 
other varieties of rice-producing almost the same yield with superior quality. This 
variety is planted in three crop rotations and about 10,000 farmers cultivate this 
variety that is covering almost 80% of the area under rice cultivation. However, in 
Indonesia, an approximate amount of US$ 2 billion has been received from a single 
top rice variety. Many farmers’ and millions of citizens getting benefits from the 
mutant varieties released by Indonesia. In Peru, improved barley and amaranth 
mutant varieties helping farmers to earn 7 million Andean and providing food and 
economic benefits thus improving their life status. In Vietnam, mutant varieties 
of rice and soybean helping poor farmers to improve their livelihood and a top rive 
mutant cultivar earning US$ 3.3 billion with an increase of US$ 537.6 million over old 
varieties. Whilst soybean mutant varieties bring about US$ 3 billion with 3.5 million 
farmers get a 30% increase in the economy. In Pakistan, 43 mutant varieties devel-
oped by NIAB showed an economic impact with earnings of US dollars 6 billion 
during 2018.

5. New breeding techniques (NBTs)

New breeding techniques or NBTs are a list of seven plant breeding techniques 
for incorporating genetic diversity into crop plants using site-specific targeted 
mutagenesis in the genome with greater accuracy and less off-targeted mutations 
[57]. The use of these NBT mutations is described as precision breeding. These 

Figure 5. 
Mutant varieties released in Pakistan. Data source: MVD/IAEA. Accessed on 13th September, 2020.
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techniques are zinc finger nuclease (ZFN) technology, oligonucleotide-directed 
mutagenesis (ODM), cisgenesis and intragenesis, grafting on GM-rootstock, RNA-
dependent DNA methylation, agro-infiltration “sensustricto,” and reverse breeding.  
The ZFN tool one of the site-directed nuclease (SDN) can be implemented to 
create a site-specific mutation in the plant genome. In addition, a number of new 
SDN techniques have been introduced viz. TALEN and CRISPR/Cas, and the latter 
is now extensively being used [57]. Recently, IAEA and FAO jointly launched a 
program known as Plant Mutation Breeding Network (PMBN) on the basis of a 
large number of crop varieties (2000) in the Asia Pacific region [58]. Out of these, 
826 rice varieties to date have been released using mutation breeding, of these 
699 were from the Asia-pacific region, with 290 from china. This program will be 
beneficial to farmers and researchers by developing new improved varieties with 
a higher yield, stability, and quality traits, disease resistance and resilience to 
changing climates through mutagenesis. The PMBN will work to further expand 
these great achievements jointly among the member countries. The conjoint use 
of classical mutation breeding method through screening of TILLING populations 
NBT mutations can be employed implicitly in the modification of plant attributes. 
The main advantage of NBT over the classical mutation technique is its precision 
and specificity that could be utilized to find robust mutation sites without the 
unwanted genetic changes that are the main problem in the classical mutation 
breeding. Resultantly, desired mutations could be retrieved through traditional 
mutation techniques. This is a lengthy process but of high applicability because 
of efficient tools to create mutant populations and to screen these mutations for 
targeted genes [59].

6. Prospects

With the rising food demands, the development of new crop varieties with 
improved yield potential and better resistance to biotic and abiotic stresses is vital. 
Modern techniques, molecular, and omics are the tools in hand to speed up the 
breeding route in integration with conventional (mutation/hybridization) methods. 
The integrated approach of using genomic and omics data with genetic and pheno-
typic data helps to unfold the genes/pathways connected with desired traits [60]. 
The conventional breeding methods have been employed extensively in combina-
tion with transformation, gene editing and marker-assisted selection (MAS). The 
selection of suitable parental materials endowed with desired traits in different crop 
species is fundamental for any successful breeding program. The highly favored 
markers known as Single Nucleotide Polymorphisms (SNPs) are helpful to analyze 
genetic variability and population configuration, in constructing genetic maps and 
to present genotypes for GWAS (genome-wide association analysis) [61]. Single-
nucleotide polymorphisms (SNPs) are markers of choice to detect genetic diversity 
in crop plants [62]. Genotyping by sequencing (GBS) technique is based on next-
generation-sequencing also done with SNP markers to incorporate high throughput 
genotyping [63]. These molecular techniques in combination with NBTs can do a 
miraculous job in the future to develop environment resilient cultivars to help fight-
ing food security.

7. Conclusions

Mutation breeding has substantially contributed to crop improvements 
worldwide. Thousands of mutant crop varieties released in different countries 
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Abstract

For centuries, crop improvement has served as the basis of food security of ever
increasing human population. Though vast germplasm collections are available; their
exploitation for crop improvement still depends upon efficient assessment of genetic
diversity. Genetic variability is the key element in adaptation of plants to varying
climates. While crops with narrow genetic diversity are vulnerable to stresses. The
estimation of extent and pattern of genetic variability is a prerequisite for generating
superior varieties. Genetic diversity analysis generates key information to dissect
genetic variations in crop germplasm with the help of morphometrical, biochemical
and molecular tools. Among these, DNA markers provide a reliable and detailed
insight into the similarities and differences among crops. In this chapter, we discuss
the applications of phenotypic and molecular markers to probe genetic divergence in
crops and present case studies that describe the significance of these tools to charac-
terize sorghum germplasm. Furthermore, we spotlight sorghum biodiversity explo-
ration efforts worldwide and propose future directions.

Keywords: molecular markers, Sorghum bicolor, PCR, RAPDs, SSRs, SNPs, GWAS,
association mapping, UPGMA, dendrogram

1. Introduction

The term “variability” refers to variation in one or more than one characters of
living organisms. The cumulative influence of environment and the genetic factors
brings about variations in a specific trait. Genetic variation refers to variation in
sequences of genes between individuals in a population. Allelic variation is the
building block of hereditary variation that is expressed in the form of different
phenotypes. Processes like mutation, random mating and fertilization and gene
duplication may introduce new genes and alleles thereby increasing genetic varia-
tion. Random mutations are the source of genetic variations. Mutations are either
heritable or non-heritable; the beneficial heritable mutations exert a great influence
on the genetic variations of living organisms. Likewise, gene flow is also a means of
introducing new alleles to a population and thereby broadening the genetic diver-
sity of living organisms. Genetic variability provides baseline for genetic diversity;
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a broader term that reflects the degree/amount of variation existing within a popu-
lation. Without genetic variability, populations fail to adapt to varying climatic
conditions and are prone to extinction. Genetic variability is a source of natural
selection, that is the key driver of evolution of living organisms.

Agriculture is directly influenced by environmental degradation and biodiver-
sity loss leading to compromised quantity and quality of diverse and nutritious
foods. Globally, people are relying on three major cereal crops wheat, maize and
rice to fulfill their dietary needs and in turn are adopting similar dietary plans. Due
to selective exploitation of few crops and large scale cultivation of genetically
homogeneous cultivars, other wild and more nutritious crops are wiped out of
global atlas. Not only we have compromised our health due to poor nutrition, the
resilience of our food system is also at stake due to loss of crop diversity. Such lack
of biodiversity was the root cause of Irish potato famine in the nineteenth-century.
Presence of genetic diversity is the vital element of all variety development pro-
grams. Existence of genetic diversity in crop germplasm aides in the efficient
selection of high yielding, better adapted crop plants with possible uses of direct
introduction as a variety or one of the parents in crossing scheme of breeders for
variety development programs. Since genetically diverse germplasm offers wider
tolerance to biotic and abiotic stresses; such programs extensively involve exploring
and exploiting diverse crop germplasm.

There is a continuous shift in the focus of agriculture from time to time. Agri-
culture in ancient times was focused on meeting subsistence food requirement.
While, present day agriculture is focused to maximize yields for growing
populations. That’s why breeders are utilizing crop genetic resources for targeted
and sustainable development of new high yielding and nutritious crop varieties in
order to address malnutrition and balanced diet of human population. Under
prevailing conditions of scarce water resources and escalating temperatures, devel-
opment of climate resilient crop varieties is gaining momentum. Climate smart
agriculture relies on cultivars with novel biotic/abiotic stress tolerance traits. How-
ever, depletion of natural variability persists in existing crop germplasm. Targeted
breeding to improve specific traits and repeated use of few breeding parents has
narrowed the genetic base of existing major crop varieties, raising serious concerns
about genetic vulnerability of modern crops and making breeder’s task even harder.
In this context, new sources of desirable alleles are exploited from wild as well as
closely related crop species and mutants. Hence, for ever changing breeding goals, it
is imperative to conserve genetic diversity as germplasm resource. Crop genetic
diversity is the core element of climate smart agro ecosystem to promise sustainable
food availability and thereby to alleviate hunger and poverty.

A dire need exists to brought back underutilized and forgotten crops of every
region to the canvas of agriculture for enhancing sustainable food production under
anticipated harsh climates of the planet. A huge resource of alternative crops like
sorghum, can replace the monoculture of three dominating cereal crops. Sorghum is
a grass of multiple uses including food, feed, fiber, sugar, ethanol etc. Exploiting
this and other nutritious and hardy crops is the best way to diversify present
cropping system and enhance its resilience towards climate change. We need con-
certed collective efforts to increase awareness of farmers, policy makers and con-
sumers towards benefits of diversification in agricultural systems.

2. Crop genetic diversity assessment methods

The assessment, extent and distribution of genetic divergence is the base line of
preservation and exploitation of genetic variability within and between crop
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species. Initially, morphometric, cytological and biochemical markers were fre-
quently used to evaluate the extent of similarities and differences among crop
germplasm. Genetic and molecular markers were developed in the genomics and
post genomics era and now are the widely used method for crop genetic divergence
estimation.

2.1 Morphological markers

Evaluation of phenotypic traits in glasshouse or field- grown plants has long
been used for selection of diverse crop plants. Effective morphometric characteri-
zation involves field plantation of large number of plants following specific lay out
design. The morphological traits are recorded at vegetative growth (germination
percentage, number of leaves, nodes, leaf area index, leaf color, stem thickness
etc.), reproductive growth (Days to flowering, days to maturity, flower color,
morphology, brix value etc.) and maturity stage (Plant height, yield, dry biomass
and grain weight etc.). Plants express physiological and morphological changes
under biotic and a biotics stresses. Hence, phenotypic characterization is vital in the
selection of tolerant plants under stress environment.

This approach is easy, simple, inexpensive and directly measurable. However,
experienced staff is required for effective selection of promising plants. Such field-
based evaluation is directly influenced by environmental factors. Moreover, labor
and field requirements pose extra work. Morphological evaluations must be detailed
involving all growth stages of plants. Presently high throughput phenomics
approaches have refined the morphological data recording of large number of
entries in the field with precision. The growth-stage dependent physio-
morphological characterization provides a base line for breeders to develop diverse
genotypes having stress tolerant attributes. Furthermore, good quality phenotypic
data is the foundation of new genomics and molecular approaches to successfully
dissect the molecular basis of complex quantitative traits such as yield, disease
resistance etc. Morphological markers have limitation of delayed expression till the
specific developmental stage of the plant. Moreover, genotype x environmental
interactions render the morphological markers less reliable than other marker types.

2.2 Cytological markers

These markers are related to morphological variations in chromosome size,
shape, number, length, arm ratio, volume, behavior in cell divisions and DNA
content etc. These chromosomal features can be identified through microscopy and
expressed by chromosome karyotype and bands. The G, Q, R and C banding
patterns of chromosomes indicate regions of chromatin that are stained with the
help of different fluorescent dyes, viz.; Quinacrine hydrochloride (Q bands) and
Giemsa stain (G bands) [1]. The presence or absence of a chromosome band is
associated with the specific traits. A thinnest chromosome band hosts over hun-
dreds of genes. These are used to detect cytological mutations and track evolution-
ary chromosomal rearrangements. The fusion of chromosomal and molecular
biology protocols in 1990 introduced fluorescence in situ hybridization (FISH)
method. It is capable of physical mapping of nuclear content directly on the chro-
mosomes and identifying protein content of a cell. A more advanced variant of in
situ hybridization, “genomic in situ hybridization (GISH)” technique utilizes total
genomic DNA of plant as a probe. Both GISH and FISH are powerful tools to
characterize alien introgressions in crop species and dissect genetic makeup of
natural and artificial hybrids [2]. However, cytological markers have limited use in
genetic diversity estimation due to their small number and discrete detection.
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2.3 Biochemical markers

Biochemical markers have been among the most widely used markers for
assessing variations among and within crop species before the advent of molecular/
DNA markers. The alternative forms of protein (isozymes) exhibit specific banding
patterns on gel electrophoresis, owing to variations in charge- based protein mobil-
ity. Isozymes are the products of different alleles, their position can be mapped on
to chromosomes and hence are used to map other genes. Protein/isozyme analysis is
still among the simple, rapid and cheap methods and fits well in the projects where
low level of genetic diversity estimation is desired. Though protein markers are
more reliable than morphological markers, their expression is plant growth stage
dependent and is readily influenced by the environment [3, 4].

2.4 Molecular markers

Molecular markers are based on DNA sequence polymorphism and bypass the
limitations encountered in the use of morphological, cytological and biochemical
markers. These have become the preferred method for evaluating crop genetic
variations due to their simple inheritance, high reproducibility, widespread distri-
bution in plant genome and being stable, highly polymorphic with minimum pleio-
tropic effects [5]. Molecular markers are not plant stage dependent and are least
affected by environment. Large number of markers have been mapped on chromo-
somes of crop plants and livestock. Molecular markers show either dominant or co
dominant inheritance mode. The codominant markers are preferred over dominant
ones being more reliable and informative [6]. These have been extensively
exploited for variety of applications like genetic fingerprinting, hybrid identifica-
tion, functional genomics etc. In crop breeding, molecular markers help in early
identification/selection of desired genotypes thereby shortening variety develop-
ment time. These markers enhance breeders’ capability of targeted breeding. The
earlier version of hybridization- or PCR- based markers has now been upgraded to
newer types based on sequencing or array platforms. Following are the groups of
molecular markers based on principle techniques:

1.Nucleic acid hybridization- based markers: Restriction fragment length
polymorphisms (RFLPs).

2.PCR- based markers: Randomly amplified polymorphic DNA (RAPDs),
Amplified fragment length polymorphisms (AFLP), Microsatellites, or simple
sequence repeats (SSRs), Randomly amplified microsatellite polymorphisms
(RAMP), Sequence-related amplified polymorphism (SRAP), Inter simple
sequence repeat (ISSR), Target region amplification polymorphism (TRAP)

3.PCR–RFLP markers: Cleaved amplified polymorphic sequences (CAPS)

4.Retrotransposons- based markers: Inter-retrotransposon amplified
polymorphism (IRAP), Retrotransposon microsatellite amplification
polymorphisms (REMAP), Retrotransposon-based insertion polymorphism
(RBIP), Inter-primer binding site (iPBS).

5.Sequence-based markers: Single-nucleotide polymorphism (SNP)

6.Array-based platforms like Diversity Arrays Technique (DArT), restriction
site-associated DNA (RAD), single feature polymorphism (SFP), etc. [7, 8]
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7.Functional molecular markers (FMM): The term “Functional markers” was
proposed by Andersen and Lübberstedt [9] for DNA markers that arise from
sequence polymorphism among functional genes that are linked with
variations in the desired phenotypic traits. Hence, these are more reliable and
informative than all previous PCR- based markers.

Each marker system has its own benefits and disadvantages and variations exist
on the basis of development cost, efficiency and reproducibility.

3. Need for genetic diversity assessment of sorghum germplasm

3.1 Sorghum origin

The word sorghum originated from “Syricum” in Latin, meaning “Grain of Syria”
[10]. Sorghum (Sorghum bicolor) belongs to class Liliopsida, family Graminea, genus
Sorghum Moench and has five groups named as: Hetrosorghum, Chaetosorghum,
Spitosorghum, Parasorghum and Eusorghum. It is an ancient grain that has been
cultivated for thousands of years. It originated mainly from Sudanese and Ethiopian
grasslands more than 6000 years ago.

3.2 Global sorghum distribution and production

About 100 countries grow sorghum worldwide (Figure 1). USA is the top sor-
ghum producer with five countries viz.; Nigeria, Ethiopia, Mexico, India and China
follow in the order of production (Figure 2). The countries of Japan, Mexico, and
Philippines are the major importers of North American sorghum, while China is the
world’s largest sorghum importer.

3.3 Sorghum in Pakistan

In Pakistan, sorghum is grown for fodder and forage of livestock. It is grown as
kharif fodder in irrigated and rain fed areas of Punjab and Sindh provinces. Pro-
duction of sorghum (Sorghum bicolor) in Pakistan is 1.45 million metric tons in 2020
(www.indexmundi.com). Sorghum is the second largest fodder crop after berseem
(Pakistan Bureau of Statistics, 2016). Scarce record exists on use and adoption of

Figure 1.
Country-wise production of sorghum in the world.
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grain and sweet sorghum types as silage, fodder and bioethanol source in Pakistan.
Exploring diversity of different sorghum types is vital to develop better sorghums.

3.4 Multiple uses of sorghum

Sorghum is ranked as 5th most widely grown cereal crop of the world. It has C4
photosynthetic pathway which is useful for global food production. It is a staple
food with significant nutritional qualities for about 500 million people around the
globe. With growing world population, the demand for reliable food and feed
sources has also escalated. In the context of possible limited water supplies and high
temperatures, sorghum’s role to feed the world will increase in importance owing to
its higher adaptability. Sorghum has amazing range of multiple uses:

3.4.1 Sorghum grain as food

Sorghum grain is used for food and biofuels. Grain has an edible hull and retains
the majority of its nutrients. It contains 86% total digestible nutrients, up to 15.6%
protein and 3772 kcal/kg energy. Sorghum grain has higher levels of magnesium
that help in higher absorption of calcium and thereby contribute to bone health. It is
abundant in phenolic compounds and antioxidants that safeguard against age-onset
degenerative diseases [11]. Sorghum grain is reported to reduce the risk of many
important diseases like cancer, cardiac infarction and some neurological disorders
[12]. The grain is consumed as whole or ground to nutritious flour for baking. Most
importantly, sorghum food products are gluten free, have wide range of color,
neutral flavor and low allergenicity.

3.4.2 Sorghum grain as feed

Sorghum grain is second to maize in consumption as feed in the USA. It is a
significant component of animal feed in South America, Australia and China, and
poultry feed in India. The low-tannin high digestible sorghum (HDS) varieties are
quickly replacing corn in poultry feed.

Figure 2.
Worldwide sorghum production statistics from 2012 to 2019.
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3.4.3 Sorghum as feedstock for biofuels

Sorghum starch, sugar, and biomass are used as feedstocks for biofuel. High
biomass sorghums developed by selective breeding are used as biofuel feedstock.
Moreover, sweet sorghum has emerged as a promising contender of bioenergy. Its
stalk, seeds and syrup are used for biomass and ethanol production [13].

3.4.4 Sorghum as fodder

For livestock feed, sorghum may be utilized in a number of ways like as green
chop, grazed and made into hay or silage [14]. By adopting a combination of these
systems, sorghum sufficiently meets the year round needs of stock farmers.

3.4.5 Sorghum as a climate smart crop

Worldwide climate change forecasts suggest incidences of low rainfall with
variable distribution, flooding, extended droughts and elevated temperatures. Sor-
ghum thrives exceptionally well under low water availability, heat, salinity and low
inputs and thus is named as “the camel of crops”. It is anticipated to perform high
for food security of large number of masses with scant resources in arid zones of the
world. According to climate predictions for 2050, sorghum will remain world’s top
crop to survive coming harsh weathers across the globe [15]. The crop is set to enjoy
a relatively healthy future.

3.4.6 Sorghum as a diverse crop

Sorghum exhibits promising diversity in yield and quality traits as well as resil-
ience to different environmental conditions in dry arid, semi-arid, temperate and
tropical areas. In order to harness immense benefits of sorghum and for long term
maintenance, there is a dire need to preserve this variability in the form of germ-
plasm collections. Once this biodiversity in these collections is lost, it cannot be
brought back. A crop with narrow genetic base cannot cope with drastic climatic
stresses. Estimation of diversity among and within the species of any crop helps
identify the germplasm with maximum variability that can be exploited in devel-
oping varieties of wide genetic background to withstand biotic and abiotic stresses.

4. Case studies on morphometric and molecular characterization of
sorghum

We report morphological characterization of ten sweet sorghum genotypes from
National Agriculture Research Center, Islamabad, Pakistan [16]. Data for Plant
height (PH), Days of 50% flowering (DF), Brix value(BV), Number of leaves per
plant (NL), Leaf length (LL), Leaf width (LW), Leaf area index (LAI), Stem girth
(SG), Flag leaf width (FLW), Flag leaf length (FLL), Flag leaf area index (FLAI),
Fresh weight (FW) and Dry weight (DW) were recorded. The means and standard
error of means for each trait were calculated [17] and presented in Table 1.

Correlation for observed 14 morphological traits is presented in Table 2. Num-
ber of leaves per plant (NL) indicated positive strong correlation with BV, LL, LAI,
DW and PH. Whereas, NL showed moderate to low correlation with DTF, FLL,
FLW, FLAI and DTM. The morphological trait DW showed positive higher corre-
lation with NL, BV, SG, LL, LW, LAI and FW. Significant (p = 0.01) strong positive
correlation was obtained for Plant height (PH) with BV.
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grain and sweet sorghum types as silage, fodder and bioethanol source in Pakistan.
Exploring diversity of different sorghum types is vital to develop better sorghums.

3.4 Multiple uses of sorghum

Sorghum is ranked as 5th most widely grown cereal crop of the world. It has C4
photosynthetic pathway which is useful for global food production. It is a staple
food with significant nutritional qualities for about 500 million people around the
globe. With growing world population, the demand for reliable food and feed
sources has also escalated. In the context of possible limited water supplies and high
temperatures, sorghum’s role to feed the world will increase in importance owing to
its higher adaptability. Sorghum has amazing range of multiple uses:

3.4.1 Sorghum grain as food

Sorghum grain is used for food and biofuels. Grain has an edible hull and retains
the majority of its nutrients. It contains 86% total digestible nutrients, up to 15.6%
protein and 3772 kcal/kg energy. Sorghum grain has higher levels of magnesium
that help in higher absorption of calcium and thereby contribute to bone health. It is
abundant in phenolic compounds and antioxidants that safeguard against age-onset
degenerative diseases [11]. Sorghum grain is reported to reduce the risk of many
important diseases like cancer, cardiac infarction and some neurological disorders
[12]. The grain is consumed as whole or ground to nutritious flour for baking. Most
importantly, sorghum food products are gluten free, have wide range of color,
neutral flavor and low allergenicity.

3.4.2 Sorghum grain as feed

Sorghum grain is second to maize in consumption as feed in the USA. It is a
significant component of animal feed in South America, Australia and China, and
poultry feed in India. The low-tannin high digestible sorghum (HDS) varieties are
quickly replacing corn in poultry feed.

Figure 2.
Worldwide sorghum production statistics from 2012 to 2019.
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3.4.3 Sorghum as feedstock for biofuels

Sorghum starch, sugar, and biomass are used as feedstocks for biofuel. High
biomass sorghums developed by selective breeding are used as biofuel feedstock.
Moreover, sweet sorghum has emerged as a promising contender of bioenergy. Its
stalk, seeds and syrup are used for biomass and ethanol production [13].
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plasm collections. Once this biodiversity in these collections is lost, it cannot be
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oping varieties of wide genetic background to withstand biotic and abiotic stresses.

4. Case studies on morphometric and molecular characterization of
sorghum

We report morphological characterization of ten sweet sorghum genotypes from
National Agriculture Research Center, Islamabad, Pakistan [16]. Data for Plant
height (PH), Days of 50% flowering (DF), Brix value(BV), Number of leaves per
plant (NL), Leaf length (LL), Leaf width (LW), Leaf area index (LAI), Stem girth
(SG), Flag leaf width (FLW), Flag leaf length (FLL), Flag leaf area index (FLAI),
Fresh weight (FW) and Dry weight (DW) were recorded. The means and standard
error of means for each trait were calculated [17] and presented in Table 1.

Correlation for observed 14 morphological traits is presented in Table 2. Num-
ber of leaves per plant (NL) indicated positive strong correlation with BV, LL, LAI,
DW and PH. Whereas, NL showed moderate to low correlation with DTF, FLL,
FLW, FLAI and DTM. The morphological trait DW showed positive higher corre-
lation with NL, BV, SG, LL, LW, LAI and FW. Significant (p = 0.01) strong positive
correlation was obtained for Plant height (PH) with BV.
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In PCA, three PCs were selected out of nine because their Eigen value is more
than one. Selected PCs cover the character variability (Tables 3 and 4).

Bi-Plot (Figure 3) showed allocation of genotypes on the basis of performance.
The characters which were far away from origin showed more variability.

Our group previously reported RAPD- based genetic diversity evaluation of sor-
ghum germplasm of Pakistan [10]. We also performed molecular diversity analysis of
twelve sweet sorghum genotypes with 17 RAPD primers viz.; GLA03, GLB10, GLC01,
GLC 02, GLI06, GLL02, GLL05, GLL07, GLL09, GLL10, GLL12, GLL14, GLL15,
GLL16, GLL17, GLL18 and GLL19 [18]. These markers yielded 77 fragments of differ-
ent sizes and 6.41 bands per primer were produced on average (Figure 4). RAPD
primers identified 83.33% polymorphism among sweet sorghum genotypes (Figure 5).

Genetic similarity was assessed among sorghum genotypes via Nei’s similarity
indices with popgen 1.32. The genotypes MN 2363 and Dobbs showed minimum
similarity (76.92%). Whereas, Masaka and Dobbs exhibited the lowest similarity
(44.87%) and hence the maximum divergence (Table 5).

The genetic relationship among sorghum genotypes was assessed by Popgen
1.32. All twelve sorghum genotypes were clustered in two groups with the help of
Cluster analysis. Two genotypes (Malnal and Maska) were present in one group.
While the rest of the genotypes constituted the second group. A close similarity was
present among Masaka and Malnal that were clustered in Group A. Group B com-
prised of three genotypes, among these Dobbs and MN 2363 were clustered together
and MN 2109 resided separately in this group. The genotypes Chedomba,
Kamandri, Dura Huria and Juar were placed in Group C and IS12833, Juar 49 and
Early Folger constituted Group D. The highest similarity was observed among
Malnal and Masaka. On the other hand, the highest divergence was recorded
between Malnal and Early Folger exhibited (Figure 6).

In a separate study, we explored genetic divergence of 24 sorghum genotypes with
RAPD markers (OPL-7, OPL-8, OPA-13 and OPA-3) [19]. These markers produced

Variables Range Mean Std. deviation

Minimum Maximum

NL 8.55 11.89 10.00 1.17

DTF 58.33 77.56 71.45 6.02

BV 6.81 9.87 8.22 0.97

SG 1.60 5.67 3.71 1.12

LL 34.71 76.90 53.70 12.86

LW 3.33 7.23 4.97 1.15

LAI 130.71 518.36 277.51 126.90

FW 56.70 100.80 82.25 13.03

DW 32.55 52.85 41.90 6.19

FLL 21.84 33.75 27.66 4.03

FLW 2.36 3.36 2.71 0.35

FLAI 57.36 113.35 75.78 20.20

PH 158.71 230.02 191.40 22.50

DTM 106.33 124.78 117.45 5.84

Table 1.
Cumulative response of sorghum genotypes for fourteen phenotypic traits.
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In PCA, three PCs were selected out of nine because their Eigen value is more
than one. Selected PCs cover the character variability (Tables 3 and 4).

Bi-Plot (Figure 3) showed allocation of genotypes on the basis of performance.
The characters which were far away from origin showed more variability.

Our group previously reported RAPD- based genetic diversity evaluation of sor-
ghum germplasm of Pakistan [10]. We also performed molecular diversity analysis of
twelve sweet sorghum genotypes with 17 RAPD primers viz.; GLA03, GLB10, GLC01,
GLC 02, GLI06, GLL02, GLL05, GLL07, GLL09, GLL10, GLL12, GLL14, GLL15,
GLL16, GLL17, GLL18 and GLL19 [18]. These markers yielded 77 fragments of differ-
ent sizes and 6.41 bands per primer were produced on average (Figure 4). RAPD
primers identified 83.33% polymorphism among sweet sorghum genotypes (Figure 5).

Genetic similarity was assessed among sorghum genotypes via Nei’s similarity
indices with popgen 1.32. The genotypes MN 2363 and Dobbs showed minimum
similarity (76.92%). Whereas, Masaka and Dobbs exhibited the lowest similarity
(44.87%) and hence the maximum divergence (Table 5).

The genetic relationship among sorghum genotypes was assessed by Popgen
1.32. All twelve sorghum genotypes were clustered in two groups with the help of
Cluster analysis. Two genotypes (Malnal and Maska) were present in one group.
While the rest of the genotypes constituted the second group. A close similarity was
present among Masaka and Malnal that were clustered in Group A. Group B com-
prised of three genotypes, among these Dobbs and MN 2363 were clustered together
and MN 2109 resided separately in this group. The genotypes Chedomba,
Kamandri, Dura Huria and Juar were placed in Group C and IS12833, Juar 49 and
Early Folger constituted Group D. The highest similarity was observed among
Malnal and Masaka. On the other hand, the highest divergence was recorded
between Malnal and Early Folger exhibited (Figure 6).

In a separate study, we explored genetic divergence of 24 sorghum genotypes with
RAPD markers (OPL-7, OPL-8, OPA-13 and OPA-3) [19]. These markers produced

Variables Range Mean Std. deviation

Minimum Maximum

NL 8.55 11.89 10.00 1.17

DTF 58.33 77.56 71.45 6.02

BV 6.81 9.87 8.22 0.97

SG 1.60 5.67 3.71 1.12

LL 34.71 76.90 53.70 12.86

LW 3.33 7.23 4.97 1.15

LAI 130.71 518.36 277.51 126.90

FW 56.70 100.80 82.25 13.03

DW 32.55 52.85 41.90 6.19

FLL 21.84 33.75 27.66 4.03

FLW 2.36 3.36 2.71 0.35

FLAI 57.36 113.35 75.78 20.20

PH 158.71 230.02 191.40 22.50

DTM 106.33 124.78 117.45 5.84

Table 1.
Cumulative response of sorghum genotypes for fourteen phenotypic traits.
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F1 F2 F3 F4 F5 F6 F7 F8 F9

Eigen value 9.292 2.103 1.154 0.604 0.381 0.281 0.114 0.054 0.017

Variability (%) 66.373 15.024 8.241 4.316 2.722 2.006 0.812 0.385 0.122

Cumulative % 66.373 81.397 89.638 93.953 96.675 98.681 99.493 99.878 100.000

Table 3.
Principle component analysis.

Variables PC1 PC2 PC3

NL 0.750 0.394 �0.248

DTF 0.768 �0.206 0.528

BV 0.970 0.032 0.104

SG 0.939 0.170 0.066

LL 0.913 0.218 0.092

LW 0.911 �0.148 0.070

LAI 0.948 0.068 0.024

FW 0.469 0.747 �0.311

DW 0.781 0.556 �0.139

FLL 0.668 �0.577 �0.189

FLW 0.632 �0.476 �0.527

FLAI 0.712 �0.568 �0.397

PH 0.970 0.032 0.104

DTM 0.796 �0.229 0.433

Eigen value 9.292 2.103 1.154

Variability (%) 66.373 15.024 8.241

Cumulative % 66.373 81.397 89.638

Table 4.
PCA factor loadings for sorghum genotypes.

Figure 3.
PCA Biplot.
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74 bands of varying sizes/intensities. On average, each primer produced 18.5 bands.
RAPD markers revealed 77.13% polymorphism among sorghum genotypes.

While, previous fingerprinting studies showed 58% [20] and 52% polymorphism
[21] among various sorghum genotypes. The primer OPL7 produced the maximum
number of fragments [22] whereas, the minimum number of fragments were
generated by OPA3 (14) (Figure 7). The low level of similarity indicated high
divergence among the sorghum germplasm under study.

More recently, we exploited sixteen SSR markers for DNA fingerprinting of fifty
sorghum genotypes [8]. The molecular analysis indicated significant polymorphism
among these genotypes.

The bands varied in size and intensity. The number of bands per primer per
genotypes also varied. Some bands showed a high level of polymorphism indicating
great variation among the sorghum germplasm (Figure 8). Marker diversity among

Figure 4.
Number of bands recorded per sorghum genotype.

Figure 5.
Number of polymorphic bands per primer in sorghum genotypes.
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More recently, we exploited sixteen SSR markers for DNA fingerprinting of fifty
sorghum genotypes [8]. The molecular analysis indicated significant polymorphism
among these genotypes.

The bands varied in size and intensity. The number of bands per primer per
genotypes also varied. Some bands showed a high level of polymorphism indicating
great variation among the sorghum germplasm (Figure 8). Marker diversity among

Figure 4.
Number of bands recorded per sorghum genotype.

Figure 5.
Number of polymorphic bands per primer in sorghum genotypes.
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Genetic Variation

fifty sorghum genotypes was studied using Powermarker software. The number of
alleles per locus ranged from 2 to 3 with mean value of 2.875 alleles per locus.
Genetic relationship among sorghum genotypes was evaluated by using popgen
1.32. All genotypes were grouped in two major clusters which were further divided
into sub-groups. One small group consisted of eight genotypes (15, 39, 16, 35, 20,
22, 24, and 18) and the other large group contained remaining 42 sorghum geno-
types. Maximum genetic distance was observed between 1st and 18th genotype.

Figure 6.
Dendrogram of 12 sweet sorghum genotypes based on RAPD analysis.

Figure 7.
PCR amplification of 24 sorghum genotypes with RAPD primer L-7. Lanes L: Ladder, 1–24: Sorghum
genotypes.
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Genetic Variation

fifty sorghum genotypes was studied using Powermarker software. The number of
alleles per locus ranged from 2 to 3 with mean value of 2.875 alleles per locus.
Genetic relationship among sorghum genotypes was evaluated by using popgen
1.32. All genotypes were grouped in two major clusters which were further divided
into sub-groups. One small group consisted of eight genotypes (15, 39, 16, 35, 20,
22, 24, and 18) and the other large group contained remaining 42 sorghum geno-
types. Maximum genetic distance was observed between 1st and 18th genotype.

Figure 6.
Dendrogram of 12 sweet sorghum genotypes based on RAPD analysis.

Figure 7.
PCR amplification of 24 sorghum genotypes with RAPD primer L-7. Lanes L: Ladder, 1–24: Sorghum
genotypes.

113

Exploring Plant Genetic Variations with Morphometric and Molecular Markers
DOI: http://dx.doi.org/10.5772/intechopen.95026



This study revealed positive correlation among the allele number, gene diversity
and PIC value. The ease of using these PCR-based markers for diversity evaluation,
for allocating genotypes to heterotic groups, and for DNA fingerprinting proved
advantageous for selecting biomass- related traits and for sorghum breeding
programs.

5. Worldwide sorghum biodiversity exploration efforts

At present, extensive record is available on genetic diversity evaluation of sor-
ghum using molecular markers. A review of global research on sorghum genetic
diversity evaluation using morphological and molecular markers is presented in
Tables 6 and 7, respectively. Most of the studies analyzed vegetative and

Figure 8.
No. of bands amplified by SSR primers in fifty sorghum genotypes.

Sr. # Sorghum germplasm Morphological traits References

1 94 sorghum accessions Area, Breadth, Circularity, Major axis length,
Perimeter length and Rectangularity

Dahlberg et al. [22]

2 45 sorghum accessions
including 34 landraces,
6 elite breeding lines
and 5 improved
cultivars

Ten qualitative (Plant color, Stalk juiciness, Leaf
midrib color, Inflorescence exsertion, Panicle
compactness and shape, Awns, Glume color,
Grain covering, Grain color and Endosperm
texture) and 16 quantitative (Days 50%
flowering, Leaf number, Leaf length, Leaf
width, Leaf area, Internode length, Leaf sheath
length, Plant height, Panicle length, Panicle
width, Number of primary branches Panicle
head weight, Grain yield panicle, 1000-seed
weight, Threshing percent and Grain size) traits

Geleta et al. [23]

3 40 sorghum landraces
from Tanzania and 2
from Zambia

Five panicles average weight (g), Grain
number/panicle, Height (cm), Hundred grain
weight (g), Inflorescence length (cm),
Inflorescence width (cm), Leaf length (cm),
Number of leaves, Leaf width (cm), Leaf
senescence, Main stem diameter (cm), Tillers
diameter (cm), Number of tillers, Grain yield

Bucheyeki et al. [24]

4 320 sorghum
accessions from more
than 3500 germplasm
collection

Days to heading (DTH), Days to flowering
(DTF), Days to maturity (DTM), Culm
diameter (CD), Grain weight per panicle
(GWP), 100 grain weight (100GW), Culm
length (CL), Number of tillers (NoT), Number
of panicles (NoP), Panicle length (PL), Leaf

Shehzad et al. [25]
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Sr. # Sorghum germplasm Morphological traits References

length (LL) and Leaf width (LW), Panicle shape
(PS), Panicle type (PT), Coleoptile’s color (CC),
Quantity of lipid white powder on stem and
leaves (LWP), Color of midrib (MC), Neck
length of panicle (PNL), Awn presence (AP),
Glume color (GC), Growth in early stage (GES),
Endosperm type (ET), Aphid resistance (AR),
Number of regenerated tillers (NRT), Regrowth
(RG) and Resistance to insecticides (RI)

5 124 sorghum from
Burkina Faso

28 agro morphological traits (Vigor at
emergence 5(Ve), Coleoptile color (Cc), Leaf
anthocyanin pigmentation (Lap), Panicle
compactness (Pc), Pedicellate spikelet length
(Psl) and Persistence (Psp), Glume length (Gl)
and opening (Go), Awn (Aw), Kernel shape
(Ks), Kernel rotation (Kr), Glume color (Gc),
Kernel color (Kc), Anthocyanin spots on kernels
(Ask), Glume adherence (Ga), Seed coat or
testa (Sc) and Kernel vitreousness (Kv), Plant
height (Ph), Leaf number (Ln), Length (Ll) and
Width (Lw) of the third leaf under the panicle,
Number of effective tillers (Net), Panicle length
(Pl), Panicle weight (Pw), Harvested seed
weight (Hsw) and 1000-seed weight (1000-Sw)

Barro-Kondombo
et al. [26]

6 156 sorghum
accessions

Lowering time, Plant height, and panicle type/
inflorescence, Panicle type and glumes
coverage, grain color

Sharma et al. [27]

7 25 sorghum genotypes Seedling vigor, Number of leaves, Leaf area,
Stay-green, Peduncle exertion, Panicle length
and width, Plant height, Days to flowering and
maturity, Grain yield, Biomass and Harvest
index under Drought stress

Abraha et al. [28]

8 9 sorghum genotypes
from Sudan

Days to flowering (DF), Days to maturity
(DM), Plant height (PH) (cm), Panicle length
(PL) (cm), Panicle exertion (cm), Head weight
(HW) (g), Yield per panicle (YPP) (g),
Thousand seed weight (TSW) (g), Biomass
(BM) yield (ton/ha) and GY (kg/ha)

Sabiel et al. [29]

9 Recombinant inbred
line of Sorghum bicolor
made by crossing E-
Tian, a sweet sorghum
accession with Ji2731

Biomass and Biofuel traits Mocoeur et al. [30]

10 Diallel set of 10
parents and their 90
crosses including
reciprocals of sorghum

Days to flowering, Days to maturity, Plant
height, Grain yield per plant, Panicle length,
Number of tillers per plant, Panicle weight,
Panicle exsertion, Thousand seed weight, Grain-
filling period

Mohammed et al.
[31]

11 40 accessions of
sorghum from Tamil
Nadu

Days to 50% flowering, Days to maturity, Plant
height, Panicle length, Panicle width, Leaf
length, Leaf breadth, Number of leaves per
plant, Stem girth, Number of primary branches
per panicle, Hundred-seed weight, Yield per
plant, Panicle weight and Dry matter
production

Sinha and
Kumaravadivel [32]

12 267 sorghum
genotypes from
Ethiopia

Leaf rolling, Head compactness, Glume cover,
Glume color, Leaf orientation, Midrib color,

Amelework et al.
[33]
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This study revealed positive correlation among the allele number, gene diversity
and PIC value. The ease of using these PCR-based markers for diversity evaluation,
for allocating genotypes to heterotic groups, and for DNA fingerprinting proved
advantageous for selecting biomass- related traits and for sorghum breeding
programs.

5. Worldwide sorghum biodiversity exploration efforts

At present, extensive record is available on genetic diversity evaluation of sor-
ghum using molecular markers. A review of global research on sorghum genetic
diversity evaluation using morphological and molecular markers is presented in
Tables 6 and 7, respectively. Most of the studies analyzed vegetative and
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Perimeter length and Rectangularity

Dahlberg et al. [22]

2 45 sorghum accessions
including 34 landraces,
6 elite breeding lines
and 5 improved
cultivars

Ten qualitative (Plant color, Stalk juiciness, Leaf
midrib color, Inflorescence exsertion, Panicle
compactness and shape, Awns, Glume color,
Grain covering, Grain color and Endosperm
texture) and 16 quantitative (Days 50%
flowering, Leaf number, Leaf length, Leaf
width, Leaf area, Internode length, Leaf sheath
length, Plant height, Panicle length, Panicle
width, Number of primary branches Panicle
head weight, Grain yield panicle, 1000-seed
weight, Threshing percent and Grain size) traits

Geleta et al. [23]

3 40 sorghum landraces
from Tanzania and 2
from Zambia

Five panicles average weight (g), Grain
number/panicle, Height (cm), Hundred grain
weight (g), Inflorescence length (cm),
Inflorescence width (cm), Leaf length (cm),
Number of leaves, Leaf width (cm), Leaf
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length (CL), Number of tillers (NoT), Number
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Sr. # Sorghum germplasm Morphological traits References

length (LL) and Leaf width (LW), Panicle shape
(PS), Panicle type (PT), Coleoptile’s color (CC),
Quantity of lipid white powder on stem and
leaves (LWP), Color of midrib (MC), Neck
length of panicle (PNL), Awn presence (AP),
Glume color (GC), Growth in early stage (GES),
Endosperm type (ET), Aphid resistance (AR),
Number of regenerated tillers (NRT), Regrowth
(RG) and Resistance to insecticides (RI)

5 124 sorghum from
Burkina Faso

28 agro morphological traits (Vigor at
emergence 5(Ve), Coleoptile color (Cc), Leaf
anthocyanin pigmentation (Lap), Panicle
compactness (Pc), Pedicellate spikelet length
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Width (Lw) of the third leaf under the panicle,
Number of effective tillers (Net), Panicle length
(Pl), Panicle weight (Pw), Harvested seed
weight (Hsw) and 1000-seed weight (1000-Sw)

Barro-Kondombo
et al. [26]

6 156 sorghum
accessions

Lowering time, Plant height, and panicle type/
inflorescence, Panicle type and glumes
coverage, grain color

Sharma et al. [27]

7 25 sorghum genotypes Seedling vigor, Number of leaves, Leaf area,
Stay-green, Peduncle exertion, Panicle length
and width, Plant height, Days to flowering and
maturity, Grain yield, Biomass and Harvest
index under Drought stress

Abraha et al. [28]

8 9 sorghum genotypes
from Sudan

Days to flowering (DF), Days to maturity
(DM), Plant height (PH) (cm), Panicle length
(PL) (cm), Panicle exertion (cm), Head weight
(HW) (g), Yield per panicle (YPP) (g),
Thousand seed weight (TSW) (g), Biomass
(BM) yield (ton/ha) and GY (kg/ha)

Sabiel et al. [29]

9 Recombinant inbred
line of Sorghum bicolor
made by crossing E-
Tian, a sweet sorghum
accession with Ji2731

Biomass and Biofuel traits Mocoeur et al. [30]

10 Diallel set of 10
parents and their 90
crosses including
reciprocals of sorghum

Days to flowering, Days to maturity, Plant
height, Grain yield per plant, Panicle length,
Number of tillers per plant, Panicle weight,
Panicle exsertion, Thousand seed weight, Grain-
filling period

Mohammed et al.
[31]

11 40 accessions of
sorghum from Tamil
Nadu

Days to 50% flowering, Days to maturity, Plant
height, Panicle length, Panicle width, Leaf
length, Leaf breadth, Number of leaves per
plant, Stem girth, Number of primary branches
per panicle, Hundred-seed weight, Yield per
plant, Panicle weight and Dry matter
production

Sinha and
Kumaravadivel [32]

12 267 sorghum
genotypes from
Ethiopia

Leaf rolling, Head compactness, Glume cover,
Glume color, Leaf orientation, Midrib color,

Amelework et al.
[33]
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Sr. # Sorghum germplasm Morphological traits References

Panicle exsertion, Head shape, Grain color,
Stay-green, Leaf color, Head orientation

13 315 sorghum
accessions

Plant height and Seed number Jing Zhao et al. [34]

14 Two overlapping sets
of RILs of sorghum

Grain yield, Flowering time, and Stay-Green
traits

Sivakumar
Sukumaran et al.
[35]

15 100 sweet sorghum
accessions

Bioenergy traits, Protein content and Ethanol
yield

Da silva et al. [36]

16 Populations of sweet
sorghum F4 families
made by crosses
between 11 tall sweet
sorghum cultivars
(used as males), and 3
short grain sorghums
as females

Relationship between Sugar content and Plant
height

Shukla et al. [37]

17 30 sorghum accessions Days to 50% anthesis, Plant height, Flag leaf
area, Brix percentage, Panicle length, Grain
weight and Grain yield

Mumtaz et al. [38]

18 54 introgressed
sorghum breeding
lines

Drought stress imposed at pre-flowering and
post-anthesis developmental stages, Panicle
area, Width, Percent green leaf, Total above
ground, Dry biomass and Dry panicle weight

Emendack et al. [39]

19 75 sorghum lines
including 74
indigenous cultivars
and 1 exotic cultivar

Glume color, Neck of panicle, Length of flower
with pedicel, time of panicle emergence, color
of dry anther, panicle length of branches,
panicle shape and caryopsis color

Prajapati et al. [40]

20 196 sorghum
accessions

Seedling vigor, Days to flowering, Days to
maturity, Days to grain filling period, Plant
height, Panicle exertion, Number of green leaf
at physiological maturity, Panicle length,
Panicle weight, Thousand seed weight, Panicle
yield, Grain yield, Above ground dry matter,
Harvest index

Derese et al. [41]

21 453 diverse photo-
period sensitive
sorghum lines

Moisture, Plant height Fernandes et al. [42]

22 194 Sorghum bicolor
and S. bicolor sudanese
genotypes

Root system architecture Parra-Londono et al.
[4]

23 93 sweet grain
sorghum accessions

Sweet grains in pasty stage Sawadogo et al. [43]

24 329 accessions of
sorghum

Seed morphology Sakamoto et al. [44]

25 200 Sweet sorghum
accessions from Serbia

Plant height, Plant biomass, Stem leaves, Panicle
length and Yield of crude biomass

Bojović et al. [45]

26 98 accessions of South
African sorghum

Genetic variability, Plant height, Panicle length,
Width and exsertion, Rachis number, Panicle
weight, Seed weight, Grain yield Per panicle

Mofokeng et al. [46]

27 12 Sorghum bicolor
genotypes (5 sweet, 4
grain and 3 forage
sorghums)

Green leaf area (cm2), Plant height (cm), Leaf
number, Fresh biomass yield (t/ha), Cane yield
(t/ha), Bagasse yield (t/ha), Brix degree and
Juice yield (kl/ha)

Kanbar et al. [47]
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Sr. # Sorghum germplasm Morphological traits References

28 Seven groups of 44
parental lines of
sorghum

Mid-season drought tolerance, Mid-season
drought susceptibility, Stay green lines,
Terminal drought tolerance, Saline-tolerance,
Saline-susceptibility, High Fe–Zn lines

Pandian et al. [48]

29 Recombinant inbred
line derived from a
cross between an elite
U.S. common parent
RTx430 and 10 diverse
founders

Inflorescence morphology Olatoye et al. [49]

30 3 recombinant inbred
line mapping
populations of sweet
sorghum

Stem lodging resistance, Mechanical stability
analysis

Gomez et al. [50]

31 210 Ethiopian
genotypes of grain
sorghum

Days to flowering, Days to maturity, Plant
height, Grain yield per plant, Panicle length,
Number of tillers per plant, Panicle weight,
Panicle exsertion, Thousand seed weight, Grain-
filling period

Birhan et al. [51]

32 55 sorghum accessions
comprising 11 Bicolor
accessions, 15
Caudatum, 10 Durra, 9
Guinea and 10 Kafir

Inflorescence architecture Li et al. [52]

33 21 diverse sorghum
accessions

Transpiration efficiency, the ratio of plant
carbon produced to water transpired and carbon
isotope discrimination of leaf dry matter

Henderson et al. [53]

Table 6.
Studies on assessment of genetic variations using morphological markers in sorghum.

Sr.
No

Sorghum germplasm Molecular
markers

Reference

1 25 accessions of sorghum Microsatellites Djè Y et al. [54]

2 415 sorghum accessions consisting of 391
landraces, 8 standard varieties and 16 introduced
elite breeding lines

Allozymes and
RAPD markers

Ayana, [55]

3 94 sorghum accessions RAPDs Dahlberg et al. [22]

4 100 accessions from a core collection of 293
sorghum

SSR markers Folkertsma et al. [56]

5 45 sorghum accessions SSRs and AFLP Geleta et al. [23]

6 1 sorghum accession SSRs Wu et al. [57]

7 46 sorghum lines AFLP and SSRs Perumal et al. [58]

8 42 grain sorghum landraces SSRs Bucheyeki et al. [24]

9 40 sorghum genotypes SSRs Assar et al. [59]

10 320 sorghum accessions SSR markers Shehzad et al. [3]

11 124 sorghum landraces from Burkina Faso Microsatellite
markers

Barro-Kondombo et al.
[26]

12 156 sorghum germplasm accessions SSRs Sharma et al. [27]
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Sr. # Sorghum germplasm Morphological traits References
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Sukumaran et al.
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yield
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as females
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height
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post-anthesis developmental stages, Panicle
area, Width, Percent green leaf, Total above
ground, Dry biomass and Dry panicle weight

Emendack et al. [39]

19 75 sorghum lines
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indigenous cultivars
and 1 exotic cultivar

Glume color, Neck of panicle, Length of flower
with pedicel, time of panicle emergence, color
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panicle shape and caryopsis color

Prajapati et al. [40]

20 196 sorghum
accessions

Seedling vigor, Days to flowering, Days to
maturity, Days to grain filling period, Plant
height, Panicle exertion, Number of green leaf
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Moisture, Plant height Fernandes et al. [42]

22 194 Sorghum bicolor
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[4]
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sorghum
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length and Yield of crude biomass

Bojović et al. [45]
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Genetic variability, Plant height, Panicle length,
Width and exsertion, Rachis number, Panicle
weight, Seed weight, Grain yield Per panicle

Mofokeng et al. [46]

27 12 Sorghum bicolor
genotypes (5 sweet, 4
grain and 3 forage
sorghums)

Green leaf area (cm2), Plant height (cm), Leaf
number, Fresh biomass yield (t/ha), Cane yield
(t/ha), Bagasse yield (t/ha), Brix degree and
Juice yield (kl/ha)

Kanbar et al. [47]
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Sr. # Sorghum germplasm Morphological traits References
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Sr.
No

Sorghum germplasm Molecular
markers

Reference

13 Three populations of backcross-derived lines of
sorghum

EST SSRs Mohamed et al. [60]

14 160 plants of sorghum SSR markers Adugna et al. [61]

15 Recombinant Inbred Line of sorghum bicolor made
by crossing E-Tian x Ji2731

PAV markers and
SSRs

Mocoeur et al. [30]

16 Sorghum population derived from a cross between
two sorghum landraces, Red Kafir and Takakibi

SSRs Shehzad et al. [62]

17 Recombinant sorghum line (hugurtay x N-13
(resistance donor)

SSRs Yohannes et al. [63]

18 Set of 1108 sorghum diverse collections Microsatellite
markers

Salih et al. [64]

19 22 sorghum accessions (landraces) Microsatellites Motlhaodi et al. [65]

20 267 genotypes from Ethiopia SSRs Amelework et al. [33]

21 Two overlapping sets of RILs of sorghum SNPs Sukumaran et al. [35]

22 A random collection of 44 genotypes of sorghum SPAR - (ISSR,
RAPD, DAMD)

Satish et al. [66]

23 315 sorghum accessions SNP, SQNM Zhao et al. [34]

24 100 sweet sorghum accessions SNPs Da silva et al. [36]

25 80 sorghum accessions Microsatellites Sifau et al. [67]

26 300 diverse accessions of sorghum SNPs Chopra et al. [68]

27 93 sweet grain sorghum accessions from Burkina
Faso

Microsatellites Sawadogo et al. [43]

28 194 Sorghum bicolor and S. bicolor sudanese
genotypes

SNPs Parra-Londono et al.
[69]

29 41 sorghum accessions 22 SSRs Danquah et al. [70]

329 accessions of sorghum germplasm collection SNPs analysis Sakamoto et al. [44]

30 Seven groups of 44 parental lines of sorghum ISSRs, RAPDs,
DAMD

Pandian et al. [48]

31 46 accessions of Sorghum bicolor RAPD Ruiz-Chutan et al. [71]

32 214 sorghum accessions SNPs Afolayan et al. [72]

33 12 Sorghum bicolor genotypes (5 sweet, 4 grain and
3 forage sorghums)

RAPDs, ISSRs Kanbar et al. [47]

34 150 accessions of Broomcorn Sorghum SSRs Zhu et al. [73]

35 20 sorghum accessions SSRs Joshi Akansha et al. [74]

36 10 sorghum bicolor genotypes collected from USA
(Texas)

SSRs Jessup et al. [75]

37 3 RIL mapping populations of sweet sorghum
genotypes

SNPs Gomez et al. [50]

38 Recombinant Inbred Line derived from a cross
between an elite U.S. common parent RTx430 and
10 diverse founders

SNPs Olatoye et al. [49]

39 21 diverse Sorghum accessions SNPs Henderson et al. [53]

Table 7.
Studies on assessment of genetic variations using molecular markers in sorghum.
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morphological traits for characterizing sorghum followed by maturity characters.
Plant height is the most researched trait in these studies. Majority of efforts related
to DNA fingerprinting of sorghum employed SSRs, followed by SNP and RAPD
markers.

6. Conclusions

Most of the modern cultivated crops exhibit narrow genetic base due to domes-
tication, selection of few desired traits and repeated use of genetically similar
varieties as breeding parents. Climate change poses a serious threat to agricultural
communities with possible forecast of high temperature, water scarcity and altered
pattern of showers round the globe. Climate variations and shift will be a key driver
of crop production especially in arid and semi-arid rain fed areas of the world. Such
effects will vary among crops depending upon their physiology and climate resil-
ience traits of particular crop. Sorghum is a C4 grass cultivated in diverse regions of
the world for variety of uses. It stands tall among other cereal crops owing to
inherent biotic/abiotic stress tolerance and wider adaptability. It is among few
climate smart crops with potential to withstand future harsh environmental condi-
tions. Hence, development of high yielding sorghum varieties will contribute
towards ensuring global food security. Breeders are exploiting high throughout
phenotyping platforms as well as omics- assisted variability evaluation of sorghum
germplasm to identify/select highly diverse types that will serve as a base line for
breeding of broad genetic base sorghum varieties. So, dissecting phenotypic and
molecular diversity of sorghum germplasm is strongly justified.
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Abstract

Bananas and plantains (Musa spp.) represent the fourth most important crop 
in the world. In 2017, an area of 5,637,508 hectares and a production of 153 million 
tons were reported. Fusarium wilt caused by the fungus Fusarium oxysporum f. sp. 
cubense (Foc), is considered one of the most destructive diseases of bananas and 
plantains worldwide. The pathogen Foc causes a typical wilt syndrome on infected 
plants, it has a saprophytic and parasitic phase in its life cycle. Fusarium wilt is a 
“polycyclic” disease. This pathogen shows a relatively diverse population genetic 
structure for a fungus apparently of asexual reproduction and is composed of 
different evolutionary lineages, which has 24 groups of vegetative compatibility 
(VCGs), two clades and nine clonal linage. Foc is a genetically diverse pathogen, 
although the available evidence so far indicates that it does not use the mecha-
nisms of sexual reproduction, such as recombination, to increase its genetic 
diversity. Furthermore, the population of this fungus in Southeast Asia shows a 
high degree of variation, suggesting that Foc lineages evolved together with their 
hosts in Southeast Asia. Alternatively, it has been suggested that Foc has multiple 
independent evolutionary origins, both within and outside of the Musaceae origin 
center.

Keywords: genetics, diversity, fusarium wilt disease, banana

1. Introduction

Bananas and plantains (Musa spp.) represent the fourth most important crop in 
the world, since only rice, wheat and corn surpass it [1]. The fruit has a high content 
of carbohydrates, potassium, phosphorus, magnesium, vitamins A and C, folic 
acid and tannins [2]. This fruit is produced throughout the year. Therefore, we can 
always consume bananas, regardless of the month we are in.

These crops are produced in 135 countries in the tropical and subtropical 
regions. India contributes 31% of the total, followed by China with 10% and the 
Philippines with 9% of world production. In 2017, an area of 5,637,508 hectares 
and a production of 153 million tons were reported, with the main exporting 
countries being Ecuador, Costa Rica, the Philippines, Guatemala and Colombia, 
who ship their products to the United States, Canada, Europe, Russia, and the 
Asian Pacific region. The commercialization of this fruit represents an important 
source of income for the Latin American region. Most of the producers are farmers 
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who grow it for domestic consumption or for local markets and only 15 percent of 
production is for export [3].

The production of bananas and plantains is seriously affected by various 
phytopathogenic agents, such as fungi, nematodes, viruses, bacteria, and insects. 
Some of the pathogens spread during the distribution of Musaceae germplasm 
native to Southeast Asian occurred in the 20th century to new agricultural areas 
(Latin America and the Caribbean), since by nature their spread occurs on a 
smaller scale and hardly at long distances [1].

Fusarium wilt caused by the fungus Fusarium oxysporum f. sp. cubense (Foc), is 
considered one of the most destructive diseases of bananas and plantains worldwide 
[4, 5]. The disease greatly hinders the production mainly of the genotypes of Musa 
acuminata, M. balbisiana, M. schizocarpa and M. textilis and their hybrids [4, 6].

Once Foc enters the fields, it is difficult to control; this is due to the fact that 
the pathogen persists in the soil for long periods. This is the reason because the use 
of plants derived from tissue culture have been considered as one of the disease 
management strategies, this in order to avoid the introduction of Foc in pathogen-
free fields; as well as the implementation of safety practices to avoid its dispersion 
[5]. However, the most effective means of controlling the disease is the replacement 
of susceptible cultivars by those who are resistant, although today the main markets 
demand the ‘Giant Dwarf ’ clone from the Cavendish subgroup.

History indicates that the pathogen probably originated in Southeast Asia; 
however, the first report was in Australia in 1876 affected by the cultivar ‘Silkʼ, 
also known as ʻManzanoʼ (AAB) [4] and in 1890 it occurred in plantations in Costa 
Rica and Panama. About 30,000 hectares were lost in this country between 1940 
and 1960 [4]. In total, it was estimated that more than 40,000 hectares of bananas 
were lost in a 50-year period in Central and South America [4, 7]. Also, epidemics 
have been reported on other continents. For example, in Bali, banana production 
decreased from 134,000 to 54,000 tons in 1997, due to the disease [8].

Given the damage caused by Fusarium wilt, there is a probability that the 
pathogen could be distributed through the planting material (corms or suckers) 
of ‘Gros Michel’, since this was used for use in new plantations [4, 9]. At that time, 
large shipments of suckers and rhizomes may also have been transported between 
countries by transnational companies to supplement local stocks of commercial 
cultivars, thereby promoting the spread of disease. The stage was set for a major 
epidemic to emerge [10].

2. Banana importance

Banana and plantain (Musa spp.) are believed to have originated in Southeast 
Asia and are cultivated in a wide variety of environments in the tropics and sub-
tropics regions of the world. Musa, including the dessert banana and the cooking 
types or plantains are produced in 155 countries.

Throughout history Musa has provided humans with food, medicine, clothing, 
tools, shelter, furniture, paper, and handicrafts. Musa are rich in vitamin C, B6, 
minerals (particularly potassium), and dietary fiber. They are also a rich energy 
source, with carbohydrates accounting for 22% and 32% of fruit weight for banana 
and plantain, respectively. It is cholesterol free, high in fiber, and low in sodium.

In terms of total fruit crops production, the banana ranks after oranges, grapes, 
and apples, but when plantain production is added, it becomes the world’s number 
one fruit crop. According to the Food and Agriculture Organization of the United 
Nations (FAO), in 2018 more than 11.3 million hectares of banana and plantain 
were harvested worldwide and were produced a total of 155.2 million tonnes: 
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115.7 million tonnes under their bananas crop item (75%) and 39.5 million tonnes 
under their plantains crop item (25%). However, the estimated production for the 
same year published by [11] is 139.5 million tonnes: 79.6 million tonnes of Cavendish 
(57%), 17.5 million tonnes of other dessert bananas (13%), 20.9 million tonnes of 
Plantain (15%), and 21.4 million tonnes of other cooking bananas (15%).

In the Table 1, the list of top 20 of banana-producing countries and overseas 
territories and the number of tonnes they each produced in 2018 is showed. 
Production is measured in tonnes and represent the total of the bananas and 
plantains categories into, according FAO statistics.

3.  Fusarium wilt caused by the fungus Fusarium oxysporum f. sp. cubense 
(Foc)

Fusarium is a genus comprises several species of filamentous ascomycetes, 
including pathogenic and non-pathogenic species for agricultural crops. One of the 
best known is F. oxysporum, this causes vascular wilt and root rot in more than 100 
plant species [12].

In the Fusarium system, Foc belongs to the Fusarium oxysporum species complex 
(FOSC), four clades have been identified from this, using the translational elonga-
tion factor 1-alpha (tef1) and the rDNA of the mitochondrial subunit (mtssu), in 
Foc isolates, which were grouped as baseline lineage [13].

Rank Country/territory Production (tonnes)

1 India 30,808,000

2 China 11,221,700

3 Philippines 9,358,785

4 Colombia 7,287,997

5 Indonesia 7,264,383

6 Ecuador 7,157,603

7 Brazil 6,752,171

8 Cameroon 5,144,258

9 Congo, Democratic Republic of the 5,066,203

10 Uganda 4,337,747

11 Guatemala 4,294,121

12 Ghana 4,264,258

13 Tanzania 4,045,568

14 Angola 3,492,184

15 Nigeria 3,093,872

16 Costa Rica 2,633,788

17 Mexico 2,354,479

18 Peru 2,329,480

19 Cote d’Ivoire 2,280,368

20 Dominican Republic 2,224,403

Source: http://www.promusa.org/Banana-producing+countries+portal

Table 1. 
Top 20 of banana-producing countries and overseas territories.
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The pathogenic isolates of F. oxysporum have been classified in more than 100 
special forms. Members of a special form usually cause disease in a particular range 
of host species, with some special forms capable of colonizing a wider range of 
plants [14]. A special form can be subdivided into races based on characteristic 
virulence patterns in differential host cultivars [15].

Taxonomic classification:
Domain: Eukaryota
Kingdom: Fungi
Phylum: Ascomycota
Class: Ascomycetes
Subclass: Sordariomycetidae
Order: Hypocreales

One of the most devastating special forms is responsible for Fusarium wilt of 
bananas and plantains [9], which is caused by Fusarium oxysporum Schlect. f. sp. 
cubense (E.F. Smith) Snyder & Hansen, who lives in the soil. The sexual phase 
(teleomorphic) of the fungus is unknown and cannot be distinguished morpho-
logically between different strains. This pathogen produces three types of asexual 
spores, these are macroconidia, microconidia and chlamydospores, which function 
as mechanisms of dispersal, reproduction and survival [16].

The microconidia (5–16 × 2.4–3.5 μm) are oval in shape and consist of a single 
cell, generally without septa, may be oval, elliptical to reniform, and develop abun-
dantly on false heads on short monophialides. While macroconidia (27–55 × 3.3–
5.5 μm) are abundant, slightly curved, and relatively thin, they have 4–8 cells, with 
3–5 septa (generally 3 septa) see Figure 1A. The apical cell is attenuated or hook-
shaped in some isolates. The basal cells are shaped like a foot. Macroconidia develop 
into single hyphal fialids (Figure 1B). Micro and macroconidia occur on branched 
or unbranched monophial cuts [17, 18].

Chlamydospores (7–11 μm in diameter) are generally globose and form indi-
vidually or in pairs, they are abundantly formed in hyphae or conidia, single or in 
chains, generally in pairs, this type of spores constitutes resistance structures of the 
fungus, These have thick cell walls, and their production is abundant on infected 
tissues in advanced stages of the disease [4]. They can be interspersed or in the 
terminal part of the hyphae [17].

Figure 1. 
Reproductive structure of Fusarium oxysporum f.sp. cubense (A) Microconidia y (B) Macroconidia.
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In vitro development of the pathogen onto potato dextrose agar (PDA) culture 
medium, has a variable morphology, its growth is 4 to 7 mm per day at 24°C, 
forming colonies with abundant aerial mycelium and variable color pigmenta-
tion from white, salmon to pale violet. In general, the F. oxysporum strains cannot 
be morphologically distinguished between different races or groups of vegetative 
compatibility (VCGs). The fungus F. oxysporum generally produces black to 
violet sclerotia, while the pigmentation of the colonies is pale violet to dark red 
on PDA culture media [9, 19], as shown on Figure 2.

Some isolates rapidly mutate from pionnotal (with abundant fatty or shiny 
aggregates of conidia) to a flat, moist pale yellowish-white to peach mycelium 
grown on a PDA culture [9, 19].

4. Symptomatology

The pathogen Fusarium oxysporum f.sp. cubense causes a typical wilt syndrome 
on infected plants, it has a saprophytic and parasitic phase in its life cycle. It begins 
as a saprophyte in the soil as chlamydospores, which are dormant and immobile 
until plant exudates stimulate their germination to spread towards the roots [9]. 
These germinated chlamydospores develop a thallus that produces conidia after 
6–8 hours. The conidia germinate and adhere to the roots of the host plant where 
they penetrate the epidermal cells and then invade and colonize the vascular 
system [20, 21].

Figure 2. 
Colony morphotypes of Fusarium oxysporum f. sp. cubense isolated from bananas and plantains in different 
states of Mexico.



Genetic Variation

130

The pathogenic isolates of F. oxysporum have been classified in more than 100 
special forms. Members of a special form usually cause disease in a particular range 
of host species, with some special forms capable of colonizing a wider range of 
plants [14]. A special form can be subdivided into races based on characteristic 
virulence patterns in differential host cultivars [15].

Taxonomic classification:
Domain: Eukaryota
Kingdom: Fungi
Phylum: Ascomycota
Class: Ascomycetes
Subclass: Sordariomycetidae
Order: Hypocreales

One of the most devastating special forms is responsible for Fusarium wilt of 
bananas and plantains [9], which is caused by Fusarium oxysporum Schlect. f. sp. 
cubense (E.F. Smith) Snyder & Hansen, who lives in the soil. The sexual phase 
(teleomorphic) of the fungus is unknown and cannot be distinguished morpho-
logically between different strains. This pathogen produces three types of asexual 
spores, these are macroconidia, microconidia and chlamydospores, which function 
as mechanisms of dispersal, reproduction and survival [16].

The microconidia (5–16 × 2.4–3.5 μm) are oval in shape and consist of a single 
cell, generally without septa, may be oval, elliptical to reniform, and develop abun-
dantly on false heads on short monophialides. While macroconidia (27–55 × 3.3–
5.5 μm) are abundant, slightly curved, and relatively thin, they have 4–8 cells, with 
3–5 septa (generally 3 septa) see Figure 1A. The apical cell is attenuated or hook-
shaped in some isolates. The basal cells are shaped like a foot. Macroconidia develop 
into single hyphal fialids (Figure 1B). Micro and macroconidia occur on branched 
or unbranched monophial cuts [17, 18].

Chlamydospores (7–11 μm in diameter) are generally globose and form indi-
vidually or in pairs, they are abundantly formed in hyphae or conidia, single or in 
chains, generally in pairs, this type of spores constitutes resistance structures of the 
fungus, These have thick cell walls, and their production is abundant on infected 
tissues in advanced stages of the disease [4]. They can be interspersed or in the 
terminal part of the hyphae [17].

Figure 1. 
Reproductive structure of Fusarium oxysporum f.sp. cubense (A) Microconidia y (B) Macroconidia.

131

Genetic Diversity of Fusarium Wilt Disease of Banana
DOI: http://dx.doi.org/10.5772/intechopen.94158

In vitro development of the pathogen onto potato dextrose agar (PDA) culture 
medium, has a variable morphology, its growth is 4 to 7 mm per day at 24°C, 
forming colonies with abundant aerial mycelium and variable color pigmenta-
tion from white, salmon to pale violet. In general, the F. oxysporum strains cannot 
be morphologically distinguished between different races or groups of vegetative 
compatibility (VCGs). The fungus F. oxysporum generally produces black to 
violet sclerotia, while the pigmentation of the colonies is pale violet to dark red 
on PDA culture media [9, 19], as shown on Figure 2.

Some isolates rapidly mutate from pionnotal (with abundant fatty or shiny 
aggregates of conidia) to a flat, moist pale yellowish-white to peach mycelium 
grown on a PDA culture [9, 19].

4. Symptomatology

The pathogen Fusarium oxysporum f.sp. cubense causes a typical wilt syndrome 
on infected plants, it has a saprophytic and parasitic phase in its life cycle. It begins 
as a saprophyte in the soil as chlamydospores, which are dormant and immobile 
until plant exudates stimulate their germination to spread towards the roots [9]. 
These germinated chlamydospores develop a thallus that produces conidia after 
6–8 hours. The conidia germinate and adhere to the roots of the host plant where 
they penetrate the epidermal cells and then invade and colonize the vascular 
system [20, 21].

Figure 2. 
Colony morphotypes of Fusarium oxysporum f. sp. cubense isolated from bananas and plantains in different 
states of Mexico.



Genetic Variation

132

After successfully infecting the roots, the pathogen grows towards the rhizome 
and pseudostem, causing a deficiency in the absorption of water and consequently 
an eventual wilting of the leaves and finally causing the death of the plant [9, 16]. 
This pathogen has the ability to invade all the organs of the plant with the exception 
of the fruit [16].

Externally, the first signs of the disease are usually wilting and yellowing of 
the older leaves around the margins (Figure 3A), the older chlorotic leaves col-
lapse (Figure 3B), the old leaves hang down and dry forming a skirt (Figure 3C), 
the suckers are shown asymptomatic (Figure 3D), while internally the vascular 
bundles of the pseudostem turn reddish brown (Figure 3E), the corm shows an 
abnormal dark brown discoloration (Figure 3F), the base of the pseudostem shows 
fissures (Figure 3G) and the midrib of the leaves shows a dark brown discoloration 
(Figure 3H) [5, 6, 9].

To better understand the process of the Foc-banana interaction, some inves-
tigations have emerged using isolates transformed from Foc with the gene for the 

Figure 3. 
External and internal symptoms caused by Fusarium oxysporum f.sp. cubense in banana and plantain plants 
(Musa spp.). Chlorosis in older leaves around the margins (A). Older leaves collapsed (B). Hanging and dried 
leaves forming a skirt (C). Asymptomatic children (D). Reddish-brown vascular bundles of the pseudostem 
(E). Corm with abnormal dark brown discoloration (F). Fissures at the base of the pseudostem (G). Central 
rib with dark brown discoloration (H).
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green fluorescent pigment (GFP), with the aim of studying the movement of the 
pathogen from the soil towards the roots and rhizome [22, 23].

Recently [24], using GFP they demonstrated the movement of the pathogen 
before the appearance of external symptoms, as well as the presence of inoculum 
on the external surface of the veins of senescent or decomposing leaves, followed 
by the substantial production of macroconidia and chlamydospores, these results 
demonstrate that there may be serious implications regarding the spread of the 
pathogen. In addition, chlamydospore production occurs inside and outside the 
veins of the leaves, which increases the risk of spores returning to the ground 
through leaf removal. Also, it was possible to identify the progress of the pathogen 
in the pseudostem before the development of external symptoms. The authors 
suggest that future studies are required on the possible wind-borne spread of 
inoculum and the potential of the pathogen to infect a healthy plant through aerial 
inoculation.

5. Epidemiology

Fusarium wilt is a “polycyclic” disease. However, several cycles of infection can 
occur in affected banana plantations. Losses can eventually develop, even when 
very small amounts of the pathogen inoculum manage to infest fields and the 
disease is initially of little concern to growers [6]. For example, the first outbreaks 
of TR4 reported in China and the Philippines were not taken with great impor-
tance; this resulted in devastation and uncontrollable problems in the affected 
plantations [25].

In addition to prevention, early recognition and rapid containment of a disease 
outbreak is necessary to prevent epidemic development. A good understanding 
of the key factors responsible for the development of the disease is required when 
designing practical protocols for the destruction of infected plants, the treatment of 
the surrounding infested soil, and the reduction of inoculum in plant residues and 
soil [26].

Foc was shown to have the ability to survive for decades in infested soil, as “Gros 
Michel” production was generally impossible in plantations previously affected by 
Foc [9]. Chlamydospores of Foc in dead host material play a role in their survival, 
but their persistence for long periods is probably due to their ability to infect weed 
species [6]. For example, in studies in tropical America and Australia, Foc was iso-
lated from the roots of various weed species (Chloris inflata, Euphorbia heterophylla 
Tridax procumbens, Cyanthillium cinereum, Commelina diffusa, Ixophorus unisetus, 
Panicum purpurascens, Cyperus luzulae, Paspalum fasciculatum), present in banana 
plantations that were affected by R1 and TR4 [27]; however, these are asymptom-
atic and their presence in banana fields could be of high risk and therefore it is 
important to carry out a targeted control to reduce their presence. Foc’s ability to 
survive in the absence of its host is an important factor in the management of this 
disease [6].

Foc has been shown to spread in various ways, with infected suckers being the 
most efficient, since they are the most used as vegetative material for new planta-
tions [9]. In many cases, the suckers are washed and treated with fungicides. 
However, infected suckers were the main material before tissue culture seedlings 
were available [6], being practically impossible to establish plantations free of 
the pathogen. However, even after it was possible to produce tissue culture mate-
rial, secondary contamination of plantations by Foc was common. For example, 
TR4-affected Cavendish plantations were routinely established with tissue culture 
seedlings [6].
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After successfully infecting the roots, the pathogen grows towards the rhizome 
and pseudostem, causing a deficiency in the absorption of water and consequently 
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Externally, the first signs of the disease are usually wilting and yellowing of 
the older leaves around the margins (Figure 3A), the older chlorotic leaves col-
lapse (Figure 3B), the old leaves hang down and dry forming a skirt (Figure 3C), 
the suckers are shown asymptomatic (Figure 3D), while internally the vascular 
bundles of the pseudostem turn reddish brown (Figure 3E), the corm shows an 
abnormal dark brown discoloration (Figure 3F), the base of the pseudostem shows 
fissures (Figure 3G) and the midrib of the leaves shows a dark brown discoloration 
(Figure 3H) [5, 6, 9].

To better understand the process of the Foc-banana interaction, some inves-
tigations have emerged using isolates transformed from Foc with the gene for the 
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green fluorescent pigment (GFP), with the aim of studying the movement of the 
pathogen from the soil towards the roots and rhizome [22, 23].

Recently [24], using GFP they demonstrated the movement of the pathogen 
before the appearance of external symptoms, as well as the presence of inoculum 
on the external surface of the veins of senescent or decomposing leaves, followed 
by the substantial production of macroconidia and chlamydospores, these results 
demonstrate that there may be serious implications regarding the spread of the 
pathogen. In addition, chlamydospore production occurs inside and outside the 
veins of the leaves, which increases the risk of spores returning to the ground 
through leaf removal. Also, it was possible to identify the progress of the pathogen 
in the pseudostem before the development of external symptoms. The authors 
suggest that future studies are required on the possible wind-borne spread of 
inoculum and the potential of the pathogen to infect a healthy plant through aerial 
inoculation.

5. Epidemiology

Fusarium wilt is a “polycyclic” disease. However, several cycles of infection can 
occur in affected banana plantations. Losses can eventually develop, even when 
very small amounts of the pathogen inoculum manage to infest fields and the 
disease is initially of little concern to growers [6]. For example, the first outbreaks 
of TR4 reported in China and the Philippines were not taken with great impor-
tance; this resulted in devastation and uncontrollable problems in the affected 
plantations [25].

In addition to prevention, early recognition and rapid containment of a disease 
outbreak is necessary to prevent epidemic development. A good understanding 
of the key factors responsible for the development of the disease is required when 
designing practical protocols for the destruction of infected plants, the treatment of 
the surrounding infested soil, and the reduction of inoculum in plant residues and 
soil [26].

Foc was shown to have the ability to survive for decades in infested soil, as “Gros 
Michel” production was generally impossible in plantations previously affected by 
Foc [9]. Chlamydospores of Foc in dead host material play a role in their survival, 
but their persistence for long periods is probably due to their ability to infect weed 
species [6]. For example, in studies in tropical America and Australia, Foc was iso-
lated from the roots of various weed species (Chloris inflata, Euphorbia heterophylla 
Tridax procumbens, Cyanthillium cinereum, Commelina diffusa, Ixophorus unisetus, 
Panicum purpurascens, Cyperus luzulae, Paspalum fasciculatum), present in banana 
plantations that were affected by R1 and TR4 [27]; however, these are asymptom-
atic and their presence in banana fields could be of high risk and therefore it is 
important to carry out a targeted control to reduce their presence. Foc’s ability to 
survive in the absence of its host is an important factor in the management of this 
disease [6].

Foc has been shown to spread in various ways, with infected suckers being the 
most efficient, since they are the most used as vegetative material for new planta-
tions [9]. In many cases, the suckers are washed and treated with fungicides. 
However, infected suckers were the main material before tissue culture seedlings 
were available [6], being practically impossible to establish plantations free of 
the pathogen. However, even after it was possible to produce tissue culture mate-
rial, secondary contamination of plantations by Foc was common. For example, 
TR4-affected Cavendish plantations were routinely established with tissue culture 
seedlings [6].
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Foc has the ability to spread in the soil, which indirectly contaminates in and 
around plantations, but unfortunately it is also used in nurseries for the propagation 
of seedlings used for field establishment [25]. Surface waters are easily polluted and 
use for irrigation of polluted river or pond water is highly risky. In addition, Foc is 
spread by contaminated tools (shovels, machetes, hoes, etc.), agricultural machinery, 
clothing and footwear [9, 28]. Any or all of these ways can facilitate the spread of 
Foc in and around a plantation, and may be possible through other means [6, 28].

Studies carried out in Australia detected TR4 spores in the exoskeletons of the 
banana weevil (Cosmopolites sordidus) and suggested that the insect could be a 
predisposing agent as a vector of the disease [29].

The recent transcontinental disseminations of TR4, suggest that something 
other than vegetative material (suckers) was responsible for these long-distance 
disseminations. Although these outbreaks may have been the result of something 
as simple as workers’ boots impregnated with soil contaminated by Foc spores from 
plantations in Southeast Asia, or some other means could be responsible such as the 
entry of machinery from affected areas. Better knowledge is needed to understand 
the long-distance spread of this pathogen [6].

6. Genetic diversity and evolution of Fusarium wilt of bananas

Fusarium oxysporum Species Complex (FOSC) are widely distributed and it 
is mostly non-pathogenic and it is commonly found in roots and soil associated 
fungus in asymptomatic crop plants. It has been found to be associated with plants 
as endophyte, saprophyte or just latent in agro-ecosystems [30]. Both, studies on 
FOSC isolated from non-cultivated species and form cultivated crops have reported 
a considerable variability based on the morphology of the asexual reproductive 
structures [31] and latter at the DNA sequence [32, 33]. Understanding its genetic 
variability is relevant to implement an earlier detection system and implement a 
proper disease surveillance program.

Recent studies on molecular genetics of Fusarium from cultivated plants have 
shown a high diversity and this variation relays on environmental conditions and 
are classified in groups and vegetative compatible groups (VCG) as described latter 
in this chapter. Fusarium has evolved heavily depending on its interaction with plant 
genotypes, such is the case for both ‘tropical’ and ‘subtropical’ race 4, which attacks 
different cultivars, depending of the geographical region [34] as well as for those 
FOSC from non-cultivated species [30].

Knowledge of the genetic diversity of populations of phytopathogenic fungi 
and their mode of reproduction are important for the application of management 
strategies, this with the aim of reducing the impact of the disease [35]. In the case 
of Foc, this pathogen shows a relatively diverse population genetic structure for a 
fungus apparently of asexual reproduction and is composed of different evolutionary 
lineages [33], which has 24 groups of vegetative compatibility (VCGs, VCG0120 to 
VCG0126 and VCG0128 to VCG01224) distributed worldwide [34, 36–40].

However, in recent samplings in Latin America it was possible to identify 20 
new VCGs (new VCG 1 to new VCG 20), these were distributed over the three main 
clades (clade 1, clade 2 and clade 3), these results show that the majority of the new 
VCG are grouped in clade 3 and these originate from Latin America [41], this sup-
ports the hypothesis on the evolution of Foc, in which it is mentioned that the local 
populations of F. oxysporum evolved and they became pathogenic in the introduced 
bananas [36, 42–44].

Studying VCGs has been a useful means of subdividing Foc into genetically 
isolated groups, but it does not, however, measure the genetic relationship between 
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the isolates. Furthermore, VCG are phenotypic markers that can undergo a selection 
process. Direct identification of VCG is a relatively objective, but time-consuming 
test, and the results indicate genetic similarity rather than genetic difference [31]. 
Therefore, VCGs represent good phenotypic traits for assessing diversity within 
populations, but the genetic relationships between VCGs must be assessed using 
other molecular tools.

Fourie and collaborators [39], classified Foc into two clades, clade 1 and clade 
2, these based mainly on their evolutionary origins. In the case of clade A, the 
Foc groups that co-evolved with bananas of genome A belong, while those that 
belong to clade B evolved with their hosts having genome B or both genome A and 
genome B.

The teleomorph for Foc has never been reported and the pathogen is likely to 
manifest mutations or parasexualism, as the main basis for its genetic diversity. 
Although PCR analysis has shown the presence of both MAT idiomorphs, therefore 
the pathogen can potentially reproduce by sexual means.

The race concept has been widely used in the F. oxysporum classification system 
by plant pathologists. Based on the published data, it can be inferred that the 
Foc-TR4 isolates recently evolved from the predecessors in Foc-R1. Foc-R1 showed 
greater phylogenetic diversity than Foc-TR4. Once established, both races appar-
ently co-evolved in the same region, which means that possible horizontal gene 
transfer could be involved in the high level of diversity seen in Foc-R1, as well as in 
the appearance of Foc-TR4.

Three races of Foc are known; but nevertheless, the term race is used in a less 
formal way in relation to this pathosystem (Musa-Foc), since the genetic bases 
of susceptibility and resistance have not yet been characterized. The Foc races 
currently described refer to strains of the pathogen, which have been found to be 
pathogenic to specific cultivars in the field [9, 38]. For example, race (R1) is patho-
genic to cultivars of ‘Silk’, ‘Manzano’ (AAB) and ‘Gros Michel’ (AAA). While race 2 
(R2) is pathogenic to cooking bananas such as ‘Bluggoe’ and ‘Pear’ (ABB) and race 
4 (R4) affects all cultivars of the Cavendish subgroup (AAA) and those susceptible 
to R1 and R2 [4, 5, 45]. Previously, a population of Fusarium oxysporum in Central 
America was considered as race 3 causing wilt in Heliconia spp., but is no longer 
considered to be part of Foc [5].

A Foc race 4 variant was reported in Taiwan affecting Cavendish cultivars in 
the tropics in 1967 [4, 38]. Therefore, it was necessary to separate the populations 
that only affected Cavendish cultivars in the subtropics from those populations that 
affected in the tropics, so two divisions of Foc R4 were generated: race 4 sutropical 
(STR4) and race 4 tropical (TR4) [38], however, TR4 was pathogenic under tropical 
and subtropical conditions affecting Cavendish cultivars [25, 39]. In the case of 
VCGs, they have been associated with STR4 (0120, 01201, 01202, 01209, 01210, 
01211, 01215, 0120/15; 0129/11), while only one VCG to TR4 (01213/16) [25, 40].

Visser and collaborators [46], carried out a study on the characterization of 
tropical Foc race 4 populations affecting ‘Cavendishʼ plantations in South Africa. 
Only VCG 0120 and idiomorph MAT-2 could be identified, while phylogenetic anal-
ysis of the TEF sequence revealed that the isolates from South Africa were pooled 
with other isolates belonging to VCG 0120 from Australia and Asia. Suggesting, the 
introduction and dispersal mainly by infected material within the country.

In Latin America and the Caribbean, the composition of the populations has 
been limitedly studied. For example, the Cuban populations belong to VCG 01210 
(mostly race 1), 0124, 0124/0125 and 0128 (mostly race 2); the isolates did not 
produce lacinias in K2 medium and the production of volatiles was independent of 
the race, while in Venezuela VCG 01215 and race 1 are reported. A study using AFLP 
markers grouped VCG 01210 into a subgroup and showed the presence of common 
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Foc has the ability to spread in the soil, which indirectly contaminates in and 
around plantations, but unfortunately it is also used in nurseries for the propagation 
of seedlings used for field establishment [25]. Surface waters are easily polluted and 
use for irrigation of polluted river or pond water is highly risky. In addition, Foc is 
spread by contaminated tools (shovels, machetes, hoes, etc.), agricultural machinery, 
clothing and footwear [9, 28]. Any or all of these ways can facilitate the spread of 
Foc in and around a plantation, and may be possible through other means [6, 28].

Studies carried out in Australia detected TR4 spores in the exoskeletons of the 
banana weevil (Cosmopolites sordidus) and suggested that the insect could be a 
predisposing agent as a vector of the disease [29].

The recent transcontinental disseminations of TR4, suggest that something 
other than vegetative material (suckers) was responsible for these long-distance 
disseminations. Although these outbreaks may have been the result of something 
as simple as workers’ boots impregnated with soil contaminated by Foc spores from 
plantations in Southeast Asia, or some other means could be responsible such as the 
entry of machinery from affected areas. Better knowledge is needed to understand 
the long-distance spread of this pathogen [6].

6. Genetic diversity and evolution of Fusarium wilt of bananas

Fusarium oxysporum Species Complex (FOSC) are widely distributed and it 
is mostly non-pathogenic and it is commonly found in roots and soil associated 
fungus in asymptomatic crop plants. It has been found to be associated with plants 
as endophyte, saprophyte or just latent in agro-ecosystems [30]. Both, studies on 
FOSC isolated from non-cultivated species and form cultivated crops have reported 
a considerable variability based on the morphology of the asexual reproductive 
structures [31] and latter at the DNA sequence [32, 33]. Understanding its genetic 
variability is relevant to implement an earlier detection system and implement a 
proper disease surveillance program.

Recent studies on molecular genetics of Fusarium from cultivated plants have 
shown a high diversity and this variation relays on environmental conditions and 
are classified in groups and vegetative compatible groups (VCG) as described latter 
in this chapter. Fusarium has evolved heavily depending on its interaction with plant 
genotypes, such is the case for both ‘tropical’ and ‘subtropical’ race 4, which attacks 
different cultivars, depending of the geographical region [34] as well as for those 
FOSC from non-cultivated species [30].

Knowledge of the genetic diversity of populations of phytopathogenic fungi 
and their mode of reproduction are important for the application of management 
strategies, this with the aim of reducing the impact of the disease [35]. In the case 
of Foc, this pathogen shows a relatively diverse population genetic structure for a 
fungus apparently of asexual reproduction and is composed of different evolutionary 
lineages [33], which has 24 groups of vegetative compatibility (VCGs, VCG0120 to 
VCG0126 and VCG0128 to VCG01224) distributed worldwide [34, 36–40].

However, in recent samplings in Latin America it was possible to identify 20 
new VCGs (new VCG 1 to new VCG 20), these were distributed over the three main 
clades (clade 1, clade 2 and clade 3), these results show that the majority of the new 
VCG are grouped in clade 3 and these originate from Latin America [41], this sup-
ports the hypothesis on the evolution of Foc, in which it is mentioned that the local 
populations of F. oxysporum evolved and they became pathogenic in the introduced 
bananas [36, 42–44].

Studying VCGs has been a useful means of subdividing Foc into genetically 
isolated groups, but it does not, however, measure the genetic relationship between 
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the isolates. Furthermore, VCG are phenotypic markers that can undergo a selection 
process. Direct identification of VCG is a relatively objective, but time-consuming 
test, and the results indicate genetic similarity rather than genetic difference [31]. 
Therefore, VCGs represent good phenotypic traits for assessing diversity within 
populations, but the genetic relationships between VCGs must be assessed using 
other molecular tools.

Fourie and collaborators [39], classified Foc into two clades, clade 1 and clade 
2, these based mainly on their evolutionary origins. In the case of clade A, the 
Foc groups that co-evolved with bananas of genome A belong, while those that 
belong to clade B evolved with their hosts having genome B or both genome A and 
genome B.

The teleomorph for Foc has never been reported and the pathogen is likely to 
manifest mutations or parasexualism, as the main basis for its genetic diversity. 
Although PCR analysis has shown the presence of both MAT idiomorphs, therefore 
the pathogen can potentially reproduce by sexual means.

The race concept has been widely used in the F. oxysporum classification system 
by plant pathologists. Based on the published data, it can be inferred that the 
Foc-TR4 isolates recently evolved from the predecessors in Foc-R1. Foc-R1 showed 
greater phylogenetic diversity than Foc-TR4. Once established, both races appar-
ently co-evolved in the same region, which means that possible horizontal gene 
transfer could be involved in the high level of diversity seen in Foc-R1, as well as in 
the appearance of Foc-TR4.

Three races of Foc are known; but nevertheless, the term race is used in a less 
formal way in relation to this pathosystem (Musa-Foc), since the genetic bases 
of susceptibility and resistance have not yet been characterized. The Foc races 
currently described refer to strains of the pathogen, which have been found to be 
pathogenic to specific cultivars in the field [9, 38]. For example, race (R1) is patho-
genic to cultivars of ‘Silk’, ‘Manzano’ (AAB) and ‘Gros Michel’ (AAA). While race 2 
(R2) is pathogenic to cooking bananas such as ‘Bluggoe’ and ‘Pear’ (ABB) and race 
4 (R4) affects all cultivars of the Cavendish subgroup (AAA) and those susceptible 
to R1 and R2 [4, 5, 45]. Previously, a population of Fusarium oxysporum in Central 
America was considered as race 3 causing wilt in Heliconia spp., but is no longer 
considered to be part of Foc [5].

A Foc race 4 variant was reported in Taiwan affecting Cavendish cultivars in 
the tropics in 1967 [4, 38]. Therefore, it was necessary to separate the populations 
that only affected Cavendish cultivars in the subtropics from those populations that 
affected in the tropics, so two divisions of Foc R4 were generated: race 4 sutropical 
(STR4) and race 4 tropical (TR4) [38], however, TR4 was pathogenic under tropical 
and subtropical conditions affecting Cavendish cultivars [25, 39]. In the case of 
VCGs, they have been associated with STR4 (0120, 01201, 01202, 01209, 01210, 
01211, 01215, 0120/15; 0129/11), while only one VCG to TR4 (01213/16) [25, 40].

Visser and collaborators [46], carried out a study on the characterization of 
tropical Foc race 4 populations affecting ‘Cavendishʼ plantations in South Africa. 
Only VCG 0120 and idiomorph MAT-2 could be identified, while phylogenetic anal-
ysis of the TEF sequence revealed that the isolates from South Africa were pooled 
with other isolates belonging to VCG 0120 from Australia and Asia. Suggesting, the 
introduction and dispersal mainly by infected material within the country.

In Latin America and the Caribbean, the composition of the populations has 
been limitedly studied. For example, the Cuban populations belong to VCG 01210 
(mostly race 1), 0124, 0124/0125 and 0128 (mostly race 2); the isolates did not 
produce lacinias in K2 medium and the production of volatiles was independent of 
the race, while in Venezuela VCG 01215 and race 1 are reported. A study using AFLP 
markers grouped VCG 01210 into a subgroup and showed the presence of common 
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alleles with VCG 0124 [47]. On the other hand, the pathogenicity studies with rep-
resentative isolates of each VCG in Cuba, showed a differentiated aggressiveness on 
different clones between VCG 0124 and 0128, belonging to race 2, indicating lack of 
genetic sense in the racial classification. It is required to determine in Latin America 
and the Caribbean the VCG present in the different countries and the pathogenic 
relationships between them.

In order to better understand how races 1 and 4 are related, genome and tran-
scriptome analysis of F. oxysporum f. sp. cubense has shown common sequences of 
single-copy genes from Race 1 and Race 4, showing that there is a close relationship 
and suggesting that they share a common ancestor. Furthermore, a comparative 
genomics study among F. oxysporum f. sp. licoperci, F. graminearum and F. verticil-
lioides showed that there is transfer of lineage-specific (LS) genomic regions that 
have pathogenicity related genes with distinct evolutionary profiles, indicative of 
horizontal acquisition and suggesting that there is transfer of LS chromosomes 
between genetically isolated Fusarium species. This is of high relevance and of 
particular concern for agricultural systems, because non-pathogenic F. oxysporum 
strains that are already endophytic to crop plants could suddenly become patho-
genic [48] and give origin to new pathogenic lineages of F. oxysporum. It is clear that 
in the last decade a large amount of DNA sequence information has been published 
on F. oxysporum, but there is a lack of consistency in the data and a larger study 
needs to be conducted in which DNA sequences of isolates from non-cultivated spe-
cies is included and even from Fusarium species that are thought not to be related.

Foc genetic diversity studies were initiated using various molecular methods, 
including random amplified polymorphic DNA markers (RAPDs) [49]; Restriction 
Fragment Length Polymorphisms (RFLP) [43]; Amplified fragment length polymor-
phism (AFLP) [50]; DNA sequence analysis [32, 44]; microsatellites or simple repeti-
tive sequences [51]; simple repetitive inter sequence (ISSR) [52]. These studies showed 
that the population of this fungus in Southeast Asia shows a high degree of variation, 
suggesting that the Foc lineages evolved together with their hosts in Southeast Asia.

Alternatively, Foc has been suggested to have multiple independent evolutionary 
origins, both within and outside the Musa genetic center [36]. Using the phyloge-
netic genealogical approach, [32] identified five Foc-independent genetic lineages 
in a global population. Using a similar approach and additional data, [44] found 
three additional lineages. However, none of these studies included Indonesian 
populations, and therefore there is only limited information available on Foc 
diversity at the center of origin of bananas.

F. oxysporum f.sp. cubense probably coevolved with its host species within its 
center of origin [32, 36, 44]. For example, various studies that have used deoxy-
ribonucleic acid (DNA) markers have revealed the polyphyletic origin of Foc and 
the separation of two main clades and eight to ten lineages, as some VCGs are 
taxonomically closer to other special forms of F. oxysporum than some Foc  
VCGs [32, 36, 42, 44, 50, 53].

Furthermore, strains belonging to various VCGs infect particular banana culti-
vars and, therefore, were grouped in the same race, suggesting that the pathogenicity 
towards a specific cultivar evolved in a convergent way [32, 38, 44] or as a result of 
horizontal gene transfer between members of the F. oxysporum complex [48, 54].

High resolution genotyping sequencing analyzes using (DArTseq) validated 
and expanded these findings [55]. According to the DArTseq markers of 24 Foc 
strains (representing all the known VCG so far) they were divided into two groups. 
These results strongly corroborate the clades mentioned in previous studies, except 
VCG0123, VCG01210, VCG01212 and VCG01214, which were occasionally grouped 
into opposing clades, VCG 01221 and 01224, which were never classified before but 
now clearly belong to clade 2 [55].

137

Genetic Diversity of Fusarium Wilt Disease of Banana
DOI: http://dx.doi.org/10.5772/intechopen.94158

In the advent of high throughput DNA sequencing technology [56] has allowed 
scientist to better understand the molecular weaponry used by this pathogen. The 
pathogen molecular tools include genes involved in root attachment, cell degrada-
tion, detoxification of toxins produced by the plant’s defense mechanism and signal 
transduction, among others [16]. In Ref. [57], the authors have reported a predicted 
genome size for several F. oxysporum f. sp. cubense with a size of 48.56 Mb for Foc 
Race 1 and 48.81 for Foc Race 4, comprising and estimated of 15,865 and 14,506 
genes, respectively. This genome information was compared and aligned to 11 of the 
15 chromosomes contained in F. oxysporum f. sp. licopersici, including those regions 
reach in transposable elements; which might explain its high genetic variability and 
lack of chromosome stability [57].

Recently, in a study samples of musaceae with wilt symptoms were collected in 
the regions of Indonesia, Java, Sumatra, Kalimantan, Sulawesi, Papua and Nusa 
Tenggara, this demonstrated by phylogenetic analysis that the Foc lineages were 
genetically different, and it was achieved to identify 11 new species of Fusarium 
affecting musaceae, these were: Fusarium cugenangense, F. duoseptatum, F. gros-
michelii, F. hexaseptatum, F. kalimantanense, F. odoratissimum, F. phialophorum, 
F. purpurascens, F. sangayamense, F. tardichlamydosporum, and F. tardicrescens, 
placing them in the Banana Fusarium Complex (FOBC), as well as showing that 
F. odoratissimum II-5 comprises TR4 [58].

7. Conclusions

Fusarium wilt disease of banana caused by soil-born pathogen Fusarium oxysporum 
f.sp. cubense (Foc) is considered of the most destructive diseases of bananas and plan-
tains worldwide. Foc produces three types of asexual spores, these are macroconidia, 
microconidia and chlamydospores, which function as mechanisms of dispersal, repro-
duction and survival. Foc is a genetically diverse pathogen, although the available 
evidence so far indicates that it does not use the mechanisms of sexual reproduction, 
such as recombination, to increase its genetic diversity. Furthermore, the population 
of this fungus in Southeast Asia shows a high degree of variation, suggesting that Foc 
lineages evolved together with their hosts in Southeast Asia. Alternatively, it has been 
suggested that Foc has multiple independent evolutionary origins, both within and 
outside of the Musaceae origin center. Actually, more than 24 vegetative compatibility 
groups and three races have been reported. This genetic diversity is accommodated in 
two large clades and nine clonal lineages.
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alleles with VCG 0124 [47]. On the other hand, the pathogenicity studies with rep-
resentative isolates of each VCG in Cuba, showed a differentiated aggressiveness on 
different clones between VCG 0124 and 0128, belonging to race 2, indicating lack of 
genetic sense in the racial classification. It is required to determine in Latin America 
and the Caribbean the VCG present in the different countries and the pathogenic 
relationships between them.
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genic [48] and give origin to new pathogenic lineages of F. oxysporum. It is clear that 
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into opposing clades, VCG 01221 and 01224, which were never classified before but 
now clearly belong to clade 2 [55].
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In the advent of high throughput DNA sequencing technology [56] has allowed 
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lack of chromosome stability [57].

Recently, in a study samples of musaceae with wilt symptoms were collected in 
the regions of Indonesia, Java, Sumatra, Kalimantan, Sulawesi, Papua and Nusa 
Tenggara, this demonstrated by phylogenetic analysis that the Foc lineages were 
genetically different, and it was achieved to identify 11 new species of Fusarium 
affecting musaceae, these were: Fusarium cugenangense, F. duoseptatum, F. gros-
michelii, F. hexaseptatum, F. kalimantanense, F. odoratissimum, F. phialophorum, 
F. purpurascens, F. sangayamense, F. tardichlamydosporum, and F. tardicrescens, 
placing them in the Banana Fusarium Complex (FOBC), as well as showing that 
F. odoratissimum II-5 comprises TR4 [58].

7. Conclusions

Fusarium wilt disease of banana caused by soil-born pathogen Fusarium oxysporum 
f.sp. cubense (Foc) is considered of the most destructive diseases of bananas and plan-
tains worldwide. Foc produces three types of asexual spores, these are macroconidia, 
microconidia and chlamydospores, which function as mechanisms of dispersal, repro-
duction and survival. Foc is a genetically diverse pathogen, although the available 
evidence so far indicates that it does not use the mechanisms of sexual reproduction, 
such as recombination, to increase its genetic diversity. Furthermore, the population 
of this fungus in Southeast Asia shows a high degree of variation, suggesting that Foc 
lineages evolved together with their hosts in Southeast Asia. Alternatively, it has been 
suggested that Foc has multiple independent evolutionary origins, both within and 
outside of the Musaceae origin center. Actually, more than 24 vegetative compatibility 
groups and three races have been reported. This genetic diversity is accommodated in 
two large clades and nine clonal lineages.
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Chapter 9

Adaptation to Mediterranea
Jelena M. Milenković, Dijana R. Stojanović  
and Jelena G. Najdanović

Abstract

The Mediterranean region encompasses countries that surround Mediterranean 
Sea. Due to its position at the intersection of Eurasia and Africa it has often been a 
route of human migrations during history, which contributed to its high biodiver-
sity. People living in this area had been exposed to the episodes of natural selection 
that led to the establishment of specific genetic variations, for which is thought to 
carry a certain adaptation. Some recent studies have shown that genetic adaptations 
are probably related to the immune defense against infectious pathogens. One of 
the most recognizable disease of the region is familial Mediterranean fever (FMF), 
a prototype of a monogenic autoinflammatory disease. FMF is predisposed by the 
mutations in the Mediterranean fever (MEFV) gene that encodes inflammasome 
regulatory protein - pyrin. Specific variations of several other genes have been 
proposed to confer a protection against Plasmodium malariae parasite. Some of 
these are hemoglobin S (HbS), thalassemia, glucose-6-phosphate dehydrogenase 
deficiency, ovalocytosis, and mutation in the Duffy antigen (FY). In this chapter we 
will summarize important genetics and pathogenesis features of diseases com-
monly encountered in the Mediterranean region with a short discussion of potential 
adaptations that they may carry.

Keywords: familial Mediterranean fever, thalassemia, malaria, hemoglobin S, 
Duffy antigen, heterozygote advantage

1. Introduction

The Mediterranean region encompasses the lands surrounding the 
Mediterranean Sea; on the north there is Southern Europe and Anatolia, on the 
south North Africa, and on the east the countries of Levant. The Mediterranean 
region has a specific climate, with mild winters and hot, dry summers, which sup-
ports the characteristics of the Mediterranean flora and fauna. The region’s location 
at the intersection of Eurasia and Africa has contributed to the high biodiversity of 
its inhabitants, including people. Beside climate, this region has historically been 
the most frequent route of human migrations, as it is today.

Given the specific environment influences, several important genetic variations 
occurred and persist in people living in this area. Some of the genetic adaptations 
carry a certain degree of protection against infectious agents, but at the same time, 
when in an inadequate genotype, they can cause health disorders. This chapter 
will describe and discuss the most common types of genetic variations in the 
Mediterranean area related to adaptation and / or susceptibility to disease.
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2. Mediterranean fever (MEFV) gene mutations

2.1 Protein pyrin

One of the most recognizable diseases of the Mediterranean region is Familial 
Mediterranean Fever (FMF), a prototype of a monogenic autoinflammatory 
disease, associated with mutations in the MEFV gene that encodes for protein 
pyrin. Autoinflammatory disorders are characterized by dysregulation of innate 
immune response, unlike autoimmune diseases that are primarily mediated by 
adaptive immunity. However, approximately in a third of FMF patients pathogenic 
MEFV mutation is not identified, hence the diagnostic criteria for FMF still rely on 
clinical manifestations [1, 2]. The MEFV gene is composed out of 10 exons and 13 
introns, which make 781 amino acids (aa) long, multifunctional, protein pyrin. One 
of its first described functions is the assembly of an inflammasome. Pyrin acts as 
a pattern recognition receptor (PRR) that senses intracellular danger signals after 
which it binds to an adaptor protein and oligomerizes to form a pyrin inflamma-
some. Subsequently, inflammasome recruits and activates caspase-1, which further 
cleaves pro-inflammatory molecules, such as interleukin (IL)-1β and IL-18 [1, 3, 4].

As a PRR, pyrin seems to recognize downstream effects of a pathogen-driven 
modification and/or inactivation of RhoA GTPases - molecules that regulate actin 
dynamics [3]. By sensing a disturbance in actin signaling, pyrin recognizes common 
virulence mechanisms and starts an immune response. Several pathogen bacteria 
employ actin cytoskeleton for their invasion and survival, and by secretion of 
Rho-inactivating cytotoxins they were shown to activate pyrin inflammasome (e.g. 
Clostridium, Vibrio parahaemolyticus, Bordetella pertussis, Yersinia pestis) [5–7].

Besides, pyrin regulates process of autophagy a highly specific degradation of 
inflammasomes components. With this process pyrin suppresses IL-1β production, 
thereby preventing an excessive inflammation. Additionally, autophagy-based 
secretory pathway enables a group of proteins to exit cytoplasm without entering 
Golgi apparatus, among which is IL-1β [8, 9]. Hence, MEFV mutation-induced 
alterations affect this pathway and may facilitate interleukins secretion.

The pyrin activation requires at least two independent processes: dephosphory-
lation and pyrin inflammasome maturation involving microtubule dynamics [2, 7]. 
In FMF patients with pathogenic MEFV variants there is a hyperreactive state of 
the pyrin inflammasome. It seems that the second control mechanism of pyrin 
activation is lacking, and that pyrin is maintained inactive only by phosphorylation. 
Mutations in the exon 10 do not impact pyrin phosphorylation but may affect the 
control mechanism of microtubule dynamics [4, 7].

2.2 The MEFV mutations and their effect

According to the Infevers registry (the registry of hereditary autoinflammatory 
disorders mutations) there are 377 nucleotide variants identified in the MEFV gene 
so far. Most of them are benign and not involved in pathogenesis of FMF.

The FMF has long been considered an autosomal recessive disease, but with 
description of cases with heterozygote MEFV mutations this definition has changed. 
The mutations may express their effect in either a recessive or a dominant man-
ner, depending on their location in the gene. Generally, those in the exon 10 are 
considered recessive, while other manifest their effect in a heterozygous state and 
are considered dominant (gain-of-function). The most frequently identified FMF-
causing MEFV variants are in the exon 10 and encompass M694V (c.2080A > G), 
M680I (c.2040G > C), and V726A (c.2177 T > C) missense mutations, with the car-
rier frequency of ~10% in the populations of the Mediterranean region [2, 4, 8, 10].
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In order to achieve a better classification of pathogenic MEFV mutations, and to 
set a guidelines for genetic diagnostic testing of hereditary recurrent fevers, Shinar 
et al. [11], adopted the final consensus document that proposed a group of bialelic 
mutations to be used for definition of FMF. This group comprises 14 mutations, 
9 of which are clearly pathogenic (M694V, M694I, M680I, V726A, R761H, A744S, 
I692del, E167D, and T267I), while 5 mutations are designated as of unknown 
significance (E148Q , K695R, P369S, F479L, and I591T).

Depending on the type of mutations, permissive environmental factors and 
genetic background, clinical picture of FMF may vary from typical recurrent 
inflammatory attacks to mild symptoms or asymptomatic cases. The most frequent 
symptoms are recurrent episodes of fever with serosal inflammation, arthralgia 
or arthritis, abdominal pain, and localized erythematous skin rash. Episodes are 
self-limited and usually resolve within 48-72 h. Heterozygous patients usually 
have milder symptoms and shorter and less frequent attacks. Some asymptomatic 
carriers may have elevated inflammatory and oxidative stress biomarkers [4, 10, 
12, 13]. The most concerning long-term complication is renal amyloidosis, and 
renal transplantation is the choice in most end-stage renal disease [14, 15]. Standard 
treatment is a prolonged use of colchicine, although there are resistant cases. One 
potential cause of resistance is the vitamin D deficiency in these patients [16–18].

The M694V homozygote mutation is mostly associated with early onset of 
disease and severe course. It seems that environmental factors have stronger influ-
ence on this mutation [19, 20]. It is interesting to note the impact of environmental 
factors, since patients of the same ethnicity have different phenotype depending on 
the country they live in, i.e. the Eastern or Western Europe. Besides, a set of addi-
tional factors influence the phenotype, such as patient’s age and sex, micro-RNAs, 
immune factors (HLA I gene A), and microbiota [11, 20–22].

2.3 Potential heterozygote advantage of MEFV mutations

The higher frequency of MEFV mutations among multiple populations in the 
Mediterranean region suggests an existence of a heterozygote advantage. Mostly 
accepted theories explaining this assumption are those that recognize mutations 
as an adaptation to yet undetermined endemic infectious agent or, more probably, 
a group of agents. It seems that MEFV’s exon 10 had been exposed to the episodic 
positive selection in primates [2, 4, 23, 24].

Several bacteria secrete invasive factors (toxins) that covalently modify RhoA 
or its regulators. Other may inhibit pyrin inflammasome assembly by keeping it 
in the phosphorylated state, such as a protein YopM produced by bacteria Yersinia 
enterocolitica. Pyrin activation occurs when RhoA GTPases are disabled to promote 
their downstream signaling. In that sense, bacteria Yersinia pestis (bubonic plague- 
bacterium) is proposed as a possible agent that had led to the selection of gain-of-
function MEFV mutations [25]. Other hypotheses imply that mutated pyrin may 
confer a protection against tuberculosis or brucellosis, but without direct evidence 
[2]. Potential association between mutated pyrin and defense against tuberculosis 
is within the processes of autophagy and inflammasome activation. Mycobacterium 
tuberculosis is capable of arresting phagolysosome biogenesis in macrophages and 
prevents inflammasome activation by its Zn-metalloprotease, while mutated pyrin 
mediated stimulation of autophagic pathways may overcome this block [2, 26, 27].

2.4 Diversity of MEFV mutations

Higher frequency of pathogenic MEFV mutations in the Mediterranean basin 
is mainly explained by a founder effect and balancing selection. The M694V and 
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V726A mutations seem to emerge in human genome about 2000 years ago, accord-
ing to their association with specific microsatellite haplotypes in different popula-
tions [21, 28]. Presence of the E148Q (c.442G > C) mutation in different ethnic 
groups in the region supports the hypothesis of its recurrent nature or founder 
effect, probably stemming from the Asian countries, such as China and India, 
where E148Q is also frequent [20, 29]. The M694I (c.2082 G > A) mutation is merely 
present in North Africa and is estimated that occurred in an indigenous population 
of Berbers before colonizations in the 7th century BC [4, 20].

The M694V, M694I, M680I, and V726A mutations are most common in the 
Eastern Mediterranean countries, that is in Turkish, Armenian, Arab, and Jewish 
populations (Figure 1). The carrier rate of the mutations in these populations is 
estimated to be 1:5 to 1:7. Consequently, FMF mainly affects people of these ethnici-
ties [2, 5, 19, 30–32]. The prevalence of MEFV mutations and FMF is much lower 
in the Western Mediterranean countries (France and Spain). Actually, the ethnic 
origin of these patients is usually from populations with higher mutation frequen-
cies. Also, higher prevalence of homozygous mutations in the East might reflect the 
consequence of a local custom of consanguinity marriages [20, 33, 34].

Beside differences in MEFV mutations distribution between countries, there are 
variations within countries as well. For example, in Turkey, 94% of diagnosed FMF 
patients were from central-western parts of the country. However, more than a half 
of them had a family origin from the eastern provinces, pointing to the migration 
routes of mutations and disease [19, 35, 36]. The similarity between MEFV muta-
tions present in Turks and Jordanians can also be explained by the local migrations, 
during the Ottoman Empire [20, 37]. The M694V mutation is the most common 
in Arab FMF patients. Unlike others, Arabs in North Africa have higher rate of 
M694I mutation that is probably acquired through the intermarriages with the local 
autochthonous population [20, 31, 38–43].

There is a dissimilar pattern of MEFV mutations among Jewish population, 
as there is a number of distinct Jewish ethnic groups in Europe. Although the 
aforementioned mutations are mostly present in Jewish FMF patients, their 
exact frequencies differ depending on a country and ethnic group [16, 23]. For 
example, high carrier rate of M694V is identified in Jewish FMF patients living in 
North Africa (Morocco) (11.1%) and Iraq (2.9%), but is rarely observed among 
Ashkenazim [20], while the V726A is prevalent among Ashkenazi (7.4%) and Iraqi 
Jews (12.8%) [44]. In the study of MEFV mutation prevalence in the Israeli society, 
M694V was common mutation among non-Ashkenazi Jews, E148Q was observed in 

Figure 1. 
Allele frequencies of common MEFV mutations in FMF patients (%).
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patients of all ethnic groups, while K695R (c.2084A > G) seem to be characteristic 
mutation present in Jews [45]. In Sephardic Jews, the overall MEFV mutation carrier 
rate is between 1:8 and 1:16 [46], M694V is predominant, while other mutations, 
such as E148Q , P369S (c.459G > T), K695R and V726A, are rare [16].

The M680I mutation is common in Armenians and is associated with milder 
phenotype of the disease. Nevertheless, Armenian patients with FMF have common 
pathogenic mutations as the previous populations, such as M694V (~50%), fol-
lowed by V726A, M680I, and R761H (c.2282G > A) [10, 30, 32].

The E148Q mutation is the most frequent sequence alteration in the general 
population, but its clinical significance is still debatable. It is mostly encountered in 
a heterozygous state in asymptomatic individuals. When in homozygous state it is 
associated with FMF-like disease, with mild symptoms and later onset of disease. 
Thus, with regard to the SHARE recommendations heterozygous E148Q does not 
support the diagnosis of FMF [2, 5, 10, 11].

The P369S and K695R are rare mutations with reduced penetrance, often found 
in asymptomatic carriers or in complex alleles in FMF patients [23, 30, 47]. They 
were relatively common in general Ashkenazi Jewish sample in the USA, with the 
carrier frequency of ~1:5 in FMF patients [16]. The P369S was the most frequent 
mutation in healthy Armenians and it might ameliorate the phenotypic presentation 
of the co-existing exon 10 mutations in patients. P369S homozygotes were even 
observed among the asymptomatic Ashkenazi Jews [16, 30].

Unexpectedly high K695R mutation rate was determined in the countries of 
Central and South-Eastern Europe. This region is characterized with limited 
heterogeneity of MEFV mutations, with only eight different mutations determined 
in healthy subjects and FMF patients (K695R, E148Q , V726A, M694V, F756C, 
I591T, S730F and A744S). The K695R mutation was most common mutation, found 
in 40% of healthy and 32% of FMF patients, which supports the idea that this is a 
common mutation for this region [13, 48].

One another MEFV variation of unknown significance is the R202Q (c.605G>A), 
often considered a polymorphism due to its high heterozygous frequency, among 
healthy individuals. Due to its poor conservation during evolution it is assumed it 
appeared later compared to other common mutations [49]. The R202Q alteration in 
homozygous state was associated with FMF-like symptoms in some cases [47, 50]. In 
our study of MEFV distribution in Serbia, 45% of healthy individuals had heterozy-
gous R202Q , while 10% were homozygotes. Although considered healthy, the homo-
zygotes reported self-limited episodes of fever of unknown origin and unspecific 
abdominal pain [13]. The results indicate a pathogenic role of R202Q homozygosity, 
perhaps along with other permissive environmental and genetic factors of a patient.

In isolated populations there is a greater chance for arising of specific genotypes. 
One example of specific MEFV mutation distribution is an island of Cyprus, due to 
its distinct ancestry and relative isolation in the Mediterranean. The MEFV muta-
tions carrier rate in the Greek-Cypriot patients suspected for FMF is 1:25, with 
V726A, M694V, E167D (c.501G > C) and F479L (c.1437C > G) being the most com-
mon mutations. F479L is very rare elsewhere but in Greek-Cypriots its frequency is 
20.6%. Interestingly, F479L was always co-inherited in cis with E167D mutation. It 
is hypothesized that F479L originated in Cyprus as a founder mutation, from where 
it spread further [51].

It would be ideal when every population would perform a genetic testing for 
MEFV mutations and accordingly establish a set of the most frequent, which could 
be used in a screening for suspected FMF patients, as well as other inflammatory 
conditions, since MEFV mutations are found to be a modifying factor in a number 
of inflammatory and autoimmune diseases [52].
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patients of all ethnic groups, while K695R (c.2084A > G) seem to be characteristic 
mutation present in Jews [45]. In Sephardic Jews, the overall MEFV mutation carrier 
rate is between 1:8 and 1:16 [46], M694V is predominant, while other mutations, 
such as E148Q , P369S (c.459G > T), K695R and V726A, are rare [16].

The M680I mutation is common in Armenians and is associated with milder 
phenotype of the disease. Nevertheless, Armenian patients with FMF have common 
pathogenic mutations as the previous populations, such as M694V (~50%), fol-
lowed by V726A, M680I, and R761H (c.2282G > A) [10, 30, 32].

The E148Q mutation is the most frequent sequence alteration in the general 
population, but its clinical significance is still debatable. It is mostly encountered in 
a heterozygous state in asymptomatic individuals. When in homozygous state it is 
associated with FMF-like disease, with mild symptoms and later onset of disease. 
Thus, with regard to the SHARE recommendations heterozygous E148Q does not 
support the diagnosis of FMF [2, 5, 10, 11].

The P369S and K695R are rare mutations with reduced penetrance, often found 
in asymptomatic carriers or in complex alleles in FMF patients [23, 30, 47]. They 
were relatively common in general Ashkenazi Jewish sample in the USA, with the 
carrier frequency of ~1:5 in FMF patients [16]. The P369S was the most frequent 
mutation in healthy Armenians and it might ameliorate the phenotypic presentation 
of the co-existing exon 10 mutations in patients. P369S homozygotes were even 
observed among the asymptomatic Ashkenazi Jews [16, 30].

Unexpectedly high K695R mutation rate was determined in the countries of 
Central and South-Eastern Europe. This region is characterized with limited 
heterogeneity of MEFV mutations, with only eight different mutations determined 
in healthy subjects and FMF patients (K695R, E148Q , V726A, M694V, F756C, 
I591T, S730F and A744S). The K695R mutation was most common mutation, found 
in 40% of healthy and 32% of FMF patients, which supports the idea that this is a 
common mutation for this region [13, 48].
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appeared later compared to other common mutations [49]. The R202Q alteration in 
homozygous state was associated with FMF-like symptoms in some cases [47, 50]. In 
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zygotes reported self-limited episodes of fever of unknown origin and unspecific 
abdominal pain [13]. The results indicate a pathogenic role of R202Q homozygosity, 
perhaps along with other permissive environmental and genetic factors of a patient.

In isolated populations there is a greater chance for arising of specific genotypes. 
One example of specific MEFV mutation distribution is an island of Cyprus, due to 
its distinct ancestry and relative isolation in the Mediterranean. The MEFV muta-
tions carrier rate in the Greek-Cypriot patients suspected for FMF is 1:25, with 
V726A, M694V, E167D (c.501G > C) and F479L (c.1437C > G) being the most com-
mon mutations. F479L is very rare elsewhere but in Greek-Cypriots its frequency is 
20.6%. Interestingly, F479L was always co-inherited in cis with E167D mutation. It 
is hypothesized that F479L originated in Cyprus as a founder mutation, from where 
it spread further [51].

It would be ideal when every population would perform a genetic testing for 
MEFV mutations and accordingly establish a set of the most frequent, which could 
be used in a screening for suspected FMF patients, as well as other inflammatory 
conditions, since MEFV mutations are found to be a modifying factor in a number 
of inflammatory and autoimmune diseases [52].
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3. Behcet’s disease

Behcet’s disease (BD) is an autoinflammatory and polygenic disease, more 
frequent in Mediterranean countries than in rest of Europe. Most cases are identi-
fied in countries of the Middle East and along the ancient Silk Route. The highest 
prevalence among Mediterranean countries is probably in Turkey, with estimated 
prevalence of 4.2/1000 in Istanbul [53]. This is a rare, sporadic, multi-systemic 
disease with undetermined cause. The main clinical features are constitutional 
symptoms and recurrent fever, oral aphthous, genital ulcers, with gastrointestinal, 
musculoskeletal, neurological, and vascular involvement [54].

Several host genetic factors are implicated in the pathogenesis of BD. The 
strongest is the association with the major histocompatibility complex HLA–B51 
allele, which increases the risk of disease for about 6-fold. Approximately 50% of 
BD patients possess this HLA variant. Besides, HLA-B51 contributes to the specific 
clinical features in BD such as less severe disease course, but a higher frequency of 
ocular manifestations [55, 56].

Behçet’s disease can be a comorbidity of FMF, and vice versa, MEFV mutations 
are common finding in BD patients. Some MEFV alterations are detected more 
often in BD patients than healthy subjects, such as P706 polymorphism. In a cohort 
of Turkish patients, clinical association was found between heterozygous MEFV 
mutation, principally M694V, and vascular involvement [51, 55, 57].

Interestingly, arthritis in BD is self-limiting and nondestructive in nature, 
pointing to the existence of an inherited protective factor/s. Such a role has been 
observed for plasminogen activator inhibitor 1 (PAI-1), which levels were higher in 
synovial fluid of BD patients than healthy. PAI-1 acted protective against destruc-
tive arthritis but had promoting effect towards hyperfibrinolysis in BD vascu-
lopathy. However, PAI-1 common polymorphism 4G/5G was not associated with 
pathogenesis nor development of thrombosis in these patients [58–60].

Besides, several other alterations are described to influence BD occurrence 
and course, including MHC class 1 polypeptide-related sequence, T cell mediated 
cytokine dysregulation (of IL-6, IL-8, IL-10), DNA methylation, etc. [55, 61].

4. Pathophysiology of β-thalassemia syndromes

4.1 Introduction

Genetic disorders referred as the ἀ- and β-thalassemias are caused by defective 
hemoglobin (Hgb) chains (ἀ or β) synthesis and are mostly inherited as a Mendelian 
recessive [62–64]. The name of the disease” thalassemia” is derived from the Greek 
words: thalassa (sea) and haima (blood), implicating the geographical region where 
the disease was initially described due to its high prevalence. Β-thalassemia occurs 
mostly in people with origins near the Mediterranean Sea, Greece, Italy (Sicily, 
Calabria and Sardinia), Turkey, Middle East, India, Southern China, Sub Saharan 
Africa, south America and in the populations of Sephardic Jews and Arabs, with 
Cyprus (14%) and Sardinia (10,3%) having the highest carrier frequency. However, 
the other form of the disease, ἀ-thalassemia, is the most common among the people 
form the Far East, China, Vietnam, Laos, and Cambodia [63, 64].

Although considered as the rare form of the disease, it is confirmed that around 
68,000 children annually are born with the various forms of thalassemia syn-
dromes, whereas 1.5-5% of the worldwide population are considered as the carriers 
of these genetic abnormalities [65–68]. The high frequency of these mutations is 
considered as an evolutional answer to the malaria infections, providing protection 
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against Plasmodium falciparum for the genetic mutation carriers. The aberrant Hgb 
synthesis reduces the half-life of erythrocytes which disables completion of parasite 
maturation cycle [63]. Moreover, the same type of genetic aberrance has been con-
firmed in consanguineous marriages in some countries [64]. However, high rate of 
the migrations of populations caused that individuals with thalassemia-syndromes 
may be found in the US, Australia, Canada, South America and North Europe, 
making it a global health care burden [65–68]. Moreover, the general epidemiologi-
cal estimation is that the prevalence of thalassemia-syndromes is about to increase, 
taking into the consideration the fact that infant mortality declines in low-income 
and middle-income countries [68].

Thalassemias are heterogeneous, inherited, monogenic, Hgb disorders and are 
initially classified as ἀ or β, depending whether genes that control ἀ- or β-globin 
chains synthesis are defective. This knowledge implicates that β-thalassemias 
occur when synthesis of the β-globin chains is reduced (β+) or absent (β-) [62–64]. 
Moreover, clinical, and hematological manifestations depend on how many of 
the genes that code β-globin synthesis are defective and whether those defects are 
homozygous or heterozygous. The phenotype diversity and wide range of disease 
severity lead to introduction of the concept of β-thalassemia-syndromes.

According, three culprit forms that comprise the β-thalassemia-syndromes are 
defined and classified by increasing severity of the symptoms: 1) β-thalassemia 
carrier state, also known as β-thalassemia minor, “heterozygous thalassemia” or 
“thalassemia trait”, 2) β-thalassemia intermedia and 3) β-thalassemia mayor, also 
referred as “Cooley’s anemia” and “Mediterranean anemia”, very severe phenotype, 
that requires blood transfusion for survival (transfusion-dependent anemia) and 
has a questionable outcome. Besides these forms, there are other identified types of 
β-thalassemias, that are associated with various Hgb and/or clinical abnormalities 
or may be autosomal dominant [63, 64]. Persons with most severe forms (major) 
are homozygotes or compound heterozygotes for β0 or β + genes, intermedia type 
may be homozygotes or compound heterozygotes, while the mildest form is pre-
dominantly heterozygotes [62–64].

In the past two decades, individuals affected with β-thalassemia-syndromes are 
experiencing tremendous improvement in the quality of life and overall survival, 
due to the timely diagnosis, adequate therapy, and monitoring of the disease. 
However, up to date, the only cure for the disease represents allogeneic hemopoietic 
stem-cell transplantation.

4.2 Molecular basis

The synthesis of β-globin chains in Hgb molecule physiologically is under 
control of two genes. Any genetic abnormality of the controlling genes, therefore, 
results in the absence or the reduction of the β-chain. The gene for β-chain is 
located in the short arm of chromosome 11, sharing the region and being arranged 
in the order of the development expression, with the functional genes for δ-globin, 
embryonic ε-globin, the fetal A-γ-globin and G-γ-globin, as well as a pseudogene 
(ψβ1) [63]. The molecular and clinical diversity of the β-thalassemias emerges 
from the data that more than 200 genetic mutations have been described up to 
date [63, 64, 68–70]. Accordingly, clinical, and hematological manifestation and 
patients’ prognosis depend on the basis of imbalance of the ἀ- and β-chains synthe-
sis, therefore from the type and the extent of the genetic disturbance.

The identified and defined genetic aberrations are silent mutations (silent 
β-globin), mild mutations (relative reduction of β-globin) and severe mutations 
(complete absence of β-globin, β0) [68]. Nevertheless, these mutations are identi-
fied mostly as single-nucleotide substitutions and insertions of single nucleotides 
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or small oligonucleotides causing the frameshifts in genes that code β-chains. The 
typical genetic abnormalities that were described are promoter mutations, being 
responsible for the milder phenotypes, whereas nonsense, initiation codon, splicing 
and frameshift mutations have been documented in more severe forms of thalas-
semia-syndromes, characterized with the complete absence of β-chains [62, 63]. 
Deletions of the gene are randomly identified aberrations, where the deletional 
removal of one or several genes from the chromosome 11 causes very rare forms of 
thalassemias, designated as δβ-, γδβ- and εγδβ-thalassemia [62].

An autosomal recessive pattern of thalassemia inheritance implicates that both 
parents have to be heterozygotes, owing a copy of a β-globin gene mutation. Possible 
outcomes in the affected family may be that every child has: 1) 25% chance of being 
affected, 2) 50% of being an symptom free and carrier, and 3) 25% of not being 
affected nor a carrier [63, 64].

4.3 Genetic modifiers

Pathophysiological perception why individuals with beta-thalassemia syn-
dromes may clinically appear very heterogeneous, is based on the perseverance of 
three group of factors that may modify the disease. These factors are designated 
as genetic modifiers and are explained as genetic variants that induce differences 
in disease phenotype [64]. Genetic variants that may impact the imbalance of 
globin chains are categorized as primary modifiers. The other pathogenetic fac-
tors that may alleviate the severity of β-thalassemia major are: coinheritance of an 
ἀ-thalassemia gene and fetal Hgb production, within the β-globin cluster and are 
classified as secondary modifiers [62, 68].

Coexistence of ἀ-thalassemia enables decreased ἀ-globin chain synthesis, there-
fore significantly reduces imbalance between the ἀ/non-ἀ-chain in erythrocytes 
[63]. Increased γ-chain synthesis, in adult life, encounters the excess of ἀ-chains, 
therefore enables the survival of the erythrocytes that contain fetal hemoglobin, 
marked as HbF cells. It may be that deletion mutation or point mutation within 
the β-globin gene cluster simultaneously trigger a rise in fetal Hgb production 
[62]. According to some research, the increase of HbF synthesis indicates a single 
nucleotide polymorphism in one of the γ-globin gene promoters or somewhere in 
the globin locus, resulting in the overexpression of the related gene [62]. It was 
reported that HbF, that is highly predominant in individuals with severe forms of 
thalassemia, may account for their improved survival [71]. Moreover, the inverse 
correlation of HbF levels and factors that reflect disease morbidity was observed, so 
as the finding that milder phenotypes present with the increased numbers of HbF 
cells [62, 72]. In addition to this knowledge, it was suggested that certain therapeu-
tic treatments (hydroxyurea) may induce the production of HbF, hence produce less 
of a need for blood transfusion [73].

Tertiary modifiers are recognized to be genetic and environmental factors that 
modulate disease complication rates. The results of the molecular studies revealed 
genetic polymorphisms as possible pathogenetic factors involved in cardiac iron 
overload, hyperbilirubinemia, and Gilbert disease, osteoporosis, and infections 
susceptibility, that occur in patients with β-thalassemia syndromes [63, 68, 74–76].

4.4 Pathophysiology

Essential pathophysiological determinant in β-thalassemia syndromes is the 
uncoupling of the synthesis of the ἀ- and the β-chain, where β-chain synthesis 
is reduced or absent, resulting in the accumulation of ἀ-globin tetramers in the 
erythroid precursors [62–64]. This phenomenon eventually leads to an ineffective 
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erythropoiesis, that is a key feature responsible for various pathophysiological 
consequences during the course of the disease. Erythrocytes and its precursors 
(mostly polychromatophilic erythroblasts) are filled with precipitated ἀ-globin 
tetramers, forming inclusive bodies, causing oxidative membrane damage and sub-
sequent apoptosis [62–64, 77]. Physiologically, biochemical detoxification would be 
efficient to eliminate harmful proteins from the affected cells. Nevertheless, in the 
severe forms of β-thalassemias these pathways are inefficient [62].

Premature erythroid cell death in the bone marrow (ineffective erythropoiesis) 
and in the peripheral blood (hemolysis) cause chronic microcytic-hypochromic 
hemolytic anemia, that is a persistent finding in persons with thalassemia. 
Interestingly, hemolysis is less notable in individuals with severe phenotypes of 
the disease [64]. Chronic hypoxia induces intensive and continuous erythro-
poietin production, resulting in the great expansion of the bone marrow (25–30 
times), subsequent skeletal deformities and the loss of the bone mass [63, 64, 68]. 
Simultaneously, a compensatory extramedullary hematopoiesis occurs, creating 
organomegaly, predominantly of spleen and liver [68]. Nevertheless, if the stimulus 
is extremely potent, all the cell in the body that express hematopoietic potential 
will be affected, resulting in the formation of the pseudotumors [78]. Hemolysis 
will trigger the formation of the gall stones and cholelithiasis and also contributes 
to splenomegaly development. Besides, the thalassemia-syndrome is recognized as 
a hypercoagulable state, since erythroid precursors, during the ineffective eryth-
ropoiesis, may become prothrombotic. Moreover, in association with platelets and 
coagulation disruption, the condition may result in serious vascular manifestations 
such as venous thrombosis [63, 64, 68, 79].

Besides ineffective erythropoiesis and anemia, iron overload also represents 
very important mechanism in the pathogenesis of the thalassemia, contributing 
to development of complications. Iron deposition within the reticuloendothelial 
system in the transfusion- dependent forms of β-thalassemia (major and interme-
dia) represents associated and secondary mechanism in the pathogenesis of iron 
overload. However, it is well defined that the most important pathogenetic factor in 
the hemochromatosis development represents increased iron absorption [80], due 
to the hepcidin downregulation and its deficiency [62, 63].

The apoptosis of the erythroid precursors causes subsequent synthesis and 
secretion of many factors that most likely inhibit hepcidin synthesis in the liver 
[62]. Coupled with this, it should be underlined that hepcidin functions as a 
negative iron regulator, delivering the information between the liver and the red 
blood cells. Its decreased concentrations result in the increased dietary iron absorp-
tion and in release of the iron from its storage (macrophages and hepatocytes). 
The final result is paradoxically and significant dietary iron absorption, regard-
less of the iron tissue deposition due to the blood transfusions and eventually 
 hemochromatosis [62].

The identified molecules that are released from the apoptotic erythroid precur-
sors are growth differentiation factor 15, twisted gastrulation 1, and erythroferrone, 
and all function as hepcidin expression inhibitors [68, 80–83]. The results have been 
conflicting so far, since some research demonstrated their significant increase in 
individuals with β-thalassemia [81, 82], while the others confirmed only increase 
of erythroferrone in animal models [84]. However, their exact function in the 
pathogenesis is yet to be elucidated. Nevertheless, the substitution of the synthetic 
hepcidins represents justified therapy option in patients with the severe forms, as 
already proven experimentally. However, this extensive and progressive iron over-
load in synergy with anemia may deteriorate already insufficient hematopoiesis. 
Iron overload, regardless of its pathogenesis, leads to hemochromatosis and organ 
damage [83, 85].
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4.5 Clinical findings

The main clinical features of β-thalassemia syndromes are anemia and iron 
overload, leading to severe and life threating consequences. The onset and the 
degree of the symptoms severity depend whether the affected individuals present 
as a homozygous phenotype (thalassemia major) or as a homozygotes or com-
pound heterozygotes (thalassemia intermedia). Correspondingly, individuals with 
β-thalassemia minor are usually asymptomatic and may be discovered incidentally, 
having only the discrete changes in the hematological findings.

The onset of symptoms will appear 12 months after the birth, [67–85], at the 
moment when HbF production switches to adult and physiological synthesis of 
HbA is yet to be established [86]. The infants will experience feeding problems, 
recurrent fevers, diarrhea, enlargement of the abdomen and the growth retarda-
tion. If the child has not been diagnosed prenatally, this is the point when the 
diagnosis of thalassemia is determined, and transfusion indicated [63, 64].

Microcytic-hypochromic hemolytic anemia is an obligatory finding in the 
affected individuals, predisposing them to progressive paleness and jaundice. 
Bone marrow expansion secondary to erythroid hyperplasia, lead to significant 
skeletal changes, creating abnormalities of the face and body. People with severe 
phenotypes most often experience frontal bossing, depression of the bridge of the 
nose, mandible and maxilla enlargement with the upper teeth exposure, bone pain, 
osteopenia and osteochondrosis. If spinal impairment occurs during the childhood, 
linear growth is delayed, resulting in the discordance in the length of upper and 
lower limbs [63, 64, 87]. The progressive enlargement of the abdomen is due to the 
hepatosplenomegaly, whereas the masses of extramedullar hematopoietic tissue 
may also be found in the chest or spinal column [63, 64].

Iron overload predominates in the most severe clinical phenotypes. Brown 
pigmentation of the skin, particularly in the areas exposed to the sun, reflects 
systemic hemochromatosis. Predominant sites for iron deposition tend to be spleen, 
liver, myocardium, pancreas, and endocrine glands. Although significant liver 
deposition of iron could be found, its function may be preserved for a long time 
[62]. Ultimately, liver cirrhosis may develop. Cardiac manifestations stand for the 
most adverse outcome of iron overload, whereas arrhythmias, dilated cardiomy-
opathy, and atrial or/and ventricular failure during the course of the disease lead 
to congestive cardiac failure. Endocrine complications primarily develop due to 
the insufficiency of the growth hormone (growth retardation) and sex hormones 
(hypogonadism). Additionally, hormone substitution therapy is commonly 
required for maintaining normal fertility. Other endocrine disturbances may be 
very diverse, including diabetes mellitus, hypothyroidism, hypoparathyroidism, 
hypocorticism, and panhypopituitarism. Pulmonary hypertension may contribute 
to the complexity of the cardiovascular manifestations by deteriorating left heart 
function [79, 88].

Other clinical features in β-thalassemia syndromes are osteoporosis, subclinical 
fractures, nutritional deficiencies, venous thrombosis, chronic B and/or C hepatitis, 
and infections. The risk of hepatocellular carcinoma in patients who develop liver 
cirrhosis remains unchanged even if the proper therapy is performed, due to the 
oxidative DNA damage triggered by chronic iron accumulation [79, 88].

4.6 Laboratory findings and Hgb analysis

Laboratory diagnosis of thalassemia is confirmed based on established red blood 
cells parameters, qualitative and quantitative Hgb analysis and, when necessary, 
molecular assessment. Erythrocyte count may be relatively high, whereas Hgb is 
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reduced <7 mg/dL, mean corpuscular volume (MCV) is between 50 and 70 fL and 
mean corpuscular Hgb (MCH) 12-20 pg. Peripheral blood smear demonstrates 
microcytosis, hypochromia, anisocytosis, poikilocytosis (dacrocytes and ellipto-
cytes), along with the erythroblasts. The number of reticulocytes may remain nor-
mal, without any diagnostic accuracy. In order to differentiate iron deficiency anemia 
form the thalassemia-syndromes, few formulas are available to calculate a thalassemic 
index, but should be performed with caution [63, 64, 89]. In biochemical terms, 
typical β-thalassemia presents with elevated ferritin levels >12 ng/mL, transferrin 
saturation increased to 75-100% and unconjugated hyperbilirubinemia [62, 88].

The most accurate method for β-thalassemia differentiation is quantitative HbA2 
determination. Considering that physiological HbF in adult population is commonly 
less than 1.5%, the results for HbA2 ranging between 3.6 and 7% are considered as 
definite thalassemia values. Nonconclusive or borderline cases, with HbA2 ranging 
between 3.2 and 3.6%, respectively, require further analysis [86, 89]. Additionally, 
PCR-based procedures or β-globin gene sequence analysis are necessary for diag-
nosis confirmation. Besides, in couples with increased risk, a prenatal diagnosis of 
thalassemia may be achieved by chorionic villi sampling (11th gestational week) or 
DNA analysis from harvested fetal cells (15-18th gestational week) [63, 64, 89].

4.7 Therapy approach

Conventional management of β-thalassemia syndromes includes blood trans-
fusion, iron chelation, splenectomy and hemopoietic stem-cell transplantation. 
The introduction of blood transfusion in regular management of β-thalassemia 
has enormously improved quality of life and survival of the affected individuals 
[62–68]. The mayor indication for its initiation, in previously diagnosed patients, 
should be low Hgb level (<7 g/dL), that lasts at least two weeks [64], concerning 
other clinical signs such as growth retardation, skeletal changes and splenomegaly. 
The therapeutic aim of transfusion is to maintain Hgb level at 9-10 g/dL or 11-12 g/
dL in cases of confirmed cardiovascular disease [63, 64, 68, 86]. Although life-
saving approach, blood transfusion has several adverse effects, with iron overload 
and viral infections (hepatitis B, C) being the most common [62–68].

The knowledge that iron cannot be excreted form the human body and that 
patients requiring constant blood transfusions tend to develop iron overload, lead to 
the regular assessment of iron body status. Most conventional method is determina-
tion of serum ferritin levels, that may be monitored in order to initiate chelation 
therapy or may be used as a biomarker of iron chelators efficiency. However, more 
reliable, yet non-invasive method of tissue iron accumulation has been developed. 
Magnetic resonance imaging has been successfully used for liver and cardiac iron 
overload, measuring a tissue iron concentration in mg of iron per gr of dry liver/
heart weight [63, 90, 91]. Also, iron binders (chelators) enable its elimination 
through feces and/or urine and should be initiated after approximately 10-20 
performed transfusions or with ferritin levels above 1000 mg/gL [64, 68].

Splenectomy is indicated in the following cases: enlarged spleen with the risk of 
rupture, severe cytopenia and in patients with the significant blood requirements. 
In patients with splenectomy, infections and subsequent sepsis remain the leading 
cause of mortality [63].

However, the only curable therapy for the thalassemia represents hematopoietic 
stem-cell transplantation [63, 64, 68]. Nevertheless, it was documented that a 
disease-free survival may be achieved in 80% in matched donors and even 65% in 
unrelated donors and umbilical blood cord stem-cells transplantation. Nevertheless, 
this therapy option is still associated with risk and complications, even in the  
high-income countries [92].
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high-income countries [92].
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Considering the monogenic nature of the disease, the most challenging, yet 
possible therapy approach, may be an interference in the globin chains imbalance, 
achieved by gene therapy and genome editing [68]. Alternative pharmaceuti-
cal approaches would be use of agents acting as potent stimulators of late stage 
erythropoiesis and increased hepcidin expression, throughout its substitution or 
stimulation of its endogenous production. Even though there has been a substan-
tial progress in the development of therapy options for individuals affected with 
thalassemia, the best approach to the disease management remains prevention of 
thalassemia births throughout national screening programs [68].

5. Association of HbS, G6PD and FY gene polymorphisms and malaria

5.1 Introduction

Understanding the molecular mechanisms that underlies the adaptation is of 
crucial importance in evolutionary biology. Among the plethora of genes that 
causes adaptive variation in fitness-related features in natural populations, very few 
are identified [93, 94]. The hemoglobins, oxygen-carrying proteins, tightly connect 
cell metabolic activities with environmental conditions and thus represent conve-
nient system for analyzing adaptive changes [93, 94]. Also, inherited disorders of 
hemoglobin are the most common human monogenic diseases [95]. Each year, there 
are between 300,000 and 400,000 newborns with some of the serious hemoglobin 
disorders and up to 90% of them are born in low- or middle-income countries [96].

Hemoglobin is the oxygen-carrying protein of red blood cells (RBCs), normally 
formed of two α-globins and two β-globins that constitute adult hemoglobin A 
(HbA). Without specific medical treatment, the most severe hemoglobinopathies — 
HbSS homozygosity (sickle-cell disease) and the thalassemias major are not 
compatible with life after early childhood. People with HbAS, HbAC, HbCC, HbAE, 
HbEE, and the thalassemias minor have usually normal life expectancy and are 
rarely directly associated with morbidity [97].

Plasmodium spp. parasites represent vector-borne pathogens which attack the 
red cells of reptiles, birds, and primates [98]. Out of five Plasmodium species that 
parasitize and cause malaria in humans, P. falciparum and P. vivax are the most 
common in human populations. P. falciparum is endemic in tropical areas world-
wide, including Mediterranean [99]. Like the other four Plasmodium species, P. 
falciparum is injected into a human skin via female Anopheles spp. mosquitoes as 
a vector. Then, the sporozoites migrate to the liver where they attack hepatocytes 
and develop within them for 7–10 days. As a consequence, numerous merozoites 
are formed which, subsequently, enters erythrocytic stage of RBSs life cycle. In that 
time, typical features of malaria clinical picture develop [97, 98].

As a disease which is a main cause of morbidity and mortality, malaria caused 
by P. falciparum imposed remarkable evolutionary pressure on the human genome.. 
Also, malaria caused by P. falciparum is in relation with numerous genetic poly-
morphisms that are responsible for protection against this disease [97, 100]. 
Hemoglobin mutants S, glucose-6-phosphate dehydrogenase (G6PD) deficiency, 
and Dufy Antigen/Receptor for Chemokines (DARC) gene mutation are mostly dis-
tributed in the areas where P. falciparum malaria is endemic. These genes expression 
have high levels of prevalence in malaria endemic areas which is considered to be 
the consequence of their protective role against P. falciparum [101]. In this context, 
malaria can be defined as an infectious disease that has pronouncedely higher 
selective pressure on the human genome in comparison with all other infectious 
diseases [101]. Polymorphysms of the above-mentioned genes are typical examples 
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of Haldane’s idea of balanced polymorphism. According to this author, balanced 
polymorphism exists when certain genes have fixed high frequency in susceptible 
populations since enhanced fitness encompanied with heterozygotes multiple times 
overweights morbidity and mortality associated with homozygotes and compound 
heterozygotes [102].

5.2 HbS gene polymorphisms and malaria

Sickle hemoglobin (HbS) is best characterized genetic polymorphism tightly 
interconnected with malaria. HbS represents a structural variant of normal adult 
hemoglobin (HbAA) and results from a single point mutation (Glu → Val) on the 
sixth codon of the beta globin gene [103]. Homozygotes for hemoglobin S (HbSS) 
have sickle cell disease that further causes high morbidity and mortality. Also, 
heterozygous for HbS have 10-fold lower risk of dying from malaria compared to 
homozygous [97, 104, 105]. Heterozygotes (HbAS) have generally asymptomatic 
sickle cell disease which does not endanger their lives [106].

It has been found that, in the conditions of selection for fitness against malaria, 
nearly 45 generations (or 1000 years) were necessary to pass until sickle gene 
frequency reached a stable equilibrium [107]. People with HbAS have 50–90% 
lower parasite density [105] in comparison with individuals with normal hemoglo-
bin (HbAA). Sub-Saharan Africa is an area with closely 80% of people born with 
sickle cell anemia and where most P. falciparum malaria cases and deaths occur 
[108]. Besides sub-Saharan Africa, sickle cell anemia is present, although rarely 
with frequency higher than 20–25%, in the Mediterranean region, the Middle East, 
and the Indian subcontinent [95]. There is a strong connection between high HbS 
allele frequency and high malarial endemicity in the world although this finding is 
based on the observations made in Africa: HbS allele frequency gradually increases 
from epidemic areas to endemic areas in Africa which is in accordance with the 
hypothesis that malaria protection by HbS includes the enhancement of innate and 
acquired immunity to P. falciparum [109].

Knowledge of the existing relationship between malaria infection and  extension 
and prevalence of hemoglobinopathies in Mediterranean region are not new 
[102, 110]. Sickle-cell homozygous persons have short life expectancy and com-
monly die before adulthood. However, the gene responsible for sickle cell disease 
“hidden” within the genotype of heterozygous carrier can achieve high frequency 
due to resistance to P. falciparum [111].

There are lots of described biological mechanisms that are considered to be 
responsible for protection against malaria. First, there were only two mechanisms 
described regarding a manner in which the presence of HbS in heterozygotes 
protects against malaria: sickling of circulating infected RBCs and impaired parasite 
growth and oxidant damage [101]. It has been found that formation of sickle RBSc 
shapes under low oxygen presure occured more frequently in RBCs infected with 
P. falciparum compared to uninfected RBCs [112]. When parasite triggers sickling 
of erythrocytes once, sickled cells are removed by macrophages [113]. This action 
of may macrophages’possibly occurs due to their ability to produce and release 
numerous cytokines that further recruit more phagocytic cells [114]. In addition, 
it has been discovered that enchanced sickling was limited to RBCs infected with 
small Plasmodium forms [115]. On the other hand, impaired parasyte growth and 
oxygen damage was discovered thanks to in vitro studies [112]. In the conditions 
of normal oxygen pressure, there were no differences in the invasion, growth, 
and multiplication of P. falciparum in HbAS cells compared to HbAA RBCs. In the 
opposite, hypoxic consitions caused reduced fraction of P. falciparum in HbAS 
cells and a block in the maturation of ring forms to trophozoites and schizonts. 
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interconnected with malaria. HbS represents a structural variant of normal adult 
hemoglobin (HbAA) and results from a single point mutation (Glu → Val) on the 
sixth codon of the beta globin gene [103]. Homozygotes for hemoglobin S (HbSS) 
have sickle cell disease that further causes high morbidity and mortality. Also, 
heterozygous for HbS have 10-fold lower risk of dying from malaria compared to 
homozygous [97, 104, 105]. Heterozygotes (HbAS) have generally asymptomatic 
sickle cell disease which does not endanger their lives [106].

It has been found that, in the conditions of selection for fitness against malaria, 
nearly 45 generations (or 1000 years) were necessary to pass until sickle gene 
frequency reached a stable equilibrium [107]. People with HbAS have 50–90% 
lower parasite density [105] in comparison with individuals with normal hemoglo-
bin (HbAA). Sub-Saharan Africa is an area with closely 80% of people born with 
sickle cell anemia and where most P. falciparum malaria cases and deaths occur 
[108]. Besides sub-Saharan Africa, sickle cell anemia is present, although rarely 
with frequency higher than 20–25%, in the Mediterranean region, the Middle East, 
and the Indian subcontinent [95]. There is a strong connection between high HbS 
allele frequency and high malarial endemicity in the world although this finding is 
based on the observations made in Africa: HbS allele frequency gradually increases 
from epidemic areas to endemic areas in Africa which is in accordance with the 
hypothesis that malaria protection by HbS includes the enhancement of innate and 
acquired immunity to P. falciparum [109].

Knowledge of the existing relationship between malaria infection and  extension 
and prevalence of hemoglobinopathies in Mediterranean region are not new 
[102, 110]. Sickle-cell homozygous persons have short life expectancy and com-
monly die before adulthood. However, the gene responsible for sickle cell disease 
“hidden” within the genotype of heterozygous carrier can achieve high frequency 
due to resistance to P. falciparum [111].

There are lots of described biological mechanisms that are considered to be 
responsible for protection against malaria. First, there were only two mechanisms 
described regarding a manner in which the presence of HbS in heterozygotes 
protects against malaria: sickling of circulating infected RBCs and impaired parasite 
growth and oxidant damage [101]. It has been found that formation of sickle RBSc 
shapes under low oxygen presure occured more frequently in RBCs infected with 
P. falciparum compared to uninfected RBCs [112]. When parasite triggers sickling 
of erythrocytes once, sickled cells are removed by macrophages [113]. This action 
of may macrophages’possibly occurs due to their ability to produce and release 
numerous cytokines that further recruit more phagocytic cells [114]. In addition, 
it has been discovered that enchanced sickling was limited to RBCs infected with 
small Plasmodium forms [115]. On the other hand, impaired parasyte growth and 
oxygen damage was discovered thanks to in vitro studies [112]. In the conditions 
of normal oxygen pressure, there were no differences in the invasion, growth, 
and multiplication of P. falciparum in HbAS cells compared to HbAA RBCs. In the 
opposite, hypoxic consitions caused reduced fraction of P. falciparum in HbAS 
cells and a block in the maturation of ring forms to trophozoites and schizonts. 
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In addition, sickling and destruction of parasites in HbAS and HbSS RBCs at lower 
oxygen tensions (1–5%) more closely mimiced the micro-aerophilic environment of 
post-capillary venules in vivo [112].

The guiding hypothesis regarding the protective effect against malaria in people 
with HbAS suggests that decreased P. falciparum Erythrocyte Membrane Protein 
1 (PfEMP1) [116] expression on infected HbAS RBCs results in lower binding of 
infected cells to the endothelium [117]. As a consequence, only approximately 
one-half the cytoadherence was seen in infected HbAS RBCs. Archer and associates 
have proposed that oxygen-dependent HbS polymerization is a key factor for HbAS 
malaria resistance [118]. They found that intraerythrocytic P. falciparum parasites in 
HbAS RBCs at low oxygen concentrations arrest in cell cycle before DNA replication 
and that HbS polymerization is responsible for this growth arrest.

Among the genetic factors responsible for the protection from malaria is one of 
the complement regulatory proteins − complement receptor 1(CR1). The frequency 
of CR1 polymorphisms is high in a numerous of malaria endemic areas [100]. A 
major receptor for RBCs infected with P. falciparum is human protein CD36 [119]. 
CD36 can be involved in malaria by sequestering infected RBCs thus disabling the 
immune response to this parasite [120]. Some African populations have extremely 
high frequency of CD36 mutation and this CD36 deficiency causes susceptibility 
to severe form of malaria [121]. Important genetic factors involved in resistance to 
malaria are erythrocyte-binding antigens. Special attention was given to erythro-
cyte binding antigen-175 (EBA-175), a protein that binds to glycophorin A, thus 
enabling merozoite entry into erythrocytes [122].

An interesting study regarding host genetic factors responsible for malaria resis-
tance was conducted in Senegal, in the population of children and young adults that 
were 2 to 18 years old. Thanks to the results of this study, three candidate regions in 
the genome of these children were detected and one of them contains a gene related 
with the malaria infection in the 5q31q33 region [123].

One of the newest studies revealed that unfavorable microRNA (miRNA) com-
position in heterozygous HbAS or homozygous HbSS erythrocytes, leads to resis-
tance versus P. falciparum. When erythrocytes are infected with P. falciparum, a part 
of erythrocyte miRNAs can translocate into the parasite. LaMonte et al. found that 
HbAS and HbSS erythrocytes had high number of miR-451 and let-7i integrated 
into essential parasite messenger RNAs, as well as that these miRNAs, together 
with miR-223 are negative regulators of parasite growth [124]. miR-451 fuse with 
transcripts of the regulatory subunit of the parasite’s cAMP-dependent protein 
kinase (PKA-R) and reduce its translation. Therefore, it up-regulates the activity of 
its substrate PKA and disrupts multiple parasite developmental pathways [124].

Piel and associates created extensive geodatabase of HbS allele frequency 
and investigated geographical distribution of malaria [125]. Their HbS allele 
frequency map has shown that throughout majority of the African continent and 
in localized areas in Mediterranean, this allele is present with the frequency of 
>0.5%. According to this geodatabase research, in the Chalkidiki region of Greece, 
southeastern Turkey and in Central Sudan, frequency of this allele was even 
above 6% [125].

One of the models of how hemoglobiopathies protect from malaria is proposed 
by Killian associates [126] and reveals association between reduced cytoadher-
ence phenotype and parasitized hemoglobinopathic erythrocytes. This team used 
conditional protein export system and tightly synchronized cultures of P. falci-
parum. They have showed that exportation of proteins encoded by parasites across 
the parasitophorous vacuolar membrane is more advanced, faster and increased in 
amount in parasitized wild type erythrocytes in comparison with hemoglobino-
pathic erythrocytes.
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Severe malaria is in relation with intraerythrocytic life cycle of P. falciparum and 
the pathological cytoadhesive behavior of parasitized erythrocytes [127, 128]. When 
parasite adheres to the endothelial cells of venular capillaries, it avoids clearance 
mechanisms of spleen. As a consequence, pathological sequelae form within the 
affected blood vessel [127, 128].

Pathological consequences of P. falciparum malaria can possibly be mediated by 
adhesion of infected cells to vascular endothelium either to other uninfected red 
cells (rosetting) or to platelets (clumping). It has also been found that variant of 
erythrocytes infected with P. falciparum do not have noticeable differences regard-
ing their adhesive phenotypes in comparison with erythrocytes of normal individu-
als infected with this parasite [129].

There are two main phenotypes of parasite-infected RBCs (iRBCs) and both 
express PfEMP1 [130, 131]. First type of iRBCs mediate iRBCs binding to the endo-
thelial receptors (“cytoadherence”) [132] and the second mediate iRBCs binding 
to uninfected RBCs (“rosetting”) [133, 134]. Different iRBCs phenotypes differ in 
various PfEMP1 that are responsible for binding of iRBCs to microvascular endo-
thelial cells, placental syncytiotrophoblasts or uninfected RBCs [135–137].

Usually, hemoglobin S does not increase IgG responses to various P. falciparum 
proteins [138], but it can potentially enhance IgG responses to PfEMP1, which 
is the main cytoadherence ligand and virulence factor [139]. In an in vitro study, 
HbAS affected the trafficking system that directs PfEMP1 to the surface of infected 
erythrocytes. Using cryo-electron tomography, it has been shown that within the 
cytoplasm of normal RBCs, the parasite proteins are transported to the surface via a 
parasite-generated host-derived actin cytoskeleton. In addition, hemoglobin oxida-
tion products disrupted this process in HbAS red cells [140].

Exact pathogenic mechanisms of malaria caused by P. falciparum are still 
unknown due to numerous parasite virulence factors, host susceptibility traits, 
and innate and adaptive immune responses that modify the occurrence of various 
malaria syndromes [141, 142].

The most important reason for the high frequency of hemoglobin disorders in 
tropical countries is natural selection through protection of heterozygotes against 
severe malaria. Protection observe in HbAS is reflected in protection against severe 
form of malaria and probably, to some extent, against mild malaria [129]. Natural 
selection is not the only mechanism responsible for high HbS gene frequency 
[102, 106, 107]. The others are high frequency of consanguineous marriages and 
epidemiological transition [98]. In addition, different distribution of some hemo-
globin disorders in different populations is an example of founder effects by their 
original inhabitants [143].

Thanks to the studies conducted in vitro, various researches united on general 
hypothesis that protection from malaria is the result of impairment in the inva-
sion and growth of P. falciparum parasites into HbAS red cells under conditions of 
low oxygen tension that were physiologically representative of in vivo conditions 
[112, 144]. Afterwards, a lot of alternative hypothesis have been developed includ-
ing the one that refers to the enhanced removal of parasite infected HbAS RBCs. 
This mechanism could be related with sickling of these cells under low oxygen 
tension [112, 115, 145] causes their premature destruction in the spleen [112]. 
Specifically, Shear and associates have observed that protective effect of HbS can be 
lost on the model of transgenic mice that were subjected to splenectomy [146].

There are few researches that suggest that protection against malaria can be 
achieved not only through innate immunity, but also via acquired immunity. For 
example, in populations naturally exposed to P. falciparum, protective effect of 
HbAS increases with age [147, 148]. This is in accordance with recent studies on 
a mouse model which proposes an immuno-modulatory mechanism mediated 
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throughout hemoxygenase-1 [149]. The problem with these findings when translat-
ing into human populations is metabolic difference between sickling disorders of 
mice and human sickle-cell traits [95].

5.3  Glucose-6-phosphate dehydrogenase (G6PD) gene polymorphisms and 
malaria

The Glucose-6-phosphate dehydrogenase (G6PD) is a “housekeeping” gene 
located on long (q) arm of the X chromosome at position 28 – Xq28 [150]. This gene 
encodes an enzyme named glucose-6-phosphate dehydrogenase that acts in almost 
all types of cells thus providing normal carbohydrates processing [151]. The most 
important role of G6PD is in RBCs, where this enzyme is involved in protection of 
RBCs from damage and early destruction [152].

Glucose-6-phosphate dehydrogenase deficiency is a genetic disorder that mainly 
affects RBCs, thus causing premature destruction of these cells called hemolysis 
[153]. Besides causing hemolytic anemia, G6PD has an evolutive advantage regard-
ing the protection against malaria. A consequence of the reduced amount of 
functional G6PD makes difficult pathway for parasites to invade RBSc [154]. G6PD 
gene insufficiency is the most frequent in malaria endemic areas. When it comes to 
Mediterranean, the highest noted frequency of this gene is in Mediterranean parts 
of Africa, southern Europe and in the Middle East [153].

Interestingly, G6PD deficient patients in Africa, where this type of deficiency is 
endemic, have milder consequences as well as relatively higher enzyme activity in 
comparison with patients from Mediterranean and Asia [155].

G6PD deficiency gives especially high protection from falciparum malaria infec-
tion [156, 157]. Among more than 400 variants of G6PD that differs in biochemi-
cal characteristics, enzyme kinetics, physicochemical characteristics, and other 
parameters [158] is G6PD B+ which is the most common variant of this enzyme. 
G6PD B+ is used as standard for normal enzyme activity and electrophoretic mobil-
ity and, therefore, for identification of other variants. In the area of Mediterranean, 
special place belongs to G6PD Mediterranean variant [159] which has less than 10% 
of the enzyme activity of G6PD B+ while its electrophoretic mobility is similar to 
G6PD B+ [160]. Two-point mutations in gene for this enzyme were identified. One 
mutation is cytosine to thymine mutation at nucleotide number 563, which causes 
substitution of serine with phenylalanine [161]. At nucleotide number 1311, change 
of cytosine with thymine represents a silent mutation [162].

A research conducted by Barišić et al. in the Dalmatinian region of Croatia 
resulted in discovering a new variant of G6PD named G6PD Split [163]. Change of 
cytosine to guanine at nucleotide 1442 caused substitution of proline with arginine 
which led to moderate enzyme deficiency. Besides this novel variant of G6PD dis-
covered in one patient, other 23 unrelated patients with low G6PD activity had five 
other well-known variants and three patients had uncharacterized forms of G6PD 
mutations. The most represented form found in nine patients was G6PD Cosenza. 
G6PD Cosenza was first found in Calabria region of southern Italy and represents 
the consequence of change of guanine into cytosine at nucleotide 1376. This substi-
tution changes Arginine to Proline [164]. G6PD Cosenza mutation is severe G6PD 
deficiency frequently jointed with hemolysis.

Around 400 million people from all over the World carry at least one deficient 
variant of G6PD gene. The frequency of those mutations varies in different popula-
tions [165]. In Africans and Afro-Americans G6PD A- is the most common mutation 
which has a gene frequency of 11%. G6PD B (Mediterranean) is a more severe defi-
ciency usually found in Mediterranean area. Since Mediterranean represents a large 
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region, the prevalence of this mutation varies from 2 to 20% in Greece, Turkey, and 
Italy, up to the 70% which is the prevalence characteristic for Kurdish Jews [165, 166].

5.4 FY gene polymorphisms and malaria

In addition to the role it plays in transfusion incompatibility and hemolytic 
disease of newborns, Duffy Blood Group System is important in medicine due to its 
association with the invasion of RBCs by the parasite P. vivax. Outside Africa, P. vivax 
is the most widespread malaria parasite species, with 40% of cases in the Eastern 
Mediterranean [167]. Without Duffy antigens on their surface, RBCs are relatively 
resistant to P. vivax [168]. There are six types of Duffy antigens (Fya, Fyb, Fy3, Fy4, 
Fy5, and Fy6), out of which only Fy3 has a clinical significance. Duffy antigens are 
also receptors for chemicals secreted by blood cells during inflammation [169].

Duffy-Antigen Chemokine Receptor (DARC) is a glycosylated transmembrane 
protein receptor which, among other roles, serves as a receptor for P. vivax. DARK 
crosses the membrane seven times and has an extracellular epitope, N-terminal 
domain responsible for RBC invasion by P. vivax merozoites [170, 171]. Two exons 
(FyA and FyB) of FY gene are encoded by the co dominant FyA and FyB alleles 
located on human chromosome 1 [172]. The difference between these two alleles 
is a non-synonymous mutation, specifically substitution of guanine to adenine 
at nucleotide 125, which was enough to determine the two antithetical antigens 
[173]. Based on this variation, four phenotypes within Duffy Blood Group System 
were identified: Fy (a + b-), Fy (a-b+), Fy (a-b-) and Fy (a + b+) [174]. The non-
functional allele Fy*O is the consequence of a mutation in the gene promoter at −33 
nucleotide that changed thymine to cytosine which abolish its expression in the 
erythrocyte cell lineage [175, 176].

Individuals with Fy (a-b-) phenotype are resistant to P. vivax invasion [177]. 
This was shown in the study which included 11 volunteers. The individuals affected 
with malaria were Fy (a+) or Fy (b+). In the countries of West Africa, frequency 
of the Fy (a-b-) phenotype is a high while the incidence of P. vivax malaria is low 
[178]. Virtual absence of P. vivax malaria in populations with widespread DARC 
negativity is the proof of the substantial importance of the Duffy binding protein 
(DBP)–DARC interaction [179]. It is important to emphasize that Fy (a − b−) 
does not protect from P. falciparum which therefore can infect RBCs of any Duffy 
phenotype [169].

While P. falciparum can enter human RBCs through series of receptors on their 
surface, RBCs invasion by P. vivax depends on an interaction with the Fya or Fyb 
antigens [169, 180]. Therefore, in the regions of Africa where Fy (a-b-) phenotype is 
stable within various ethnic groups, the transmission of P. vivax is not usual [181]. On 
the other hand, individuals with Fy (a-b+) or Fy (a + b-) genotypes that express half 
the level of Duffy antigens on RBCs compared to Fy (a-b-) homozygotes are less sen-
sitive to blood stage infection by P. vivax. Therefore, parasitemia by P. vivax might be 
inhibited by total or partial restriction access of P. vivax to Duffy antigen [182, 183].

Phenotypic differences in susceptibility to malaria are the results of Fy gene 
polymorphism. Individuals that carry Duffy antigen-negative allele hidden within 
heterozygous genotype have significantly reduced adherence of the DBP ligand 
domain (DBPII) to erythrocytes [184]. On the other hand, people with Fya phe-
notype have 30–80% lower risk of clinical vivax malaria, but not for falciparum 
malaria [185]. In the countries of Southeast Asia that are the source of P. vivax, the 
Fya allele is fixed [186], while Fyb is represented in the populations in North and 
Northern-central Europe. This kind of distribution of Fy alleles indicates a selective 
advantage against P. vivax malaria [185].
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region, the prevalence of this mutation varies from 2 to 20% in Greece, Turkey, and 
Italy, up to the 70% which is the prevalence characteristic for Kurdish Jews [165, 166].

5.4 FY gene polymorphisms and malaria

In addition to the role it plays in transfusion incompatibility and hemolytic 
disease of newborns, Duffy Blood Group System is important in medicine due to its 
association with the invasion of RBCs by the parasite P. vivax. Outside Africa, P. vivax 
is the most widespread malaria parasite species, with 40% of cases in the Eastern 
Mediterranean [167]. Without Duffy antigens on their surface, RBCs are relatively 
resistant to P. vivax [168]. There are six types of Duffy antigens (Fya, Fyb, Fy3, Fy4, 
Fy5, and Fy6), out of which only Fy3 has a clinical significance. Duffy antigens are 
also receptors for chemicals secreted by blood cells during inflammation [169].

Duffy-Antigen Chemokine Receptor (DARC) is a glycosylated transmembrane 
protein receptor which, among other roles, serves as a receptor for P. vivax. DARK 
crosses the membrane seven times and has an extracellular epitope, N-terminal 
domain responsible for RBC invasion by P. vivax merozoites [170, 171]. Two exons 
(FyA and FyB) of FY gene are encoded by the co dominant FyA and FyB alleles 
located on human chromosome 1 [172]. The difference between these two alleles 
is a non-synonymous mutation, specifically substitution of guanine to adenine 
at nucleotide 125, which was enough to determine the two antithetical antigens 
[173]. Based on this variation, four phenotypes within Duffy Blood Group System 
were identified: Fy (a + b-), Fy (a-b+), Fy (a-b-) and Fy (a + b+) [174]. The non-
functional allele Fy*O is the consequence of a mutation in the gene promoter at −33 
nucleotide that changed thymine to cytosine which abolish its expression in the 
erythrocyte cell lineage [175, 176].

Individuals with Fy (a-b-) phenotype are resistant to P. vivax invasion [177]. 
This was shown in the study which included 11 volunteers. The individuals affected 
with malaria were Fy (a+) or Fy (b+). In the countries of West Africa, frequency 
of the Fy (a-b-) phenotype is a high while the incidence of P. vivax malaria is low 
[178]. Virtual absence of P. vivax malaria in populations with widespread DARC 
negativity is the proof of the substantial importance of the Duffy binding protein 
(DBP)–DARC interaction [179]. It is important to emphasize that Fy (a − b−) 
does not protect from P. falciparum which therefore can infect RBCs of any Duffy 
phenotype [169].

While P. falciparum can enter human RBCs through series of receptors on their 
surface, RBCs invasion by P. vivax depends on an interaction with the Fya or Fyb 
antigens [169, 180]. Therefore, in the regions of Africa where Fy (a-b-) phenotype is 
stable within various ethnic groups, the transmission of P. vivax is not usual [181]. On 
the other hand, individuals with Fy (a-b+) or Fy (a + b-) genotypes that express half 
the level of Duffy antigens on RBCs compared to Fy (a-b-) homozygotes are less sen-
sitive to blood stage infection by P. vivax. Therefore, parasitemia by P. vivax might be 
inhibited by total or partial restriction access of P. vivax to Duffy antigen [182, 183].

Phenotypic differences in susceptibility to malaria are the results of Fy gene 
polymorphism. Individuals that carry Duffy antigen-negative allele hidden within 
heterozygous genotype have significantly reduced adherence of the DBP ligand 
domain (DBPII) to erythrocytes [184]. On the other hand, people with Fya phe-
notype have 30–80% lower risk of clinical vivax malaria, but not for falciparum 
malaria [185]. In the countries of Southeast Asia that are the source of P. vivax, the 
Fya allele is fixed [186], while Fyb is represented in the populations in North and 
Northern-central Europe. This kind of distribution of Fy alleles indicates a selective 
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6. Conclusions

Genetic specificities of Mediterranean region described in this chapter are 
a good example of how important role genetic diversity plays in adaptability to 
local environment. Recognition of these specific genetic traits, of the region, is of 
considerable clinical importance. Carrier identification, genetic counseling and 
prenatal diagnosis still represent a corner stone in the management of thalassemia-
syndromes and various hemoglobiopathies. Due to variable frequencies of different 
MEFV mutations, their genotypes and prevalence should be determined in every 
population, in order to make reference frameworks for mutation screening when 
needed.
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Abstract

The DNA sequences are different between the distinct individuals and these 
variations produce the species genetic diversity. SARS-CoV-2 virus is a zoonotic 
SARS-like coronavirus that spreads globally, causing the COVID-19 pandemic dis-
ease. The immune response genes are the most various and different in the human 
genome, correlating with infectious diseases. Genetic variants in the angiotensin-
converting enzyme 2 (ACE2) receptor, TMPRSS2, HO-1, BCL11A, and CYP2D6 are 
predicted to either encourage or inhibit the interaction with the viral proteins and 
subsequently contribute to coronavirus genetic risk factors. The genetic susceptibil-
ity to SARS-CoV-2 was investigated by analyzing different genes’ polymorphisms 
such as ACE2 and TMPRSS2, HO-1, and BCL11A. A specific genetic susceptibility to 
COVID-19 was found through different populations in TMPRSS2, ACE2, HO-1, and 
BCL11A genes. Particularly, ACE2 gene polymorphisms were shown to be correlated 
with pulmonary and cardiovascular conditions by modifying the angiotensinogen-
ACE2 system, which recommends the possible explanations of COVID-19 suscep-
tibility based on genetic diversity. Moreover, the COVID-19 treatment could be 
complicated by such genetic polymorphisms. In conclusion, a good characteriza-
tion of functional polymorphisms and the host genetics can assist in identifying 
the pathophysiology of the disease pathway to stratify the risk evaluation and to 
personalize the treatment procedures.

Keywords: gene polymorphisms, infectious diseases, host genetics, SARS-CoV-2, 
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1. Introduction

Infectious diseases have been and continue to be a source of concern and intimi-
dation for human and animal life, and due to the absence of effective strategies 
in disease control, epidemics appear and spread day after day and cause a signifi-
cant increase in mortality. Over decades, genetic and genomic studies provided 
invulnerable evidence that the host showed a genetic variation in its response to 
infectious agents, that may otherwise affect epidemiological risks, morbidity, and 
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1. Introduction

Infectious diseases have been and continue to be a source of concern and intimi-
dation for human and animal life, and due to the absence of effective strategies 
in disease control, epidemics appear and spread day after day and cause a signifi-
cant increase in mortality. Over decades, genetic and genomic studies provided 
invulnerable evidence that the host showed a genetic variation in its response to 
infectious agents, that may otherwise affect epidemiological risks, morbidity, and 
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survival [1–4]. Determining the host genetic implications in the risk of the epi-
demic and its severity remains the biggest obstacle to the infectious disease research 
progression [5, 6]. Because of the large size of the samples required by quantitative 
genetic studies, the definition of disease resistance based on individual mortality 
must be changed because it is easy in any case to know if the subjects’ mortality 
was happening due to the exposition to infectious diseases or not. But, this is not 
true in the case of survival because it is multisided, and it may depend not only on 
an individual’s resistance to infectious agents but also on his ability to survive after 
getting a disease or infection [7, 8].

Obviously, interest has increased in the infectivity genetic regulation, which can 
be described as the capability of a pathogen to infect an individual upon contact. 
Comprehension of the genetic regulation of infectivity is especially relevant if there 
are contrary genomic associations between these traits and elements of tolerance or 
resistance [9–11]. Such unfavorable genetic associations could be arising if sub-
jects with much genetic survival not only come over with infection but also have a 
tendency to shed more pathogens [12]. Endurance and resistance infectivity may be 
controlled by several gene sets with variable contributions, both in degree and direc-
tion for survival [7, 13]. Despite this, no study has investigated these three traits at 
the same time. It is worth noting that plenty of quantitative genetic studies revealed 
variation in genetic resistance [2, 14–16], however, only a few studies showed a 
genetic difference in disease survival [7, 8]. In the context of infectious diseases, 
genomic selection may definitely restrict the spread of the disease by implementing 
a mechanism for determining high-risk people of infection [1].

Almost two decades after the outset of the Severe Acute Respiratory Syndrome 
(SARS), produced by a beta coronavirus, recently called SARS-CoV-1, the world 
was surprised by the emergence of a more virulent and infectious new virus in late 
2019. This virus soon spread to almost all parts of the world and quickly reached 
the epidemic disease state [17]. The new coronavirus 2019 (COVID-19) outbreak 
originated from the SARS-CoV-2 virus suddenly became a major public health 
threat. COVID-19 is characterized by different types of clinical characterizations: 
affected patients can be asymptomatic, symptomatic with mild respiratory symp-
toms, or manifest severe pneumonia [18–21]. It is noted that these estimations are 
variable and began to approach accuracy as more cases are described, examined, 
and analyzed. Curiously enough, there is a clear difference in these estimations 
among different countries, worthy to mention that, the differences in the severity of 
the virus were recorded between the sexes and different age categories [18, 20, 22]. 
The infected cases have increased drastically [23]. Transmission from one person 
to another has been confirmed [24]. The virus was discovered in Bronchoalveolar 
lavage (BAL) [22], saliva and nasopharyngeal swabs [25], sputum [26], and throat 
[27, 28]. Even though the number of patients with COVID-19 was asymptomatic or 
mildly symptomatic still indecisive until now, but some studies have suggested that 
the percentage is between 40 and 80% [29, 30].

Among the most debatable characteristics in the clinical course and patho-
genesis of COVID-19 is the heterogeneous hazard in the development to the acute 
form. Some significant clinical factors have been specified as severe disease predic-
tors in different populations around the world, essentially include old age, male 
sex, obesity, and presence of multiple co-morbidities, such as diabetes mellitus, 
hypertension (HTN), cardiovascular disease, and impaired liver and renal function 
[20, 31–33]. In fact, some patients continue completely without symptoms until 
the final viral shedding, however, others experience a highly aggressive form of the 
disease [34–39]. These severe cases in the clinical picture of COVID-19 firmly pro-
pose that other co-factors may have a vital role in modifying disease development 
and progression. The suppressed immune response in the elders, co-morbidities, 
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or smoking condition, may explain the variances in the COVID-19 disease severity 
between individuals and populations [40], but severe disease has also been detected 
in young persons, apparently free from these risk factors. This shows that most 
risk factors clarifying COVID-19 disease severity are yet mysterious. Therefore, to 
recognize the mechanisms beyond COVID-19 disease severity is critical to provide 
suitable protective measures and sufficient triage approaches, drug innovation 
processes, and eventually the pandemic control. The genetic diversity between 
hosts can be explained the big difference in the incidence of SARS CoV-2 rates and 
the severity of COVID 19.

In this chapter, we will focus on some genetic variants and their implications for 
the severity of COVID-19. From these genes, we will take the consideration of the 
ACE2, TPRSS2, HO-1, and BCL11A genes, and the association between the DNA 
polymorphisms of these genes with the genetic susceptibility of the COVID-19, 
Whereas, systematic investigation of the functional polymorphism in these genes 
among diverse populations could tile the way for reliable medicine and personalized 
treatment approaches for COVID-19, this will call genetics to take the initiative in 
combating the virus pandemic.

2. Pathways of cellular infection by SARS-CoV-2

SARS-CoV-1 and SARS-CoV-2 connect to a similar receptor on the surface 
of human cells, known as angiotensin-converting enzyme 2 (ACE2) [41]. This 
complex particularly includes the receptor-binding domain (RBD) positioned 
within the virus spike protein (S protein). However, recent laboratory studies have 
revealed that unlike SARS-CoV-1, the SARS-CoV-2 RBD favors creating a greater 
binding capacity (i.e. 1204 versus 998 Å) [41, 42]. The SARS-CoV-2 infects and 
enters the infected cell by binding the viral spike protein with ACE2 of the host cell 
through the RBD. Even so, the splitting of spike protein needs to be done by human 
protease, where S protein subunits (S1 and S2) are broken apart from each other, 
with the last domain undergoes considerable structural modifications necessary 
to bind with the cell membrane of the host cell [43]. The transmembrane serine 

Figure 1. 
Illustration of the COVID-19 virus spike protein. Across ACE-2 receptors, the spike invades the cell. Afterward, 
the spike is cleaved by the host cell proteases, membrane protease 2 (TMPRSS2), and furin, which results in 
COVID-19 infection activation [48].
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survival [1–4]. Determining the host genetic implications in the risk of the epi-
demic and its severity remains the biggest obstacle to the infectious disease research 
progression [5, 6]. Because of the large size of the samples required by quantitative 
genetic studies, the definition of disease resistance based on individual mortality 
must be changed because it is easy in any case to know if the subjects’ mortality 
was happening due to the exposition to infectious diseases or not. But, this is not 
true in the case of survival because it is multisided, and it may depend not only on 
an individual’s resistance to infectious agents but also on his ability to survive after 
getting a disease or infection [7, 8].

Obviously, interest has increased in the infectivity genetic regulation, which can 
be described as the capability of a pathogen to infect an individual upon contact. 
Comprehension of the genetic regulation of infectivity is especially relevant if there 
are contrary genomic associations between these traits and elements of tolerance or 
resistance [9–11]. Such unfavorable genetic associations could be arising if sub-
jects with much genetic survival not only come over with infection but also have a 
tendency to shed more pathogens [12]. Endurance and resistance infectivity may be 
controlled by several gene sets with variable contributions, both in degree and direc-
tion for survival [7, 13]. Despite this, no study has investigated these three traits at 
the same time. It is worth noting that plenty of quantitative genetic studies revealed 
variation in genetic resistance [2, 14–16], however, only a few studies showed a 
genetic difference in disease survival [7, 8]. In the context of infectious diseases, 
genomic selection may definitely restrict the spread of the disease by implementing 
a mechanism for determining high-risk people of infection [1].

Almost two decades after the outset of the Severe Acute Respiratory Syndrome 
(SARS), produced by a beta coronavirus, recently called SARS-CoV-1, the world 
was surprised by the emergence of a more virulent and infectious new virus in late 
2019. This virus soon spread to almost all parts of the world and quickly reached 
the epidemic disease state [17]. The new coronavirus 2019 (COVID-19) outbreak 
originated from the SARS-CoV-2 virus suddenly became a major public health 
threat. COVID-19 is characterized by different types of clinical characterizations: 
affected patients can be asymptomatic, symptomatic with mild respiratory symp-
toms, or manifest severe pneumonia [18–21]. It is noted that these estimations are 
variable and began to approach accuracy as more cases are described, examined, 
and analyzed. Curiously enough, there is a clear difference in these estimations 
among different countries, worthy to mention that, the differences in the severity of 
the virus were recorded between the sexes and different age categories [18, 20, 22]. 
The infected cases have increased drastically [23]. Transmission from one person 
to another has been confirmed [24]. The virus was discovered in Bronchoalveolar 
lavage (BAL) [22], saliva and nasopharyngeal swabs [25], sputum [26], and throat 
[27, 28]. Even though the number of patients with COVID-19 was asymptomatic or 
mildly symptomatic still indecisive until now, but some studies have suggested that 
the percentage is between 40 and 80% [29, 30].

Among the most debatable characteristics in the clinical course and patho-
genesis of COVID-19 is the heterogeneous hazard in the development to the acute 
form. Some significant clinical factors have been specified as severe disease predic-
tors in different populations around the world, essentially include old age, male 
sex, obesity, and presence of multiple co-morbidities, such as diabetes mellitus, 
hypertension (HTN), cardiovascular disease, and impaired liver and renal function 
[20, 31–33]. In fact, some patients continue completely without symptoms until 
the final viral shedding, however, others experience a highly aggressive form of the 
disease [34–39]. These severe cases in the clinical picture of COVID-19 firmly pro-
pose that other co-factors may have a vital role in modifying disease development 
and progression. The suppressed immune response in the elders, co-morbidities, 
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or smoking condition, may explain the variances in the COVID-19 disease severity 
between individuals and populations [40], but severe disease has also been detected 
in young persons, apparently free from these risk factors. This shows that most 
risk factors clarifying COVID-19 disease severity are yet mysterious. Therefore, to 
recognize the mechanisms beyond COVID-19 disease severity is critical to provide 
suitable protective measures and sufficient triage approaches, drug innovation 
processes, and eventually the pandemic control. The genetic diversity between 
hosts can be explained the big difference in the incidence of SARS CoV-2 rates and 
the severity of COVID 19.

In this chapter, we will focus on some genetic variants and their implications for 
the severity of COVID-19. From these genes, we will take the consideration of the 
ACE2, TPRSS2, HO-1, and BCL11A genes, and the association between the DNA 
polymorphisms of these genes with the genetic susceptibility of the COVID-19, 
Whereas, systematic investigation of the functional polymorphism in these genes 
among diverse populations could tile the way for reliable medicine and personalized 
treatment approaches for COVID-19, this will call genetics to take the initiative in 
combating the virus pandemic.

2. Pathways of cellular infection by SARS-CoV-2

SARS-CoV-1 and SARS-CoV-2 connect to a similar receptor on the surface 
of human cells, known as angiotensin-converting enzyme 2 (ACE2) [41]. This 
complex particularly includes the receptor-binding domain (RBD) positioned 
within the virus spike protein (S protein). However, recent laboratory studies have 
revealed that unlike SARS-CoV-1, the SARS-CoV-2 RBD favors creating a greater 
binding capacity (i.e. 1204 versus 998 Å) [41, 42]. The SARS-CoV-2 infects and 
enters the infected cell by binding the viral spike protein with ACE2 of the host cell 
through the RBD. Even so, the splitting of spike protein needs to be done by human 
protease, where S protein subunits (S1 and S2) are broken apart from each other, 
with the last domain undergoes considerable structural modifications necessary 
to bind with the cell membrane of the host cell [43]. The transmembrane serine 

Figure 1. 
Illustration of the COVID-19 virus spike protein. Across ACE-2 receptors, the spike invades the cell. Afterward, 
the spike is cleaved by the host cell proteases, membrane protease 2 (TMPRSS2), and furin, which results in 
COVID-19 infection activation [48].



Genetic Variation

180

protease 2 (TMPRSS2), together with lysosomal cathepsins, considers one of the 
most crucial proteases in this approach [44]. Moreover, a type 1 membrane-bound 
enzyme (furin), also splits the site between SARS-CoV-2 spike protein (both S1 
and S2 subunits). Most significantly, furin can be expressed in numerous organs, 
involving the lungs. Furin stimulates the splitting of spike protein (S1/S2) after 
the binding of SARS-CoV-2 to ACE2 receptor, and this stimulation by itself is 
necessary to enter the virus into the cell [45]. This different pathway, which 
includes furin-mediate activation, would allow SARS-CoV-2 to be less dependent 
on co-expressions of TMPRSS2 on the cell surface of the infect cells. Hence, 
SARS-CoV-2 could be able to enter a wide range of low TMPRSS2 expressing cells. 
Lastly, disintegrin and metalloproteinase domain-containing protein 17 (ADAM17) 
stimulate the release of ectodomains for a number of transmembrane proteins, such 
as ACE2 [46]. Therefore, increased ADAM17 activity is thought to be correlated 
with increased shedding of ACE2 and eventually decreases the possibility of cellular 
entry by SARS-CoV-2 [47] (Figure 1).

3. ACE2 expression in human tissues

The expression of ACE2 in the different human tissues was controversial because 
ACE2 was newly identified as a major binding site across which SARS-CoV-2 
enters human host cells. Recently, many studies were performed to detect the cell 
types where ACE2 receptor is mainly expressed, which could describe the possible 
SARS-CoV-2 targets. One study was conducted to address the expression of ACE2 in 
various natural human tissues, and the analysis of the results regarding age and sex. 
Highest ACE2 expression levels were detected in the tissues of the small intestine, 
testicle, thyroid heart, adipose tissues, and kidneys. Esophagus, pancreas, lungs, 
liver, adrenal gland bladder, and colon were found to express the intermediate level 
while the lowest expression was found in the stomach nerves, blood vessels, uterus, 
muscle, spleen, bone marrow, and brain. Regarding lungs, the levels of ACE2 
expression were upregulated and downregulated in relation to the immune pattern 
of men and women respectively [49]. ACE2 also was expressed in certain types of 
epithelial cells in the airway, such as type II alveolar epithelial cells and ciliated nasal 
epithelium. Moreover, it was found to be highly co-expressed with the TMPRSS2 
in the nasal epithelium, which explains their higher infectivity by COVID-19 [50]. 
ACE2 is localizing also on the oral cavity mucosa. For now, these results revealed 
the underlying mechanism that the oral cavity poses a significant potential risk 
for 2019-nCoV susceptibility, and ACE2 was also expressed in lymphocytes inside 
the oral mucosa [51]. These findings have reminded us that COVID-19 attacks the 
lymphocytes and causes lymphopenia, mostly in severe forms of the disease [52].

More importantly, ACE2 also are expressed in endothelial cells [53]. That 
explains why COVID-19 disease affects multiorgan in the patients [54]. these results 
indicate that SARS-CoV-2 virus promotes the initiation of endotheliitis in many 
organs as a direct result of the viral intervention and the inflammatory response 
of the host. Additionally, the triggering of pyroptosis and apoptosis may have an 
important role in endothelial cell injury in COVID-19 patients and can account for 
the weakened systemic microcirculatory performance in various blood vessels and 
their clinical consequences in COVID-19 patients [55]. This supposition affords 
justifications for treatments to stabilize the endothelium during viral reproduc-
tion, especially by anti-inflammatory cytokines drugs, cholesterol-lowering drugs, 
and ACE inhibitors [56–59]. This approach can be especially appropriate for weak 
patients with an earlier endothelial disorder, such as hypertension, diabetes mellitus, 
obesity, cardiovascular disease co-morbidities patients [55].
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4. Implication of human polymorphism of ACE2 in disease susceptibility

A lot of ACE2 variants have been recognized in different databases [60, 61]. over 
the last decades, much focus has been assigned on some of ACE2 polymorphisms, 
due to their effects on the development of cardiovascular disease (CVD) and, more 
specifically, their association with hypertension (HT). ACE2 restricts the negative 
profibrotic and vasoconstrictor influences of AngII, as the breakdown of AngII to 
Ang (1-7) decreases the AngII oxidative stress of the cerebral arteries endothelium 
[62]. Ang (1-7) has been stated to have antifibrotic and vasodilation [63, 64]. Low 
cardiac expression of ACE2 levels has been notified in hypertension and diabetes 
heart failure [65, 66]. ACE2 gene polymorphisms were first detected in the Chinese 
people with different ACE2 variants (rs4830542, rs4240157, and rs4646155) linked 
to hypertension (HT) [67–70]. Also, ACE2 SNP rs21068809 (C > T) was found to 
be linked to the clinical features of HT [71]. In India, a study of 246 patients with 
HT and 274 normal subjects showed a connection of ACE2 rs21068809 SNP with 
HT [72]. in Brazilian cohorts, a study of genetic association of the combination of 
ACE2 G8790A and ACE I/D polymorphisms reveal susceptibility to HT [73]. ACE 
polymorphism has been described in African- Americans with HT [74].

5. Viral ACE2 receptor polymorphism and coronavirus infection

ACE2 gene variants are still possible to affect SARS-CoV-2 infectivity. In SARS-
CoV, the function of the S1 domain of the S protein is to mediate the binding of 
ACE2 receptors while the S2 domain is potentially undergoing post binding trans-
conformational modulations which activate the fusion to the cell membrane [75]. 
The viral (RBD) found in S1 has been adjusted to amino acid number 270 to 510 [76]. 
The Leu584Ala point mutation of ACE2 significantly weakened the shedding activity 
of the enzyme and promoted the entrance of SARS-CoV into the host cells [77]. An 
ACE2 soluble form lacks the transmembrane and cytoplasmic domain was stated 
able to prevent SARS-CoV S protein binding to ACE2 [46]. Recombinant SARS-
CoV-2 spike proteins were observed to downregulated ACE2 expression by releasing 
sACE2 and thus enhancing injury of the lung [78]. SARS-CoV and SARSCoV-2 
participate in the identity of 76% of the amino acid residues necessary for binding 
of ACE2 within the SARS-CoV-2 spike S1 domain. A lot of amino acid residues of 
the ten human ACE2 proteins were compared by multiple sequence alignment, a 
100% identity among the ACE2 sequences was observed in four different ACE2 
isoforms. The role of these ACE2 isoforms remains unpredictable in SARS-CoV-2 
infection outcome. According to the work by Cao et al., [61] 32 polymorphisms of 
ACE2, including 7 hotspot variables (Ile486Val, Lys26Arg, Asn638Ser, Asn720Asp, 
Ser692Pro, Ala627Val, and Leu731Ile/Phe) were identified in different peoples, that 
make some individuals could be more or less susceptible to the virus than others.

In a preliminary study, the distribution of the allele frequency for 1700 polymor-
phisms in the ACE2 gene was conducted between various populations of the world. 
What is noteworthy is that 11 common and rare variants were detected linked to the 
high ACE2 expression. It was observed that their expression is irregularly distrib-
uted among different populations groups. This study found that the polymorphism 
of the ACE2 gene (variant 4,646,127) was closely related to the higher expression 
levels of the ACE2 gene in the East Asian population, and this paved the way to 
study this important issue more specifically [61]. These results were confirmed by 
a similar subsequent study by [79], which also evidenced that the allele frequency 
of these variants associated with overexpression of ACE2. Also, different ACE2 
polymorphisms encoded a number of proteins for SARS-CoV-2 spike protein has 



Genetic Variation

180

protease 2 (TMPRSS2), together with lysosomal cathepsins, considers one of the 
most crucial proteases in this approach [44]. Moreover, a type 1 membrane-bound 
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on co-expressions of TMPRSS2 on the cell surface of the infect cells. Hence, 
SARS-CoV-2 could be able to enter a wide range of low TMPRSS2 expressing cells. 
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stimulate the release of ectodomains for a number of transmembrane proteins, such 
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obesity, cardiovascular disease co-morbidities patients [55].
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4. Implication of human polymorphism of ACE2 in disease susceptibility
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been studied, and it was found that each variant differs in compatibility with 
RBD sequence. Specifically, although the majority of genetic variants exhibited 
high physical similarity. Specifically, the two ACE2 gene alleles (rs143936283 and 
rs73635825) showed a quite low binding strength for the SARS-CoV-2 spike protein, 
which could mean a lower possibility of viral binding and possible to infection 
resistance [80]. It has been observed that the probability of some natural genetic 
variants of ACE2, particularly those assigned to attach with the SARS-CoV-2 spike 
protein, may be linked with flexible virus-host interaction, thus likely modifying 
severity and pathogenicity. A large analysis of the genome data-set was performed 
and showed that no less than nine human ACE2 variants (E23K, S19P, I21V, N64K, 
K26R, H378R, T27A, T92I, and Q102P) are prospective to increase predisposition 
to viral binding, while 17 other variants of ACE2 (that is, E37K, K31R, H34R, N33I, 
E35K, Y50F, D38V, G326E, N51S, M62V, D355N, K68E, F72V, Y83H, D509Y, G352V, 
and Q388L) were thought to be protected from viral entry, where they demon-
strated a lower binding tendency to SARS-CoV-2 spike protein [81].

In another study, from five separate Italian centers, the authors found that three 
variants of ACE2 can be specified (p. Gly211Arg, lys26Arg, and p. Asn720Asp). It 
was noted that these three polymorphisms were recurrently identified in the Italian 
population rather than the East Asian population. These variants are closely located 
in the SARS-CoV-2 essential sequence of spike protein binding sites and therefore 
viral entry and division expected to be modified (for example, Asn720Asp is located 
on only 4 amino acids of TMPRSS2 cleavage site) [82]. This may tell a partial 
explanation for the high case mortality rate registered in Italy by comparison to 
China. Despite ACE2 practically serve as a receptor for coronavirus SARS entry into 
human host cells, another does not support the correlation between its common 
gene polymorphisms and receptivity or consequence of SARS [83]. It has also been 
observed that some ACE2 variants show differential efficacy in stimulating neutro-
phils, monocytes, natural killer cells (NK), macrophages, and T helper cells, thus 

Figure 2. 
Diagrammatic representation for the renin-angiotensin system (RAS) pathway. As ACE2/Ang 1-7/
Mas-axis and ACE1/Ang-II/ AT1R-axis occur, SARS-CoV-2 inhibition by cleavage of ACE2 by ADAM17 
appears. ADAM17: ADAM metallopeptidase domain 17; ARBs: angiotensin receptor blockers; MRAs: 
mineralocorticoid receptor antagonists [87].
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may probably either enhance or reduce the inflammatory or “cytokine storm” [84], 
in addition to stimulating the processing of Ang II, thereby improving or exacer-
bating vasoconstriction and participating to the improvement or exacerbation of 
topical or systemic tissue infection [85, 86] (Figure 2).

6. TMPRSS2 polymorphism analysis with COVID-19 disease

TMPRSS2 and ACE2 have been associated with SARS-corona (CoV) disease, 
influenza, and SARS-CoV-2 in facilitating viral entrance into the infected host cell 
TMPRSS2 considers as an androgen-reactive serine protease enzyme that cleaves 
SARS-CoV-2 Spike protein, mediating viral activation and entry [88]. Single-
nucleotide polymorphisms of TMPRSS2 enzyme have been studied in several 
diseases such as in breast cancer, the rs2276205 (A > G) with low-frequency allele 
was correlated with increased patients’ endurance [89]. In prostate cancer, the 
rs12329760 (C > T) of TMPRSS2 has a higher frequency in men with prostate cancer 
in his family, while ERG gene fusion [90, 91] Rs383510 (T > C) and rs2070788 

Figure 3. 
A polymorphism and dysregulation of ACE2, and TMPRSS2 in COVID-19 and a suggested model for active 
compound medicines (e.g., hydroxychloroquine, Camostat mesylate, and E-64D [a protease inhibitor] for 
COVID-19) [93].
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may probably either enhance or reduce the inflammatory or “cytokine storm” [84], 
in addition to stimulating the processing of Ang II, thereby improving or exacer-
bating vasoconstriction and participating to the improvement or exacerbation of 
topical or systemic tissue infection [85, 86] (Figure 2).

6. TMPRSS2 polymorphism analysis with COVID-19 disease

TMPRSS2 and ACE2 have been associated with SARS-corona (CoV) disease, 
influenza, and SARS-CoV-2 in facilitating viral entrance into the infected host cell 
TMPRSS2 considers as an androgen-reactive serine protease enzyme that cleaves 
SARS-CoV-2 Spike protein, mediating viral activation and entry [88]. Single-
nucleotide polymorphisms of TMPRSS2 enzyme have been studied in several 
diseases such as in breast cancer, the rs2276205 (A > G) with low-frequency allele 
was correlated with increased patients’ endurance [89]. In prostate cancer, the 
rs12329760 (C > T) of TMPRSS2 has a higher frequency in men with prostate cancer 
in his family, while ERG gene fusion [90, 91] Rs383510 (T > C) and rs2070788 
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A polymorphism and dysregulation of ACE2, and TMPRSS2 in COVID-19 and a suggested model for active 
compound medicines (e.g., hydroxychloroquine, Camostat mesylate, and E-64D [a protease inhibitor] for 
COVID-19) [93].
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(G > A) were correlated with aggressive H7N9, H1N1, and increased lung expression 
of TMPRSS2 [92]. A study by Hou et al., indicated that 4% of nonidentical variants 
of TMPRSS2 are stop-codon mutations, Meanwhile, 59% are harmful mutations in 
TMPRSS2 coding regions [93]. The harmful variants (p.Arg240Cys, p.Val160Met, 
p.Gly181Arg, p.Pro335Leu, p.Gly432Ala, and p.Gly259Ser) in the coding region of 
TMPRSS2, are the same with somatic alterations arising in various types of cancer. 
In the same contest, Hou et al. found that, the p. Asp435Tyr which is a key site for 
catalytic residue binding of TMPRSS2 has unique low-frequency allele, but pre-
dominant SNPs in TMPRSS2 and offer possible descriptions for differential genetic 
infectivity to COVID-19 and for risk influences, such as those with tumor and male 
patients. By using the analysis of single-cell RNA-seq, Schuler et al. revealed that 
the expression of TMPRSS2 was upregulated in ciliated cells and alveolar epithelial 
type 1 cells and increased with humans aging [94]. This observation indicates that 
the developmental TMPRSS2 expression regulation may have a role in the relative 
protection of the children and infants from COVID-19 infection. Yet, it might be of 
great importance to investigate the link between TMPRSS2 polymorphisms and the 
age relationship with COVID-19 susceptibility (Figure 3).

7.  Heme oxygenase-1 enzyme (HO-1) genetic polymorphisms and 
COVID-19 severity

Many studies demonstrated that the HO-1 gene polymorphisms, particularly the 
promoter region GT dinucleotide repeat mutation regulates the inducibility of HO-1 
to ROS [95–101]. Subjects with more GT repeats have been believed to be more 
sensitive to cardiovascular endothelium diseases such as atherosclerosis coronary 
artery disease and aortic aneurysm s [95, 98, 99]. The lower Expression level of 
HO-1 in those with more GT repeats make the patients to be more affected to 
decrease endothelial hemostasis and inflammation [95–101]. While, GT sequences 
short alleles are correlated with increased HO-1 inducibility, which in turn reduced 
inflammation and enhanced cytoprotection [101]. Patients with COVID-19 compli-
cations perhaps have longer GT sequences and decreased vessel hemostasis.

COVID-19 disease has poor effects in diabetic and obese individuals, maybe 
because those people are already having high interleukin 6 levels of (IL-6) and they 
are in a proinflammatory state due to leptin and insulin resistance [102, 103]. As a 
result, the negative clinical outcomes of COVID-19 infection in obese patients was 
recorded [103]. Peterson et al. have revealed that obesity raises high-density lipopro-
tein (HDL) oxidation [104]. Oxidized HDL (Ox-HDL) is thought to produce pro-
inflammatory cytokines by the direct action on adipocyte stem cells [105]. Ox-HDL 
initiates an inflammatory cascading with inflammatory cytokines, tumor necrosis 
factor (TNF), interleukins (IL-6, IL-1), and increasing of Angiotensin II (ANG II), 
a biomarker for early cardiovascular system disorders [104]. This made the obese 
individuals are more sensitive to heart failure due to infection of COVID-19 [106]. 
Up-regulation of HO-1-derived bilirubin may enhance the COVID-19 bad effect, 
this risk was reduced by an increased HO-1 level [107, 108]. Hence, up-regulation of 
the level of HO-1 with pharmacological treatment [109] may have valuable action in 
acute inflammation conditions.

8. BCL11A polymorphisms

BCL11A Genetic polymorphisms were correlating to produce fetal hemoglobin 
in overall population, and these genetic variants were later found to be able to 
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modify the severity of β-thalassemia and sickle cell diseases. Although the elevation 
of fetal hemoglobin can ameliorate the severity of these disorders. In an attempt 
to best comprehend the genetic background of this heterogeneity, genome-wide 
surveys were performed with 362,129 joint SNPs on a large cohort population of 
β-thalassemia and sickle cell patients to explore the genetic linking and relationship 
with HbF levels, in addition to other traits related to red blood cells. Among the 
principal variants influencing HbF levels, BCL11A SNP rs11886868 in the was com-
pletely correlated with this trait. This BCL11A variant was correlated with raised 
fetal hemoglobin (HbF) production in beta-thalassemia patients. Also, the similar 
BCL11A variants were substantially correlated with sickle cell patients HbF levels. 
These findings show that modifying HbF levels by BCL11A variants, consider as an 
essential factor in improving the beta-thalassemia phenotype and may potentially 
help improve other hemoglobin disorders. These findings can help describe the 
molecular mechanisms for regulating fetal globin and may ultimately participate 
in the evolution of new therapeutic strategies for sickle cell anemia and beta-
thalassemia [110–112]. Hence, these results can provide an explanation of why some 
individuals naturally exhibit diseases mild symptoms, while others have shown very 
acute clinical symptoms. Therefore, it is imperative to perceive the role of genetic 
polymorphisms of these genes in SARS-CoV-2 infection in human populations to 
interpret the observed heterogeneity in predisposition and COVID-19 infection 
severity [88, 113].

9. Genetic polymorphism and therapy effectiveness

COVID-19 may be inactivated or partially treated by the following approaches: 
ACE2 receptor attaching site blocking either by antibody or specific ligand or 
using ACE2 soluble form that can neutralize the virus by binding the virus spike 
protein, and, yet, cover ACE2 binding site on the host cell surface and reducing 
the tissue injury. The genetic polymorphisms of cytochrome (CYP) 2D6 can affect 
drug metabolism using this approach, which contains 50% currently using drugs 
[114]. The metabolism of these genes can be increased by these polymorphisms and 
in turn, reduce their efficiency or significantly decline their metabolism causing 
drug toxicity [115]. Slow drug metabolizers permit toxic effects of the medications 
as chloroquine to become accumulated and resulting in cardiac problems with an 
increased hazard of cardiac arrest, specifically in diabetes and obesity patients. 
CYP2D6 Polymorphism is much high in Asians and African Americans [116–118], 
which extremely influenced by this disorder. One Korea study studying Lupus 
disease demonstrated considerable variation in the level of hydroxychloroquine 
due to polymorphisms of CYP2D6 [119]. This may explain the clinical outcomes 
differences when using this drug. Because of the metabolism abnormalities due to 
these genetic polymorphisms, resistant malaria strains will be arising [120–122]. 
Heart failure patients can be affected by the same CYP 2D6 gene polymorphisms 
since it is accountable for metoprolol metabolism [123, 124]. These gene variants 
affect several other medications such as barbiturates, Isoniazid (INH), serotonin 
reuptake inhibitor (omeprazole hydralazine sulfasalazine, etc.) [125]. Individuals 
with CYP2D6 polymorphisms and the HO-1 GT allele make therapy and disease 
outcomes challenging. Some of the patients who carry these polymorphisms will 
respond perfectly to drugs and have a low risk of COVID-19 patients to develop 
complications such as multiorgan failure and ARDS, while other patients will 
express drug toxicity levels and multiorgan problems [115]. This can describe why 
clinicians are unable to predict the multiorgan failure with COVID −19 disease and 
different outcomes from using 4-aminoquinolones.



Genetic Variation

184

(G > A) were correlated with aggressive H7N9, H1N1, and increased lung expression 
of TMPRSS2 [92]. A study by Hou et al., indicated that 4% of nonidentical variants 
of TMPRSS2 are stop-codon mutations, Meanwhile, 59% are harmful mutations in 
TMPRSS2 coding regions [93]. The harmful variants (p.Arg240Cys, p.Val160Met, 
p.Gly181Arg, p.Pro335Leu, p.Gly432Ala, and p.Gly259Ser) in the coding region of 
TMPRSS2, are the same with somatic alterations arising in various types of cancer. 
In the same contest, Hou et al. found that, the p. Asp435Tyr which is a key site for 
catalytic residue binding of TMPRSS2 has unique low-frequency allele, but pre-
dominant SNPs in TMPRSS2 and offer possible descriptions for differential genetic 
infectivity to COVID-19 and for risk influences, such as those with tumor and male 
patients. By using the analysis of single-cell RNA-seq, Schuler et al. revealed that 
the expression of TMPRSS2 was upregulated in ciliated cells and alveolar epithelial 
type 1 cells and increased with humans aging [94]. This observation indicates that 
the developmental TMPRSS2 expression regulation may have a role in the relative 
protection of the children and infants from COVID-19 infection. Yet, it might be of 
great importance to investigate the link between TMPRSS2 polymorphisms and the 
age relationship with COVID-19 susceptibility (Figure 3).

7.  Heme oxygenase-1 enzyme (HO-1) genetic polymorphisms and 
COVID-19 severity

Many studies demonstrated that the HO-1 gene polymorphisms, particularly the 
promoter region GT dinucleotide repeat mutation regulates the inducibility of HO-1 
to ROS [95–101]. Subjects with more GT repeats have been believed to be more 
sensitive to cardiovascular endothelium diseases such as atherosclerosis coronary 
artery disease and aortic aneurysm s [95, 98, 99]. The lower Expression level of 
HO-1 in those with more GT repeats make the patients to be more affected to 
decrease endothelial hemostasis and inflammation [95–101]. While, GT sequences 
short alleles are correlated with increased HO-1 inducibility, which in turn reduced 
inflammation and enhanced cytoprotection [101]. Patients with COVID-19 compli-
cations perhaps have longer GT sequences and decreased vessel hemostasis.

COVID-19 disease has poor effects in diabetic and obese individuals, maybe 
because those people are already having high interleukin 6 levels of (IL-6) and they 
are in a proinflammatory state due to leptin and insulin resistance [102, 103]. As a 
result, the negative clinical outcomes of COVID-19 infection in obese patients was 
recorded [103]. Peterson et al. have revealed that obesity raises high-density lipopro-
tein (HDL) oxidation [104]. Oxidized HDL (Ox-HDL) is thought to produce pro-
inflammatory cytokines by the direct action on adipocyte stem cells [105]. Ox-HDL 
initiates an inflammatory cascading with inflammatory cytokines, tumor necrosis 
factor (TNF), interleukins (IL-6, IL-1), and increasing of Angiotensin II (ANG II), 
a biomarker for early cardiovascular system disorders [104]. This made the obese 
individuals are more sensitive to heart failure due to infection of COVID-19 [106]. 
Up-regulation of HO-1-derived bilirubin may enhance the COVID-19 bad effect, 
this risk was reduced by an increased HO-1 level [107, 108]. Hence, up-regulation of 
the level of HO-1 with pharmacological treatment [109] may have valuable action in 
acute inflammation conditions.

8. BCL11A polymorphisms

BCL11A Genetic polymorphisms were correlating to produce fetal hemoglobin 
in overall population, and these genetic variants were later found to be able to 

185

Co-Evolution between New Coronavirus (SARS-CoV-2) and Genetic Diversity…
DOI: http://dx.doi.org/10.5772/intechopen.93676

modify the severity of β-thalassemia and sickle cell diseases. Although the elevation 
of fetal hemoglobin can ameliorate the severity of these disorders. In an attempt 
to best comprehend the genetic background of this heterogeneity, genome-wide 
surveys were performed with 362,129 joint SNPs on a large cohort population of 
β-thalassemia and sickle cell patients to explore the genetic linking and relationship 
with HbF levels, in addition to other traits related to red blood cells. Among the 
principal variants influencing HbF levels, BCL11A SNP rs11886868 in the was com-
pletely correlated with this trait. This BCL11A variant was correlated with raised 
fetal hemoglobin (HbF) production in beta-thalassemia patients. Also, the similar 
BCL11A variants were substantially correlated with sickle cell patients HbF levels. 
These findings show that modifying HbF levels by BCL11A variants, consider as an 
essential factor in improving the beta-thalassemia phenotype and may potentially 
help improve other hemoglobin disorders. These findings can help describe the 
molecular mechanisms for regulating fetal globin and may ultimately participate 
in the evolution of new therapeutic strategies for sickle cell anemia and beta-
thalassemia [110–112]. Hence, these results can provide an explanation of why some 
individuals naturally exhibit diseases mild symptoms, while others have shown very 
acute clinical symptoms. Therefore, it is imperative to perceive the role of genetic 
polymorphisms of these genes in SARS-CoV-2 infection in human populations to 
interpret the observed heterogeneity in predisposition and COVID-19 infection 
severity [88, 113].

9. Genetic polymorphism and therapy effectiveness
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the tissue injury. The genetic polymorphisms of cytochrome (CYP) 2D6 can affect 
drug metabolism using this approach, which contains 50% currently using drugs 
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in turn, reduce their efficiency or significantly decline their metabolism causing 
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since it is accountable for metoprolol metabolism [123, 124]. These gene variants 
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outcomes challenging. Some of the patients who carry these polymorphisms will 
respond perfectly to drugs and have a low risk of COVID-19 patients to develop 
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express drug toxicity levels and multiorgan problems [115]. This can describe why 
clinicians are unable to predict the multiorgan failure with COVID −19 disease and 
different outcomes from using 4-aminoquinolones.
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10. Personalized medicine guided by host genetic of COVID-19

SARS-CoV-2 inhibition can be done by spike protein and ACE2 differential 
glycosylation [126]. Several polymorphisms, such as p.Pro389His, p.Met383Thr and 
p.Asp427Tyr slightly inhibited by hydroxychloroquine. This can be clarifying why 
hydroxychloroquine treatment was not significantly in a different hospital than 
others [127]. However, more pharmacogenomics experiments between the genetic 
data and drug response from COVID-19 patients are extremely needed. The viral 
entry to the host cell by binding to the cell membrane through S protein can be 
blocked by TMPRSS2 [88]. The SARS-CoV-2 pathogenesis and infection depend 
on the TMPRSS2 presence, in a high pH environment [128, 129]. The inhibitor of 
endosomal acidification such as hydroxychloroquine and CatB/L inhibitors might 
work only in absence of TMPRSS2- in SARS-CoV-2 infected and may not work 
or has no or less effective in patients with TMPRSS2 wild-type [128]. So far, the 
populations with missense polymorphisms and stop-gained of TMPRSS2 polymor-
phisms may be good sensitive to treatment with hydroxychloroquine. Furthermore, 
the patients who carry TMPRSS2 and ACE2 wildtype, a mix of hydroxychloroquine 
or chloroquine with camostat may have the best clinical advantage. The ACE2 can 
be cleaved by TMPRSS2 at Arginine 697 to 716 [130], which improves viral entry. 
Thus, patients with, p.Arg710Cys p.Arg708Trp, p.Arg716Cys and p.Arg710His 
polymorphisms in ACE2 might have fewer symptoms of COVID-19 disease as the 
cleavage site of ACE2 gene loses by these polymorphisms (Figure 3) [113].

11. Conclusion

The pandemic COVID-19 by SARS-CoV-2 coronavirus is multifactorial in 
which human inheritances might play a pivotal role together with the co-morbidity 
diseases and other risk factors. The disease clinical course has been depending 
on the link between genetic variants, such as the CYP2D6 enzyme system, HO-1 
(anti-inflammatory gene), and ACE-2 enzyme. Beside ACE2 polymorphisms, there 
is TMPRSS2 gene variance that possibly changes the pathogenicity of the virus by 
changing the interaction between ACE2 and SARS-CoV-2 virus. A good character-
ization of functional polymorphisms and the host genetics can assist in identifying 
the pathophysiology of the disease pathway to stratify the risk evaluation and to 
personalize the treatment procedures.
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Sequencing of Norovirus in 
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Abstract

Norovirus is now known to be the leading cause of gastroenteritis among 
children worldwide. This present report highlights the genetic diversity of noro-
virus among children less than 5 years in Southern, Nigeria. Stool specimens 
were collected from 300 children with diarrhea and analyzed for norovirus using 
conventional reverse transcriptase-Polymerase Chain Reaction. Sequencing of 
the capsid region was performed to genotype the strains. Norovirus was detected 
in 45 (11.1%) of children with diarrhea. Genogroup II norovirus was detected in 
38/45 (84.4%) patients, while genogroup I (GI) noroviruses were identified in 7/38 
(15.6%) patients. Genotype diversity was large, as demonstrated by the nine identi-
fied genotypes (2 GI and 7 GII). GII.4 was the most predominant genotype. Two 
norovirus GII.4 variants, New Orleans_2009 and Sydney_2012 were identified in 
this study. A putative novel GII.4 recombinant was also detected. This study report 
for the first time the detection of norovirus GII.17 Kawasaki strain in South–South, 
region of Nigeria.

Keywords: norovirus, genetic diversity, children, RT-PCR

1. Introduction (Virology of Norovirus)

Norovirus has been identified to constitute a key biological cause of gastroen-
teritis worldwide [1]. It is also the most common cause of gastroenteritis world over 
[1]. Norovirus causes an estimated 1.1 million hospitalizations and up to 218,000 
deaths among children less than 5 years annually [1]. Clinical manifestations of 
norovirus infection are characterized by non-bloody diarrhea, vomiting and stom-
ach pain [2]. Incubation period is usually within 12 to 48 hrs after infection with the 
virus [3]. Complications are uncommon, but may include dehydration, especially in 
the young, the old, and those with other health problems [3]. Norovirus is typically 
spread by faeco-oral route, through contaminated food or water or from person to 
person [4]. Potential risk factors are poor environmental hygiene and overcrowded 
living quarters [5]. Vomiting, in particular, transmits infection effectively and 
appears to allow airborne transmission [5].
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2. Norovirus genome and genetic diversity

Taxonomically, norovirus is a positive sense RNA, non-enveloped virus in the 
family caliciviridae [6]. The genus has one species, known as Norwalk virus [6]. 
Norovirus are highly genetically diverse, Phylogenetically, they can be classified 
into 10 different genogroups (GI-GX) and several genotypes in this order; 60 
P-types (14 GI, 37 GII, 2 GIII, 1 GIV, 2 GV, 2 GVI, 1 GVII and 1 GX), with each of 
these genotypes having several genetic clusters and sub groups [7].

The genome is organized into three open reading frames (ORF) [8]. ORF 1 
encoded six non-structural proteins (NS1-NS6) and the RNA dependent RNA 
Polymerase RdRP, while ORF 2 encodes the capsid proteins-the major structural 
proteins VP1 containing the shell (S) and protruding (P) domains. The S domain 
surrounds the viral RNA and the P domain, which consists of the P2 domain, is 
linked to the S domain through a flexible hinge [9]. ORF 3 encodes a minor structural 
protein [9]. In spite of the large genetic diversity of norovirus, it is noteworthy that 
norovirus of the genotype GII.4 are responsible for a majority of infections [10, 11].

3. Norovirus recombinants

Recombination are mechanism in the evolution of RNA viruses, this creates 
changes in virus genomes by exchanging sequences, thereby generating genetic 
variation and producing new viruses [12]. RNA recombination is very common 
among RNA viruses belonging to the family picornaviridae, coronaviridae, retroviridae 
and caliciviridae [13]. Recombination commonly occurs at the ORF1-ORF2 junction 
[14] although other recombination sites have been reported. Recombination event 
is high among the GII.4 noroviruses [14]. Norovirus recombination has been recog-
nized to be a major tool it uses to evade host immune recognition [15]. Monitoring 
the incidence of rate of generation of new norovirus recombinants is a vital tool in 
the understanding of norovirus evolution and continuous global spread. Norovirus 
recombination has been linked to increased rate of generation of new norovirus geno-
types and subtypes [16], this has also hampered the possibility of a possible vaccine.

4. Justification for this study

The introduction of rotavirus vaccines throughout the world has made  
norovirus the most common aetiologic agent of gastroenteritis world over [17]. An 
update on the predominant norovirus genotype in a given population is needed for 
the development of effective vaccine. There are no data on the genetic diversity of 
norovirus among children in South–South, Nigeria. Also, there are no data on the 
prevalence of norovirus in Nigeria. Against this background, this study was con-
ducted to determine the prevalent norovirus genotypes and existence of possible 
GII.4 recombinants among children under 5 years with diarrhea in South–South, 
Nigeria.

5. Method

5.1 Study area and study population

This cross-sectional study was conducted in the period, March, 2018 to 
February, 2019. 405 children with clinical symptoms of diarrhea/gastroenteritis 
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from a pool of 2813, attending outpatient clinics of four secondary health facilities 
(Central Hospital, Warri, Central Hospital, Benin, Primary Health Centre Pessu 
and Federal Medical Centre, Yenagoa) in Delta, Edo and Bayelsa States, Niger-Delta 
region, Nigeria were randomly included. Inclusion criteria where at least 3 clini-
cal episodes of diarrhea- with an onset of 1 to 7 days whose parents or guardians 
consented for their ward/children to participate were included in this study. One 
hundred (100) asymptomatic apparently healthy age and sex matched children who 
served as controls (Figure 1).

5.2 Sample collection and processing

Stool specimens were collected into clean universal containers. Supernatant 
obtained from stool suspension of 50% in 1 ml sterile phosphate buffered saline 
were stored at -20°C for RT-PCR analysis of norovirus.

5.2.1 RNA extraction

RNA extraction was from thawed frozen samples were performed using 
AccuPrep® Viral RNA Extraction Kit (Bioneer, Daejon South Korea), following 
manufacturers instruction.

5.2.2 cDNA synthesis

cDNA synthesis was carried out on a 20 μl reverse transcription reaction of 
1.0ug of extracted RNA on 0.2 ml tubes of Accupower Cycle script RT Premix 
(Bioneer Corporation, South Korea). Standard protocols as recommended by 
manufactures were followed for cDNA synthesis.

Figure 1. 
Map of Southern Nigeria. States included in this study were Bayelsa, Delta and Edo.
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5.2.3 Polymerase chain reaction

The cDNA generated was then amplified by PCR in a 45 μL  reaction mixture  
as described in a previous study [18]. Specific primers (G1SKRCAACCCARCCA 
TTRTACA) and G1FFN (GGAGATCGCAATCTCCTGCCC) were used 
for GI genotyping, while for genotyping GII noroviruses, primers GIIFBN 
(TGGGAGGGCGATCGCAATCT) and GIISKR (CCRCCNGCATRHCCRTTRTACAT), 
respectively, were used in an RT-PCR analysis. The products were visualized on UV 
illuminator and photographed using Polaroid camera [19]. The RT-PCR used is a very 
sensitive method, it can detect as few as 5 x 106 copies per gram of stool sample. U-TaQ 
DNA polymerase (SBS genetech, Beijing, China), a high-fidelity thermostable enzyme 
that can withstand prolonged incubation at high temperature up to 95°C without 
significant loss of activity was used for this RT-PCR protocol.

5.2.4 Norovirus sequencing

The amplicons from the partial gene regions of the viral capsid genes were puri-
fied using QIAquick PCR purification kit (Qiagen Inc., Valencia, CA). Nucleotide 
sequencing was done using Big Dye ® Terminator v 3.1 Cycle sequencing kit 
(Applied Biosystems, Carlsbad, CA) on 3130 DNA genetic analyzer (Applied 
Biosystems, Carlsbad, CA), Sequences were edited using sequencher® Version 5.4.6 
DNA sequence analysis software (Gene codes Corporation, Ann Arbor, MI, USA). 
Norovirus genotypes were determined by comparison of corresponding sequences 
of norovirus strains using the online norovirus genotyping tool version 1.0. avail-
able at (www.rivm.nl/mpf/norovirus/typing tool).

5.2.5 Phylogenetic analysis

For confirmation of genotyping, nucleotide sequences obtained were aligned 
with reference sequences using MUSCLE [20]. The evolutionary history was inferred 
by using Maximum Likelihood method and Kimura 2-Parameter model. The tree 
with the highest log likelihood is shown. The percentage of trees in which the associ-
ated taxa clustered together is shown next to the branches. The tree is drawn to scale 
with the branch lengths measured in the number of substitutions per site. Accession 
Number KF307755, KF3077756, MN271357, MN271380 were used as outgroup.

6. Results

Out of the 405 children enrolled, 45 (11.1%) were positive for norovirus using 
RT-PCR (Table 1). Only norovirus genogroup I and II were recovered in this 
study, norovirus genogroup IV were not detected. Norovirus genogroup II was the 
most prevalent (84.4%) among the children (Table 2). GII noroviruses where also 
most commonly encountered among all centers included in this study (Table 3). 
Based on capsid gene sequences recovered from the 45 norovirus positive samples, 
two GI noroviruses genotype was detected in this study GI.3, 71.4% and genotype 
G1.5, 28.6% respectively. Seven genotypes of GII noroviruses were detected, 
genotypes GII.4 (63%), GII.12 (7.9%), GII.17 (7.9%), GII.6 (5.3%), GII.7 (5.3%), 
GII.14 (5.3%) and GII.2 (5.3%) (Table 4). GII.4 was found to be the most preva-
lent genotypes in all States studied, Delta (53.4%), Bayelsa (75.0%) and Edo State 
(46.2%) (Table 5).

Subtyping analysis with the norovirus genotyping tool demonstrated that the 
majority of the norovirus GII.4 recovered in this study where homologous to the 
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Location No. Tested No. Infected (%) P value

Central Hospital, Warri 83 13 (15.7) 0.0032

PHC, Pessu/ Ugbuwangwe 68 15 (22.1)

FMC Yenagoa 80 4 (5.0)

Central Hospital, Benin 99 3 (3.0)

Stella Obasanjo Hospital 75 10 (13.3)

P < 0.05.

Table 1. 
Norovirus infection detected by RT-PCR among children under 5 years from different health facilities in  
south–south region of Nigeria.

Norovirus genogroup Frequency (%)

GI 7 (15.6)

GII 38 (84.4)

Total 45

Table 2. 
Frequency of occurrence of genogroup of norovirus in study population.

Study Centre No. Tested Nov GI Nov GII

Central Hospital, Warri 13 2 (15.4) 11 (84.6)

PHC, Pessu/Uguwangwe 15 2 (13.3) 13 (86.7)

FMC, Yenagoa 4 1 (25.0) 3 (75.0)

Central Hospital, Benin 3 1 (33.3) 2 (66.7)

Stella Obasanjo CWH, Benin 10 1 (10.0) 9 (90.0)

Table 3. 
Distribution of norovirus genogroups among the health facilities in the study.

Genotypes Frequency

GI

GI.3 5 (71.4%)

GI. 5 2 (28.6%)

GII

GII.2 2 (5.3%)

GII.4 24 (63.0%)

GII.6 2 (5.3%)

GII.7 2 (5.3%)

GII. 12 3 (7.9%)

GII. 14 2 (5.3%)

GII.17 3 (7.9%)

Table 4. 
Distribution of genotypes of norovirus in study population.
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New Orleans 2009 variant 12 (50.0%), while 10 (41.7%) isolates showed homology 
to the Sydney 2012 strains. Two GII.4 sequences were unassigned. All sequences 
where further subjected to phylogenetic analysis, genotypic assignment of all 
sequences was based on bootstrap cut off values >70%. The result showed that 
norovirus GII.4 were more genetically diverse (Figure 2).

Three genetic clusters of Sydney 2009 variants where found to circulate among 
study participants, with varying sequence identity (range 74–100%). The two 
sequences that were unassigned using the genotyping tool were assigned following 
phylogenetic analysis. One GII.4 isolate (MN271364) did not cluster with either 
New Orleans or Sydney 2009 reference strains despite been assigned to be GII.4 
Sydney strain by the genotyping tool, but had genetic sequence similarity to a noro-
virus strain isolated in 1993 in Bristol (X76716), which itself is a recombinant strain 
which was neither New Orleans nor Sydney 2009 strain (Figure 3). This strain is 
however deemed a putative novel recombinant.

Genotypes Delta Bayelsa Edo

GI.3 3 (10.7) 0 2 (15.4)

GI.5 1 (3.6) 1 (25.0) 0

GII.2 1 (3.6) 0 1 (7.7)

GII.4 15 (53.4) 3 (75.0) 6 (46.2)

GII.6 1 (3.6) 0 1 (7.7)

GII.7 2 (7.1) 0 0

GII.12 2 (7.1) 0 0

GII.14 1 (3.6) 0 1 (7.7)

GII.17 1 (3.6)0 1 (7.7)

Total 28 4 13

Table 5. 
Distribution of norovirus genotypes among study centers.

Figure 2. 
Norovirus GII.4 variants among patients in this study.
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7. Discussion

A prevalence of 11.1% RT-PCR confirmed norovirus infection among children 
under 5 years of age was observed. This prevalence report is higher than the 6.7% 
in Ile –Ife, Osun State [21], but less than the 37.3% among children in Lagos, Nigeria 
[22]. This report supports the hypothesis that the prevalence of norovirus within 
Nigeria is not homogenous across communities and health centers. Hence, commu-
nity and hospital-based surveillance are needed to provide an estimate of norovirus 
burden in Nigeria. The finding of this study might imply that norovirus may be one 
of the major etiologic agents of diarrhea among children less than 5 years in South–
South region of Nigeria.

Only norovirus belonging to GI and GII genogroups were identified in this 
study, this concurs with findings from previous norovirus molecular epidemio-
logic studies [23, 24]. Norovirus genogroup II was the most commonly recovered 
norovirus in this study. This report concurs with findings from other parts of 
the World [25, 26]. This study further highlights the superior role of norovirus 
genogroup II in cases of norovirus induced gastroenteritis among children. In 
this study, GII.4 norovirus strains were most commonly detected. It has been well 
established that GII. 4 noroviruses are responsible for the majority of outbreaks 
worldwide [27].

Phylogenetic analysis revealed two GII.4 sequence variants, two Sydney 2012 
clusters and one cluster for the New Orleans 2009 strain and a putative recom-
binant GII.4 virus. It is established that new variants of GII.4 norovirus emerge 
every 1–2 years, due to genetic recombination and point mutations resulting in the 
generation of new genetic clusters, recombinants/genotypes allowing increasing 
genetic fitness and continuous spread in populations by evading host immune 
responses [28]. GII.4 Possess the largest number of intra-genotypic variants and 
recombinants [29]. It is also possible for two or more variants to co-circulate at the 
same time in a geographical location [29]. Notable GII.4 variants causing majority 

Figure 3. 
Phylogenetic tree of norovirus GII.4 identified in this study: There were a total of 1487 positions in the final 
dataset. Sequences in this study are represented with filled triangles, reference sequences are not marked. 
MN271364 had low bootstrap values, as such classified to be a putative novel recombinant.
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of pandemic diseases are the Sydney 2012, New Orleans 2009, Farmington Hills 
2002, US95/961995, Hunter 2004 and Den Haag 2009 [30]. Certain variants cause 
localized epidemics, Cairo 2007, Japan 2008 and Asia 2003 [30].

This study reports on the finding of norovirus GII.17 among children in 
Southern, Nigeria for the first time, this genotype is known to be very virulent 
[17]. First documented evidence of emergence of GII.17 occurred in the winter of 
2014–2015 in Asia [31].

The finding of this study provides evidence of the existence of diverse genetic 
subtypes of norovirus in our locality. This data has illuminated the epidemiological 
profile of norovirus induced diarrhea/gastroenteritis in our locality.

7.1 Study limitations

Whole genome sequencing of both the major capsid protein and polymerase 
protein (RDrP) of the putative novel recombinant identified could not be per-
formed because of lack of funds. This would have help to inform on the proper 
assignment of the putative novel recombinants as a novel genotype. Analysis of 
recombination breakpoints sites, homology model, evolutionary and phylogeo-
graphic relationships with reference will help provide greater information on the 
novel recombinants identified in this study.

7.2 In conclusion

Prevalence of RT-PCR confirmed norovirus infection among children with 
gastroenteritis in our locality was 11.1%. Norovirus genogroups I and II were 
the norovirus recovered in this study. G11.4 noroviruses were more prevalent, 
rare norovirus genotypes GII.2 and GII.17 were also encountered. The prevail-
ing GII.4 variants in our study area belong to the New Orleans 2009 and Sydney 
2012 strain, a putative novel GII.4 recombinant was encountered among study 
participants.
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Abstract

A key in the etiology of a cluster of metabolic syndrome such as hyperglycemia, 
dyslipidemia, and obesity is known for insulin resistance, which is becoming a 
major global public health problem. Extensive studies have revealed many genetic 
factors for both insulin resistance and the components of metabolic syndrome. 
Advanced modern genotyping methods including genome-wide association studies 
and next-generation sequencing have allowed for the identification of both com-
mon and rare genetic variants related to these chronic disease-associated traits. 
Multiple genotype–phenotype studies are also needed to identify new and accurate 
genetic biomarkers in these conditions. The purpose of this chapter is to present 
genetic variants related to the pathogenesis of metabolic syndrome and insulin 
resistance and is to review the relevance between insulin resistance and metabolic 
syndrome clusters in terms of genetic diversity.

Keywords: metabolic disorders, genetic variation, genetic biomarker, genetic analysis

1. Introduction

Metabolic syndrome (MetS), known as syndrome X, Deadly Quartet, or insulin 
resistance syndrome is characterized by a cluster of metabolic risk factors such as 
obesity, hypertension, dyslipidemia, and elevated fasting plasma glucose [1]. The 
metabolic risk factors can result in type 2 diabetes (T2D) and cardiovascular disease 
(CVD) that are due to both genetic and environmental factors [2, 3]. For these 
reasons, MetS is becoming a global epidemic. The prevalence of MetS is estimated 
at 11.9–37.1% in Asia-Pacific region [4], 11.6–26.3% in Europe [5], and 22–24% in 
North America [6].

One of the primary mediators of MetS is known for insulin resistance (IR), 
which is a pathological state of improper cellular response to the hormone insulin in 
insulin-dependent cells such as skeletal muscle and adipose tissue [7]. IR is present 
in the majority of people with many metabolic disorders such as MetS and T2D. IR 
plays a crucial role in the pathophysiology of both T2D and CVD [7] but inversely 
related to insulin sensitivity in insulin-dependent tissues [8]. Clinical risk factors 
such as obesity, dyslipidemia, inflammation, hyperinsulinemia, and dysglycemia 
are also known to affect IR.
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Although environmental factors such as lifestyle and socioeconomic status 
contribute to the development of IR and MetS, both IR and MetS are also being 
determined by genetic factors, as strongly evidenced by early familial genetic studies 
[9–11]. Based on these studies, advanced genetic analysis technologies such as 
genome-wide association studies (GWAS) and next-generation sequencing (NGS) 
are extensively being used to identify both common and rare genetic variants related 
to these metabolic disorder-associated traits.

This chapter is to present an overview of genetic variants involved in the patho-
geneses of MetS and IR and to review the relevance between IR and MetS clusters in 
terms of genetic diversity.

2. Heritability of MetS and IR

The pieces of evidence for the heritability and co-occurrence of the metabolic 
traits have been revealed through early familial and twin genetic studies. The 
heritability of MetS, as defined by NCEP:ATPIII (National Cholesterol Education 
Program Adult Treatment Panel III) criteria, was estimated to be 24% (p = 0.006) 
in the Northern Manhattan Family Study, which was conducted in 803 subjects 
from 89 Caribbean-Hispanic families [9]. Each component of MetS has also an 
important genetic basis. The heritability was estimated at 46% for waist circumfer-
ence (WC), 24% for fasting glucose, 60% for HDL-cholesterol, 47% for triacyl-
glycerol (TAG), and 16% for systolic and 21% for diastolic blood pressure (BP). 
In the Linosa Study including 293 Caucasian native subjects from 51 families (123 
parents and 170 offsprings), the heritability of MetS, as defined by NCEP:ATPIII, 
was estimated to be 27% (p = 0.0012) [12]. Among its components, the heritability 
for blood glucose and high-density lipoprotein (HDL)-cholesterol was 10% and 
54%, respectively. The highest heritability was observed in the clustering of central 
obesity, hypertriglycemia, and low HDL-cholesterolemia (31%, p < 0.001). In an 
early study including 2508 adult male twin pairs, the accordance for the clustering 
of hypertension, diabetes, and obesity in the same individuals was 31.6% in mono-
zygotic pairs and 6.3% in dizygotic pairs [13]. These early pieces of evidence have 
spurred many studies to find genetic determinants of MetS.

Although common genetic variants related to IR have been identified, these 
variants are known to make up only 25–44% of the heritability of IR [14–16]. For 
this reason, it is necessary to find low-frequency and rare genetic variations that 
affect the heritability of MetS and IR.

3. Genetic variants of MetS and IR

Significant progress has been made over the past decade to identify the genetic 
risk factors associated with the various traits of MetS. Although the complexity 
of MetS makes the identification of a genetic component of the disorder difficult, 
pieces of evidence for genetic determinants of MetS have been revealed through the 
linkage analysis approach, candidate gene association studies, GWAS, epigenetic 
studies, microRNAs, long-non-coding RNAs, system biological studies, and more 
recently NGS and whole-exome sequencing.

3.1 Linkage analysis approach

Many chromosomes and locus associated with MetS or its components or a 
combination of some of its components have been identified through linkage 
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analysis. This approach has identified candidate quantitative trait loci (QTL). 
In 2209 subjects from 507 Caucasian families, a QTL associated with body mass 
index (BMI), WC, and fasting plasma insulin on chromosome 3q27 was identified, 
which includes genes such as the solute carrier family 2 of the facilitated glucose 
transporter (GLUT2) [17].

In a study including 456 Caucasian (white) and 217 African-American (black) 
subjects from 204 families, evidence of linkage for increased body fat, abdominal 
visceral fat, TAG, fasting glucose, fasting plasma insulin, blood pressure, and 
decreased HDL-cholesterol was identified on chromosome 10p11.2 and 19q13.4 and 
10q13.4 in white [18]. In black subjects, the linkage was identified on chromosome 
1p34.1 [18].

In a study including four ethnic groups (Caucasian, Mexican-American, 
African-American, and Japanese-American), evidence of linkage of MetS traits 
(weight/waist, lipid factor, and BP) was identified, where there is a strong linkage 
on chromosome 2q12.1-2q12 for Caucasian subjects and 3q26.1-3q29 for Mexican-
American subjects [19].

Genetic data were obtained for 2467 subjects from 387 three-generation families 
and 1082 subjects from 256 sibships, where a genomic region on chromosome 2 
included a pleiotropic locus contributing to the clustering of multiple metabolic 
syndrome (MMS)-related phenotypes (BMI, waist-to-hip ratio (WHR), subscapular 
skinfold, TAG, HDL-cholesterol, homeostasis model assessment (HOMA) index, 
plasminogen activator inhibitor-1-antigen, and serum uric acid) [20].

In a study including 250 German families, a genome-wide linkage scan for T2D 
supports the existence of MetS locus on chromosome 1p36.13 and T2D locus on 
chromosome 16p12.2 [21].

In a study with 715 individuals in 39 low-income Mexican American families, 
strong evidence of a major locus near markers D1S1597 and D1S407 on chromosome 
1p36.21 that influences variation in symptomatic or clinical gallbladder disease 
through a genome-scan and linkage approach was revealed [22].

3.2 Candidate gene association studies

Candidate gene association studies identify and investigate many candidate 
genes that regulate biological processes related to MetS. Analysis of the mutation 
burden of candidate genes is among the first methods used to uncover MetS genes. 
Especially, the association of MetS and single nucleotide polymorphisms (SNPs) in 
related genes has been examined in many studies.

An association with MetS for 8 SNPs that are mostly in 25 genes involved in 
lipid metabolism was revealed in 88 studies with 4000 subjects. In these studies, 
the minor allele of C56G (APOA5), T1131C (APOA5), rs9939609 (FTO), C455T 
(APOC3), rs7903146 (TCF7L2), C482T (APOC3), and 174G > C (IL6) were more 
prevalent in subjects with MetS but the minor allele of Taq-1B (CETP) was less 
prevalent in those [23].

The association of HSD11B1 variants and HSD11B1 expression in abdominal 
adipose tissue with T2D, MetS, and obesity was identified in 802 studies. Especially, 
a polymorphic variant was identified to be related to T2D in a study including Pima 
Indians, and an association between MetS with another polymorphic variant at the 
HSD11B1 gene was identified in an Indian study. However, most studies did not find 
an association between HSD11B1 polymorphic variants and T2D, MetS, and obesity, 
suggesting that the variants may play a minor role to develop obesity, T2D, and 
MetS [24].

A meta-analysis study including 25 reports revealed an association of ADIPOQ 
rs2241766 and rs266729 polymorphisms with MetS in the Chinese population, 
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the minor allele of C56G (APOA5), T1131C (APOA5), rs9939609 (FTO), C455T 
(APOC3), rs7903146 (TCF7L2), C482T (APOC3), and 174G > C (IL6) were more 
prevalent in subjects with MetS but the minor allele of Taq-1B (CETP) was less 
prevalent in those [23].

The association of HSD11B1 variants and HSD11B1 expression in abdominal 
adipose tissue with T2D, MetS, and obesity was identified in 802 studies. Especially, 
a polymorphic variant was identified to be related to T2D in a study including Pima 
Indians, and an association between MetS with another polymorphic variant at the 
HSD11B1 gene was identified in an Indian study. However, most studies did not find 
an association between HSD11B1 polymorphic variants and T2D, MetS, and obesity, 
suggesting that the variants may play a minor role to develop obesity, T2D, and 
MetS [24].

A meta-analysis study including 25 reports revealed an association of ADIPOQ 
rs2241766 and rs266729 polymorphisms with MetS in the Chinese population, 
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where the G allele of rs2241766 increased the risk of MetS but no relevance to 
rs266729 was found [25].

In a study including 442 adults with MetS, it was revealed that APOE genotype 
affected IR, apolipoprotein (apo) CII, and CIII depending on plasma fatty acid 
(FA) levels in MetS. Elevated n-3 polyunsaturated FA (PUFA) was related to lower 
concentration of apo CIII in E2 carriers and elevated C16:0 was related to IR in E4 
carriers. Decreased long-chain n-3 PUFA was associated with reduced apo CII level 
in E2 carriers, after FA intervention. These results suggest that subjects with MetS 
may benefit from personalized dietary interventions based on APOE genotype [26].

A meta- and gene-based analysis including 18 studies was carried out to investi-
gate the association of fat mass and obesity-related FTO gene polymorphisms with 
MetS, suggesting that FTO is strongly related to MetS (p < 10−5) [27].

BALB/c mice are known to be resistant to a high-fat diet (HFD)-induced obesity. 
A recent study demonstrated that Nod2−/−BALB/c mice developed HFD-dependent 
obesity and risk factors of MetS such as hyperglycemia and hyperlipidemia. 
Interestingly, Nod2−/− HFD mice showed changes in the composition of gut flora 
and also delivered sensitivity to hyperglycemia, steatosis, and weight gain to wild 
type germ-free mice. Therefore, these results suggest that not only Nod2 plays a 
novel role in obesity but also that Nod2 and Nod2-regulated gut flora protect BALB/c 
mice from diet-induced obesity and metabolic disorders [28].

More recently, a multiple-genotype and multiple-phenotype analysis of a gene-
based SNP set has been performed to identify new susceptible variants associated 
with MetS in 10,049 Korean individuals [29]. In this study, 27 SNP pairs were 
associated with MetS in the discovery stage and also replicated. Of these SNPs, 
3 SNP pairs in each SIDT2, UBASH3B, and CUX2 gene were significant in the 
multiple-SNP and multiple-phenotype analysis rather than in the single-SNP and 
multiple-phenotype analysis. Especially, an association of MetS with an intronic 
SNP pair, rs7107152 (p = 3.89 × 10−14) and rs1242229 (p = 3.64 × 10−13), in SIDT2 
gene at 11q23.3 was found. These 2 SNPs are also associated with the expression of 
SIDT2 and TAGLN that promote insulin secretion and lipid metabolism, respec-
tively. These results suggest the usefulness of the multiple-genotype and multiple-
phenotype analysis platform to identify new genetic loci in complex metabolic 
disorders such as MetS.

Although candidate genetic association studies have reported many genetic 
variations associated with MetS, often these results have not been replicated in 
other populations and been identified through GWAS. These examples include 
polymorphisms in or near genes encoding GAD2, ENPP1, and SCL6A14. Moreover, 
most of the identified genes underlie only one MetS trait. Few exceptions contain 
mutations in ADIPOQ related to hypertension, T2D, and dyslipidemia. Other 
examples contain mutations in FOXC2, SREBP1, NR3C1, and GNB3 genes.

3.3 GWAS

GWA studies are an approach used to analyze an association of SNPs in subjects 
with MetS or IR and to date, being carried out by many researchers.

3.3.1 Genetic diversity of MetS

Over the past 10 years, GWAS have identified many genetic variants associated 
with each trait of MetS. Many genetic loci associated with lipid levels were 
discovered and refined by GWAS which identified 157 loci related to lipid levels 
at p < 5 x 10−8, including 62 loci not previously related to lipid levels [30]. Among 
the loci, 39 loci were associated with TAG levels and 71 with HDL-cholesterol. 
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Several loci associated with each component of MetS have pleiotropic effects on 
two or more traits related to MetS.

A GWA meta-analysis including 76,150 subjects showed that the rs2943634 
variant near IRS1 was associated with an elevated visceral to subcutaneous fat 
ratio, IR, dyslipidemia (higher TAG and lower HDL-cholesterol), risk of T2D, and 
reduced adiponectin levels [31]. Genetic variants in the GCKR gene were linked 
to fasting glucose levels [32], TAG [33], and non-alcoholic fatty liver disease [34]. 
Variants for obesity in/near FTO and MC4R genes were associated with specific 
measures of adiposity such as WC [35], HDL-cholesterol levels [30], IR [36, 37], 
and risk of T2D [35]. Variants in the GRB14 gene were also linked to BMI-adjusted 
WHR [38], T2D [39], and fasting insulin levels.

In a GWAS comparing T2D subjects (n = 1924) and control (n = 2938) for 
autosomal SNPs (n = 490,032), SNPs in FTO gene region on chromosome 16 were 
identified to be strongly associated with T2D (e.g., rs9939609, OR = 1.27, p = 5 × 10−8). 
This strong association was furthermore reproduced by analyzing SNP rs9939609 
in T2D subjects (n = 3757) and controls (n = 5346) (OR = 1.15, p = 9 × 10−6) [35]. 
However, some of these variants were also associated with MetS, suggesting that genes 
such as FTO, MC4R, and IRS1 play important roles in the progression of MetS [40]. 
Especially, among several obesity-related loci found to be related to MetS-related 
traits in the GWAS studies, FTO and MC4R genes are considered to be the strongest 
candidates for body weight control, and IRS1 is known to have an important effect on 
IR. These results may provide valuable information to understand the role of genetic 
control of adiposity and IR in the development of MetS.

GWA studies of MetS as a whole or a combination of its traits have also identified 
a number of both common and rare genetic variants. A GWA study was conducted 
to identify common genetic variants of MetS and its related components in 4560 
Indian Asian men with a high prevalence of these conditions. In this study, no 
genetic variation showed an association with MetS as a whole. However, several 
variations were related to single components. Especially, 2 SNPs near CETP, 2 at 
8p21.3 near LPL, 2 at 11q12.2 near FADS1 and FADS2, and 1 at 21q22.3 near FLJ41733 
associated with HDL-cholesterol (p < 10−6), and 1 SNP near TCF7L2 associated with 
T2D (p < 10−6) were identified [41].

A study by the STAMPEDE Consortium included 13 independent studies, 
comprising a total of 22,161 subjects of European ancestry, was conducted to find 
genetic determinants contributing to the correlated architecture of MetS traits, 
using MetS as a whole or pairs of its components as phenotypes [42]. In this study, 
the 5 SNPs in LPL, APOA5 cluster (ZNF259, BUD13, and APOA5), and CETP 
genes were found to be associated with MetS. Especially, a total of 27 genetic 
variants in or near 16 genes were associated with bivariate combinations of 5 
MetS traits, including variants in LIPC (chromosome 15q21-q23) associated with 
HDL-cholesterol-fasting glucose (rs2043085, p = 1.3 x 10−8) and with WC-HDL-
cholesterol (rs10468017, p = 5.5 x 10−8), ABCB11 (chromosome 2q24) associ-
ated with HDL-cholesterol-fasting glucose (rs569805, p = 8.5 x 10−8) and with 
HDL-cholesterol-TAG (rs2954026, p = 7.9 x 10−9), TRIB1 (chromosome 8q24.13) 
associated with TAG-BP (rs2954033, p = 8.5 x 10−9), TFAP2B (chromosome 6p12) 
associated with WC-fasting glucose (rs2206277, p = 1.3 x 10−7), LOC100128354 
(chromosome 11q21) and MTNR1B associated with BP-fasting glucose (rs1387153, 
p = 8.1 x 10−9), HDL-cholesterol-fasting glucose (rs1387153, p = 2.4 x 10−9), and 
TAG-fasting glucose (rs10830956, p = 4.8 x 10−11), LOC100129500 (chromosome 
19q13.2) associated with HDL-cholesterol-TAG (rs439401, p = 1.0 x 10−8), and 
LOC100129150 variants with HDL-cholesterol-TAG (rs9987289, p = 1.1 x 10−8) 
and HDL-cholesterol-WC (rs9987289, p = 3.7 x 10−8) [42]. These common genetic 
variations can partly explain the covariation in the MetS traits.
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where the G allele of rs2241766 increased the risk of MetS but no relevance to 
rs266729 was found [25].

In a study including 442 adults with MetS, it was revealed that APOE genotype 
affected IR, apolipoprotein (apo) CII, and CIII depending on plasma fatty acid 
(FA) levels in MetS. Elevated n-3 polyunsaturated FA (PUFA) was related to lower 
concentration of apo CIII in E2 carriers and elevated C16:0 was related to IR in E4 
carriers. Decreased long-chain n-3 PUFA was associated with reduced apo CII level 
in E2 carriers, after FA intervention. These results suggest that subjects with MetS 
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A meta- and gene-based analysis including 18 studies was carried out to investi-
gate the association of fat mass and obesity-related FTO gene polymorphisms with 
MetS, suggesting that FTO is strongly related to MetS (p < 10−5) [27].

BALB/c mice are known to be resistant to a high-fat diet (HFD)-induced obesity. 
A recent study demonstrated that Nod2−/−BALB/c mice developed HFD-dependent 
obesity and risk factors of MetS such as hyperglycemia and hyperlipidemia. 
Interestingly, Nod2−/− HFD mice showed changes in the composition of gut flora 
and also delivered sensitivity to hyperglycemia, steatosis, and weight gain to wild 
type germ-free mice. Therefore, these results suggest that not only Nod2 plays a 
novel role in obesity but also that Nod2 and Nod2-regulated gut flora protect BALB/c 
mice from diet-induced obesity and metabolic disorders [28].

More recently, a multiple-genotype and multiple-phenotype analysis of a gene-
based SNP set has been performed to identify new susceptible variants associated 
with MetS in 10,049 Korean individuals [29]. In this study, 27 SNP pairs were 
associated with MetS in the discovery stage and also replicated. Of these SNPs, 
3 SNP pairs in each SIDT2, UBASH3B, and CUX2 gene were significant in the 
multiple-SNP and multiple-phenotype analysis rather than in the single-SNP and 
multiple-phenotype analysis. Especially, an association of MetS with an intronic 
SNP pair, rs7107152 (p = 3.89 × 10−14) and rs1242229 (p = 3.64 × 10−13), in SIDT2 
gene at 11q23.3 was found. These 2 SNPs are also associated with the expression of 
SIDT2 and TAGLN that promote insulin secretion and lipid metabolism, respec-
tively. These results suggest the usefulness of the multiple-genotype and multiple-
phenotype analysis platform to identify new genetic loci in complex metabolic 
disorders such as MetS.

Although candidate genetic association studies have reported many genetic 
variations associated with MetS, often these results have not been replicated in 
other populations and been identified through GWAS. These examples include 
polymorphisms in or near genes encoding GAD2, ENPP1, and SCL6A14. Moreover, 
most of the identified genes underlie only one MetS trait. Few exceptions contain 
mutations in ADIPOQ related to hypertension, T2D, and dyslipidemia. Other 
examples contain mutations in FOXC2, SREBP1, NR3C1, and GNB3 genes.
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GWA studies are an approach used to analyze an association of SNPs in subjects 
with MetS or IR and to date, being carried out by many researchers.

3.3.1 Genetic diversity of MetS

Over the past 10 years, GWAS have identified many genetic variants associated 
with each trait of MetS. Many genetic loci associated with lipid levels were 
discovered and refined by GWAS which identified 157 loci related to lipid levels 
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the loci, 39 loci were associated with TAG levels and 71 with HDL-cholesterol. 
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Several loci associated with each component of MetS have pleiotropic effects on 
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A GWA meta-analysis including 76,150 subjects showed that the rs2943634 
variant near IRS1 was associated with an elevated visceral to subcutaneous fat 
ratio, IR, dyslipidemia (higher TAG and lower HDL-cholesterol), risk of T2D, and 
reduced adiponectin levels [31]. Genetic variants in the GCKR gene were linked 
to fasting glucose levels [32], TAG [33], and non-alcoholic fatty liver disease [34]. 
Variants for obesity in/near FTO and MC4R genes were associated with specific 
measures of adiposity such as WC [35], HDL-cholesterol levels [30], IR [36, 37], 
and risk of T2D [35]. Variants in the GRB14 gene were also linked to BMI-adjusted 
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In a GWAS comparing T2D subjects (n = 1924) and control (n = 2938) for 
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identified to be strongly associated with T2D (e.g., rs9939609, OR = 1.27, p = 5 × 10−8). 
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Especially, among several obesity-related loci found to be related to MetS-related 
traits in the GWAS studies, FTO and MC4R genes are considered to be the strongest 
candidates for body weight control, and IRS1 is known to have an important effect on 
IR. These results may provide valuable information to understand the role of genetic 
control of adiposity and IR in the development of MetS.
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Indian Asian men with a high prevalence of these conditions. In this study, no 
genetic variation showed an association with MetS as a whole. However, several 
variations were related to single components. Especially, 2 SNPs near CETP, 2 at 
8p21.3 near LPL, 2 at 11q12.2 near FADS1 and FADS2, and 1 at 21q22.3 near FLJ41733 
associated with HDL-cholesterol (p < 10−6), and 1 SNP near TCF7L2 associated with 
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A study by the STAMPEDE Consortium included 13 independent studies, 
comprising a total of 22,161 subjects of European ancestry, was conducted to find 
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genes were found to be associated with MetS. Especially, a total of 27 genetic 
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variations can partly explain the covariation in the MetS traits.
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In a study for susceptibility loci associated with MetS and its traits was conducted 
in four Finnish cohorts consisting of 2637 MetS cases and 7927 controls. One genetic 
variant (rs964184) in A APOA1/C3/A4/A5 gene cluster region on chromosome 11, 
known as lipid locus was found to be associated with MetS in all 4 study samples 
(p = 7.23 × 10−9 in meta-analysis) and significantly associated with several very low-
density lipoprotein (VLDL), TAG, and HDL metabolites (p = 0.024–1.88 × 10−5). 
Several genetic variants in or near 4 known loci related to lipids (LPL, CEPT, 
APOA1/C3/A4/A5, and APOB) were strongly associated with TAG/HDL/WC factors 
[43], but none was associated with 2 or more uncorrelated MetS traits. A polygenetic 
risk score (PRS), which was calculated as the number of alleles in loci associated 
with individual MetS traits, was significantly associated with MetS traits. These 
results suggest that genes associated with lipid metabolism pathways have crucial 
roles in the development of MetS. However, in this study, little evidence for pleiot-
ropy associating obesity and dyslipidemia with the other MetS traits (hyperglycemia 
and hypertension) was found.

Genetic loci associated with the clustering of 6 MetS-related phenotypes 
(atherogenic dyslipidemia, vascular dysfunction, vascular inflammation, pro-
thrombotic state, central obesity, and elevated plasma glucose) including 19 
quantitative traits were identified by GWAS in 19,486 European American and 6287 
African American Candidate Gene Association Resource Consortium participants 
[44]. In this study, 606 significant SNPs in and near 19 loci (p = 2.13 x 10−7) were 
identified in European Americans. Many of these loci were associated with at least 
one MetS-related trait domain and consistent with results in African Americans. 
Three new pleiotropic loci in or near APOC1, BRAP, and PLCG1, which were asso-
ciated with multiple phenotype domains were identified. Several loci previously 
identified by GWAS for each trait of MetS, including LPL, ABCA1, and GCKR, were 
also associated with at least 2 trait domains. These results support the presence of 
genetic variants with pleiotropic effects on adiposity, inflammation, glucose regula-
tion, dyslipidemia, vascular dysfunction, and thrombosis. Such loci could apply to 
uncover metabolic dysregulation and identify targets for early intervention.

3.3.2 Genetic diversity of IR

To date, many of the loci related to risks of developing IR have been identified 
and found to be associated with measures such as insulin sensitivity and secretion.

In an early meta-analysis, genetic variants related to IR were identified in 21 
cohorts consisting of a non-diabetic group, which includes 46,186 subjects with 
measures of fasting glucose and 38,238 subjects with measures of fasting glucose 
and HOMA-IR. In additional 76,558 subjects, 25 SNPs were followed up with this 
approach, identifying 16 loci related to fasting glucose and 2 loci related to fasting 
insulin. In this study, several loci near GCKR including a new locus near IGF1 were 
found to be associated with IR [32]. These results were replicated in a further 14 
cohorts, which included 29,084 non-diabetic subjects with measures of fasting 
proinsulin, insulin secretion, and sensitivity [45]. Association of 37 risk loci for 
T2D with measures of insulin secretion, sensitivity, and processing and clearance 
was examined in 58,614 non-diabetic subjects and 17,327 subjects with measures 
of glycemic traits, revealing that the risk loci were grouped into 5 major categories 
including one cluster with 4 loci (PPARG, KLF14, IRS1, and GCKR) associated 
with IR [46].

A joint meta-analysis (JMA) approach has been developed to identify genetic 
variants associated with either fasting glucose and/or fasting insulin. This approach 
identified 6 loci that include 5 new variants associated with levels of fasting insulin 
(IRS1, COBLL1-GRB14, PPP1R3B, PDGFC, UHRF1BP1, and LYPLAL1) [47].
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A large-scale meta-analysis including 133,010 subjects identified 17 loci signifi-
cantly associated with fasting insulin. These loci included genes associated with 
other metabolic traits (FTO, TCF7L2, PPARG, ARL15, RSPO3, and ANKRD55-
MAP3K1) and newly identified loci (YSK4, FAM13A, TET2, PEPD, and HIP1) 
[48]. In 2 further studies, these loci were used to make an IR PRS identify the 
relationship between variants associated with fasting insulin and the risk of each 
individual developing IR and T2D [49, 50]. The 2 studies identified that the IR 
GRSs were associated with decreased insulin sensitivity and lower BMI. In one of 
these 2 studies, a PRS was generated from 10 genetic loci that were related to lower 
HDL-cholesterol and higher TAG (PPARG, IRS1, GRB14, PEPD, FAM13A1, PDGFC, 
LYPLAL1, RSPO3, ARL15, and ANKRD55-MAP3K1) [49]. In the other study, 19 loci 
were used to generate their IR PGS and 11 risk variants were identified to be related 
to increased TAG and lower HDL-cholesterol along with a lower BMI [50]. In these 
studies, IR PRSs were used to highlight that IR can develop without obesity and 
high BMI.

IRS1 is a signaling adapter protein that is encoded by the IRS1 gene in humans 
and a key factor of the insulin signaling pathway initiating the activation of 
phosphoinositide 3-kinase (PI3K) in response to insulin. The C allele at the SNP 
(rs2943641) near the IRS1 gene was found to be associated with IR and hyperinsu-
linemia in a European population. Through functional studies, the risk allele was 
found to be associated with lower levels of basal IRS1 protein and decreased PI3K 
activity during insulin infusion, indicating a causative role for the genetic variant 
on risk of IR [51]. The SNP (rs2943650) near IRS1 was also associated with lower 
HDL-cholesterol, elevated TAG, IR, and lower body fat percentage [31]. Significant 
associations of the variants in FTO with fasting insulin and insulin sensitivity were 
identified [37]. The risk variant in or near TCF7L2 was found to be associated with 
both impaired β-cell function and IR [52]. A variant in NAT2 was also found to be 
associated with a measure of insulin sensitivity in four European cohorts of 2764 
non-diabetic individuals [53], supporting a role for NAT2 in insulin sensitivity. 
In this study, a variant of NAT2 was found to be strongly associated with reduced 
insulin sensitivity that was independent of BMI. The A allele at the SNP (rs1208) 
was significantly associated with IR-related traits, including increased fasting 
glucose, total cholesterol and LDL-cholesterol, hemoglobin A1C (HbA1c), TAG, and 
coronary artery disease (CHD). IGF1 is functionally similar to insulin and controls 
growth and development. Lower levels of IGF1 were found to be associated with 
decreased insulin sensitivity [54], and the SNP (rs35767) in the IGF1 gene suggested 
that the G allele has lower levels of IGF-1 compared to the A allele [55].

In a GWA study of a UK cohort of Indian-Asian and European ancestry, MC4R 
was found to be associated with both IR with measures of HOMA-IR and WC, and 
with higher frequencies of risk alleles found in the Indian-Asian cohort [36].

In a GWA study of a cohort with Indian ancestry, 2 loci near TMEM163 were 
found to be associated with both reduced plasma insulin and HOMA-IR [56].

In a GWA study of an African-American cohort, the SNP (rs7077836) near 
TCERG1L and the SNP (rs17046216) in SC4MOL were found to be associated with 
both fasting insulin and HOMA-IR [57]. ARL15 belongs to a family of intracellular 
vesicle trafficking, and its exact function remains unknown. However, variants in 
ARL15 were found to be associated with decreased levels of adiponectin and risk of 
T2D, CHD, and IR as measured by HOMA-IR [58].

To date, approximately 60 loci related to the risk of IR have been identified 
through GWAS, and among them, the top 10 IR-related loci have been replicated 
in 2 GWA studies [48, 59]. They are in and near the noncoding regions of IRS1 
(rs2943645), PPARG (rs17036328), GRB14 (rs10195252), PEPD (rs731839), PDGFC 
(rs6822892), MAP3K1 (rs459193), ARL15 (rs4865796), FAM13A (rs3822072), 



Genetic Variation

216
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RSPO3 (rs2745353) and LYPLAL1 (rs4846565). The PRS including the risk alleles of 
the 10 loci was associated with the cardiometabolic phenotypes such as lower BMI, 
lower body fat percentage, smaller hip circumference, and decreased leg fat mass 
as well as the risk phenotypes such as higher fasting insulin and higher TAG levels. 
These results suggest that limited storage capacity of subcutaneous adipose tissue 
(SAT) and consequently the elevation of ectopic fat deposition may be associated 
with the genetic link with IR [48, 49].

3.4 Low-frequency and rare variants

Whole-genome and exome sequencing approaches as relatively new genetic 
analysis technologies are being used to pinpoint the effects of minor allele frequencies 
(MAF ≤ 5%) and rare variants (MAF ≤ 0.5%) on the heritability of metabolic 
disorders such as MetS and IR.

The genomes of 1092 individuals from 14 populations were analyzed by using 
both the whole-genome and exome sequencing methods to identify low-frequency 
and rare genetic variants across 14 populations in the 1000 Genome Project [60]. 
The reference panels gained from this project can capture up to 98% accessible 
SNPs at a frequency of 1% in related populations and also enable researchers to 
analyze common and low-frequency variants in each individual from various 
populations. The 38 million SNP panels from the 1000 Genomes Project gave near 
complete coverage of common and low-frequency genetic variation with MAF 
≥0.5% across European ancestry populations.

The European Network for Genetic and Genomic Epidemiology (ENGAGE) 
consortium carried out 22 GWAS to examine associations of genetic variants with 
WHR, fasting glucose, BMI, and fasting insulin in 87,048 individuals of European 
ancestry. This study identified two new loci for BMI, and fasting glucose and 
new lead SNPs at 29 loci including the SNP (rs1260326) near GCKR for fasting 
insulin [61].

Whole exome sequencing in a Danish cohort of 1000 individuals with T2D, BMI 
>27.5 kg/m2, and hypertension and of 1000 controls identified 70,182 SNPs with 
MAF > 1%. Subsequent exome sequencing was performed in a two-stage follow-up 
in 15,989 Danes and a further 63,896 Europeans. This study showed associa-
tions of two common SNPs in COBLL1 (MAF = 12.5%, OR = 0.88, p = 1.2 × 10−11) 
and MACF1 (MAF = 23.4%, OR = 1.10, p = 8.2 × 10−10) with T2D and a low 
frequency variant in CD300LG (MAF = 3.5%, p = 8.5 × 10−14) with fasting HDL-
cholesterol [62].

Although physiological functions of risk variants in COBLL1 and MACF1 remain 
still unclear, a risk variant rs72836561 at CD300LG was found to be associated with 
the decreased mRNA expression level of CD300LG in both skeletal muscle and 
adipose tissue, elevated intramyocellular lipid, and decreased insulin sensitivity, 
through a functional study. These results suggest an association between this variant 
and MetS traits [63].

Exome sequencing in an Icelandic population revealed that a low-frequency 
(1.47%) variant (rs76895963) in CCND2 decreased the risk of T2D (OR = 0.53, 
p = 5.0 × 10−21) and was associated with elevated CCND2 expression [64]. However, 
this variant was also associated with both greater height and higher BMI (1.17 cm 
per allele, p = 5.5 × 10−12 and 0.56 kg/m2 per allele, p = 6.5 × 10−7, respectively).

In 2733 individuals from the Greenlandic population that were historically 
isolated, combination analyses of Cardio-Metabochip based genotyping and exome 
sequencing revealed that a common variant in TBC1D4 was associated with higher 
fasting glucose and decreased insulin sensitivity, resulting in decreased insulin-
stimulated glucose uptake due to the variant [65].
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Recently, whole-genome sequencing in a UK10K-cohort project consisting of 
3781 healthy individuals with exome sequencing of 6000 individuals with either 
rare disease, severe obesity, or neurodevelopmental disorders has been performed to 
identify low-frequency and rare variants [66]. This project identified 24 million novel 
genetic variants including novel alleles associated with levels of TAG (APOB), adi-
ponectin (ADIPOQ), and LDL-cholesterol (LDLR and RGAG1) from single-marker 
and rare variant aggregation tests and provided reference panels with increased 
coverage of low-frequency and rare variants. These panels are now being used to 
identify associations of low-frequency and rare variants with various traits related to 
health and disease.

3.5 Epigenetic determinants

Fatty acid-binding proteins (FABPs) play important roles in lipid metabolism 
and signaling. Dyslipidemia often occurs along with IR, obesity, and hypertension 
in individuals with MetS. The methylation status of CpG islands of a key regulator 
of lipid homeostasis, FABP3, is known as a quantitative trait associated with MetS 
phenotypes in humans. To identify if CpG methylation of FABP3 affects MetS traits 
in 517 Northern European family populations, the CpG islands in the FABP3 gene 
were profiled by a quantitative methylation analysis method. In this study, regional 
methylation was found to be strongly associated with plasma total cholesterol 
(p = 0.00028) and associated with LDL-cholesterol (p = 0.00495) [67]. Methylation 
at individual units was significantly associated with MetS traits such as insulin sen-
sitivity and diastolic BP (p < 0.0028). These results suggest that DNA methylation 
of FABP3 strongly affects MetS and might have important implications for insulin, 
lipids, and cardiovascular phenotypes of MetS.

Meanwhile, malnutrition in childhood, infancy, or fetus affects the prevalence 
of MetS in adults and their offspring [68], suggesting that maternal malnutrition 
affects gene expression in offspring through epigenetic mechanisms.

To date, most studies examining epigenetic changes related to MetS or IR 
have been conducted in animals and few studies have been conducted in humans. 
Therefore, further studies in humans are needed in the future.

4. CRISPR screen for genes affecting MetS or IR

Although many GWA studies are widely used to identify genetic loci associated 
with IR, it remains challenging to identify the causal gene in each locus [69]. Recently, 
structural and functional connections between GWAS loci and vicinal or distal genes 
were identified by chromosome conformation capture (3C) technology and expres-
sion quantitative trait loci (eQTL) studies [70, 71]. However, the 3C experiments 
are expensive and the eQTL studies cannot identify all the causal genes for a locus. 
Moreover, the 2 methods cannot pinpoint the causal genes and mechanisms related 
to the risk loci of IR. More recently, clustered regularly interspaced short palindromic 
repeats (CRISPR) knockout screening platform as an alternative method has been 
applied to pinpoint functions of new candidate causal genes at IR-associated loci in 
human preadipocytes and adipocytes [72]. This screening platform successfully char-
acterized the functions of 10 new candidate causal genes at IR-associated loci. The 
10 candidate genes (PPARG, IRS-1, FST, PEPD, PDGFC, MAP3K1, GRB14, ARL15, 
ANKRD55, and RSPO3) showed diverse phenotypes in the 3 insulin-sensitizing 
mechanisms, including lipid metabolism, adipogenesis, and insulin signaling, and 
the first 7 of these genes could affect all the 3 mechanisms. Additionally, 5 of 6 eQTL 
genes were identified as the top candidate causal genes (IRS-1, GRB14, FST, PEPD, 
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and PDGFC), and expression levels of these 5 genes in human subcutaneous adipose 
tissue were found to be associated with increased risk of IR. Interestingly, it was first 
revealed in this study that the FST, PEPD, and PDGFC are involved in the functions 
of adipose in IR. Despite these findings, little is known about other functions of these 
3 genes in adipose tissue, which may include novel molecular mechanisms for cardio-
metabolic disease. In this regard, studies will be needed to uncover new functions of 
these 3 genes in adipose tissue.

5. Conclusions

MetS and IR are central risk factors for the development of dyslipidemia, T2D, 
and CVD as well as complex metabolic traits. Many of the genetic variations impli-
cated in the development of the MetS and IR are associated with glucose and lipid 
metabolism, respectively. Significant progress has been made in the identification 
of common and rare genetic variations associated with the MetS and IR in different 
populations, driven by the advent of GWAS and more recently, genome and exome 
sequencing approaches.

Despite many scientific efforts in identifying many genetic loci associated with 
the MetS and IR, their exact molecular pathogenesis remains unclear. Further 
studies are needed to identify functional links between the genetic variants and the 
phenotypes and subsequently to uncover the underlying molecular mechanisms of 
both metabolic disorders.

Clinical validation of the variants identified by several genetic analysis 
approaches is challenging for reasons resulting from implications by an individual’s 
lifestyle and environmental factors as well as by genetic factors. In this aspect, 
studies including larger and more homogeneous populations are needed to identify 
genetic variants that underlie the association of the various traits of MetS and/or 
IR. However, results obtained from these studies should be replicated in different 
populations with a sufficient sample size to avoid false-positive associations and to 
reduce systematic biases and technical errors.

Approaches such as CRISPR, 3C, and eQTL are being used to identify struc-
tural and functional associations between genetic loci discovered by GWAS or 
exome sequencing and regional or distal genes. Among them, CRISPR as an in 
vitro screening platform may be used effectively to pinpoint causal genes at loci 
associated with MetS and IR in the near future. Currently, MetS and IR have been 
becoming a health and financial burden worldwide. The exact identification of 
validated variants that affect the MetS and IR might provide new preventive and 
treating strategies for the 2 metabolic disorders and related diseases.
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Abstract

Osteoarthritis (OA) is a debilitating joint disorder with a complex pathogeny 
wherein diverse factors interact, causing a process of deterioration of the articular 
cartilage and the subchondral bone. It can be primary or secondary but has com-
mon clinical, radiological, and pathological manifestations. Unfortunately, there 
are no curative or preventive options available for this disease. The knee is the most 
common site to develop OA among all synovial joints. Both environmental and 
genetic factors play an essential role in the initiation of the disease. Identifying the 
genes underlying the genetic background could give new insights into the patho-
physiology of knee osteoarthritis (KOA) and could potentially lead to new drug 
targets. Several genes involving developmental processes or maintenance of carti-
lage and bone are found to be associated with KOA susceptibility and progression. 
Understanding the gene functions has improved the knowledge towards the disease 
pathogenesis. So, it will be of interest to investigate the role of gene-gene interaction 
in the disease.

Keywords: KL grade, knee osteoarthritis, single nucleotide polymorphism, VAS, 
WOMAC

1. Introduction

Osteoarthritis (OA) is the most common degenerative arthritis caused by the 
breakdown of articular cartilage [1]. The prevalence of OA is high and expected 
to increase in the coming years [2]. Results of some epidemiologic studies indicate 
that the incidence of symptomatic OA is about 8–9% in China [3]. OA is a multi-
factorial joint disorder in which growing age, genetic factors; hormonal as well as 
mechanical factors are significant contributors to its onset and progression. The 
molecular mechanism underlying the cartilage degeneration is poorly understood 
[4]. American College of Rheumatology defines Osteoarthritis as a heterogonous 
group of condition that leads to joint symptoms and signs which are associated 
with defective integrity of articular cartilage, in addition to related changes in the 
underlying bone at joint margin [5]. OA is primarily a non-inflammatory disorder 
of movable joint characterized by an imbalance between the synthesis and degrada-
tion of articular cartilage, leading to the classic pathological change of wearing 
away and destruction of cartilage [6]. OA affects nearly 21 million people in the 
United States, accounting for 25% of the visits to primary care physicians and half 
of all having NSAID (Non- Steroid Anti Inflammatory drugs) prescriptions. It is 
estimated that about 80% of the population was having radiographic evidence 
of Osteoarthritis by the age of 65 years, although only about 60% of these were 
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symptomatic [7]. Epidemiological profile of Osteoarthritis in India is not clear, 
but it is estimated that more than 30-40% of the Indian population suffers from 
Osteoarthritis over the age of 50 years (www.wrongdiagnosis.com).

Osteoarthritis is considered to be of two types:

1. Primary

2. Secondary

2. Primary osteoarthritis

Primary OA is a chronic degenerative condition of mobile joints due to an 
unknown cause. This may result due to aging because few people do not show any 
clinical or functional signs of the diseases in the late 90s. The proteoglycan and 
water content of the cartilage reduce with the advancement of age, hence the tough-
ness of cartilage and increasing the susceptibility of collagen fibers to degenerate 
[8]. Mild inflammation around the joint capsule may occur in OA as compared to 
rheumatoid arthritis. This inflammation is in response to the small particles of the 
debris produced by this cartilage breakage and then attempted clearance by the 
scavengers cells located in joint lining [8]. New bone outgrowths called ‘spurs’ or 
osteophytes may form on the margins of the joint, possibly in an attempt to improve 
the congruence of the articular cartilage surfaces. Some of these bone changes, 
along with low-grade inflammation, may cause pain and mobility.

3. Secondary osteoarthritis

This type of OA is caused by other factors or disease, but the resulting patho-
logical changes are the same as for primary OA.

Leading causes of secondary Osteoarthritis:

• Accidental injury to joints [9].

• Inflammatory diseases [7] (such as Perthes disease, Lyme disease) and all 
chronic form of arthritis (e.g. gout, pseudogout and rheumatoid arthritis). In 
gout, uric acid crystals cause cartilage degradation at a faster pace [10].

• Healed infection of the joints.

• Sports injuries [11]

According to Creamer et al. [12], Knee Osteoarthritis (OA) is a significant cause 
of disability, particularly in older people. The factors determining disability remain 
unclear. A study was conducted to assess the impact of clinical and psychosocial 
variables on function in knee Osteoarthritis and to develop models to account for 
observed variance in self-reported disability. It was conducted that function in 
symptomatic knee Osteoarthritis is determined more by pain and obesity than 
by structural changes as seen on plain X-ray. Hunter and Felson [13] said that 
Osteoarthritis had been known believed to be a disease of articular cartilage since 
ages, but the current concept is entirely different. Hunter and Felson explained that 
OA is a structural and functional impairment of synovial joints resulting in a range 
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of disease. OA entails the whole joint including the subchondral bone, menisci, 
ligaments, periarticular muscle, capsule and synovium.

Osteoarthritis (OA) is a chronic degenerative disorder of multifactorial etiology 
characterized by loss of articular cartilage, hypertrophy of bone at the margins, 
subchondral sclerosis and range of biochemical and morphological alterations of 
the synovial membrane and joint capsule. It may be either Primary Osteoarthritis 
or Secondary Osteoarthritis. Primary OA is mostly related to aging. It can present 
as localized, generalized or as erosive Osteoarthritis. Another disease or condition 
causes secondary OA [14].

Osteoarthritis (OA) is a disease of the musculoskeletal system that primarily 
involves the joints of the knee, hip, spine, hand and foot. OA is estimated to affect 
40% of people >70 years of age [15], making it more prevalent than any other form 
of arthritis [16]. The Framingham Knee Osteoarthritis study suggests that knee 
osteoarthritis increases in prevalence throughout the elderly, more so in women 
than in men [17]. Females are found to have more severe OA, more number of joints 
are involved, and have more symptoms and increased hand and knee OA [18]. 
Osteoarthritis (OA) is the most common cause of musculoskeletal disability related 
to aging and is characterized by late-onset degeneration of articular cartilage [19]. 
OA is one of the leading causes of disability and dysfunction in the elderly popula-
tion [20]; it has been estimated that the total cost for arthritis, including OA, is over 
2% of the United States gross domestic product [21].

Prevalence of OA: Osteoarthritis (OA) is the second most common rheuma-
tological problem and is the most frequent joint disease with a prevalence of 80% 
in the population having radiographic evidence. About 60% of radiographically 
evidenced subjects are symptomatic [22]. In India, more than 41.1% of the popula-
tion suffers from Osteoarthritis beyond the age of 50 years [23]. This is the most 
common cause of locomotor disability in the elderly [24]. More than 20 million 
people are affected with OA in the United States, including 10% of adults of age 
50 years. It has been estimated that 2% of women and 1.4% of men develop radio-
graphic OA per year, but approx half of these individual show symptoms [19].

Etiology of OA: OA is a multifactorial disease with both genetic and environ-
mental determinants, and all cases are probably affected by both, with a continuous 
distribution between the extremes of genetic or predominantly environmental 
causes [15]. The pathophysiology of OA is complex and do not comprehend with 
its clinical feature. The disease is rare before the age of 40 years but frequency 
increases with age as large no. of individual with ≥70 years demonstrate radio-
graphic evidence of OA in some joints. All cases are probably affected by both 
genetics and environment, with a continuous distribution between the extremes of 
predominantly genetic or predominantly environmental causes [15].

Role of genes in OA: Role of genetics is emerging as an important etiological 
factor in recent times. More than 65 genes are associated with knee osteoarthritis 
(KOA) in different populations, and Indian population candidate genes like CALM-1 
[25], VDR gene polymorphism [26], GDF-5 [22], SMAD-3, BMP-5, CCL2, COL2A1 
[27] and COL2A1, CRTL1 [28] are associated with KOA. In recent years many studies 
have been conducted on KOA to investigate its association with SNPs. Genome-Wide 
Association Stu is performed on a large scale to identify the role of different loci in 
the development of the disease depending on the number of variants used. To date, 
more than ten loci (LSP1P3, GDF5, CHST11, FTO, GNL3, ASTN2, SENP6, PTHLH, 
TP63, CDC5L and CHST11) have been found associated with KOA through GWAS in 
European, Asian and Caucasians populations [29, 30]. Candidate gene studies have 
been responsible for identifying several susceptible loci for OA. GDF5, ASPN, FRZB 
and PTGS2 are few other genes which have been identified this way. These genes 
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continue to be the subject of functional studies and further genetic replication in 
independent populations [31–36].

Valdev et al. [37] reported an association between an amino acid variant in the 
TRPV1 gene and risk of symptomatic KOA for the first time. This amino acid has 
been implicated in pain sensitivity previously. The observation that the genotype 
implicated in lower pain sensitivity is significantly associated with a lower risk of 
painful OA. After adjustment for confounding variables (age, sex, BMI and radio-
graphic severity) the difference between symptomatic and asymptomatic OA also 
achieves statistical significance.

Knee OA subjects showed individual characteristics in their expression of PBMC 
gene. A set of 173 genes was identified to diagnose Knee OA cases. The sensitivity 
and specificity were 89% and 76% respectively [38]. Besides, they observed that 
patients with symptomatic KOA could be categorized into two distinct groups 
based on the level of inflammatory gene expression (e.g., IL-1β, IL-8, COX-2). The 
differential overexpression of these inflammatory genes in KOA subclasses was 
validated using qPCR (P < 0.0001) in 2 cohorts from NYUHJD and one cohort from 
Duke University.

Yerges Armstrong et al. [39] identified four SNPs significantly associated with 
radiographic KOA. The strongest signal (p = 0.0009) maps to 12q3, which contains 
a gene coding for SP7. Additional loci map to 7p14.1 (TXNDC3), 11q13.2 (LRP5) and 
11p14.1 (LIN7C). The allele associated with higher BMD was also associated with 
higher odds of KOA in all four loci. This meta-analysis demonstrated that several 
GWAS identified BMD SNPs are nominally associated with prevalent radiographic 
KOA and further supports the hypothesis that BMD or its determinants may be a 
risk factor contributing to OA development.

A study by Shi-Xing Luo et al. [40] on IL-16 showed a significant association 
of SNP rs4778889 with altered gene expression levels as well as two other SNPs 
(rs11556218 and rs4072111). The latter two SNPs are located in an exon region, 
and their single nucleotide change results in an amino acid substitution. This was 
the first study to investigate the association of IL16 polymorphism with KOA risk, 
and a significant effect was observed IL16 rs1155218. Polymorphism represented 
an Asn to Lys substitution in exon 6 of the gene. It was mentioned that individual 
with rs11549465 C allele was at lower risk to develop the disease than those with T 
allele. Javier Fernández-Torres et al. [41] found that the SNP rs11549465 located in 
the exon 12 within the HIF1A gene was associated with KOA in Mexican patients. 
Their results showed that the presence of the CC homozygous variant or C allele 
represents potential risk factors for development of KOA. On the contrary to this, 
they detected that the heterozygous variant of CT or T allele of the rs11549465 poly-
morphism of the HIF1A gene (in comparison with the homozygous carriers) play a 
protective role against the disease.

Rui Zhang et al. [32] demonstrated that SNP rs143383 of GDF5 is a compelling 
risk factor for both knees and hand OA and provide further support for GDF5 
in etiology of OA. A recent study by Kwo Wei Ho et al. [42] suggested that the 
COL11A2, a collagen-encoding gene, may play a role in pain sensitization after the 
development of OA. In a case-control study, Haohuan Li et al. [43] investigated 
the association between EN1 rs4144782 and susceptibility to KOA in a Chinese 
population. A significant association of SNP was observed with increased risk of 
KOA. The results reconfirmed the close connection between BMD and OA.

Indian scenario: Besides our studies, not much work has been done on the asso-
ciation of SNPs in the Indian population. Studies published from our laboratory on 
genetic polymorphism in KOA demonstrated an association of BMP5, CCL2, COL2A1, 
IL1B, SMAD3, GDF5, ESR-α, CALM1 and COMP genes with the development of 
KOA. Background of these genes is given below.
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4. Bone morphogenic protein (BMP5) gene

BMP5 is a member of the TGF-β superfamily of secreted proteins whose family 
members are involved in synovial joint development and joint tissue homeostasis 
[44]. Hahn et al. [45] reported that BMP5 was found on human chromosome 6p12.1.

BMPs were originated as protagonists of bone formation and growth. They have 
a major role in morphogenesis of a variety of vertebrate tissues and organs. They 
stimulate all proliferation and matrix synthesis for differentiation of chondrocytes. 
BMP5, in particulate, are known to regulate ovarian development [8, 46], cardiac 
development [47], and limb bud development [48] with a well-defined role in the 
differentiation of chondrocytes through the promotion of cell proliferation and 
matrix synthesis [49, 50]. Southam et al. [51] found that Polymorphisms located 
within the transcribed region of BMP5 and its proximal promoter had previ-
ously been excluded for association with OA. Nevertheless, there is increasing 
evidence; however, that polymorphisms in regulatory elements involved in gene 
transcription play an important role in conferring susceptibility to complex disease 
traits [52].

The studies carried out in multiple organisms demonstrated its role in the regu-
lation of various episode of embryonic development which includes dorsal-ventral 
and left-right axis formation, mesenchymal-epithelial interactions, and differentia-
tion of many specific tissues including lung, gut, kidney, hair, teeth, cartilage, and 
bone [7]. BMPs can trigger the entire process of cartilage and bone formation when 
implanted at ectopic sites in adult animals [53] and are usually expressed in and 
around early cartilage and bone precursors during embryonic development [54–57]. 
Moreover, mutations in different BMP genes block the formation of particular 
skeletal features, showing that BMPs are also required for the normal formation of 
skeletal tissue [58].

BMP1 is a protease which takes part in the maturation of fibrillar collagens 
whereas the other BMPs are secreted molecules of TGF-beta family [59, 60].

BMPs influence the normal development and repair of the synovial joint; 
therefore alterations in the activity of these molecules could affect the arthritic 
phenotype [61, 62]. Using genetic association analysis, we have tested BMP5 as the 
chromosome 6 OA susceptibility gene. Zuzarte-Luis et al. [63] provided evidence 
for a role of this BMP member in the development of limb autopodium through 
the activation of Smad proteins and MAPK p38. Previous studies demonstrate that 
secreted signaling molecules in the bone morphogenetic protein (BMP) family play 
a vital role in both formation and repair of skeletal structures. These molecules are 
expressed both in early skeletal precursors and in the surface perichondrium and 
periosteum layers that surround growing cartilage and bone [64].

Wilkins et al. [65] identified an SNP and a functional microsatellite associated 
with OA. It has been exhibited that various alleles of microsatellite are behind the 
modified transcriptional activity of BMP5 promoter suggestive of cis-regulation of 
BMP5, is involved in OA susceptibility.

5. Chemokine (C-C motif ) ligand 2 (CCL2) gene

Chemokines are small, secreted proteins that stimulate the directional migra-
tion of leukocytes and mediate inflammation (Baggiolini et al, 1997). These are 
a family of heparin-binding cytokines known for this chemotactic activity. Four 
subfamilies of chemokines have been identified based on the juxtaposition of 
cysteine residues in the protein’s N-terminus. These families have been named C, 
C-C, C-X-C, and C-X3-C [66].
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Chemokines are small, secreted proteins that stimulate the directional migra-
tion of leukocytes and mediate inflammation (Baggiolini et al, 1997). These are 
a family of heparin-binding cytokines known for this chemotactic activity. Four 
subfamilies of chemokines have been identified based on the juxtaposition of 
cysteine residues in the protein’s N-terminus. These families have been named C, 
C-C, C-X-C, and C-X3-C [66].
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Sozzani et al. [67] said that the C-C and C-X-C chemokines represent two 
significant subgroups. The C-X-C chemokines include IL-8 and growth-related 
oncogene a. The C-C chemokine family comprises families of monocyte chemoat-
tractant proteins (e.g. MCP-1, MCP-2, MCP-3), macrophage inflammatory proteins 
(e.g., MIP-1a and MIP-1b), and a chemokine designated RANTES (regulated upon 
activation, normal T cell expressed and secreted). As their names suggest, these 
chemokines act predominantly on mononuclear cells (e.g., T cells, monocytes, and 
macrophages).

CCL2; previously known as monocyte chemoattractant protein-1, MCP-1 is a 
chemoattractant that belongs to the CC chemokine subfamily. Mehrabian et al. [68] 
localized the gene for monocyte chemotactic protein-1 (CCL2) to chromosome 17. 
Corrigall et al. 2001 proposed that CCL2 in the synovial membrane serves to recruit 
macrophages and perpetuate inflammation in the joints of patients with rheuma-
toid arthritis. CCL2 plays a crucial role in host defense by recruiting monocytes and 
macrophages at the site of inflammation [69].

CCL2 production is inducible in various types of cells, including synoviocytes 
[70]. In several studies, increased expression of CCL2 was observed in patients 
with inflammatory diseases, including neuropsychiatric syndromes of systemic 
lupus erythematosus, rheumatoid arthritis, OA and degenerative and inflammatory 
arthropathies, including gout [71–73].

Reports have demonstrated the involvement of chemokines in cartilage 
abnormalities in OA [74–76]. Reported studies suggests that CCL2 is involved in 
inflammatory diseases such as RA and OA, However, in previous studies, the CCL2 
gene polymorphism (22510A/G) did not show any association with Spanish and 
Korean RA [77, 78]. However, Park et al. [79] investigate that significant associa-
tion between polymorphisms of the CCL2 gene and primary knee OA patients in a 
Korean population.

6. Collagen, type II, alpha 1 (COL2A1) gene

Solomon et al. [80] suggest that the human type II collagen gene, COL2A1, has 
been assigned to chromosome 12.

Law et al. [81, 82] said a cosmid clone containing the entire human type II alpha 
one collagen gene (COL2A1) was used as a probe in the Southern analysis of DNA 
from a panel of human/hamster somatic cell hybrids containing different portions 
of human chromosome 12. Two of the hybrids exhibited a similar terminal dele-
tion q14.3----qt, but one was positive for the gene while the other was negative. 
Therefore, the gene must reside in the region q14.3.

Holderbaum et al. [83, 84] referred a single base change resulting in the substitu-
tion of Cys for Arg at position 519 of the type II collagen triple helix is a predisposing 
factor in the pathogenesis of a precocious-onset form of familial Osteoarthritis 
associated with a mild chondrodysplasia. Cartilage obtained at the time of total 
knee replacement in a patient with the Arg-Cys519 mutation was used to investigate 
the expression of Col2A1 alleles. Using PCR assisted amplification of mRNA with 
specific amplification of a region of Col2A1 message encompassing exons 31-34, 
followed by single-strand conformation polymorphism and sequence analyses, 
we have found transcription products of both mutant and normal type II collagen 
alleles. Further analysis of the sequence of these exons provides evidence that the 
Arg-Cys519 mutation arose independently in at least two of the three known affected 
families. The presence of both mutant and normal alleles of Col2A1 in cDNA derived 
from cartilage obtained from this patient suggests that Cys519-containing type II 
collagen may continue to be produced even in advanced stages of Osteoarthritis.
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On the other hand, mutations in Type II procollagen (COL2A1) can cause a 
hereditary form of the joint disorder with a broad spectrum of phenotypes ranging 
from primary OA with mild chondrodysplasia, mild spondyloepiphyseal dysplasia 
and osteonecrosis to severe generalized OA, including achondrogenesis and hypo-
chondrogenesis [85].

The COL2A1 gene appears to play a crucial role in OA pathogenesis because the 
protein encoded is the most abundant in articular cartilage. However, results of the 
studies searching for a relationship between COL2A1 and OA are controversial, due 
to that an association with specific genotypes has been reported in some studies, 
whereas others have denied this. We found no association between OA of the knee 
and COL2A1 gene polymorphism in the overall sample. Nevertheless, when the 
association was analyzed according to radiologic grade, a significant relationship 
was denoted in OA grade 4 with allele p (Pp/pp) [OR (95% CI) 4.1 (1.2¡14.6)] 
independently of gender, age, and BMI; this indicates that in Mexican Mestizo 
population, a COL2A1 gene polymorphism is associated with advanced stages of OA 
of the knee [86–89].

The study of Mu et al. [90] does not fully support that COL2A1 could be impli-
cated in primary OA of other non-Asian ethnic groups since ethnic variability in 
gene susceptibility is very well documented. The clinical features of early-onset OA, 
mild clinical phenotypes and one patient with osteonecrosis of the femoral head 
strongly suggested that COL2A1 may also be the underlying cause of OA in our 
family. Linkage analysis and direct sequencing of COL2A1, however, clearly rule out 
this possibility. Kannu et al. [91] have been described COL2A1 mutations in associa-
tion with bilateral hip disease and Osteoarthritis in the second decade of life but 
without ocular abnormalities or short stature. Xu et al. [92] investigate the relation-
ships between two COL2A1 single nucleotide polymorphisms (SNPs; T2088C and 
G4006A) and Osteoarthritis (OA) in Han Chinese women.

7. Interleukin 1 beta (IL1B) gene

Loughlin et al. [93] said that IL-1 is the primary catabolic cytokine of the OA 
joint and can stimulate the synthesis of several proteinases, which can result in 
the breakdown of cartilage extracellular matrix proteins. The 2 IL-1 genes (IL1A 
and IL1B) and the gene encoding IL-1Ra (IL1RN) are located on chromosome 2q13 
within a 430-kb genomic fragment [94]. Loughlin et al. 2002 reported that IL-1R 
antagonist (IL-1Ra) competes with IL-1 for binding to the IL-1 receptors and can 
act as an inhibitor of cartilage loss. When the catabolic and anabolic activities of the 
cytokines are balanced, cartilage integrity is maintained. If there is an imbalance 
favoring catabolism, however, cartilage destruction can proceed, resulting in OA. 
It is, therefore, reasonable to propose that a proportion of the genetic susceptibil-
ity to OA may be encoded for by variation in the activity of interleukins and that 
for chromosome 2q this susceptibility could reside within the IL-1 gene clusters. 
Stern et al. [95] reported that IL1B 5810 G > A SNP genotypes marker were not in 
Hardy-Weinberg equilibrium (p < 0.05 in both non-erosive and erosive hand OA 
subgroups). Statistically significant association with the IL1B 5810 AA genotype 
was found in the erosive hand OA subgroup (relative risk 3.8, p = 0.007). This IL1B 
5810 AA genotype association was also significant between erosive and non-erosive 
hand OA subjects (relative risk 4.01, p = 0.008). As expected, significant linkage 
disequilibrium was present between IL1B 5810 SNP and IL1A (−)889 SNP, other 
IL1B SNPs, and the nearest IL1RN SNP examined. The IL1B 5810A allele occurs 
most frequently on haplotypes with the SNP alleles IL1B 1423C, IL1B 1903 T, IL1B 
5887C, and IL1A (−)889C. Genotypes at null loci failed to show evidence suggesting 
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population stratification that might account for the spurious association. Sezgin  
et al. [95] said that some researchers had suggested an association between the IL-1 
gene cluster and the occurrence of OA.

Previously, Moos et al. [96] investigated the distribution of polymorphic alleles 
of four different genes encoding TNF-alpha, IL1RN, IL1B and IL-6 in the knee 
or hip OA patients with controls. The analysis of genotype frequencies for the 
IL1B gene, more OA patients than controls was homozygous for allele 2, although 
any significant differences for the TNF-alpha, IL1RN and IL-6 polymorphisms 
were found.

8. SMAD3 (SMAD family member 3) gene

Smad3 was found on human chromosome 15q22.33.The classic TGF-β mediated 
signaling pathway involves Smad activation. Smads are a family of intracellular 
proteins that comprise three classes of signaling molecules: - receptor-associated 
Smads (2 and 3 for TGF- β, 1, 5, and 8 for BMP signaling), the co-factor Smad4, and 
the inhibitory Smads (6and7) [97]. The receptor-activated SMADs include SMADs 
1, 2, 3, 5, and 8. SMADs 2 and 3 respond to TGF- β and activins [97, 98], whereas 
SMAD1, 5, and 8 function in BMP signaling pathways [99–101]. The receptor-asso-
ciated Smads bind to the type I receptor, and on ligand binding and activation, are 
phosphorylated and released into the cytoplasm. The activated receptor-associated 
Smads form a trimeric heterodimer with the co-factor Smad4, translocate to the 
nucleus, and influence gene transcription [102].

Yao et al. [103] reported that Smad3 gene mutation is a possible predisposing 
factor for human OA and found gene mutation in OA, providing insight into the 
function of SMAD3 mediated TGF-b signals in the development of OA and also 
suggested that Smad3 gene mutation may be a risk factor for genetic suscepti-
bilities to OA.

Ferguson et al. [104] has established that the TGF- β Smads inhibit chondrocyte 
maturation, whereas the BMP-related Smads accelerate maturation. Many studies 
have shown that transforming growth factor- β (TGF- β) signals function as crucial 
regulators in bone formation, remodeling and maintenance. [105]. Micheal et al. 
[106] have shown that loss of Smad3 results in impaired immune responses, acceler-
ated wound healing decreased bone density, OA and access to colon cancer.

Yang et al. [107] showed that Smad3-mediated TGF- β signals are essential for 
maintaining articular cartilage in the quiescent state by repressing chondrocyte dif-
ferentiation and controlling matrix molecule synthesis. Consequently, impairment 
of TGF-b signals due to Smad3 disruption results in phenotypes resembling human 
Osteoarthritis.

Wu et al. [108] suggested that Loss of Smad3 appears to enhance bone morpho-
genetic protein signaling in the articular chondrocytes, leading to hypertrophy and 
OA-like changes. The observation further supports the crucial role of Smad3 that 
Smurf2 overexpression leads to dephosphorylation of Smad3 and is associated with 
a spontaneous OA phenotype in transgenic mice.

Also, Cherlet et al. [109] reported that Smad3 levels are lower in women than 
in men, which is consistent with other data showing that estrogens inhibit SMAD3 
transcriptional activity Nevertheless, Valdes et al. found that the genetic association 
of the SMAD3 intronic SNP with OA was significant in both men and women and 
that effect sizes were remarkably similar between sexes, confirming the robustness 
of the result. Valdes et al. [109] reported that four SNPs (rs266335, rs12901499, 
rs6494629, and rs2289263) were found to be nominally significantly associated with 
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knee OA (P < 0.05), but only 1 of them, rs12901499, was nominally associated also 
with hip OA (P < 0.021) and also observed that the major allele G was found at a 
higher frequency among OA patients than among controls [109–112].

9. Growth differentiation factor-5 (GDF-5)

Hotten et al. [9] determined that the GDF5 gene contains two exons. Miyamoto 
et al. [113] reported that the gene encoding growth differentiation factor-5 
(GDF-5) is associated with Osteoarthritis in Asian populations. An SNP in the 
5′ untranslated region (UTR) of GDF-5 showed significant association with hip 
osteoarthritis in 2 independent Japanese populations. This association was repli-
cated for knee osteoarthritis in Japanese and Han Chinese populations. This SNP, 
located in the GDF-5 core promoter, exert allelic differences on transcriptional 
activity in chondrogenic cells, with the susceptibility allele showing reduced 
activity. The findings implicated GDF-5 as a susceptibility gene for Osteoarthritis 
and suggested that decreased GDF-5 expression is involved in the pathogenesis 
of Osteoarthritis. [2] also isolated and characterized human GDF5, which they 
designated CDMP1, as well as human GDF6 (CDMP2). GDF6 is predominantly 
expressed at sites of skeletal morphogenesis. Al-Yahyaee et al. [114–117] identified 
two mutations in the GDF5 gene: a silent 1137A-G transition encoding lysine and 
a 1-bp deletion, 1144delG, predicting a frame shift resulting in loss of the biologi-
cally active C terminus of the protein. Thomas et al. [118] found that heterozy-
gotes for the C400Y mutation had phenotypes resembling brachydactyly types A1, 
A4, or C.

10. Estrogen receptor alpha (ESR- α) gene

The estrogen receptor (ESR-α) is a ligand-activated transcription factor 
composed of several domains essential for hormone binding, DNA binding, and 
activation of transcription. Alternative splicing results in several ESR-α mRNA 
transcripts, which differ primarily in their 5′ untranslated regions. The translated 
receptors show less variability [4, 119]. Ponglikitmongkol et al. [120, 121] showed 
that the human ESR-α gene is more than 140 kb long. It contains eight exons, and 
the position of its introns has been highly conserved, being, for example, remark-
ably similar to those of one of the chicken thyroid hormone receptor genes. Sputnik 
et al. [122] reported that ESRα isoform is a ligand-activated transcription factor 
composed of several essential domains for hormone binding and activation of 
transcription. ESRα is an essential mediator in the signal transduction pathway. Jin 
et al. [123] reported that Estrogen receptors (ESR-α) are known to play an essential 
role in the pathophysiology of Osteoarthritis. To investigate ESRα gene polymor-
phisms for its association with primary knee osteoarthritis, they conducted a case-
control association study in patients with primary knee osteoarthritis and healthy 
individual in the Korean population. Jin et al. (2004) investigated the association 
between haplotypes of three polymorphism in PVU II in intron 1(IVS1-397 T/C), 
Xba I in intron 1(IVS1-351A/G) and Big I in exon 8 (exon8 229G/A) of ESR-α gene 
and primary knee OA in the Korean population, first two SNP in intron one also 
investigated by Bergink et al. [124] in Rotterdam population. Ushiyama et al. [125] 
found on ESR-α gene association between a genotype of PVU II and Xba I polymor-
phisms in Intron 1 and generalized Osteoarthritis with a severe radiographic change 
in the Japanese population.
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11. Calmodulin 1 (CALM1) gene

Rhyner et al. [126] found that the CALM1 gene contains six exons spread over 
about 10 kb of genomic DNA. The exon-intron structure was identical to that of 
CALM3. A cluster of transcription-start sites was identified 200 bp upstream of the 
ATG translation-start codon, and several putative regulatory elements were found 
in the 5′ flanking region, as well as in intron 1. A short CAG trinucleotide repeat 
region was identified in the 5-prime untranslated region of the gene. Motoani et al. 
[127] identified susceptibility genes for Osteoarthritis in a large-scale case-control 
association study using gene-based single-nucleotide polymorphism (SNPs) in a 
Japanese population. In two independent case-control populations, they found a 
significant association (p = 9.8 x10−7) between hip osteoarthritis and an SNP (IVS 
3–293 C>T) located in intron 3 of the calmodulin (Cam) 1 gene (CALM-1). CALM 1 
was expressed in cultured chondrocytes, and articular cartilage and its expression 
were increased in Osteoarthritis. Subsequent linkage – disequilibrium mapping 
identified five SNPs showing significant equivalent to IVS 3–293 C>T. One of these 
(−16 C>T) is located in the core promoter region of CALM 1. Functional analysis 
indicated that the susceptibility – 16 T allele decreases CALM 1 transcription 
in-vitro and in-vivo. Inhibition of CAM in chondrogenic cells reduced the expres-
sion of the major cartilage matrix genes col 2a1 and Agc 1. These results suggested 
that the transcriptional level of CALM-1 was associated with susceptibility for 
hip osteoarthritis through modulation of chondrogenic activity. Their findings 
revealed that the CALM-1 mediated signaling pathway is chondrocytes as a novel 
potential target for the treatment of Osteoarthritis. Loughlin et al. [128] studied 
in a Caucasian population using a cohort of 1672 individuals and concluded that 
CALM-1 core promoter polymorphism is not a risk factor for Osteoarthritis.

12. Cartilage oligomeric matrix protein (COMP) gene

Briggs et al. [129] demonstrated that the COMP gene contains 19 exons. Exons 
4-19, which encode the EGF-like (type II) repeats, calmodulin-like (type III) repeats 
(CLRs), and the C-terminal domain, correspond in sequence and intron location to 
the thrombospondin genes, whereas exons 1-3 are unique to COMP. Mabuchi  
et al. [130] reported that hereditary osteochondral dysplasia produces severe early-
onset OA Among them are Pseudochondroplasia (PSACH) & multiple epiphyseal 
dysplasias (MED) both of which are caused by a mutation in the COMP gene. 
Therefore COMP may be a susceptibility gene for OA. For these reasons, Mabuchi 
et al. [131] hypothesized that Osteoarthritis is a common disorder may be at the 
mild end of the phenotypic gradation produced by COMP mutations. They ascer-
tained the sequences of the exons and exon-intron boundaries and identified 16 
polymorphisms in the COMP gene. Using five polymorphisms spanning the entire 
COMP gene (−1417 C/G in promoter region with P = 0.29, c.279C/A in exon 4 with 
P = 0.19, IVS5 + 76 T/C with P = 0.74, IVS16-45C/T with P = 0.19 and IVS18-40 T/C 
with P = 0.93), Mabuchi et al. [132], examined the association of this gene in Japanese 
patients with Osteoarthritis of the knee and hip joints. Genotype and allele frequen-
cies of the polymorphisms were significantly different between osteoarthritis and 
control groups, and with the help of this study, they hypothesize that comp gene is 
a candidature gene for OA Song et al. [133] identified mutations in the COMP gene 
in 9 of 9 Korean patients with PSACH and 3 of 5 Korean patients with MED. Three 
of the eight mutations identified were novel. Deere et al. identified 12 mutations in 
the COMP gene, including ten novel mutations in 12 patients with PSACH. The site 
of the mutations emphasized the importance of the calcium-binding domains and 
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the globular domain to the function of COMP. Kennedy et al. reported three SNPs in 
COMP, first in exon-11, nucleotide change A>G at c1156 with allelic frequency 0.03, 
second in exon −16, nucleotide change G>A at c17.55 with allelic frequency 0.05, and 
last third one is in 3’UTR, Nucleotide change A>G at c2289 with allelic frequency 
0.005 which are associated with OA [133].

CALM1 gene showed a significant association of SNP with the disease. CALM1 
gene intronic SNP (rs3213718) was present in our population, and its occurrence 
was significantly affecting the disease.

A case-control study of 600 subjects showed a significant association of 
the+104 T/C GDF5 polymorphism with KOA and with individual clinical symptoms 
of the disease. A study done by Srivastava et al. reported that genetic polymorphisms 
affecting KOA vary between genders and indicate a role for BMP5, COL2A1, CCL2, 
and IL1B in North Indian Population. Another case-control study of 499 KOA cases 
and 458 controls exhibited an association between rs1470527, rs9382564 polymor-
phisms of BMP5 gene with KOA. This association was validated by haplotype analysis. 
Further, the association between KOA and rs1470527 polymorphism was more 
robust in both the genders and age groups. However, association with rs9382564 was 
stronger only in female patients and either gender aged >55 years. Moreover, our data 
showed a significant association of both SNPs with VAS and WOMAC clinical scores.

Furthermore, a genetic study conducted in our laboratory on SNPs rs921126 
(BMP5) and rs12901499 (SMAD3) showed a significant association between these 
SNPs and risk of KOA. It was found that the risk increased with age (>55) in both 
the genders. We also conducted a pilot study on VDR gene polymorphism and 
its association with KOA. It was found that Taq1 polymorphism influenced the 
clinico-radiological response to vitamin D supplementation in KOA subjects with 
insufficient 25(OH) vitamin D levels. Validation of the results is in process on large 
population with insufficient 25(OH) vitamin D levels.

An extensive literature search, we could find only one more study conducted in 
Indian population other than ours, by Subramanyam et al. They studied the associa-
tion of rs73297147 and rs73771337 polymorphisms in COL2A1 and CRTL1 genes with 
primary KOA in South Indian population, and a significant association was observed.
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the globular domain to the function of COMP. Kennedy et al. reported three SNPs in 
COMP, first in exon-11, nucleotide change A>G at c1156 with allelic frequency 0.03, 
second in exon −16, nucleotide change G>A at c17.55 with allelic frequency 0.05, and 
last third one is in 3’UTR, Nucleotide change A>G at c2289 with allelic frequency 
0.005 which are associated with OA [133].

CALM1 gene showed a significant association of SNP with the disease. CALM1 
gene intronic SNP (rs3213718) was present in our population, and its occurrence 
was significantly affecting the disease.

A case-control study of 600 subjects showed a significant association of 
the+104 T/C GDF5 polymorphism with KOA and with individual clinical symptoms 
of the disease. A study done by Srivastava et al. reported that genetic polymorphisms 
affecting KOA vary between genders and indicate a role for BMP5, COL2A1, CCL2, 
and IL1B in North Indian Population. Another case-control study of 499 KOA cases 
and 458 controls exhibited an association between rs1470527, rs9382564 polymor-
phisms of BMP5 gene with KOA. This association was validated by haplotype analysis. 
Further, the association between KOA and rs1470527 polymorphism was more 
robust in both the genders and age groups. However, association with rs9382564 was 
stronger only in female patients and either gender aged >55 years. Moreover, our data 
showed a significant association of both SNPs with VAS and WOMAC clinical scores.

Furthermore, a genetic study conducted in our laboratory on SNPs rs921126 
(BMP5) and rs12901499 (SMAD3) showed a significant association between these 
SNPs and risk of KOA. It was found that the risk increased with age (>55) in both 
the genders. We also conducted a pilot study on VDR gene polymorphism and 
its association with KOA. It was found that Taq1 polymorphism influenced the 
clinico-radiological response to vitamin D supplementation in KOA subjects with 
insufficient 25(OH) vitamin D levels. Validation of the results is in process on large 
population with insufficient 25(OH) vitamin D levels.

An extensive literature search, we could find only one more study conducted in 
Indian population other than ours, by Subramanyam et al. They studied the associa-
tion of rs73297147 and rs73771337 polymorphisms in COL2A1 and CRTL1 genes with 
primary KOA in South Indian population, and a significant association was observed.

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Chapter 14

Serum Hepcidin Hormone Level 
and Its Genes Polymorphism
Safa A. Faraj and Naeem M. Al-Abedy

Abstract

This chapter sheds light on hepcidin, historical view of hepcidin, and the time 
of its discovery in the first section. Then this chapter gives information about the 
genetic aspect and the importance of gene knowledge of hepcidin in explaining 
many disorders in human beings, supported by illustration figures. The regula-
tion of iron in the human body as an essential function of hepcidin is discussed in 
this chapter. Examples of the genes of hepcidin (HAMP and HFE) are highlighted 
in detail as they are essential in regulating iron as well as discussing the genetic 
mutations that occur in these genes and their medical and clinical impacts for many 
diseases such as thalassemia. Finally, the inherited disorders related to hepcidin that 
lead to genetic diseases are discussed.

Keywords: iron, gene mutation, HAMP gene, HFE gene, hemochromatosis

1. Introduction

Hepcidin is presently regarded as the key to the iron balance regulator. The 
balance of intracellular iron is preserved by proteins that regulate iron. Hepcidin, 
encoded by the HAMP gene is a 25 amino acid peptide that has been lately found 
[1]. Several mutations in the HAMP gene have been reported. The G71D mutation is 
probable to be linked to reduced hepcidin activity [2]. Mutations in iron-regulating 
proteins cause the disorder (HFE, TfR2, and HAMP) genes. Fekri et al. showed 
that H63D mutation of the HFE gene could play some role in disease evolution. 
In iron homeostasis, the HFE gene plays a very significant role by regulating iron 
absorption [3]. HFE mutations are currently referred to as the reason for decreased 
absorption of iron, iron overload, and hereditary hemochromatosis [4]. Many types 
of research have shown that patients with HFE mutations in beta-thalassemia are 
likely to create hemochromatosis that will require early chelation of iron even in 
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Abstract

This chapter sheds light on hepcidin, historical view of hepcidin, and the time 
of its discovery in the first section. Then this chapter gives information about the 
genetic aspect and the importance of gene knowledge of hepcidin in explaining 
many disorders in human beings, supported by illustration figures. The regula-
tion of iron in the human body as an essential function of hepcidin is discussed in 
this chapter. Examples of the genes of hepcidin (HAMP and HFE) are highlighted 
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mutations that occur in these genes and their medical and clinical impacts for many 
diseases such as thalassemia. Finally, the inherited disorders related to hepcidin that 
lead to genetic diseases are discussed.

Keywords: iron, gene mutation, HAMP gene, HFE gene, hemochromatosis
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the mutations over genes influencing blood homeostasis including thalassemia may 
want to hold a synergistic result, increasing the iron storage [7].

2. Hepcidin

2.1 Discovery of hepcidin

The hepcidin molecule (“hep” hepatic origin, “cidin” antimicrobial activity) was 
described in the year 2000; it is an antimicrobial peptide that acts in parts in innate 
immunity and iron metabolism [8]. It is a peptide hormone the liver produces, and 
it works as a regulator of iron [9]. Hepcidin is a regulator of iron homeostasis. Its 
production is increased by iron excess and inflammation and decreased by hypoxia 
and anemia. Hepcidin inhibits the flow of iron into the plasma from duodenal 
enterocytes that absorb dietary iron, macrophages that recycle iron from senescent 
erythrocytes, and iron-storing hepatocytes. Iron-loading anemias are diseases in 
which hepcidin is controlled by ineffective erythropoiesis and concurrent iron 
overload impacts [10]. Hepcidin was isolated from the human urine and blood, 
especially from plasma after filtration [8]. Hepcidin was produced by macrophages, 
adipocytes, neutrophils, lymphocytes, renal cells, and β-cells [11].

Hepcidin is produced by macrophages, adipocytes, neutrophils, lymphocytes, 
renal cells, and β-cells [11]. In the studies of experiment on mice used for the deter-
mination of hepcidin regulation, the expression, function, and structure showed 
that severe iron overload is occurring due to the gene responsible for hepcidin pro-
duction, and the gene has the role of iron regulation. Hepcidin has several functions 
such as inflammation, hypoxia, hypoxia, and iron stores [12]. Hepcidin reacts with 
ferroportin, and the ferroportin is found in spleen, duodenum, and placenta. If the 
ferroportin decreases, it results in reduced iron intake and macrophage release of 
iron and using of the iron, which is stored in the liver [13].

2.2  The hepcidin antimicrobial peptide (HAMP) gene and the structure of 
hepcidin

Hepcidin was initially identified as a liver-expressed antimicrobial peptide 
(LEAP1) with direct antimicrobial activity against a number of bacterial and fungal 
species [14]. It was soon discovered that hepcidin plays a major role in the regula-
tion of iron homeostasis, being overexpressed in the liver with an induced (dietary 
or parenteral) iron overload [15]. Hepcidin acts as a negative regulator of iron 
stores; in response to increased iron levels, the liver increases hepcidin synthesis 
which then acts on the sites of absorption (enterocytes of the duodenum), storage 
(primarily hepatocytes of the liver), or recycling (macrophages of the reticulo-
endothelial system) leading to a decrease in the release of iron from these tissues. 
Hepcidin exerts its influence by binding to and inducing the internalization and 
degradation of ferroportin (FPN), the only known exporter of iron [16].

Gene of human hepcidin is carried out by chromosome 19q13.1. It consists of a 
(2637) nucleated base [17]. HAMP gene was founded in the liver cells in the brain, 
trachea, heart, tonsils, and lung [18]. HAMP gene encodes preprohepcidin, which 
consists of (84) amino acids; hepcidin has three forms: 25 aa, 22 aa, and 20 aa pep-
tides. All the types are founded in urine, while 25 and 20 are founded in human serum 
[19]. Figure 1 shows the structure of hepcidin-25, which consists of (8) cysteine 
linked by disulfide link [21]. Nuclear magnetic resonance spectroscopy (NMR) is 
used for the analysis of the structure of hepcidin; it has four disulfide bonds [22].
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2.3 Iron regulation by hepcidin

The iron content in biological fluids is strictly regulated in all organisms to 
provide iron as required and to prevent toxicity, as excess iron can contribute to 
reactive oxygen species production. Iron homeostasis in mammals is controlled at 
the level of intestinal absorption, as iron is not excreted. Hepcidin, a circulating 
peptide hormone, is the master systemic iron homeostasis regulator that combines 
iron use and processing with the iron acquisition [22].

This hormone is released primarily by hepatocytes and is a negative regulator of 
plasma iron entry (Figure 2).

Figure 1. 
Molecule structure of human synthetic hepcidin-25. Front: an overview of the structure of hepcidin-25. 
Distorted β-sheets are shown as gray arrows, and the peptide backbone is colored gray. The disulfide bonds are 
colored yellow, highlighting the position of an unusual vicinal bond between adjacent cysteines at the hairpin 
turn. Positive residues of arginine (Arg) and lysine (Lys) are pictured in blue, the negative residue of aspartic 
acid (asp) in red, and the histidine containing amino-terminal Cu2 ± Ni2 + (ATCUN)-binding motif in the N 
terminal region is colored green. Background: Hepcidin-25 molecule displayed with a solvent-accessible surface 
that illustrates the amphipathic structure of the molecule [20].

Figure 2. 
Hepcidin internalization and degradation [22].
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Hepcidin works by binding to ferroportin, an iron carrier present in intestinal 
duodenum cells, macrophages, and placenta cells. Hepcidin binding leads to the inter-
nalization and degradation of the ferroportin [16]. Cell surface ferroportin deficiency 
prevents iron from entering the plasma. Reduced iron entry into plasma results in low 
transferrin saturation, and less iron is delivered to the production of erythroblast [23]. 
In addition, reduced hepcidin expression results in increased ferroportin cell surface 
and increased iron absorption. Hepcidin dysregulation leads to iron disorders [24].

Overexpression of hepcidin results in chronic disease anemia, whereas low 
production of hepcidin results in hereditary hemochromatosis with consequent 
accumulation of iron in vital organs [25] (Figure 2). Most inherited iron disorders 
arise from inadequate development of hepcidin relative to the degree of accumula-
tion of tissue iron. Impaired hepcidin expression was found to result from muta-
tions in any of four genes: transferrin receptor 2 (TFR2), hemochromatosis (HFE), 
type 2 hemochromatosis (HFE2), and antimicrobial hepcidin peptide (HAMP) 
[26]. Mutations in HAMP, the gene encoding hepcidin, lead to iron overload disease 
because the absence of hepcidin allows for constitutively high absorption of iron.

Hepcidin-mediated iron homeostasis regulation. As in condition with high levels 
of hepcidin in the bloodstream result in the iron exporter ferroportin which is being 
internalized and degraded. Loss of ferroportin cell surface results in the loading of 
macrophage iron, low levels of plasma iron, and decreased erythropoiesis due to 
decreased iron-bound transferrin. Decreased erythropoiesis causes chronic disease 
anemia and regulates the level of iron imports into plasma, normal transferrin satu-
ration, and normal levels of erythropoiesis in response to iron demand (Figure 3). 
Hemochromatosis, or iron overload, results from the insufficient levels of hepcidin, 
resulting in increased plasma iron imports, high transferrin saturation, and excess 
liver iron deposition [28].

2.4 The HAMP gene mutation

Mutation in the HAMP gene will produce a change in the hepcidin function. 
HAMP gene consists of exon 3, the last exon is encoded proteins, and it is consid-
ered the most important and largest area in the gene and is contained on many 
polymorphisms [29]. Polymorphisms are in the HFE gene more than in the HAMP 
gene. There are about 16 types of single nucleotide polymorphism founded in differ-
ent studies [30]. Many reports detected (8) mutations in the gene. The persons who 

Figure 3. 
Regulation of iron balance [27].
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carry mutations in the HAMP gene show juvenile hemochromatosis, which occurs 
at 10–30 years [31]. The microsatellite marker probes are used as the first genetic 
alteration in the HAMP gene [32]. In some time, the mutation occurs in c.233G > A 
after exchanging of some amino acids’ inactive peptide or substitution of C78 by a 
tyrosine, C78T. The mutation makes possible the bisulfite bonds binding of ferro-
portin to hepcidin, which results in the accumulation absorbed of iron [33].

Mutation of C70R causes malformation in the bisulfite bond of the cysteines. 
The arginine becomes an alternative for the cysteine that its exchanging does not 
allow the production of bisulfite bridge between (3) and (6) in hepcidin peptide 
[34]. Alteration of C to T was occurring at position (166) (166C-T) of the HAMP 
gene and alteration of arginine at position (56) for a stopping codon (R56X), 193A 
to (T). As well as the ferroportin also does not bind to hepcidin, producing more 
iron. While defect in guanine exon 2 at position 93 leads to a mutation in RNA [35], 
defect in Met50del from exon 2 causes a disorder in the expression of the active 
peptide and causes changes in reading frames. Another mutation, G71D, alters to 
amino acid 71, which is between (3–4) cysteine, which prevents linking with fer-
roportin [36].

HFE-H63D variant is associated with the HAMP-G71D variant in sickle cell 
disease patients and increases iron overload [37]. The polymorphism (G to A) at the 
+14 position of the 5′-UTR regions produce new initiation codon, inducing yielding 
of a new abnormal protein and change in the reading frame. Unstable protein will 
be generated, which is analyzed after the translation of the mRNA [38]. The haplo-
type of the HAMP gene is caused by the linked of polymorphisms NC-582A > G and 
NC-1010C > T, with ferritin concentration more than 300 μg/L [39].

The association of HFE gene polymorphisms and HAMP is common. In some 
clinical cases, there are several mixed clinical signs, with iron overload. The variants 
C-582A > G and C-153C > T decrease hepcidin expression, but the mechanism of 
action of peptide stays the same without transferrin saturation and increasing fer-
ritin [40]. The body organs contain iron at large amounts such as the heart and liver, 
and it will be affected and damaged [41]. Any change in the HAMP gene may cause 
a defective hepcidin protein, and it became no action. Accumulation of iron and 
ferritin in the organs helps to develop diseases in different organs such as coronary 
diseases, diabetes mellitus, HIV, HBV, and HCV [42]. It was noticed that some 
neurodegenerative diseases are associated with a high level of hepcidin in plasma 
such as Alzheimer, Parkinson, and sclerosis [43].

2.5 Homeostatic iron regulation gene (HFE) human

Human homeostatic iron regulator protein, also known as the HFE protein 
(HighmFE2+), is a protein that in humans is encoded by the HFE gene. The HFE 
gene is located on the short arm of chromosome 6 at location 6p21.3 [44]. Simon 
and colleagues, in the 1970s, noted that hemochromatosis is relatively common, 
associated with markers of human leukocyte antigen (HLA), and transmitted as 
an autosomal recessive trait [45]. In 1996, Feder and colleagues used positional 
cloning to classify HFE, the gene of hemochromatosis, associated with the main 
chromosome 6p histocompatibility complex (MHC) [46]. The HFE membrane 
protein is similar to the proteins of the MHC class I and binds beta-2 microglobulin 
(β2M) [46]. HFE binds the extracellular α1-α2 domain to the transferrin receptor 
(TFRC) [47]. HFE is needed for normal hepatic synthesis regulation of hepcidin, 
the principal iron metabolism controller [25].

Common HFE mutations represent approximately 90% of phenotypes of 
hemochromatosis in Western European descent whites. Feder and colleagues named 
the gene HLA-H [46] although the name had been published earlier to designate 
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a presumed pseudogene in the HLA class I region [48]. Marsh demanded a more 
suitable designation [49]. The HFE symbol (H = high; FE = iron) was accepted by 
both the WHO Nomenclature Committee for HLA System Factors and the HUGO 
Genome Nomenclature Committee.

2.6 Structure and function of HFE gene human

HFE has seven exons of 12 kb [39]. HFE includes 9.6 kb of DNA on chromosome 6p 
in the extended region of HLA class I. Histone genes on both sides of HFE are present 
[50]. Exon 1 corresponds to the peptide of the signal and exons 2–4, respectively, to the 
domains α1, α2, and α3. For the transmembrane domain, exon 5 accounts. The cyto-
plasmic tail is encoded by exon 6’s 5′ portion, which includes a native stop codon. The 
full-length transcript, therefore, represents six exons [51]. HFE is a protein contain-
ing 343 amino acids, including a signal peptide, an extracellular transferrin-binding 
region (α1 and α2), an immunoglobulin-like domain (α3), a transmembrane region, 
and a short cytoplasmic tail. HFE binds β2 M to form a cell surface heterodimer [46].

HFE is glycosylated at asparagine residues 110, 130, and 234 during transport to 
the cell membrane. For normal intracellular trafficking and function, glycosylation 
is important. HFE interacts with TFRC [51, 52]. HFE’s structure revealed that its 
TFRC ligand binds in a molar ratio of 2:1 TFRC: HFE [47]. There is a peptide-binding 
groove in most class I MHC molecules. Since the α1 and α2 helices are closer to 
HFE, the HFE analog site is too narrow to bind peptides [47]. TFRC and HFE bind 
strongly to the essential pH of cell surfaces but not to the intracellular vesicle acid 
pH [47]. The structure of a complex between the extracellular portions of HFE and 
TFRC shows that binding affects both HFE and its ligand configurations. In their 
domain arrangements and dimer interfaces, the structures of TFRC alone and TFRC 
complexed with HFE differ [53].

Studies of 293 cells cultivated to express wild-type HFE proteins showed that 
with TFR, HFE forms stable complexes. The association of HFE protein with TFR 
was significantly reduced in 293 cells over the expression of HFE C282Y, as shown 
in Figure 4 [54]. Through inhibiting TFRC: TF-Fe interaction in an experiment 
using purified proteins and a biosensor chip [47], normal HFE protein decreased 
the affinity of TFRC to TF. HFE changes the conformation of the Tf-Fe binding site 
as observed by biosensor assays when HFE binds to TFRC in vitro, decreasing the 
entry of iron into Chinese ovarian hamster cells [47]. No evidence of binding of 
HFE and TFR2 was detected in coimmunoprecipitation or surface resonance-based 
testing experiments using soluble HFE and TFR2 [55].

Figure 4. 
The HFE gene diagram. The image was changed after getting permission from the author. Cys282 -> Tyr282 
exchanging mutation of C282Y and His63 -> Asp63 exchanging mutation of H63D [54].
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The relevance, if any, of these in vitro results to in vivo iron homeostasis is 
unclear. Many factors, including HFE, act as hepcidin transcription upstream regu-
lators [18]. HAMP expression in untreated patients with hemochromatosis, homo-
zygosity of C282Y, and iron overload was significantly lower than controls [56].

2.7 Mutation of the HFE gene

The three most common mutations of HFE in the coding region are: C282Y 
(exon 4; c.845GA; rs1800562), H63D (exon 2; c.187CG; rs1799945), and S65C 
(exon 2; c.193AT; rs1800730) [57]. The C282Y mutation interrupts a critical 
disulfide bond in HFE’s α3 domain, abrogating its binding to β2 M and limiting 
its location to the cytoplasm [58]. H63D and S65C affect the α1 binding groove 
but do not prevent HFE on cell surfaces. HFE C282 is conserved because cysteine 
282 is essential to β2M binding and extracellular presentation of HFE. H63 is also 
conserved. Histidine 63 forms a salt bridge in the α2 domain that binds TFRC, 
 suggesting that the salt bridge is important for HFE function [59].

Histidine 116 and 145 and tyrosine 140 are widely conserved. A cluster of four 
histidine residues (H109, H111, H116, and H145) is associated with Y140 in the α1 
domain. This configuration resembles functional sites in other iron-binding proteins 
[40]. Hereditary hemochromatosis type-1 is caused by HFE gene mutation. Allelic is 
most prevalent among the individuals of Europe [60]. Single point simple change in 
exon 4, 845G to 845A in the HFE gene results in an exchange of cysteine by tyrosine. 
Also, another gene mutation included a change of the allele 187C to 187G, wherever 
histidine is exchanged. The substitution of serine for cysteine is considered the 
third mutation of the HFE gene S65C [61]. Also, H63D mutation is present in HFE 
protein, causing a decrease in the transferrin receptor [62]. When hepcidin protein 
cannot bind with the transferrin receptor, another factor has a great role in hep-
cidin protein, therefore, any changes in hepcidin protein help to aggregation iron 
by inhibiting the transcription of hepcidin and do not allow iron absorption from 
the intestine [63]. Also, the modifying of the H63D genotype associated between 
the metabolism of iron and lead, wherever there is increased iron in the body, is 
associated with a high level in the same body [64]. Iron overload has been identified 
in individuals with the digenic inheritance of one or more HFE mutations and a 
non-HFE gene mutation that is also involved in iron metabolism [44]. One example 
is the development of hemochromatosis in individuals who are double heterozygous 
for one or more HFE mutations and a hepcidin gene mutation (HAMP) [65].

Iron loading occurred in people with HFE mutation digenic inheritance and either 
a hemojuvelin gene (HJV) mutation [58] or a TFR2 gene (TFR2) mutation [66].

2.8 Iron overload and genetic alterations

Activation of the HFE gene works with hemochromatosis that includes iron 
accumulation that occurs with heart failure, cirrhosis, diabetes, and hepato-
carcinoma. Interaction between β2-microglobulin and HFE protein is the main 
hypothesis that explains the development of hemochromatosis in the body. 
β2-microglobulin and HFE protein react together and form the transferrin-1 
receptor, which helps to absorbed iron from the diet [67]. Many reports founded 
new genes responsible for the iron metabolism [hereditary hemochromatosis 
(HH)]. It included two types, the first type is HFE hemochromatosis that occurs 
due to mutation of the HFE gene, and its spread commonly in the Caucasian peo-
ple. The second type is non-HFE hemochromatosis. Non-HFE hemochromatosis, 
including HAMP, ferroportin, TFR, and HJV gene, is detected among the diseases. 
Genetic alterations in ceruloplasmin and ferritin encourage iron accumulation 
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a presumed pseudogene in the HLA class I region [48]. Marsh demanded a more 
suitable designation [49]. The HFE symbol (H = high; FE = iron) was accepted by 
both the WHO Nomenclature Committee for HLA System Factors and the HUGO 
Genome Nomenclature Committee.

2.6 Structure and function of HFE gene human

HFE has seven exons of 12 kb [39]. HFE includes 9.6 kb of DNA on chromosome 6p 
in the extended region of HLA class I. Histone genes on both sides of HFE are present 
[50]. Exon 1 corresponds to the peptide of the signal and exons 2–4, respectively, to the 
domains α1, α2, and α3. For the transmembrane domain, exon 5 accounts. The cyto-
plasmic tail is encoded by exon 6’s 5′ portion, which includes a native stop codon. The 
full-length transcript, therefore, represents six exons [51]. HFE is a protein contain-
ing 343 amino acids, including a signal peptide, an extracellular transferrin-binding 
region (α1 and α2), an immunoglobulin-like domain (α3), a transmembrane region, 
and a short cytoplasmic tail. HFE binds β2 M to form a cell surface heterodimer [46].

HFE is glycosylated at asparagine residues 110, 130, and 234 during transport to 
the cell membrane. For normal intracellular trafficking and function, glycosylation 
is important. HFE interacts with TFRC [51, 52]. HFE’s structure revealed that its 
TFRC ligand binds in a molar ratio of 2:1 TFRC: HFE [47]. There is a peptide-binding 
groove in most class I MHC molecules. Since the α1 and α2 helices are closer to 
HFE, the HFE analog site is too narrow to bind peptides [47]. TFRC and HFE bind 
strongly to the essential pH of cell surfaces but not to the intracellular vesicle acid 
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TFRC shows that binding affects both HFE and its ligand configurations. In their 
domain arrangements and dimer interfaces, the structures of TFRC alone and TFRC 
complexed with HFE differ [53].

Studies of 293 cells cultivated to express wild-type HFE proteins showed that 
with TFR, HFE forms stable complexes. The association of HFE protein with TFR 
was significantly reduced in 293 cells over the expression of HFE C282Y, as shown 
in Figure 4 [54]. Through inhibiting TFRC: TF-Fe interaction in an experiment 
using purified proteins and a biosensor chip [47], normal HFE protein decreased 
the affinity of TFRC to TF. HFE changes the conformation of the Tf-Fe binding site 
as observed by biosensor assays when HFE binds to TFRC in vitro, decreasing the 
entry of iron into Chinese ovarian hamster cells [47]. No evidence of binding of 
HFE and TFR2 was detected in coimmunoprecipitation or surface resonance-based 
testing experiments using soluble HFE and TFR2 [55].

Figure 4. 
The HFE gene diagram. The image was changed after getting permission from the author. Cys282 -> Tyr282 
exchanging mutation of C282Y and His63 -> Asp63 exchanging mutation of H63D [54].
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histidine is exchanged. The substitution of serine for cysteine is considered the 
third mutation of the HFE gene S65C [61]. Also, H63D mutation is present in HFE 
protein, causing a decrease in the transferrin receptor [62]. When hepcidin protein 
cannot bind with the transferrin receptor, another factor has a great role in hep-
cidin protein, therefore, any changes in hepcidin protein help to aggregation iron 
by inhibiting the transcription of hepcidin and do not allow iron absorption from 
the intestine [63]. Also, the modifying of the H63D genotype associated between 
the metabolism of iron and lead, wherever there is increased iron in the body, is 
associated with a high level in the same body [64]. Iron overload has been identified 
in individuals with the digenic inheritance of one or more HFE mutations and a 
non-HFE gene mutation that is also involved in iron metabolism [44]. One example 
is the development of hemochromatosis in individuals who are double heterozygous 
for one or more HFE mutations and a hepcidin gene mutation (HAMP) [65].

Iron loading occurred in people with HFE mutation digenic inheritance and either 
a hemojuvelin gene (HJV) mutation [58] or a TFR2 gene (TFR2) mutation [66].

2.8 Iron overload and genetic alterations

Activation of the HFE gene works with hemochromatosis that includes iron 
accumulation that occurs with heart failure, cirrhosis, diabetes, and hepato-
carcinoma. Interaction between β2-microglobulin and HFE protein is the main 
hypothesis that explains the development of hemochromatosis in the body. 
β2-microglobulin and HFE protein react together and form the transferrin-1 
receptor, which helps to absorbed iron from the diet [67]. Many reports founded 
new genes responsible for the iron metabolism [hereditary hemochromatosis 
(HH)]. It included two types, the first type is HFE hemochromatosis that occurs 
due to mutation of the HFE gene, and its spread commonly in the Caucasian peo-
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with the occurrence of hyperferritinemia [44, 68]. The accumulation of iron in the 
tissues interferes with tissues’ function, such as hepatic failure, cardiac problems, 
cirrhosis, and diabetes. Furthermore, there are pituitary gland diseases and disor-
der in the function of joints, gonads, abdominal pain, and hyperpigmentation of 
the skin [69].

Hemochromatosis diagnosis is made by deepening on clinical signs, biochemical 
markers, genetic examination, and Liver biopsy [70]. Some indicators, such as fer-
ritin, transferrin iron elevated, and liver enzymes, are elevated in hemochromatosis 
patients. The level of ferritin in serum is greater 300 μg/L in men and 200 μg/L in 
women, also the same speech on the level of transferrin. If the level of ferritin and 
transferring are elevated, it should make a genetic analysis of some genes such as 
HAMP, HJV, HFE, transferrin receptor genes, and ferroportin [71].

3. Conclusions

The knowledge about hepcidin and its genetic structure, as well as a common 
mutation that occurs in it, is vital to understand the iron metabolism and iron 
disorders. This chapter helps the reader to get ideas about that.
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Abstract

Palindromic rheumatism is a syndrome characterized by recurrent, self-resolving, 
and inflammatory attacks in and around the joints that have long recognized association 
with rheumatoid arthritis. PR attacks mostly start in small joints i.e. knees, shoulder, 
and small joints of the hand. Whether PR should be considered as a single disease or 
prodrome of RA remains a thought-provoking question. Multiple genetic and environ-
mental factors contribute to the development of PR. Many studies have explained the 
relationship between a high concentration of Anti-CCP antibodies and PR. Potential 
benefits of Gold therapy have been recognized in literature but still, there are some 
questions about toxicity and efficacy that need further considerations. In addition to 
that anti-malarial drugs, Abatacept, Tofacitinib, and Rituximab showed the variable 
result in different patients and needed further study to validate their medical use. 
Moreover, yarrow, oat, colchicum, dill, fennel, wild rue, bitter melon, willow, garlic, and 
burdock seem suitable candidates to treat rheumatoid although their use in PR is still not 
reported. Additional experimental researches on these drugs lead to an increase in our 
knowledge to fight against PR in the future using novel therapeutic approaches. We have 
attempted to cover this topic in a chapter form to provide a comprehensive view and 
hope that it will serve as a reference for clinicians who treat patients with PR.

Keywords: palindromic rheumatism, rheumatoid arthritis, environmental risk 
factors, genetic risk factors, therapies

1. Introduction

Palindromic rheumatism constitutes episodic and recurrent attack of articular 
inflammation that lasts from a few hours to several days which conclude without 
residual joint damage [1]. PR tends to affect small joints mostly, so the Knees, 
Shoulder, and small joints of hands are more prone to attack. Characteristic symp-
toms of PR include pain, swelling, redness, and disability of joints. This idiopathic 
condition was firstly described by Hench and Rosenberg in 1944 [2–6].

Distinctive features of PR include reoccurrence of attack at regular intervals and 
symptoms-free periods between attacks. Several studies have shown that about half of 
patients with PR develop Rheumatoid Arthritis (RA) and other joint diseases in later 
life [7]. PR is a single disease or spectrum of RE a leading question that is unanswered 
for 70 years. However, the target tissues are mostly the same in PR and RA [6, 8]. 
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Keywords: palindromic rheumatism, rheumatoid arthritis, environmental risk 
factors, genetic risk factors, therapies

1. Introduction

Palindromic rheumatism constitutes episodic and recurrent attack of articular 
inflammation that lasts from a few hours to several days which conclude without 
residual joint damage [1]. PR tends to affect small joints mostly, so the Knees, 
Shoulder, and small joints of hands are more prone to attack. Characteristic symp-
toms of PR include pain, swelling, redness, and disability of joints. This idiopathic 
condition was firstly described by Hench and Rosenberg in 1944 [2–6].
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life [7]. PR is a single disease or spectrum of RE a leading question that is unanswered 
for 70 years. However, the target tissues are mostly the same in PR and RA [6, 8]. 
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A high concentration of Rheumatoid factor and Anti -CCP antibodies in both PR and 
RA strengthen the correlation between the two diseases. However, despite these simi-
larities, PR is different from RA in that joints are free of symptoms between attacks. 
According to research attacks of PR usually affect one joint but other structures can 
be affected in 30% cases and Rheumatoid nodules also appear in one-third cases of 
PR. Time of attack is not definite however according to Research in London 50% of 
patients develop attack of PR in the late afternoon and some others at night time [7–9].

2. Epidemiology

Indeed mounting studies highlight the frequency of PR is significantly lower 
than RA [9]. Epidemiological data from Canadian research suggest that females are 
most likely to develop PR than men in both conditions of Arthritis. However, it has 
been estimated that the average age was 56 years in RA and 49 in PR [10].

3. Etiology

Etiological factors for PR are under investigation and uncertain however 
intrinsic (gene mutations), extrinsic (external factor lifestyle and smoking) and 
idiopathic factors seem to be important in PR. Initially, it was believed that allergic 
agents and infectious agents may provoke the symptoms, but recent studies have 
shown that even the injection of histamine did not cause PR. It is thought that 
trauma, stress, anxiety, and cold can stimulate the flares of PR however recent data 
support the thought. Consumption of nitrate-containing food triggers PR [11].

Several etiological studies suggested that the mutated MEFV Gene seems to 
be an aggregating factor for the severity of PR [12]. According to Iranian research 
during the attack of PR level of C-reactive protein was increased in about 50%of 
cases. Erythrocyte sedimentation rate was also elevated during the attack of PR [13]. 
Anti-CCP antibodies level was also found high in PR patients [3, 14]. Another study 
showed that autoantibodies RF and anti-CCP concentration appear to be elevated in 
PR patients and is thought to be responsible for developing RA and other connective 
tissue diseases [15]. Further research conducted in PR patients also showed uplift RF 
concentration in 33.3% of patients and a high concentration of anti-CCP in 38.9% of 
patients. Another research showed the follow-up of 43 patients to other connective 
tissue diseases and of 28 patients to RA out of a total of 160 patients of PR [16, 17]. 
The recently high concentration of anti-CCP antibodies and anti-keratin was found 
in the patients of PR [11]. Studies have documented that ultrasonography of syno-
vitis of PR patients showed a high concentration of ACPA antibodies in PR patients. 
These studies suggest the strong relationship between Anti-Cyclic Citrullinted 
Protein antibodies and Rheumatoid factor in PR and RA [17–19].

Another report has elucidated the role of the HLA Gene on Chromosome 6 
which is thought to be responsible for about 30% of all cases of RA [20–22]. It is also 
reported that the HLA-DRB1 alleles encode for a shared epitope [10] which may be 
a risk factor for PR and RA [23]. Recent studies also showed a strong prevalence of 
HLA-DR shared epitope alleles in PR. The homozygosity of SE alleles in PR patients 
is responsible for the progress of half of the PR cases to RA. A Korean study showed 
a great prevalence of HLA-DRB1*0803 and HLA-DRB1*1302 in PR patients and 
these alleles are distinct in PR [24].

Many investigations have concluded that gene involvement in gene–environment 
interaction is not only one factor for a mutation in HLA-DRB1 but factors affecting 
gene linkage equilibrium may also cause variation in the gene [25].
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Other researchers have demonstrated the role of PADI4 (Protein-arginine 
deiminase type-4) which is a gene that encodes for enzymes that are responsible 
for the formation of Citrulline from arginine. It has recently been found that any 
effect in the stability of PADI4 results in a high level of Anti-CCP antibodies [26]. 
According to a Chinese study, periodic and episodic attacks of PR show a strong 
link with PADI4 [18, 22, 26].

TNFα (Tumor Necrosis factor) which are short-lived pro-inflammatory 
cytokines showed a strong relationship with PR. Another case study investigated 
TNFRSF1A and TNFRSF1B mutations in PR patients in the Chinese population 
[27, 28]. Another novel study has indicated that the concentration of cytokines 
like IL-6 and TNFα was elevated in synovium and serum of patients [29, 30]. It 
has been reported that TNFα microsatellite polymorphism indicates a close con-
nection with the disease by its association with HLA-DRB1 SE. Autoinflammatory 
diseases like PR are caused by deregulation in inflammasome components [31]. 
According to Novel research, the PYCARD\ASC Splice variant has been found in 
PR patients. This inflammasome-associated mutation may be a risk factor for PR 
patients. According to this research exon2, PYCARD\ASC is more expressed in 
patients with PR. PYCARD\ASC mature IL-IB for innate immunity. The inflex-
ibility of PYCARD\ASC leads to more secretions of IL-IB so the exon2 splice variant 
may be a risk factor for disease in PR patients [32]. The presence of conserved 
exon2 in DNA of all patients of PR, high amount of NLRP3 (Nucleotide-binding 
oligomerization domain, Leucine-rich Repeat, and Pyrin domain), and high 
concentration of IL-1B and IL-18 show the strong association between PR and this 
gene [33]. Comprehensive pathophysiology of Palindromic rheumatism has shown 
in Figure 1.

Polymorphism in the promoter sequence of Stromelysin 1(MMB- gene) and 
HLA gene have been studied in recent years. Recent studies indicated a close 

Figure 1. 
Overviews of Palindromic rheumatism.
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association between MEFV and PR. Another research investigated that smoking 
and PTPN22 Showed an association with an increase in ACPA. It is also reported 
that PTPN22 (Protein Tyrosine Phosphatase Non-receptor Type 22) which encodes 
for protein tyrosine phosphate clearly shows an association of microsatellite STP 
PTPN22gene with rheumatism [34]. According to a Chinese report Anti-MCV (Anti 
Mutated Citrullinated Vimentin) antibodies have also been reported as a biomarker 
in patients with Rheumatoid Arthritis although their role in PR is not studied [35] 
(Table 1).

4. Environmental factors

In recent year’s association of periodontitis (PD) and PR association has 
been studied. PD is inflammation of periodontal tissues caused by red-complex 
bacteria i.e.P.gingivalis which affects the process of Citrullination by expressing 
peptidyl- arginine deiminase enzyme (PAD) [38]. According to research in Israel 
avoiding offending diet and intake of proper diet may affect the flares of PR. 
Smoking can also trigger the process of Citrullination by affecting the immune 
reactions of the HLA Gene [39]. Most of the case study reports that the onset of 

Disease Clinical characteristics Gene mutation References

Gout (Urate crystals 
deposing disease)

Presence of needle-like crystals 
in synovial fluid of joints

URAT1, GLUT-9 
(Transporters) involvement

[36]

Reactive Arthritis Infections history in 
genitourinary and 
Gastrointestinal tract (GI)

HLA-B27(In 80% of 
population)

[37]

Arthritis associated 
with Bowel disease

Gut inflammation,10%arthritis 
precedes enteritis

HLA-B27,NOD2, ATG16L1 [37]

Whipple’s disease Weight loss, diarrhea, and fever 
caused by Tropheryma whipplei

HLA-B27(50–75% of 
population)

[37]

Behcet disease T cells abnormality and 
neutrophils hyperfunction, 
inflammatory lesion

HLA-B51(10–80%) [37]

Sarcoidosis Granuloma formation and the 
possibility of erosive bone lesion

HLA-DRB1 Involvement [37]

Celiac disease Nonerosive arthritis Transglutaminase 
antibodies and 
malabsorption parameters

[37]

Familial 
Mediterranean fever

Familial history, MEFV 
mutation, Chronic arthritis 
(5%)

MEFV mutation [37]

TRAPS Autosomal dominant TNF alpha [37]

Hyperlipidemia Xanthomas High cholesterol and 
triglycerides

[37]

Intermittent 
Hydrarthrosis

No inflammatory sign MEFV involvement [37]

Relapsing 
polychondritis

Cartilaginous structure involves 
only

Nonspecific [37]

Table 1. 
Palindromic rheumatism and other relapsing diseases.
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PR frequently begins in the late afternoon and early morning [40, 41]. Several 
factors responsible for the progression of PR as shown in Figure 2.

5. Palindromic rheumatism and diet

It has been observed that certain types of food can trigger a periodic attack 
of Palindromic rheumatism and elimination of that type of food from the diet 
has resulted in a reduction of attacks. According to a clinical trial conducted for 
evaluation of the role that certain type of food can play in PR, patients show that 
patients who were offended to eat eggs, cheese, fish, and canned vegetables resulted 
in the complete cessation of attack, and those patients who were presented with 
these food show more reoccurrence of attack. Therefore, offending food should 
be avoided to reduce the occurrence of PR although this needs more research that 
which type of specific food should be avoided [4, 42].

6. PR progression to RA

According to research in Japan, Anti-CPA in PR patients who developed RA 
was higher than those who did not develop RA in a future life [15]. According to a 
British case study of 39 patients of PR 19 showed progression to RA. Another study 
also indicated that most cases of PR progressed to other chronic arthritis and 35\60 
progressed to RA [43]. The reason for this progression is multifactorial and one of 
the factors for this progression is a misdiagnosis of PR as there is no specific test and 
diagnosis is made mostly on physician’s judgment and others may include progres-
sion duration which may vary from months to20 years [14, 44, 45].

Figure 2. 
Schematic representation of factors for development of Palindromic Rheumatism.
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According to research in Japan, Anti-CPA in PR patients who developed RA 
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7. Treatment options for PR

There is no specific treatment for PR for several reasons described earlier. 
Research has reported Non- Steroidal anti-inflammatory drugs appeared to delay 
flares of PR. In recent years Gold therapy is emerging as a promising treatment 
option for relieving joint pain and swelling. According to a study, about 60% of 
patients showed an improved result of gold salt. However, other studies have 
reported a high mucocutaneous side effect of gold therapy [8, 46]. The use of sul-
fasalazine also proves to be good for treating episodic flares of PR. In another study 
use of Chloroquine marked good results in the severity of an attack of PR where 
41 patients out of 51 showed improvement [47]. Another study also focused on the 
delay effect of antimalarial drugs in PR flares [48]. Antimalarial drugs prove to be 
good in treating PR by their inhibitory effect on TNFα and IL-1. The case of the 
application of antimalarial in 71 patients mostly showed good results by decreasing 
flares of PR [47].

According to recent research PR patients who did not respond well to drugs 
mostly use in PR showed a very good response to Rituximab [49]. Biological 
DMARDs (Abatacept) affect the immune system by inhibiting T-cells stimulation 
and prove to be good for patients who poorly respond to methotrexate. Tofacitinib 
is also used in patients of PR who poorly or intolerantly respond to DMARDS [50]. 
The possible treatment options are shown in Figure 3.

According to research in Japan successful use of Kampo therapy (a Chinese 
herbal medicine) in three patients with Rheumatoid reveal its pharmaceutical 
potential in treating rheumatism although it needs a deep study of these findings 
to uncover its biological potential [51]. According to research in Iran yarrow, oat, 
colchicum, dill, fennel, wild rue, bitter melon, willow, garlic, and burdock help 
treat rheumatoid although their use in PR is still not reported [52]. Heat therapy is 
a medication-free way to relieve muscle pain and stiffness and is also recommended 
to treat PR [41].

Figure 3. 
Possible treatment options for PR.
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8. Conclusion

Several risk factors such as genetic and environmental factors favor PR develop-
ment. Most exposable genes are HLA-DRBI, PTPN22, TNFα, and PYCARD which 
mutate because of unbalancing in environmental factors. This study updates the 
information that Non- Steroidal anti-inflammatory drugs, Heat therapy, Chloroquine, 
and sulfasalazine show good results in the treatment of PR. Although many studies 
have validated these emerging therapies, still there is a need for further research to 
figure out their efficacy and precision. Side effects of these drugs and therapies must 
be considered before clinical applications for achieving stunning gains in the future. 
Additionally, these summarized genes might be capable of improving the therapeutic 
inventions for PR hence will serve as a significant pioneer for researchers who wants 
to identify the associative pathways involve in the pathogenesis of PR.
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PAD Peptidyl- arginine deiminase enzyme
PADI Protein-arginine deiminase type-4
TNFα Tumor Necrosis factor
URAT1 Urate transporter1
GLUT9 Glucose transporter of member 9
HLA Human leukocyte antigen Complex gene
MEFV Mediterranean fever
Anti-MCV Anti-Mutated Citrullinated Vimentin
PTPN22 Protein Tyrosine Phosphatase Non-receptor Type 22
NLRP3  Nucleotide-binding oligomerization domain, Leucine-rich 

Repeat, and Pyrin domain-3
TNFRSF1A/1B Tumor necrosis factor receptor 1 A/B
PYCARD PYD And CARD Domain Containing
ASC Apoptosis-associated speck-like protein containing a CARD
IL-6 Inter-leukine-6
DMARDS Disease-modifying antirheumatic drugs
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Abstract

Humanity’s history contains many pandemic reports and now the scientific 
community has the possibility to identify the pathogens before the disease emer-
gency. In this perspective, it is essential to carry out large-scale epidemiological 
studies in key animals that are in constant contact with humans. For this, the next 
generation sequencing (NGS) by the metagenomic approach—genetic material 
recovered directly from samples without previous amplification—is able to reveal 
the hidden microbial diversity. Metagenomes’ work aims to contribute to the facili-
tation of epidemiological studies through the adoption of simple effective strategies 
for the pathogens’ identification, understanding the evolutionary dynamic of them 
before the pandemic time. Here, we have presented some examples related to the 
successful metagenomic approaches and the continuous advice of the researchers to 
identify viruses and other possible pandemic pathogens.
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1. Introduction

Emerging pathogens (those that have recently been introduced, discovered, or 
recognized; that have recently evolved; or that have increased in incidence through 
geographic expansion or adaptation to a greater diversity of hosts—spillover; or that 
have shown changes in their pathogenic properties), especially viral agents, pres-
ent a unique challenge for science and medicine because little is known about them 
before they cause epidemics from zoonotic sources. Zoonotic transmission can occur 
through an overflow event from one animal species to another, eventually causing 
infections in humans as well. For most of these viruses, therapies and/or vaccination 
strategies have not been developed, and therefore, clinical treatment options for 
infected patients are limited to nonspecific supportive therapy (adapted from [1]).

In general, the epidemiological studies are conducted passively, after the estab-
lishing horizontal transmission of each viral infectious disease or after spillover 
events. Such a conduct will certainly not be sufficient to meet the new demands for 
infectious diseases. Therefore, one health, a science that promotes ecological health 
through the interaction between human, animal, and environmental health, arises 
with the proposal that all health should be thought together so that it has a sustain-
able condition of existence.

In this perspective, it is essential to carry out large-scale epidemiological stud-
ies in key animals such as bats and rodents in general. For this, the next generation 
sequencing (NGS) by the metagenomic approach—genetic material recovered 
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directly from samples without previous amplification—is able to reveal the hidden 
microbial diversity. Metagenomes’ work aims to contribute to the facilitation of 
epidemiological studies through the adoption of simple effective strategies for the 
pathogens’ identification, understanding the evolutionary dynamic of them before 
the pandemic time.

2.  Viral metagenomics: understanding the evolutionary history of 
viruses

There are many purposes that can be achieved through the use of metagenom-
ics using NGS. Thomas et al. [2] described that this methodology can be a source 
of genetic information about the possible new biocatalysts or enzymes in cases of 
bioprospecting; can realize the genomic connections between the function and 
phylogeny of “non-cultivable” organisms; can identify the evolutionary profiles 
and associate the function and structure in microbial communities; and also can 
inference about the new hypotheses of microbial functions.

The Baltimore classification considers the virus taxonomy from seven groups: 
I (double-stranded DNA viruses), II (single-stranded DNA viruses), III (double-
stranded RNA viruses, dsRNA), IV [positive-sense single-stranded RNA viruses, 
(+) ssRNA], V [negative-sense single-stranded RNA viruses, (−) ssRNA], VI 
(single-stranded RNA viruses with a DNA intermediate in their life cycle, ssRNA-
RT), and VII (double-stranded DNA viruses with an RNA intermediate in their 
life cycle, dsDNA-RT). However, metagenomics approaches have contributed to 
understand the real universal viral taxonomy.

Since the RNA viruses are the most abundant to infect eukaryotes in general 
and all these viruses contain a specific gene, the RNA-dependent RNA polymerase 
(RdRp), responsible to produce the protein for their replication, it was possible 
to reconstruct their evolutionary history. Using 4617 different RdRps, they found 
five key subdivisions, two inclosing dsRNA and (−) ssRNA viruses, the other 
one containing + ssRNA and dsRNA, and two including only (+) ssRNA viruses. 
In these analyzes, it was showed that the (+) ssRNA viruses possibly have had 
a single ancestor and that the dsRNA viruses have emerged from (+) ssRNA in 
two independent events and the (−) ssRNA and could have emerged later from 
dsRNA. In addition, phylogenetic analysis including other genes showed the broad 
horizontal transference between the hosts remotely related, including between 
animals and plants. All these findings allow the continuous update of the viruses’ 
arrangement by International Committee on Taxonomy of Viruses (ICTV) [3]. 
Considering this continuous host-change, also analyzed from diversity of data 
previously unavailable and now discovered by metagenomics assays, possibly, the 
evolution of RNA viruses is associated with the evolutionary history of the host, 
which dates from hundreds of millions of years ago, from the ocean to the terres-
trial environment. In this sense, it should be imprudent to associate the origin of 
some RNA viruses’ families of vertebrates from mosquitoes and ticks [4].

In general, when unrecognized zoonotic viral pathogens emerge from wildlife, 
it can induce a strong impact on the public health and generate a pandemic risk. In 
these cases, there are no molecular or serological diagnostic assays specific available 
for detecting them and the metagenomic appears like the strategy unique to start 
the developing of new diagnostic test. Temmam et al. [5], in a review paper, already 
suggested that to predict emerging zoonotic infections always have been an impor-
tant challenge for public health. Furthermore, the viral metagenomics was pointed 
by them as the promising alternative to surveillance, especially to identify viromas 
in selected animals and arthropods closely in contact with humans.
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For the diagnosis of viral diseases, the gold standard test is the viral isolation. 
However, it has the disadvantage of being laborious, consuming many days, in 
addition to the biosecurity issues of handling in the laboratory. Since the 1980s, 
with the advent of molecular techniques of polymerase chain reaction (PCR) and 
sequencing, the scientific community has gradually adopted these tests for the 
investigation and pathogens diagnosis, mainly the emerging ones. The international 
scientific community’s decision to sequence the human genome provided the rapid 
evolution of all molecular techniques and allowed the emergence of techniques such 
as real-time PCR and high-performance sequencing NGS.

Before the appreciation of metagenomics into the scientific community, the 
molecular diagnostic methods most common on the routine were practically per-
formed using the PCR system and its variations and Sanger sequencing. Therefore, 
several commercial molecular diagnostic tests to detect viral, bacterial, and fungal 
pathogens were made available using real-time PCR, loop-mediated isothermal 
amplification (LAMP), and conventional PCR, among others.

These approaches are increasingly used to detect new viral pathogens as well as 
to generate complete genomes of non-cultivable viruses. The in silico identification 
of complete viral genomes from sequence data would allow a rapid phylogenetic 
characterization of these new viruses [6]. Thus, the methodology emerges as an 
alternative for the discovery of new viral agents in animals, allowing the expansion 
of knowledge of viral diversity as well as of potentially emerging zoonosis. The 
identified material can provide insights into the evolution and viruses phylogenies. 
These data, associated with studies on the biology of the hosts, can contribute to 
the understanding of the eco-epidemiology of several viruses that, through comple-
mentary analyzes, help in the identification of potentially pathogenic agents, a 
perspective action from One Health.

Important advances in the knowledge of microbial diversity through metage-
nomic tools in several ecosystems have allowed to associate the sequence data with 
the complex biological characteristics of an ecosystem, be it the human intestine, 
for example, whether aquatic or terrestrial environmental. This can be an essential 
source to understanding the microbial ecology and biogeography. Different works 
of metagenomics have shown that the biogeography of viruses, in general, is associ-
ated with the characteristics of habitats. As such, similar viral biogeography can be 
found in similar habitats that can be geographically far. On the other hand, also was 
identified substantial sharing of the human viroma between unrelated population 
and widespread viral quasi-species distinctly dissimilar habitats [7]. So, is really 
important to implement the metagenomic assay in several places around the world 
in order to deepen the understanding of this complex ecological dynamic. There are 
many antibiotics and antiviral molecules produced in these ecosystems. To identify 
the biosynthetic origin of these drugs can improve treatment alternatives for exist-
ing diseases or even for emerging infectious diseases.

Viromas of different animal species as well as different human organs have 
been obtained through this methodological approach. Brotman et al. [8] described 
the temporal relationship between vaginal microbiota and detection of human 
papilloma virus (HPV). A small DNA virus, the Torque Teno Virus (TTV), was 
unexpectedly found in samples from patients with ophthalmitis (negative bacte-
rial and fungal cultures) [9]. Enteric metaviroma of shrews (genus Crocidura, one 
of nine genera of the shrew subfamily Crocidurinae), small insectivorous mam-
mals similar to rodents, were determined and identified with new insect and virus 
viruses, including cyclovirus, picornavirus, and picorna-like virus. In addition, 
several cycloviruses, including human variants, were detected in wild shrews with 
a high prevalence rate. Complete or almost complete genomic sequences of these 
new viruses were determined and subjected to genetic characterization [10, 11].
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Metagenomic analyzes have shown that bats can be reservoirs to several species 
of RNA viruses. Many of these viruses are highly pathogenic and exhibit broad cell 
tropism, being able to infect a wide variety of cells and hosts (Hendra virus, HEV; 
Nipah virus, NIV; Ebola virus, EBOV; Meddle East Respiratory Syndrome virus, 
MERS; Severe Acute Respiratory Syndrome Coronavirus type 1, SARS-CoV; Severe 
Acute Respiratory Syndrome Coronavirus type 2, SARS-CoV-2). Viruses such as 
HEV, rabies virus (RABV), and NIV show high genomic conservation within their 
bat hosts, which suggests that they are under strong selective restrictions [7].

Considering that bats can be host a great viruses diversity and that little is 
known about their viroma, Dacheux et al. [12] determined the viral diversity of five 
different French insectivorous bats species (nine specimens). They detected viruses 
from many viral families that infect bacteria, plants, fungi, insects, and vertebrate 
animals and mammals (Retroviridae, Herpesviridae, Bunyaviridae, Poxviridae, 
Flaviviridae, Reoviridae, Bornaviridae, and Picobirnaviridae). They described 
new mammalian viruses, including rotavirus, gammaretrovirus, bornavirus, and 
bunyavirus, as well as the first nairovirus identification in bats.

Bat metaviroma from Myanmar (China) revealed the presence of new mam-
malian viruses. The analysis was conducted using organs of 853 bats of six spe-
cies, identifying known sequences belonging to 24 viral families. Of the viral 
contigs (2% of the total sequences), 45% were related to vertebrate viruses, 28% 
to insect viruses, 27% to phages, and 95 contigs to plant viruses. The validation 
performed by PCR followed by phylogenetic analyzes led to the discovery of some 
new bat viruses of the genera Mamastrovirus, Bocavirus, Circovirus, Iflavirus, and 
Orthohepadnavirus [13].

In African fruit bats populations (Eidolon helvum), it was identified by 
metagenomics a great abundance and diversity of new herpes and papillomavirus. 
The authors also described a new adenovirus and detected, for the first time in 
Chiroptera, sequences of a poxvirus closely related to contagious mollusk [14].

Herman Tse et al. [15], carrying out studies of 156 apparently healthy rectal 
swab samples from bats also using a metagenomic approach, discovered a new 
Papillomavirus strain, Miniopterus schreibersii Papillomavirus type 1 (MscPV1), with 
a 7.5 kb long genome. In addition to the new agent characterization, the researchers 
also carried out several phylogenetic studies that allowed us to infer that MscPV1 
and Erethizon dorsatum papillomavirus (EdPV1) are more closely related, with an 
approximate divergence of 60.2–91.9 million years.

He and collaborators (2014) identified hundreds of sequences related to alpha 
and Betacoronavirus sequencing 268 rectal swabs from 68 bats from four counties 
in Yunnan province. They also reported the complete genome of a new SARS-CoV 
(LYRa11) containing 29,805 nucleotides in length, 13 ORFs, 91% nucleotide identity 
with human and civet SARS CoVs, 89% similarity to another bat SARS-CoV-like. 
One of the most interesting reports was obtained through recombination analyzes. 
Such analyzes indicated that LYRa11 is a probable recombinant descendant of 
parental strains evolved from SARS-CoVs-like bats.

An outbreak of respiratory infection of unknown origin began to manifest in 
many people in Wuhan-Hubei-China in late 2019. Difficulties in controlling the 
disease by conventional methods of treatment suggested a new infectious disease 
with viral characteristics and effective transmission of person to person. A short 
time later and with the support of the international scientific community, it was 
confirmed that the new disease called Coronavirus Disease 2019 (COVID-19) was 
caused by a new coronavirus initially called 2019 Novel Coronavirus (2019-nCoV). 
It is not the first time that a human coronavirus has caused a major disease with risk 
of global spread. Severe Acute Respiratory Syndrome Coronavirus type 1 (SARS-
CoV-1) and, in 2013, Middle East Respiratory Syndrome (MERS-CoV) emerged, 
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both in two different places, of zoonotic origin and evolved from bats having 
intermediary animals as hosts, the civets and camelids, respectively. Using metage-
nomics approaches, in a few days, the scientific community has managed to obtain 
the complete genome of this virus. Based on genetic, evolutionary and molecular 
studies, the 2019-nCoV virus was named Severe Acute Respiratory Syndrome 
Coronavirus type 2 (SARS-CoV-2), a Sarbecovirus, Betacoronavirus, brother of 
SARS-CoV-1.

However, it is an important question without conclusive answer: what is the 
real reservoir for SARS-CoV-2? Until now, no virus isolation was successful from 
the none animal source but Lam et al. [16], by metagenomics approaches, identi-
fied several pangolin coronavirus lineages suggesting that these animals could be 
considered as possible hosts in the emergence of new coronaviruses and must be 
removed from wet markets to prevent zoonotic transmission.

In the COVID-19 pandemic, until August 2020, more than 20,000,000 people 
were infected and almost 800,000 death in more than 190 countries that detected 
the virus [17]. Peddu et al. [18] described the metagenomic analysis as a good 
alternative to investigate and to response to this and future viral pandemics; they 
evaluated, by metagenomic sequencing, positive and negative samples from Seattle, 
WA. Part of these samples showed superinfection or colonization with human 
parainfluenza virus 3 or Moraxella species, emphasizing to be essential to conduct 
molecular testes using a viral respiratory panel. In addition, negative samples for 
SARS-CoV-2 by RT-PCR were positive for Rhinovirus A and C, showing that the 
metagenomic analysis of these SARS-CoV-2 negative samples was able to identify 
candidate etiological agents for the respiratory signs in those patients.

Did we learn from the past epidemics? Are we prepared for the worst? Gonzalez 
et al. [19] stablished these key questions related our learning from the humanity 
history. According to them, the ultimate goal should be develop a resilient global 
health infrastructure; like the bio-surveillance using geographic information sys-
tems (GIS) and metagenomics to trace the molecular changes in pathogens during 
their emergence, and mathematical models to assess risk should be “critical point” 
for preventing a pandemic.

3.  Epidemiological surveillance in bats by metagenomic approaches:  
a powerful tool for conducting large-scale studies

In recent years, emerging and serious infectious diseases have caused world-
wide fear. It is also known that many of these diseases are caused by viruses from 
bats, such as Ebola, Marburg, SARS coronavirus (SARS-CoV), MERS coronavirus 
(MERS-CoV), Nipah (NIV) and Hendra (HEV) [20], and nowadays, SARS-CoV-2. 
The growing recognition of the bats importance as reservoirs for new diseases is 
due to the fact that they constitute 20% of known mammal species, have unique 
and diverse lifestyles, including the ability to fly, often presenting gregarious social 
structures achieving incredible abundance and densities (some cave bats reaching 
up to 500 individuals per square meter) and long life [21].

As more information has been obtained regarding the factors or causes of 
emergence, there has been an expectation that it is possible to predict the emer-
gence of new pathogens. These and other factors have significantly increased the 
demand for new viral pathogens, especially at the human-animal interface in 
species of wild and domestic animals [22].

With the exception of studies focusing on lyssavirus, most viruses’ investigations 
in bats have been limited to one particular zoonotic agent involved in an outbreak 
of geographically localized disease [23]. COVID-19 showed the need to form an 
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Metagenomic analyzes have shown that bats can be reservoirs to several species 
of RNA viruses. Many of these viruses are highly pathogenic and exhibit broad cell 
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in bats have been limited to one particular zoonotic agent involved in an outbreak 
of geographically localized disease [23]. COVID-19 showed the need to form an 
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international front for active surveillance of bats different populations to detect 
potential zoonotic agents as well as low pathogenicity unknown viruses that can 
recombine/mutate and become pathogenic.

The emergence of highly pathogenic viruses such as SARS and MERS-CoV has 
identified coronaviruses as agents of high interest in epidemiological surveillance. 
In addition to concluding that SARS-CoV may have originated from bats, it is sug-
gested that several other new viruses exist in animals and some of them pose a risk 
to public health [24–27].

Although great advances have been made in the knowledge of these viruses, there 
is much to learn about the evolution of highly pathogenic agents in reservoir animals 
such as bats [1]. Several studies have pointed out a great diversity of coronaviruses 
belonging to the genus α- and β-coronavirus of the subfamily Orthocoronavirinae 
that occur widely in bat species around the world, including Africa, Europe, the 
Americas, and Asia. Interestingly, an analysis of viruses isolated from bats in Mexico 
showed that host species were driving forces in the evolution of coronaviruses, and 
that a single bat species can contain several coronaviruses. In addition, the phyloge-
netic association of CoVs with the species/genus was particularly evident in allopat-
ric populations separated by significant geographical distances [22].

Simas and Arns [28] described a metagenomic methodology using bat com-
mon specie from urban areas in the Americas, the Tadarida brasiliensis, in order to 
establish a rapid methodology for active epidemiological surveillance in bats as the 
best reservoir animal model. The assay aimed to identify viral agents in oral and 
rectal swabs collected from asymptomatic T. brasiliensis bats from a colony in the 
Campinas-SP, Brazil. From this, these researchers described the diversity and abun-
dance of the identified viral agents and could relate phylogenetically the identified. 
The workflow is described in Figure 1.

The most important steps are the pretreatment and the validation because 
these can remove the host genetic material and confirm the sequences of dataset 
identified. For the pretreatment, the researchers used filtration and treatment with 

Figure 1. 
Workflow described by Simas and Arns [28] to conduct active epidemiological surveillance from model 
reservoir animals like bats using metagenomic approach.
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DNAse and proteinase K enzymes. These procedures help to eliminate the genetic 
material “contaminants” and to assure the most viral genetic material into the 
sequence dataset.

Using these assays, a large number of excellent quality paired-end sequences 
were obtained in the HiSeq 2500 Illumina platform (345,409,110 reads paired-
ends—76.47% Q ≥ 30). In the reading assembly procedures with the MetaVelvet and 
Metavir 2 genome assemblies’ platforms, many viral genetic materials from several 
pathogenic viruses were identified. It can be noted that the different platforms used 
provided complementary data, indicating the need to carry out similar procedures 
in studies that use the same metagenomic methodology.

Although the search for similarity carried out by MetaVelvet in different 
databases provided a small number of viral matches (97; 2 for coronavirus), 
these results were validated and allowed the identification of a coronavirus with a 
strong phylogenetic relationship with Porcine Epidemic Diarrhea virus (PEDV), a 
high pathogenicity swine virus, and human coronavirus, HCoV-NL63. PEDV has 
been reported in many other countries, including Germany, France, Switzerland, 
Hungary, Italy, China, South Korea, Thailand and Vietnam and was first identi-
fied in the United States in May 2013. The US outbreak occurred in 23 states, with 
2692 confirmed cases leading to major economic losses. Studies have shown that 
all American PEDV strains are closely related to a strain from China, AH2012 [29]. 
However, the identification of PEDV in wild animals common in the Americas, such 
as bats Tadarida brasiliensis, can help to understand the evolution of these agents in 
animal reservoirs and to understand the eco-epidemiology from the genetic diver-
sity studies like this.

Metavir 2 identified sequences of viruses associated with various pathogens in 
humans. Many sequences have been classified as belonging to the Herpesviridae 
family. Several viral agents in this family are known to cause a wide variety of 
human diseases, including various types of cancer. In addition, since they have a 
great capacity to infect many types of cells or tissues [30], bats may be serving as a 
reservoir for recombination and the emergence of new strains capable of infecting 
other animals even cause human infections.

Several viruses of the Order Caudovirales were also identified, most from the 
Siphoviridae family. These phages are capable of infecting several species of human 
pathogenic bacteria (Enterobacteria, Shigella, Mycobacterium, and Bacillus), so it is 
an indirect evidence of the presence of these bacteria also in bats. The concomitant 
detection of herpes and phages indicates that bats can act as important agents in the 
evolution of these viral agents, since the existence of recombination between them 
has already been described [31].

Many betaretroviruses, viruses that cause various types of tumors in primates, 
sheep, and rats have been detected. Sano et al. [32] also identified several viral 
agents from the Retroviridae and Herpesviridae families in bats in the Philippines. 
Dacheux et al. [12] determined the viral diversity of five different species of French 
insectivorous bats (nine specimens). All of these results suggest that retroviruses 
and herpesviruses are widely distributed in bat populations.

The detection of several dsRNA virus sequences, a virus group that cause 
gastroenteritis in children (rotavirus) and others that are pathogenic for cattle 
and sheep, their identification in bats contributes to the understanding of their 
circulation in ecosystems. Another Brazilian study also reported the presence of 
rotavirus in bat feces. Phylogenetic analyzes indicated the formation of a clade 
with sequences of bovine and human origins, suggesting recombination between 
the strains in animal hosts, events that precede transmission to humans in 
zoonotic viral diseases [33].
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DNAse and proteinase K enzymes. These procedures help to eliminate the genetic 
material “contaminants” and to assure the most viral genetic material into the 
sequence dataset.

Using these assays, a large number of excellent quality paired-end sequences 
were obtained in the HiSeq 2500 Illumina platform (345,409,110 reads paired-
ends—76.47% Q ≥ 30). In the reading assembly procedures with the MetaVelvet and 
Metavir 2 genome assemblies’ platforms, many viral genetic materials from several 
pathogenic viruses were identified. It can be noted that the different platforms used 
provided complementary data, indicating the need to carry out similar procedures 
in studies that use the same metagenomic methodology.

Although the search for similarity carried out by MetaVelvet in different 
databases provided a small number of viral matches (97; 2 for coronavirus), 
these results were validated and allowed the identification of a coronavirus with a 
strong phylogenetic relationship with Porcine Epidemic Diarrhea virus (PEDV), a 
high pathogenicity swine virus, and human coronavirus, HCoV-NL63. PEDV has 
been reported in many other countries, including Germany, France, Switzerland, 
Hungary, Italy, China, South Korea, Thailand and Vietnam and was first identi-
fied in the United States in May 2013. The US outbreak occurred in 23 states, with 
2692 confirmed cases leading to major economic losses. Studies have shown that 
all American PEDV strains are closely related to a strain from China, AH2012 [29]. 
However, the identification of PEDV in wild animals common in the Americas, such 
as bats Tadarida brasiliensis, can help to understand the evolution of these agents in 
animal reservoirs and to understand the eco-epidemiology from the genetic diver-
sity studies like this.

Metavir 2 identified sequences of viruses associated with various pathogens in 
humans. Many sequences have been classified as belonging to the Herpesviridae 
family. Several viral agents in this family are known to cause a wide variety of 
human diseases, including various types of cancer. In addition, since they have a 
great capacity to infect many types of cells or tissues [30], bats may be serving as a 
reservoir for recombination and the emergence of new strains capable of infecting 
other animals even cause human infections.

Several viruses of the Order Caudovirales were also identified, most from the 
Siphoviridae family. These phages are capable of infecting several species of human 
pathogenic bacteria (Enterobacteria, Shigella, Mycobacterium, and Bacillus), so it is 
an indirect evidence of the presence of these bacteria also in bats. The concomitant 
detection of herpes and phages indicates that bats can act as important agents in the 
evolution of these viral agents, since the existence of recombination between them 
has already been described [31].

Many betaretroviruses, viruses that cause various types of tumors in primates, 
sheep, and rats have been detected. Sano et al. [32] also identified several viral 
agents from the Retroviridae and Herpesviridae families in bats in the Philippines. 
Dacheux et al. [12] determined the viral diversity of five different species of French 
insectivorous bats (nine specimens). All of these results suggest that retroviruses 
and herpesviruses are widely distributed in bat populations.

The detection of several dsRNA virus sequences, a virus group that cause 
gastroenteritis in children (rotavirus) and others that are pathogenic for cattle 
and sheep, their identification in bats contributes to the understanding of their 
circulation in ecosystems. Another Brazilian study also reported the presence of 
rotavirus in bat feces. Phylogenetic analyzes indicated the formation of a clade 
with sequences of bovine and human origins, suggesting recombination between 
the strains in animal hosts, events that precede transmission to humans in 
zoonotic viral diseases [33].
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4. Conclusions

The metagenomic proceeding is fast and highly sensitive to access the genetic 
diversity on the ecosystem in general. With the use of the metagenomic approach, 
in a few days, the scientific community has managed to obtain the complete SARS-
CoV-2 genome. Because epidemiological studies are still conducted from the onset 
of diseases, outbreaks are still being worked on, not prevention. From this perspec-
tive, this methodology showed to be able to be applied to conduct epidemiological 
surveys and it should be widely applied to understand, by the genetic diversity, the 
molecular eco-epidemiology of viral agents before the pandemic time.
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by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
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