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Preface

This book provides an overview of current environmental issues and sustainable 
solutions. Nowadays, both developed and developing countries are paying much 
attention to environmental management practices. This book is a resource for stu-
dents, researchers, and decision-makers in the field of environmental management. 
It consists of twenty-three chapters, each focusing on a certain environmental issue. 
The chapters are developed across five themes: natural resources, waste manage-
ment, climate change, sustainability, and pollution management. 

Section 1 – “Natural Resources”

Chapter 1 presents a case study on developing the capabilities needed to adapt 
to freshwater shortages and enhance prospects for human security in Panchkahl 
Municipality, Kathmandu, Nepal. Data from the study suggest the need for further 
system transformation to promote adaptation.

Chapter 2 addresses microfinance practices and value-added, non-wood forest 
products for a sustainable environment, using a state in India as an example. This 
study reveals opportunities for using natural resources sustainably and encourages 
forest dwellers to become micro-entrepreneurs.

Chapter 3 addresses the consequences of different processes in the grassland 
ecosystem in the shola forest and grassland mosaic of the Nilgiri Biosphere Reserve 
(NBR), South India. 

Chapter 4 describes the effects of climatic variability on harmful algal blooms, 
providing systematic knowledge to manage and mitigate their impacts. 

Chapter 5 addresses the need to improve models for effective communication and 
to answer policy-relevant questions. Study findings reveal that there is a need 
to improve communication between decision-makers and the public to advance 
knowledge and understanding of results at the appropriate decision-making hub 
and the associated community.

Chapter 6 discusses the rights and responsibilities of forest fringe communities 
in Ghana and Collaborative Forest Management (CFM) in the northern region. It 
explores the levels of awareness of communities of these rights and responsibilities. 

Section 2 – “Waste Management”

Chapter 7 elaborates on microbial fuel cell technology and its application for dairy 
wastewater treatment. It provides useful insight for integrating this technology with 
existing conventional wastewater treatment methods to achieve the degradation of 
various dairy pollutants, including emerging micropollutants. 

Chapter 8 is a study of municipal solid waste generation in Dir City, District Dir 
Upper Khyber Pakhtunkhwa (KP), Pakistan. The study finds that the spatial 
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VI

distribution of waste generation varies across the city. For example, a high rate of 
generation was found in the Rehankot and Shaow areas, whereas low generation 
rates were found in fringe areas.

Chapter 9 provides a review of RS waste management strategies, highlighting appli-
cations for removing contaminants from wastewater in single and multi-component 
systems, and in static or continuous operation modes. 

Chapter 10 discusses hazardous wastes and their management.

Chapter 11 reviews the structure and dynamics of organic soils and explains their 
creation, evolution, and ultimate fate. It focuses on degraded peatland net primary 
productivity because of potential forthcoming differences attributed to rainfall, 
temperature, vegetation, hydrology, and permafrost disappearance. 

Section 3 – “Climate Change”

Chapter 12 addresses multiple deleterious consequences of climate change. It talks 
about the causes of climate change and its effect on the planet, environment, plants, 
animals, and humans. It also discusses climate change adaptation and preventive 
strategies.

Chapter 13 is a review distinguishing the levels of vulnerability and resilience 
between the people who live in high potential zones and low potential zones in 
Tanzania. Study findings suggest that farmers with weak adaptive capacity should 
be carefully and immediately attended to, otherwise their livelihood options can 
destroy the environment further. 

Chapter 14 is a study assessing the potential impact of climate change under a range 
of scenarios on intercrops of maize and improved pigeon pea varieties developed 
and released in Kenya.

Section 4 – “Sustainability”

Chapter 15 discusses how the spatial carrying capacity of cities, river basins, and 
regional transformation adapt to environmental changes, as well as the direction of 
carrying capacity improvement.

Chapter 16 discusses non-timber forest products and the associated economic 
activities. It also relates habitat management aspects along with commercial invasion, 
which have become detrimental to the environment.

Chapter 17 describes the methodology for designing sustainable structures with 
examples of control systems for promoting sustainable structure design and the 
process of producing and revising sustainable structure design guidelines.

Section 5 – “Pollution Management”

Chapter 18 is an experimental study describing the encapsulation of the polluting 
gases NO3, NO2, CO2, and N2 by the calix[4]arene molecule. Study results clearly 
explain the charge distribution reactivity.

VII

Chapter 19 describes the development of solid pellet technology for molten salt 
in heat transport processing. The apatite phosphate, molten salt in slime-salt bath 
mixes was investigated under microwave radiation heating, resulting in insoluble 
sorbent fines dissolved in a porous basket. Study findings are helpful for advanced 
fuel energy storage with favorable economic potential and intrinsic properties.

Chapter 20 provides a detailed and comprehensive account of the numerical 
approaches proposed to analyze the fouling phenomenon that occurs inside exhaust 
gas systems. It examines in detail the main characteristics of each numerical model 
as well as their main strengths and weaknesses and simulation capabilities.

Chapter 21 reviews how advanced oxidation processes (AOPs) help in removing 
pharmaceutically active compounds (PhACs) in which hydroxyl radicals (HO) act 
as common oxidants to improve the biodegradability of further treatments. The 
chapter concludes that treatment with AOPs increases efficiency when compared to 
the efficiency of an individual process.

Finally, Chapter 22 describes the human health consequences of endocrine-disrupting 
chemicals (EDCs). It provides information on routes of exposure, metabolism, and 
mechanisms of action of EDCs. It also discusses the main consequences of EDCs, 
including obesity, diabetes, reproductive disorders, and cancer. The chapter ends with 
a discussion of preventive strategies to minimize exposure to EDCs.

Overall, this book enhances understanding of various environmental issues, changes, 
and sustainable solutions. The information contained herein will help to improve 
the skills of environmental scientists and decision-makers. It also contributes 
to the exchange of best practices for developing and implementing methods for 
environmental management.

Suriyanarayanan Sarvajayakesavalu
Professor,

Vinayaka Missions Kirupanandavariyar Arts and Science College,
Vinayaka Missions Research Foundation Deemed to be University,

Salem, India

SCOPE – India (Scientific Committee of Problems of the Environment),
JSS Academy of Higher Education and Research (JSSAHER),

Mysuru, Karnataka, India

Pisit Chareonsudjai, Ph.D.
Faculty of Science,
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Chapter 1

Collaboration to Counter Fresh 
Water Scarcity and Promote 
Human Security
Michael Fratantuono, Sarah House and Sam Weisman

Abstract

In the autumn of 2017, two professors and 13 undergraduate students from 
Dickinson College (Carlisle, Pennsylvania, US) engaged in 3 weeks of field research 
in Nepal. The students were assigned to one of four teams. Each was assisted by a 
pair of graduate students affiliated with Tribhuvan University (Kathmandu, Nepal). 
Each team conducted numerous semi-structured interviews in one of four wards of 
the Panchkahl Municipality of Kavrepalanchok District. When they returned to the 
US, each student team generated a 50-page report that summarized their findings. 
To frame the findings of those reports, the authors of this chapter constructed a 
basic yet original systems model. Their analysis suggests: (1) the importance of 
collaboration among system participants as the key to developing the capabilities 
needed to adapt to fresh water shortages and enhance prospects for human security 
and (2) the need for further system transformation to further promote adaptation.

Keywords: climate change, fresh water, human security, collaboration, 
subcommunities, adaptation, systems analysis

1. Introduction

In autumn of 2017, two faculty and 13 undergraduate students from Dickinson 
College—located in Carlisle, Pennsylvania, US—traveled to Panchkahl Municipality 
of Kavrepalanchok District, Nepal, to engage in 3 weeks of field research. Fieldwork 
consisted of numerous interviews conducted in four different wards of Panchkahl. 
When they returned to the US, each team completed a 50-page research paper that 
focused upon the ability of the respective community members to handle risks to 
their human security stemming from shortages of fresh water resources. In spring 
of 2018, the authors studied the four reports to distill high-level themes. As well, 
they constructed a basic yet original systems model to frame the relationships 
emerging in the reports.

Via that inductive process, this chapter offers the following thesis. Although the 
availability of fresh water was scarce and access to fresh water was constrained: (1) 
a successful collaboration among the community members and nongovernmental 
organizations had enhanced the capabilities relevant to adaptability and resilience, 
and thus, human security; and (2) future progress was contingent on the additional 
empowerment of women as well as the ability of the government to become a more 
trusted collaboration partner.
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1. Introduction

In autumn of 2017, two faculty and 13 undergraduate students from Dickinson 
College—located in Carlisle, Pennsylvania, US—traveled to Panchkahl Municipality 
of Kavrepalanchok District, Nepal, to engage in 3 weeks of field research. Fieldwork 
consisted of numerous interviews conducted in four different wards of Panchkahl. 
When they returned to the US, each team completed a 50-page research paper that 
focused upon the ability of the respective community members to handle risks to 
their human security stemming from shortages of fresh water resources. In spring 
of 2018, the authors studied the four reports to distill high-level themes. As well, 
they constructed a basic yet original systems model to frame the relationships 
emerging in the reports.

Via that inductive process, this chapter offers the following thesis. Although the 
availability of fresh water was scarce and access to fresh water was constrained: (1) 
a successful collaboration among the community members and nongovernmental 
organizations had enhanced the capabilities relevant to adaptability and resilience, 
and thus, human security; and (2) future progress was contingent on the additional 
empowerment of women as well as the ability of the government to become a more 
trusted collaboration partner.
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2. Program design

The students and faculty who conducted the field research were participants 
in a semester long Dickinson Global Mosaic Program [1], “Climate Change and 
Human Security in Nepal [2].” The program was 2 years in the making. As part of 
the building process, the Dickinson professor who initiated the program traveled to 
Nepal on two occasions and established a relationship with the Institute for Crisis 
Management Studies (ICMS), a master’s program affiliated with Kathmandu-based 
Tribhuvan University. The director of the ICMS designated a project coordinator for 
the initiative.

The professor and the project coordinator negotiated the activities, locations, 
and logistics. The Coordinator suggested four wards as the research sites: Hokse, 
Kharelthok, Koshidekha, and Sathighar Bhagawati. The wards, located to the east 
of Kathmandu, were part of Panchkhal Municipality of Kavrepalanchok District, 
located in Province 3 of Nepal. As well, the Coordinator agreed to recruit ICMS 
graduate students who would provide general assistance to the Dickinson students 
and serve as guides and translators during the field-research.

Fourteen students enrolled in the program. It consisted of three phases. Phase 
one included 9 weeks of study in Carlisle that incorporated three courses each taught 
by a different professor1 plus one team-taught qualitative research methods course.2 
Furthermore, in phase one, the students were assigned to one of four teams.

Phase two consisted of 3 weeks of field research in Nepal that lasted from late 
October to mid-November. The advantage of the four-course structure was that 
there were no scheduling issues when faculty and students traveled to Nepal.3

During phase three, which lasted for 4 weeks, each team generated a 50-page 
research report that summarized their findings. Those four written reports 
 provided the qualitative data for this chapter.

3. Important concepts incorporated in the on-campus courses

3.1 Human security

The United Nations Development Programme [3] offered the first generally 
accepted description of the term human security. Many alternatives have since been 
proposed. One schema, designed with Nepal in mind, illustrates interconnections 
among ecosystems and climate security; water and energy security; food and health 
security; environmental security; and nuclear and biological security ([4], p. 3).

3.2 Resilience

Many definitions have also been proposed for resilience. Nevertheless, a descrip-
tion offered by Twigg [5] is helpful. Community resilience includes the capacities 
to: “anticipate, minimize and absorb potential stresses or destructive forces through 
adaptation or resistance”; “manage or maintain certain basic functions and struc-
tures during disastrous events”; and “recover or ‘bounce back’ after an event  
([5], pp. 8-9).” A caveat he offers ([5], p. 10) is relevant to this chapter.

1 “Global Environmental Change and Human Security”; “Climate Risks and Resilience in Nepal”; 
“Collaboration as a Vehicle for Creating Value.”
2 “Climate Change and Human Security in Nepal.”
3 Due to personal reasons, Professor Fratantuono and one student were unable to travel to Nepal.
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Individuals can be members of several communities at the same time, linked 
to each by different factors such as location, occupation, economic status, gender, 
 religion or recreational interests. Communities are dynamic: people may join 
together for common goals and separate again once these have been achieved.

3.3 Collaboration

In recent decades, the environments confronting citizens and professionals in all 
domestic and global settings have exhibited rapid change and increasing complexity 
[6]. Those developments have made collaboration among organizations an increas-
ingly relevant way to achieve objectives beyond the reach of any single entity. For 
example, Goal 17 of Sustainable Development Goals [7] views multi-stakeholder 
partnerships as an “important vehicle” for making progress toward “the achieve-
ment of the sustainable development goals in all countries, particularly developing 
countries.”

3.4 Approaches to adaptation

In 2010, Nepal’s Ministry of Environment released the National Adaptation 
Programme of Action (NAPA) to Climate Change [8]. The report reflected the results 
of a 2-year, multi-stakeholder effort. After the Dickinson Mosaic Program had con-
cluded, a Ministry of Forests and Environment report [9] also pointed to the need 
for collaboration. At the outset, the latter described the NAPA as an ongoing process 
that “will leave no one behind”; included numerous functionally based working 
groups; and recognized the need for engagement by multiple types of stakeholders 
ranging from local to national levels.

3.5 Basic system concepts

Meadows [10] explains that a human system has three essential components: 
elements; interconnections; and a purpose. Elements may be either physical items 
or intangible items. Interconnections are the relationships that hold the elements 
together: for human systems, they include customs, rules, or laws. The purpose of 
the system reflects intended outcomes. Since systems can be nested within systems, 
purposes can be nested inside other purposes.

She also explains that systems have three important attributes: self-organization, 
hierarchy, and resilience. Self-organization is the “capacity of a system to make 
its own structure more complex” ([10], p. 79). Hierarchy is the arrangement of 
systems and subsystems that tends to arise when self-organizing systems engage in 
the “process of creating new structures and increasing complexity” ([10], p. 82). 
In a manner consistent with Twigg [5], Meadows says resilience arises from the rich 
structure of many feedback loops that can work in different ways to restore a system 
even after a large disturbance. Resilient systems can be dynamic in nature and 
evolve over time.

3.6 Qualitative research methods

A few weeks into the semester, the three Dickinson professors assigned the 
students to one of four research teams. The teams were asked to develop questions 
for three different types of semi-structured interviews. Each type was intended for 
one of three different groups of interviewees: individual household members; key 
informants; and focus group participants. The teams shared proposed interview 
questions with the professors, took their comments, and engaged in fine-tuning. 
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When ready, each team forwarded their work to the ICMS graduate students, who 
provided further comments to the students and translated the survey instruments. 
All four teams used the “Toolkit for Measuring Community Disaster Resilience” 
[11] and Twigg [5] as their points of reference for designing their surveys. To illus-
trate, Table 1 provides a condensed version of the focus group survey instrument 
created by one of the four teams.

4. Context for the field research in Nepal

4.1 Geography and climate

The geography of Kavrepalanchok District, and Nepal more generally, includes 
five major zones. From the lowest elevation to the highest, they are the Terai, 
Siwalik, Middle Hills, High Hills, and the Mountains including the Himalayas.

The two major agricultural regions that served as the focus of the Nepal Mosaic 
were the Terai and the Siwalik. The Terai has a warm, subtropical climate, and 
land that can be irrigated to grow rice and vegetables. The Terai generates most of 
Nepal’s’ agricultural output [12].

At the time of the research, teams learned that farmers of the Siwalik primar-
ily planted maize and millet as their major subsistence crops on terraces dug into 
the hillsides. Rainfall was a major source of water in the zone, but the land did not 
retain much of the water that resulted from rainfall. Springs, streams, and natural 
aquifers were other important water sources that were supplemented by man-made 
water-channeling infrastructure and water-storage ponds and facilities. Land in the 

Thank you for taking the time to talk with us today. We are a group of students from Dickinson College 
in the United States and we are working with the Institute for Crisis Management Studies of Tribhuvan 
University in Kathmandu to learn about your community and the challenges it faces. The goal of the interview 
is to understand how weather and climate-related events and other hazards have affected your community 
and how resilient you and the community are in anticipating and adapting to these events and disasters.. 
.. Participation in the conversation is totally voluntary.. .. May we have your permission to audio and video 
record the conversation?
To what hazards is the community currently exposed?

Prompt: Disasters (large storms, landslides, earthquakes, floods, and disease)
Prompt: Weather or climate related (heat, drought, erosion, and rainfall)

Please write answers on the cards. Let us place the cards on the table and discuss the results.
Of the weather and climate-related hazards you noted, which have gotten more frequent or intense?
Over what time period: 5, 10, or 15 years?
How have the hazards you described affected the community?

Prompts: Food availability/production, water, health, livelihoods, and income.
What areas of the community are most at risk to the hazards?

What members of the community are the most affected/impacted?
Prompts: Women/men, poor/wealthy, and caste/ethnicity
Why do you think this is?

What actions has the community taken to reduce the impacts of the hazards?
Have the actions you described improved the situation and/or reduced risks?
How does the community work together to cope or respond to changing conditions?
Where does the community get information to improve the situation?
If something happens (weather event, disaster, etc.), where does the community turn for help?
Do you seek assistance (financial, resources, and training) from groups outside the community?
Has it been helpful? Do you think the community has a clear understanding of actions that can reduce 

risks associated with hazards?
What more do you think should happen to address the hazards and to meet the community needs?

Table 1. 
Example of a focus group survey instrument: Subset of comments, permission requests, and questions.
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Siwalik was subject to landslides. Far more devastating, in April of 2015, an earth-
quake of magnitude 7.8 on the Richter scale, centered in Gorkha, a district near 
Kathmandu, killed 9000 people and resulted in billions of rupees in damage. In the 
wards of Panchkhal located in the Siwalik, the earthquake destroyed buildings and 
homes, and disrupted aquifers and water-infrastructure.

Due to the elevation differences, each zone had its own microclimate. 
Nonetheless, all models forecasted increases in temperatures at the country level in 
coming decades that ranged from 2° to 6° Celsius, increases more pronounced than 
those at the global level. Projections for rainfall trends were even more varied than 
those of climate change, yielding results that ranged from a 30 percent decrease to a 
100 percent increase by 2100, when compared to the 1970–1999 average. Moreover, 
climate change could destabilize the monsoon season, leading rainfall to increase 
and become more intense during a shorter season [13].

Those factors led Nepal’s Ministry of Population and the Environment ([14], 
p. 1) to say:

Nepal is one of the most vulnerable countries to climate change, water-induced 
disasters and hydro-meteorological extreme events such as droughts, storms, 
floods, inundation, landslides, debris flow, soil erosion, and avalanches.

4.2 Demography and economy

Nepal’s population tripled between 1960 and 2010. As of 2017, it totaled approxi-
mately 30 million people and was expected to continue to grow into the future, 
though at a slower rate. Nepal was characterized as a Least Developed Country 
by the United Nations. Roughly one in four people lived below the international 
poverty level of US$ 1.25 per day. Agriculture accounted for nearly one-third of 
Nepal’s GDP; thus, the onset of climate change had contributed to the struggles 
of the people ([15], p. 17). Furthermore, Nepal had inadequate infrastructure and 
was not a destination for foreign direct investment, factors that together suggested 
a shortage of the technological and financial resources needed to adapt to climate 
change.

4.3 Political context and governance structures

Nepal broke into a civil war in 1996, fueled by sharp disparities in living stan-
dards between rural and urban populations and by discrimination against social 
classes, women, and indigenous ethnic groups. A peace agreement was signed 
between insurgents and authorities in 2006. An Interim Constitution agreed in 2007 
ended the 240-year-long Hindu Monarchy. In the ensuing decade, nine different 
coalition governments were formed. In September of 2015, the current Constitution 
of Nepal replaced the 2007 Interim constitution.

In the decade following post-war reunification, government reform was slow in 
coming. For example, the first local elections in 20 years in the wards of Panchkahl 
took place in the summer of 2017 [16], only a few months before the Dickinson 
research trip. At the outset, local governments were headed by unelected bureau-
crats or community leaders, leading to increases in corruption [17]. During that era, 
building capacity for local governance was clearly not a priority. To fill the void, 
community groups emerged and worked alongside nongovernmental organizations 
to help promote collaboration and resilience in the face of challenges.

As of 2017, the governance structure of Nepal consisted of seven provinces, 
which collectively comprised 77 districts. In turn, each district was made up of 
municipalities, each municipality of wards, and each ward of various villages or 
clusters of people who did not have their own formal governance structures.
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5. On-the-ground research in Nepal

Once in Nepal, the Dickinson student teams were partnered with a pair of gradu-
ate students—one male and one female for each team—who served as guides, and 
as language and cultural translators. In the field, each of the four teams conducted 
interviews in accordance with the semi-structured interviews they had previously 
created. Each team managed to conduct about 20 household interviews, six or so 
expert interviews, and two focus group interviews. (In each case, teams asked for 
participants’ permission to record the interview.) Given the outmigration in some 
wards by single young men and by husbands in search of more stable income for 
their families, women were more highly represented than men in the interviews.

While in the field, students took turns each day asking primary and follow up 
questions and taking notes. Each evening, the teams reviewed what they had heard, 
and revised and upgraded their notes. When the teams returned to campus, they 
spent the final 4 weeks of the semester further refining their data and revisiting 
course materials and other sources as they completed their respective 50-page 
 team-written research reports.

6. A model of community resilience and human security

In spring of 2018, Ms. House and Mr. Weisman, students who had both par-
ticipated in the program, enrolled in a special co-research course with Professor 
Fratantuono. Together, all three carefully reread and discussed the 50-page 
papers submitted by each student team at end of 2017. As they did so, Professor 
Fratantuono took the lead in shaping a systems-model that synthesized concepts 
from the program and themes that emerged as all three authors interpreted the 
reports. As the model evolved, it served as a framework for describing data. First 
versions of this chapter were written in spring of 2018. Since that time, Professor 
Fratantuono has revised the model and the chapter.

The model incorporates ideas and imagery suggested by Meadows. She illus-
trates systems using stocks, flows, flow valves, and feedback loops. She explains 
that systems may display sub-optimal or problematic behavior. If so, she proposes 
12 leverage points to promote system alteration ([10], pp. 145-165). Although 
Meadows does not make the distinction, the three authors say that the 12 alterations 
may be of two types: system modification or system transformation. Modification 
entails adjusting, repairing, rearranging, or embellishing components of an existing 
sub-system or system. Transformation entails either changing the membership, 
rules, purpose, or even the conceptualization of an existing system; or incorporat-
ing a new sub-system into an existing hierarchy. The model—a diagrammatic rep-
resentation [18]—is presented in Figure 1. Figure 2 is the Legend for the symbols in 
Figure 1.

Recalling Twigg [5], the upper left corner of Figure 1 identifies four relevant 
types of community members: households and proprietors, organized community 
groups, nongovernmental organizations, and local government officials.

The model includes three tiers. The left-most stock of the upper tier represents 
tangible resources (people and economic resources) and intangible resources (trust, 
legitimacy, intercultural competency, and goal-related knowledge) available to 
community members. The second stock represents capabilities (organizational and 
operational) relevant to a community’s efforts to adapt to challenges, and hence 
relevant to the community’s resilience in the face of fresh water shortages Twigg [5].

The upper tier also includes two flow valves. Flow valves control the volume and 
rate at which information, water, money or other factors flow from stock-to-stock. 
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ate students—one male and one female for each team—who served as guides, and 
as language and cultural translators. In the field, each of the four teams conducted 
interviews in accordance with the semi-structured interviews they had previously 
created. Each team managed to conduct about 20 household interviews, six or so 
expert interviews, and two focus group interviews. (In each case, teams asked for 
participants’ permission to record the interview.) Given the outmigration in some 
wards by single young men and by husbands in search of more stable income for 
their families, women were more highly represented than men in the interviews.

While in the field, students took turns each day asking primary and follow up 
questions and taking notes. Each evening, the teams reviewed what they had heard, 
and revised and upgraded their notes. When the teams returned to campus, they 
spent the final 4 weeks of the semester further refining their data and revisiting 
course materials and other sources as they completed their respective 50-page 
 team-written research reports.

6. A model of community resilience and human security

In spring of 2018, Ms. House and Mr. Weisman, students who had both par-
ticipated in the program, enrolled in a special co-research course with Professor 
Fratantuono. Together, all three carefully reread and discussed the 50-page 
papers submitted by each student team at end of 2017. As they did so, Professor 
Fratantuono took the lead in shaping a systems-model that synthesized concepts 
from the program and themes that emerged as all three authors interpreted the 
reports. As the model evolved, it served as a framework for describing data. First 
versions of this chapter were written in spring of 2018. Since that time, Professor 
Fratantuono has revised the model and the chapter.

The model incorporates ideas and imagery suggested by Meadows. She illus-
trates systems using stocks, flows, flow valves, and feedback loops. She explains 
that systems may display sub-optimal or problematic behavior. If so, she proposes 
12 leverage points to promote system alteration ([10], pp. 145-165). Although 
Meadows does not make the distinction, the three authors say that the 12 alterations 
may be of two types: system modification or system transformation. Modification 
entails adjusting, repairing, rearranging, or embellishing components of an existing 
sub-system or system. Transformation entails either changing the membership, 
rules, purpose, or even the conceptualization of an existing system; or incorporat-
ing a new sub-system into an existing hierarchy. The model—a diagrammatic rep-
resentation [18]—is presented in Figure 1. Figure 2 is the Legend for the symbols in 
Figure 1.

Recalling Twigg [5], the upper left corner of Figure 1 identifies four relevant 
types of community members: households and proprietors, organized community 
groups, nongovernmental organizations, and local government officials.

The model includes three tiers. The left-most stock of the upper tier represents 
tangible resources (people and economic resources) and intangible resources (trust, 
legitimacy, intercultural competency, and goal-related knowledge) available to 
community members. The second stock represents capabilities (organizational and 
operational) relevant to a community’s efforts to adapt to challenges, and hence 
relevant to the community’s resilience in the face of fresh water shortages Twigg [5].

The upper tier also includes two flow valves. Flow valves control the volume and 
rate at which information, water, money or other factors flow from stock-to-stock. 
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Valves are adjusted by either natural forces or human actions. The left-most valve 
indicates that developments beyond the system boundary contribute to resources 
available to a community. The second indicates that members will use the stocks of 
available resources as inputs to capabilities ([19], pp. 103-105).

The bottom tier of the model includes three more stocks and four more flow 
valves. The first three valves suggest the ability of members to leverage one or more 
of the capabilities included in stock 2 as they engage in actions that, respectively, 
influence flows into one of the three stocks. The fourth, right-most valve indicates 
that the level of human security attained in a community may have implications for 
developments beyond the system boundary. Of note, stock 2 and stock 5, labeled in 
larger font, are the most important to the specification of the model: contingent on 
human actions, Capabilities enabling Adaptation and Resilience in the face of fresh 
water scarcity contribute to rising Levels of Human Security.

Balancing and reinforcing feedback loops are present throughout the model. The 
loops influence the degree to which human actions open or close a flow valve. In 
this model, while balancing loops amplify actions that deplete a stock’s magnitude, 
reinforcing loops amplify actions that restore or elevate a magnitude. In the top and 
bottom tiers, the model includes loops between one stock and one flow valve.

For example, in the bottom tier, the flow valve that precedes the stock of 
available water represents actions by community members—for example, fetch 
water—to make fresh water available for use. A reinforcing loop indicates the ability 
of rainfall—perhaps enhanced by new storage methods—to restore or amplify the 
stock. In turn, the valve that follows the stock represents actions that that draw 
down the water stock. The associated balancing feedback loop (illustrated with a 
dashed arrow) indicates that both the use of water, plus other contributing factors 
such as a hotter climate, will draw down the magnitude of the stock.

The middle tier includes two lightly shaded stocks: satisfaction or frustration 
experienced by community members resulting from the outcome of previous 
efforts to enhance human security. As suggested by the various rays,  respectively, 
emanating from those two stocks, satisfaction will enhance the influence 

Figure 2. 
Legend for Figure 1.
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of reinforcing loops throughout the model, and frustration the influence of 
 balancing loops.

7. Insights via a system lens

7.1 Unequal vulnerability to scarcity of fresh water

The students did encounter subcommunities that had different vulnerabilities to 
shortages of fresh water.

7.1.1 Spatial disparities

In Koshidekha ward, located in the Terai, members explained that many people 
had to travel long distances to collect water from a holding pond, or from the Sun 
Koshi River. In Hokse ward, while some farmers worked the land of the Siwalik, 
others worked the land of the Terai. A subset of the latter group, those working the 
valley floor and growing crops near a stream, had reliable access to water for field 
irrigation, resulting in larger crop yields and higher incomes than those realized by 
farmers working the nearby hills, who had to carry water to their crops.

In both wards, location-related factors created disparities in the vulnerability 
of some people: those who resided the farthest from sources had to work much 
harder at water fetching and storage (stock 3 and the associated inflow valve). 
Furthermore, at that point in time, there were no capabilities (stock 2) that could be 
leveraged in the short-term to overcome those location-related challenges.

7.1.2 Disabled children

In Kharelthok ward, located in the Siwalik, the research team interviewed a 
teacher at a school for disabled children. She explained that her students had his-
torically been socially ostracized by other ward members and thus disadvantaged. 
As well, the level of human security of the children (stock 5) was fragile, since 
their capacity for adaptation was quite limited (stock 2) and they required more 
fresh water resources than other community members to perform activities that 
supported contributors to human security (stock 3 and stock 4 and associated flow 
valves). To illustrate, their education involved training in self-care skills such and 
using the toilet, and they needed to bathe and have their clothes washed more often 
than did other same-age children. Essentially, the training was intended to help 
them leverage the capabilities relevant to the three sets of inflow valves in the lower 
tier of Figure 1.

Given efforts by the school to raise awareness, community members had begun 
to recognize the children’s basic rights, to respect their participation in the commu-
nity, and to recognize they needed support in times of need. Enhanced recognition 
and ensuing social validation elevated the children’s human security (stock 5).

7.1.3 Women

In Nepali society, husbands and fathers often dominated a household. In com-
munity meetings, the voice of men could override the opinions of women; or worse, 
women were sometimes discouraged by men from using newly formed skills. 
Those dispositions made it difficult for women to advocate their interests and to 
express their insights with other ward members about ways that water might be 
more effectively and efficiently utilized (inflow valve to stock 5). Those factors 
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In Nepali society, husbands and fathers often dominated a household. In com-
munity meetings, the voice of men could override the opinions of women; or worse, 
women were sometimes discouraged by men from using newly formed skills. 
Those dispositions made it difficult for women to advocate their interests and to 
express their insights with other ward members about ways that water might be 
more effectively and efficiently utilized (inflow valve to stock 5). Those factors 
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essentially acted as constraints on the influence of reinforcing feedback loops on 
the intangible stocks of knowledge and on capabilities relevant to adaptation and 
resilience (stock 1 and stock 2), and as well increased frustration (shaded stock) 
among women.

Furthermore, women were disproportionately impacted by the shortage of 
fresh water. They bore the responsibility for making difficult daily decisions about 
priorities and tradeoffs in order to conserve scarce water for their families (flow 
from stock 3 to stock 4).

More dramatic, fresh water shortages and existing social mores had implications 
for a woman’s health (stock 4 and stock 5). For example, the strenuous chore of 
collecting and carrying water (inflow valve to stock 3) could lead a woman to suffer 
a prolapsed uterus.

As well, women who attempted to maintain hygiene during menstruation were 
challenged by a lack of fresh water (stock 4). Even more troubling, the leader of a 
women’s group located in Hokse explained that the general water shortage had led 
farmers to turn to various chemically based products such as pesticides to boost pro-
ductivity; thus, when rains did occur, chemical residuals included in water runoff 
resulted in health threats when women used the supposed fresh water for personal 
care (stock 5).

Furthermore, women of the Kharelthok and Sathighar Bhagawati wards said 
other challenges arose when a woman was pregnant. That is, since some men 
prioritized water use for agriculture (inflow valve to stock 3), a lack of fresh water 
for properly preparing food could reduce a woman’s intake of important sources of 
nutrition, thereby threatening the health of both the woman and her unborn child 
(stock 5).

7.2 General frustration with government initiatives

Frustrations were often associated with Government Initiatives. As a first 
illustration, in Sathighar Bhagawati, in the wake of the earthquake, one person said 
that a local NGO had to pressure the government to bring relief. Another said that 
when providing relief, the government did not deliver all the funds it had promised 
and that the funds had been unequally shared (stocks 1 and 2 and associated inflow 
valve to stock 2). As a result, community stakeholders were unsure whether they 
should wait for the remaining promised funds and projects or should themselves 
take the first steps. The uncertainty hindered progress toward improving commu-
nity resilience (balancing feedback loops influencing stock 2).

One farmer took issue with the arms-length relationship the ward office had 
with community members. Although receptive to immediate needs, the office had 
little interest in prevention and rarely visited locales to get a first-hand under-
standing of a reported problem. That disposition squeezed information flows and 
detracted from the government’s ability to provide in a timely fashion appropriate 
resources to enhance capabilities and strengthen resilience. As well, those factors 
increased frustration and thus the detrimental effects of the balancing feedback 
loops associated with stock 1 and stock 2.

A technician working at an agricultural cooperative said that the government 
had not provided enough support after the earthquake. That perception eroded 
trust in government and caused both decreased political engagement and lower 
voter turnout in subsequent elections.

Perhaps most provocative, a person in Kharelthok explained that the 2015 
earthquake had damaged homes and other infrastructure throughout the ward. 
Water (stock 3) was needed to do construction; but water was also in short supply 
for other uses. The government announced an initiative to build a road that ran 
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upward from the valley, through the village of Manesau, and then further upward 
to the village of Manegau. To help finance the project (stock 1), the ward office 
collected NPR 15,000 (US$ 134) from each Manegau household. Nonetheless, 
construction stalled, leading villagers to claim that ward officials had misused the 
funds. A budget released by the ward office included reimbursement; but that did 
not quell the anger of villagers. In protest, they cut off supply from a water tap 
running downhill to Manesau. Experiencing an extreme shortage of fresh water, the 
downhill community chopped down trees to further impede access to Manegau. At 
the time of the research, local leaders were holding hearings to resolve the conflict; 
but the team could not stay on site long enough to hear the outcome.

7.3 Successful collaborative efforts

In contrast to the previous set of examples, the following set illustrates that suc-
cessful collaborative efforts generated satisfaction among stakeholders.

7.3.1 Women’s self-help groups

Across the four wards, the research teams met women who had been motivated 
to form self-help groups in which they had autonomy and that enabled them to 
provide inclusive, informal support to one another and other villagers. Despite chal-
lenges, including a shortage of financial resources (stock 1), the women’s groups 
had earned trust and legitimacy both within the community, and with external 
organizations.

Some women’s groups tried to help poor and uneducated women by reaching 
out to them via pamphlets posted on community information boards about their 
activities. They initiated training programs to improve various skills, including IT 
and computer courses and unemployment training (stock 2); and supported sewing 
shops that employed women (stock 4). As well, one team found that the group they 
interviewed collected funds and provided loans in times of hardship (stock 1), a 
model based on historic self-help councils.

Women had sometimes benefitted from external assistance. For example, the 
Red Cross had provided training in rudimentary medical matters to members of one 
group, who then passed their knowledge on to other villagers (stock 1). Through 
hard work, those women had become authorities on healthcare and livelihood 
training (stock 4) in their respective villages.

Collectively, those initiatives suggested capabilities associated with two thematic 
arenas of resilience suggested by Twigg [5]: knowledge and education (stock 1); and 
risk management and vulnerability reduction (stock 2).

7.3.2 Agricultural cooperative

In Hokse, the team interviewed the Vice President (VP) of an agriculture-
focused cooperative that was active among several villages of the ward. The 
organization was the product of a merger between two previously existing but 
independently operating cooperatives. The first had provided seeds, tools and water 
pumps to farmers at subsidized rates; the second had concentrated on helping man-
age villagers’ savings. When founded in 2012, the cooperative had 30 members. By 
2017, membership had expanded to roughly 800 people. Cooperative members had 
to be Nepali citizens and residents of a ward within the municipality. Membership 
fees ranged from $3 to $25; but nonmembers could make contributions.

Although staff at the local cooperative level reported to the district cooperative 
association, they did not get much technical support from the district—that general 
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support came from regional and national organizations. Nonetheless, the local 
cooperative did receive loans of up to four million rupees (approximately $62,500 
in 2017) from the district office at a low rate of interest. Those resources enabled 
the co-op to extend loans of up to $1000 that could help farmers harvest crops or 
purchase livestock and land (stock 1). The VP noted that loans were typically repaid 
in full and on time; but sometimes, a bad harvest would force farmers to delay their 
payments until the following year.

The VP explained that if more funds were to become available, then the coop-
erative could extend loans to help rebuild homes that had been impacted by the 
2015 Gorkha earthquake and were still in a state of disrepair. Furthermore, women 
could apply for loans at a reduced rate of interest that enabled them to explore 
entrepreneurship.

The VP also offered insights on a few other matters. The expansion of the 
cooperative had prompted new methods for two-way communication among 
community members and the cooperative, including a Facebook page, phone calls, 
and notice boards; an insurance program for local crops and cattle; and training to 
farmers to introduce organic farming methods (inflow valve to stock 4).

7.3.3 Navjyoti

Navjyoti is affiliated with the Sisters of Charity of Nazareth, an international 
congregation. They became active in Nepal in 1988. They focused on the poor and 
on women via educational initiatives. Community members appreciated their 
efforts (shaded Stock of satisfaction).

A worker for the organization explained that prior to the earthquake of 2015, 
among other activities, they had provided skills training for women (stock 1 and 
inflow valve to stock 2) and had channeled funds to women’s-groups for farming 
or economic development (stock 3). Following the disaster, Navjyoti expanded 
outreach to the broader Koshidekha community.

At the time of interviews by the research team, several households shared water 
from a single tap that ran for only part of the day at very low pressure. In response, 
Navjyoti planned to support the Sun Koshi River Project, an effort to expand the 
number of pumps that could force-feed water to communities. When completed, 
the additional pumps would give community members greater access to fresh 
water (stock 3) that would be used to enhance the Contributors to Human Security 
(stock 4).

However, the Project would require substantial monetary resources. Although 
Navjyoti was willing to cover 60 percent of the cost, they hoped to receive contribu-
tions from households to cover the remaining 40 percent. Since many households 
could not afford the fee, Navjyoti was also ready to recruit volunteers to contribute 
their time and labor in lieu of money.

7.3.4 The red cross

In Kharelthok, the Red Cross maintained an active presence. It had helped estab-
lish a committee of community members that met each month to identify problems 
and develop proposed solutions to the Red Cross workers. Ward members explained 
that the Red Cross had provided different types of assistance, ranging from hearing 
aids for the elderly to funds for a disabled young woman so she could start a busi-
ness and support herself (stock 4).

Community members also noted, however, that Red Cross efforts were some-
times off-target. To illustrate, while some farmers explained the organization had 
shared seeds (stock 1) with the community that were no longer useful in the dryer 
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climate, others noted that although it had subsidized animal husbandry (stock 2), 
cattle and goats required a disproportionate amount of water.

8. Final comments

8.1 The key to human security: access to fresh water

In retrospect, in the four wards visited, the stock of fresh water was being drawn 
down both by typical activities and as well by the influences of climate change, the 
residual effects of the Gorkha earthquake on water infrastructure, and the atypical 
need to use water for construction projects to repair earthquake-related damage. 
Access to fresh water, often determined by locational factors, was a key determinant 
of human security.

8.2 Capabilities relevant to adaptability and resilience

The capabilities required to enhance access to available stocks of fresh water 
and to more effectively utilize stocks were significant contributors to the level of 
human security in each of the four wards. In turn, the presence or magnitude of 
such capabilities was contingent on the degree to which stakeholders had engaged 
in collaborative efforts. Successful collaborations contributed to positive feedback 
loops and additional collaboration: success bred success. In contrast, government 
shortcomings as a collaborator indicated that the bureaus had further work to do in 
order to be trusted partners.

8.3 System modification: provision of additional resources

System modification had taken place in the wards visited by the teams. Two sets 
of initiatives had increased information flows. First, the agricultural cooperative 
used numerous communication strategies to learn about community members’ 
needs, address those needs, and inform the community about services. Second, the 
Red Cross and Navjyoti had provided education and training dedicated to enhanc-
ing the knowledge of various community members, thereby allowing communities 
to navigate tough circumstances.

Looking ahead, members of various wards identified access to additional finan-
cial resources as their most immediate need as a first step toward gaining access to 
fresh water and thereby enhancing human security. An illustration was associated 
with the efforts by the agricultural cooperative. Even more striking were the funds 
sought by Navjyoti to help finance the Sun Koshi River Project, dedicated to instal-
lation of numerous water pumps to provide fresh water to communities in the Terai.

8.4 System transformation: initial progress, but more to do

Meadows [10] says that while “the rules of a system define its scope, boundaries, 
and degrees of freedom,” ([10], p. 158) self-organization in human systems reflects 
the ability to “create whole new structures and behaviors” ([10], p. 159). The 
authors regard alterations of those types as transformations.

A striking development in the four wards had been the emergence of citizens 
groups (women’s groups; agricultural cooperative) and international nongovern-
mental organizations (Navjyoti; Red Cross) as system stakeholders. Those changes 
took place in the space left open by immature local government. As a qualification, 
however, although international NGOs had successfully encouraged communities 
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support came from regional and national organizations. Nonetheless, the local 
cooperative did receive loans of up to four million rupees (approximately $62,500 
in 2017) from the district office at a low rate of interest. Those resources enabled 
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payments until the following year.

The VP explained that if more funds were to become available, then the coop-
erative could extend loans to help rebuild homes that had been impacted by the 
2015 Gorkha earthquake and were still in a state of disrepair. Furthermore, women 
could apply for loans at a reduced rate of interest that enabled them to explore 
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The VP also offered insights on a few other matters. The expansion of the 
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7.3.3 Navjyoti

Navjyoti is affiliated with the Sisters of Charity of Nazareth, an international 
congregation. They became active in Nepal in 1988. They focused on the poor and 
on women via educational initiatives. Community members appreciated their 
efforts (shaded Stock of satisfaction).

A worker for the organization explained that prior to the earthquake of 2015, 
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inflow valve to stock 2) and had channeled funds to women’s-groups for farming 
or economic development (stock 3). Following the disaster, Navjyoti expanded 
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At the time of interviews by the research team, several households shared water 
from a single tap that ran for only part of the day at very low pressure. In response, 
Navjyoti planned to support the Sun Koshi River Project, an effort to expand the 
number of pumps that could force-feed water to communities. When completed, 
the additional pumps would give community members greater access to fresh 
water (stock 3) that would be used to enhance the Contributors to Human Security 
(stock 4).

However, the Project would require substantial monetary resources. Although 
Navjyoti was willing to cover 60 percent of the cost, they hoped to receive contribu-
tions from households to cover the remaining 40 percent. Since many households 
could not afford the fee, Navjyoti was also ready to recruit volunteers to contribute 
their time and labor in lieu of money.

7.3.4 The red cross

In Kharelthok, the Red Cross maintained an active presence. It had helped estab-
lish a committee of community members that met each month to identify problems 
and develop proposed solutions to the Red Cross workers. Ward members explained 
that the Red Cross had provided different types of assistance, ranging from hearing 
aids for the elderly to funds for a disabled young woman so she could start a busi-
ness and support herself (stock 4).

Community members also noted, however, that Red Cross efforts were some-
times off-target. To illustrate, while some farmers explained the organization had 
shared seeds (stock 1) with the community that were no longer useful in the dryer 
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to generate their own responses and at the same time provided resources to make 
those responses successful, initiatives that were off target prevented the community 
from self-organizing and ultimately decreased its ability to respond to its own 
problems. Nonetheless, and more important, interviews suggested that in most 
cases, those stakeholders who engaged in collaboration in different subcommunities 
were the most reliable and effective target for new stocks of tangible and intangible 
resources.

Alterations associated with rules and self-organization had begun to spill over to 
goals. That is, efforts by IGOs to cooperate with members of villages and wards had 
for the most part strengthened the capabilities relevant to adaptation and resilience 
and ultimately to human security. Nevertheless, although increased self-organiza-
tion had challenged traditional power structures and created new hierarchies, self-
organization had also led to conflict as was the case for the protesters who cut off 
the water flow between Manegau and Manesau. Such instances tended to reduce the 
levels of trust community members assigned to collaboration partners. At the same 
time, governments at the ward level—and in some cases even the district level—had 
not yet earned legitimacy in the eyes of most community members. Essentially, to 
move on from those types of outcomes and enhance community resilience, there 
was a need for more learning-by-doing among community members as well as for 
further maturation and engagement of local government as a system stakeholder.

While communities had made progress in their efforts to promote human secu-
rity, there were of course avenues for additional progress associated with system 
transformation. In the wards visited, there was some early evidence of changing 
paradigms. The most poignant illustration surfaced in the interview with the 
woman who headed the school for the disabled. She noted that a greater number of 
community members had come to recognize the fundamental right of their disabled 
compatriots to dignity and full status.

Furthermore, in the wards visited, there was also some evidence about the 
rising status and autonomy of women. As a counterpoint, however, there was also 
evidence that long-held existing paradigms had prevented women from being able 
to make important decisions regarding water use, elevated threats to their health, 
reduced their voice in community forums, and constrained their opportunities to 
develop independent sources of income. The latter set of circumstances suggested 
that deep-seated cultural dispositions would not be transformed in a short period 
of time.
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Chapter 2

Microfinance Practices and 
NWFPs Value Additions for 
Sustainable Environment: w.r.t. 
Andhra Pradesh, India
Teki Surayya

Abstract

A Forest Living Community (FLCs) family in the study area, on an average, 
required Indian National Rupee (INR) 37533 (US $ 75 approximately) for their 
survival. Out of this 36.4% amount is sourced from agriculture activities, 20% from 
NWFPs sale, 23.6%, agriculture labour activities, and about 20% amount is coming 
from Mahatma Gandhi National Rural Employment Guarantee Act (MGNREGA) 
works activities. When FLCs require microfinance for NWFPs value additions 
and other needs, they can access it from Self-Help Groups (SHGs), moneylender, 
relatives and friends, banks and governments. FLCs required microfinance for 
subsistence, health, education, marriage, and pilgrimage purposes. Microfinance 
plays a key role in Non-Wood Forest Products (NWFPs) value addition, adopting 
Eco-Friendly Technology (EFTs), and cost - benefits of such NWFPs value addi-
tion to FLCs. The amount of income coming from NWFPs harvest and sale can be 
increased by way promoting NWFPs value additions using Eco-friendly Technology 
(EFT).

Keywords: NWFPs, microfinance, environment, forest, value additions

1. Introduction and statement of the problem

Forest living communities (FLCs) essentially depend on forests for meeting 
their basic needs of food, cloth, shelter and other essentials. FLCs get direct income 
through Non-Wood Forest Products (NWFPs) harvest and trade sale. Commonly the 
FLCs sell their NWFPs harvest without value addition, which results in less income, 
if FLCs make value addition to the harvested NWFPs their income can be increased 
by 400%. To undertake NWFPs value addition the FLCs require microfinance 
assistance and eco-friendly technologies. If they are provided with microfinance 
to meet their basic needs and procuring eco-friendly technologies, the FLCs can 
undertake NWFPs value addition for increasing their income level. Therefore the 
main purpose of this study is appreciates prevalent microfinance practices, NWFPS 
value additions and EFTs that are available to the FLCs to enhance their income level 
and reduce drudgery of FLCs that gradually lead to arrest environmental degrada-
tion [1–3] and up keep of natural resources.
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2. Mainstream microfinance institutions

In India major sources of microfinance are (a) organized sector (banks, govern-
ment agencies [4] etc.) and (b) un-organized sector (money lender, traders rela-
tives, friends etc.) The former is regulated by government bodies like Reserve Bank 
of India (RBI), banking regulation act etc., and the later has no formal regulatory 
bodies. Microfinance falls under the primary sector and they are supposed to meet 
specific pre-decided targets.

3. The SHG-bank linkage phenomenon

3.1 Model-I: bank – SHG - members

In this SHGs are formed by group members themselves, after surviving for six 
months the SHG can link itself with a bank close to the group members and deposit 
their entire saved amount into the bank account. The bank sanctions credit/loan to 
the SHG four times to the groups saved and deposited amount e.g. the SHG saved 
INR 1000 and deposited into bank savings account, the bank sanctions an amount 
INR 4000 as credit, thus total amount INR 5000 is available to the SHG for onward 
lending to the group members.

3.2 Model-II: bank - facilitator agency - SHG - members

The second groups are formed by NGOs (in most of the cases) or by government 
agencies. The groups are nurtured and trained by these agencies. Government or 
other community-based organizations to take the lead in forming the SHGs, and 
then provide savings and credit facilities by the banks. Even after the linkage with 
banks, these facilitating agencies continue interacting with the groups. Most linkage 
experiences begin with this model with Non-Government Organizations (NGOs) 
playing a major role. This model has also been popular and more acceptable to 
banks, as some of the difficult functions of social dynamics are externalized.

3.3 Model - III: bank – NGO - MFI (micro-finance institute) - SHG - members

Due to various reasons, banks in some areas are not in a position to even finance 
SHGs promoted and nurtured by other agencies. In such cases, the NGOs promoted 
and nurtured the groups and also act as financial intermediaries. First, they promote 
the groups, nurture and train them and then approach banks for bulk loans for on-
lending to the SHGs. The banks lend to these intermediaries for onward financing to 
the groups or their members.

Study area selection:
Rationale of selecting, Atmakuru (Atmakur) /Kurnool, Pembi (Nirmal) /Adilabad, 

Polavaram (Eluru) /West Godavari in Andra Pradesh these forest divisions are bestowed 
with NWFPs abundantly.

4. Methods of NWFPS value additions

When the researcher undertook research study survey in the select geographical 
area, the investigator observed and noted the below outlined NWFPs value addi-
tion systems. These value addition systems can be categorized into two [5] different 
value additions system: i) Manual system, adding value to NWFPs conventionally 
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by FLCs e.g. stitching leaf plates with bamboo nails and ii) technology supported 
system, doing value NWFPs with the help of EFTs e.g. stitching leaf plate with the 
help of sewing machine.

Grading: dividing all harvest (collected NWFPs) into various type considering 
the harvest color, weight, size, appearance, etc. This grading will help the harvester 
to seek enhanced price for different grades.

Washing: collected NWFPs can be washed with water or can wiped with cloth 
in case of NWFPs, such as, gums, up rooted herbs, bulbs etc., can benefit NWFPs 
harvester.

Sizing: Harvested medicinal herbs necessitate cutting herbs into different sizes 
of the harvested herb. This sizing value can be undertaken harvester that benefits 
them in sourcing better price and increased market.

Aeration: after harvesting NWFPs its life (longevity) period can be enhanced 
especially in case of Mahua (Madhuca latifolia) Kullu (Sterculia urens), Gooseberry/
Aonla (Emblica officinalis) this value addition enhances the [6] bargaining power of 
the harvester and enable him/her to earn more price, which eventually lead to increase 
income level and better quality of life to the forest dwellers who harvests NWFPs.

Steaming: NWFP like Gooseberry/Aonla (Emblica officinalis) needs to be 
deseeded, to deseed the harvested Gooseberry fruits can be steamed, after steaming 
the fruits will become soft to deseed safely and pulp of Gooseberry can be dried in 
the sun light seeds can be traded separately. This will have dual benefit of increased 
price separate trade for pulp and seeds.

Warehouse: NWFPs are natural resources, [7] they will come in appropriate 
season, yet consumption of NWFPs will be done every day. NWFP like Mahua 
flowers will come in summer season for a couple of months, if the harvester sells it 
as soon as it is harvested, he or she gets below normal price as everybody may sell 
the harvested stocks which results increased supply that results in weak bargain 
power of seller. Alternately the harvest can be stored in warehouse for a couple of 
months or more which will enable the seller to get better and increased price.

Breaking: NWFPs like Mahua seeds, Sal seeds, and sal seeds, Achar 
(Buchanania lanzan) seeds are having upper hard husks that can be broken with 
sticks to get inner required grains that give the harvester a better price.

Fastening: Bauhinia vahlii (leaf/eistar aaku) are harvested [8]) from large 
barker which are used as material for making for meals plates, cups etc. which are 
bio-degradable and eco-friendly. The forest [8] dweller harvest these green leave 
and sell in loose without value addition. But these loose leaves drying for a couple of 
days three to four leaves can be fastened with the help of bamboo stick small nails 
or can be stitched with the help of sewing machine and further with the help of the 
compressor an edge can be made to make like dining steel plate which give five to six 
time more price than if sold in as raw leaves.

Crushing: NWFPs like soap nuts [9], Emblica officinalis, Terminalia chebula. 
and Terminalia chebula Retz are hard nuts. These nuts can be crushed with grind-
ing machine or manual crushing implements that will give enhanced prices to the 
harvester, further the crushed powder can be packed and sold in the local market or 
distant market.

Baking: NWFPs like sal seeds have wings like parts, to make it tradable the 
wings like part is to be dissected from the seed this can be done by way of baking 
the seeds in the fire with the fuel wood, which can fetch better price to the forest 
dweller/harvester.

Microfinance: while conducting the research study survey it was learned that, 
forest dwelling communities sell their NWFPs as soon as they harvested for want of 
money at low price to fulfill daily needs. If these forest dwellers are provided [1–3] 
with access to small amount of money (microfinance) to obtain their daily needs, they 
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2. Mainstream microfinance institutions
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Study area selection:
Rationale of selecting, Atmakuru (Atmakur) /Kurnool, Pembi (Nirmal) /Adilabad, 
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can store and add value to the harvested NWFPs that will give them more price and 
arrests distress sale of NWFP.

5. Microfinance practices and NWFPS value additions

This part of the paper outlines microfinance requirements, sources and prevailing 
other microfinance practices and also FLCs livelihood sources and their augmentation.

As exhibited in Table 1 Mean household size in the selected forest range 
places is 4.4 (three to six members) which is in sync with emerging nucleus 
family system and it is partly to secure Government welfare scheme benefits 
including ration card, MGNREGA work card etc. To secure survival and daily 
needs of forest dwellers, they do various income generating activities such as 
NWFP harvest and trade, artisan labour, public project wages, and sundry other 
items As exhibited Table 1, the forest dwellers are taking up, non-destructive 
eco-friendly based techniques that facilitate NWFPs value additions, enhanced 
earnings and better quality of life. In the long run all these contributes for reduc-
ing poverty amongst forest dwellers and decreased environmental degradation 
and increased green forest cover.

From above Table 2 this can be inferred that mean amount of money needed 
for forest dwellers in all places of the study for procuring food for all times a day 
meals and for other daily needs, shopping goods is INR 37533. Out of this INR 13665 
is provided by agriculture and allied sources, next INR 8677 is materializing from 
trading of NWFPs. The remaining amount has been sourced from other activities as 
shown in the Table 2.

Microfinance activities profile of researched places: the researcher has made 
an attempt to profile microfinance activities that were prevalent in the research 
study places.

Table 3 exhibits access of microfinance to forest dwellers, it could be observed 
that Atmakur range, SHG is having access to 51% of microfinance requirements, next 
comes indigenous banker who extends financial assistance up to 25%,, remaining is 
purveyed other sources as shown in the Table 3. Similarly other ranges accessibility 
to various microfinance requirements are shown in the above Table 3.

As shown in the Table 4, it is observed that the primarily forest dwellers require 
for family members healthcare that has share of 26%, next is for food that has share 
of 21.8%, and remaining is for other activities as shown in the Table 4.

The investigator had group meetings with the forest dwellers and collected the 
views that revealed that the forest dwellers are yet to aware fully the benefits of 
NWFPs value addition, emerging innovative and eco-friendly technologies. Hence, 

Forest range & (Division) / District Amount of financial resources 
required for household survival *

Household size  
(No. of persons)

Atmakuru (Atmakur) / Kurnool 36500 4.33

Pembi (Nirmal) / Adilabad 38600 4.54

Polavaram (Eluru) / West Godavari 37500 4.25

Mean 37533 4.37

Sources: Estimated based on field survey 2014.
*Threshold financial sources need to facilitate subsistence and other survival for forest dwellers in terms of money and 
money equivalents.

Table 1. 
Amount of money required for survival of the forest dwellers.
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the concerned Government and NGOs should be initiate necessary interventions 
to create awareness and facilitate NWFPs value additions and also provide market 
linkages to the value added NWFPs.

Figure 1 an integrated network that is envisaged and as shown in the Figure 1, 
all stakeholders should collaborate, cooperate and coordinate to achieve the inte-
grated objective. Providing livelihoods to forest dwellers is a comprehensive issue 
and strong integration and involvement of all systems (lateral integration, forward/
market linkages) and stakeholders including forest dwellers Public Policy makers, 
Government, NGOs/Civil societies. Enhancing livelihoods and ensuring welfare to 
the poor forest dwellers is a Global concern in general and India in particular. This is 
a challenge and to be addressed together, fastening all stakeholders’ involvement in 
the evolution and execution of the envisaged policy. As shown in Figure 1, inte-
grated linkages to all these entities must be promoted as strategic measure to secure 

Name of the 
range and 
(division) / 
District

Income from 
NWFP

Income from 
agricultural 

sources 
(including 

subsistence)

Income from 
MGNREGA

Agriculture 
labour and 

other source

Total
INR

INR % INR % INR % INR %

Atmakuru 
(Atmakur) / 
Kurnool

7154 19.6 13797 37.8 7811 21.4 7738 21.2 36500

Pembi 
(Nirmal) / 
Adilabad

7801 19.7 13587 35.2 6832 17.7 10380 27.4 38600

Polavaram 
(Eluru) West 
Godavari

7800 20.8 13612 36.3 8175 21.8 7913 21.1 37500

Mean 7585 20.0 13665 36.4 7606 20.3 8677 23.6 37533

Source: field survey 2014.

Table 2. 
Different sources of survival to the forest dwellers.

Name of the 
range

Atmakuru 
(Atmakur) / 

Kurnool

Pembi (Nirmal) / 
Adilabad

Polavaram (Eluru) / 
West Godavari

Total

Source of Micro 
Credit

Score* % of 
score

Score* % of 
score

Score* % of 
score

Score* %

Moneylender 17 25.0 21 30.9 16 23.9 54 27.8

Banks/ 
Government

06 9.0 08 10.3 07 10.4 12 6.2

SHG 35 51.0 27 42.6 29 43.3 91 46.9

Relatives and 
friends/others

10 15.0 12 16.2 15 22.4 37 19.1

Total 68 100 68 100 67 100 194 100

Source: field survey 2013–2014. Score*- Individual responses for a particular source for meeting microfinance 
requirement including multi responses.

Table 3. 
Forest dweller access to microfinance in the researched places.
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is provided by agriculture and allied sources, next INR 8677 is materializing from 
trading of NWFPs. The remaining amount has been sourced from other activities as 
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an attempt to profile microfinance activities that were prevalent in the research 
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the intended goal of providing subsistence requirements. Eco-friendly NWFPs 
value additions [11] necessitates eco-friendly technologies which will rendered 
numerous benefits including reducing environmental degradation, deforestation 
yet, enhanced income to the forest dwellers. Technological and Scientific research 
institutions may shoulder the responsibility for promoting conventional [12] 
NWFPs value addition techniques.

6. Conclusions and suggestions

Average amount of money required for FLCs in the study area for procuring 
food items to 3 square meals a day and for other daily needs, cloths etc., is INR 
37533. Out of this INR 13665 is provided by agriculture and allied activities, next 

Name of the 
range

Atmakuru 
(Atmakur)Kurnool

Pembi (Nirmal) 
Adilabad

Polavaram (Eluru) / 
West Godavari

Mean 
value of 

study 
area

Purpose Score % of 
Score

Score % of 
Score

Score % of Score

Subsistence 18 21.7 21 22.3 17 21.3 21.8

Health 22 26.7 26 27.7 19 23.8 26.0

Education 09 10.8 05 5.3 04 5.0 7.0

Pilgrim 10 12.0 13 13.8 12 15.0 13.6

Marriage 15 18.0 19 20.2 17 21.3 19.8

Others 9 10.8 10 11.7 11 13.6 12.0

Source: field survey 2013–2014.

Table 4. 
Forest dwellers microfinance required for various activities.

Figure 1. 
Networking of NWFP processing, microfinance, EFT, logistics and infrastructure [10].
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INR 8677 is materializing from trading of NWFPs. The quantum of money that 
can be earned by way of trading NWFPs may be enhanced through appropriate 
value additions with the help of eco-friendly technologies, which will have multiple 
benefits including enhanced self-employment, raised income yet reducing environ-
mental degradation and increased forest cover, better flora and fauna health.

It was observed about 47% of microfinance assistance is provided by Self-Help 
Groups, yet indigenous banker is providing about 28% of total requirements of the 
forest dwellers. It is deduced that self-help groups will act as purveyors of microfi-
nance requirements of the forest dwellers.

It is observed that the primarily forest dwellers require for family members 
healthcare that has share of 26%, next is for food that has share of about 22%. Group 
meetings with the forest dwellers revealed that the forest dwellers are yet to aware 
fully the benefits of NWFPs value addition, emerging innovative and eco-friendly 
technologies. For example if AONLA (Emblica officinalis) sold in raw form as tender 
fruit they may get say INR 50 Kilogram (Kg.) if they make value addition in form bol-
ing the AONLA fruits remove the seed and dry the pulp in the sunlight now the price 
of the dried AONLA pulp can be sold @ INR 200 after making provision for process 
loss and overhead. Hence, the concerned Government and NGOs should - initiate 
necessary interventions to create awareness and facilitate NWFPs value additions and 
also provide market linkages to the value added NWFPs.

Dedicated linkages tagging all concern parties to be evolved to facilitate 
increased income level of forest dwellers. These integrated linkages with all con-
cern entities must be promoted as strategic measure to secure the intended goal of 
providing subsistence requirements. Eco-friendly NWFPs value additions neces-
sitates eco-friendly technologies which will rendered numerous benefits including 
reducing environmental degradation, deforestation yet, enhanced income to the 
forest dwellers. Technological and Scientific research institutions may shoulder the 
responsibility for promoting conventional NWFPs value addition techniques.

Effective development plans to facilitate increased earnings and better quality 
life to the forest dwellers must incorporate measures for better threshold logistics 
which can link forest dwellers value added NWFPs reach the distant market to get 
remunerative earnings. Yet there should provision for microfinance that encour-
ages the forest dwellers to become micro-entrepreneurs. Involvement of voluntary 
organization to support NWFPs value addition, imparting training, and helping 
forest dwellers to market their value added NWFPs.

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
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by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Abstract

The Shola grasslands are tropical montane forests found in the high altitudes 
of Western Ghats separated by rolling grasslands. These unique ecosystems act as 
the home for many of the floral and faunal endemic species and also serve as the 
water reservoir for the Nilgiri Biosphere Reserve. The grassland let the rainwater to 
flow through the sholas into the stream and provide water to the region throughout 
the year. The region once covered with tropical montane forest and grassland was 
transformed into a land of plantation over the centuries. As the grasslands are easy 
to clear off, tea estates, coffee estates and timber plantations were established by the 
British and later by the Indian forest department to satisfy the various need of the 
growing economy. Majority of this region are being replaced by the invasive tree 
species and agricultural plantations. This led to the loss of major proportion of the 
shola forest and grassland. Many developmental works have been carried out in the 
region and these developmental activities results in the gradual disappearance of 
the ecosystem. These ecosystem need to be conserved and hence, identifying the 
knowledge gap and application of current state of knowledge is necessary.

Keywords: biodiversity, endangered species, environmental changes,  
montane forest, shola-grassland

1. Introduction

The shola forest-grassland is the tropical montane forest found in the upper 
reaches of India’s Western Ghats. This mosaic ecosystem is native only to the 
southern Western Ghats and found in the high altitude mountains of Kerala, 
Tamil Nadu and Karnataka. This is a unique system where the vast grassland is 
interspersed with the forest. The forest is made up of evergreen native trees which 
are dwarf in nature and the hill slopes are covered with native grass species. 
The vegetation is double layered storey with closed canopy. These ecosystems 
have high water retention capacity, absorb rains and retain them within their 
soil. The grassland let the rainwater to flow through the sholas into the stream. 
The streambed and decaying litter of forest holds the water and release it slowly 
released to form small streams and these streams joined to form large streams and 
then rivers throughout the year. Thus it acts as the water reservoir of the region 
of the Nilgiri Biosphere Reserve. This shola-grassland is the origin to many of the 
rivers in Tamil Nadu and Kerala region.



28

Environmental Issues and Sustainable Development

[1] Pethiya B P and Teki Surayya, 
“Role of Micro Finance in Marketing 
of NTFP’s and improving the living 
standard of rural poor”. IIFM, News 
Letter, vol. III, No. 02, June, 2000a

[2] Pethiya, B.P. and Surayya, Teki. 
2000b. Financing the Environment. 
Indian Journal Of Forestry, Vol. 23(2): 
168-173, 2000, Dehradun, India.

[3] Pethiya, B.P. and Surayya, Teki. 
2000, Role of micro finance in 
marketing NWFP and improving the 
living standard of rural poor, IIFM, 
News letter, Vol. III, No. 2, June 2000c 
pp. 8-9.

[4] NABARD’s SHG-Bank Progress, cited 
on 20th October 2007, on line available 
from URL http://www.nabard.org/pdf/
highlights%200607.pdf

[5] Pethiya B P and Teki S, “Emerging 
Microfinance Practices: with special 
reference to Forest Dwelling community 
in Andhra Pradesh and Madhya Pradesh 
states”. Journal of Paradigm, volume 
VIII, No. 1 January–June, 2004, MIT, 
Ghaziabad, pp 81-97

[6] Prasad Ram, P.C. Kotwal and Manish 
Mishra. 2002. Impact of harvesting 
of Emblica officinalis (Aonla) on its 
natural regeneration in central Indian 
forests. Journal of sustainable forestry. 
Vol. 14, no. 4, 2002.

[7] Prasad Ram. 2001. Documentation 
of published and unpublished literature 
on non-timber forest products in India. 
OT report and MRM dissertation on 
NTFPs from 1989-1999 at IIFM, Bhopal.

[8] Teki Surayya, (2000) “Dependence 
of Forest Dwellers on Fuel- wood and 
Non-wood products for their survival 
and pertinent Marketing Issues” 
Proceedings of International Workshop 
on Agro-Forestry and Forest Products, 
November, 2000, NEHU, Aizwal, 
Mizoram, India.

[9] Teki Surayya “A study on dependence 
of forest dwellers upon fuel wood and 
non-wood forest products for survival 
and pertinent marketing issues: a 
case study of North Andhra Coastal 
Districts”, funded by IIFM Bhopal 
(1999-00)

[10] Pethiya B Pand Teki Surayya 
“Assessing the Impact of Micro-Finance 
as a tool for adoption of appropriate 
technology and conserving the 
environment”, Fund by IIFM, Bhopal, 
(2003)

[11] Mishra, Manish, Taki Surayya and 
R. P. Mishra. 2001. Observation on the 
phenology and fruit yield of Achar 
(Buchanania lanzan) tree in the tropical 
forest of Orissa state. Paper submitted 
in the Symposium on: The Art and 
Practice of Conservation Planting under 
the topic “Tropical Tree Seed Research” 
Taiwan.

[12] Teki Surayya, Manish M, R. Mishra 
“Marketing of selected NTFPs (Non-
Timber Forest Products): A case study 
of Koraput, Malkangiri and Rayagada 
Districts, Orrissa State” the Journal of 
Non-Timber Forest Products, Vol. 10 
(3/4): 186-194, 2003, Dehradun

References

29

Chapter 3

Ecosystem Changes in Shola 
Forest-Grassland Mosaic of the 
Nilgiri Biosphere Reserve (NBR)
R. Sasmitha, A. Muhammad Iqshanullah and R. Arunachalam

Abstract

The Shola grasslands are tropical montane forests found in the high altitudes 
of Western Ghats separated by rolling grasslands. These unique ecosystems act as 
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flow through the sholas into the stream and provide water to the region throughout 
the year. The region once covered with tropical montane forest and grassland was 
transformed into a land of plantation over the centuries. As the grasslands are easy 
to clear off, tea estates, coffee estates and timber plantations were established by the 
British and later by the Indian forest department to satisfy the various need of the 
growing economy. Majority of this region are being replaced by the invasive tree 
species and agricultural plantations. This led to the loss of major proportion of the 
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region and these developmental activities results in the gradual disappearance of 
the ecosystem. These ecosystem need to be conserved and hence, identifying the 
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1. Introduction

The shola forest-grassland is the tropical montane forest found in the upper 
reaches of India’s Western Ghats. This mosaic ecosystem is native only to the 
southern Western Ghats and found in the high altitude mountains of Kerala, 
Tamil Nadu and Karnataka. This is a unique system where the vast grassland is 
interspersed with the forest. The forest is made up of evergreen native trees which 
are dwarf in nature and the hill slopes are covered with native grass species. 
The vegetation is double layered storey with closed canopy. These ecosystems 
have high water retention capacity, absorb rains and retain them within their 
soil. The grassland let the rainwater to flow through the sholas into the stream. 
The streambed and decaying litter of forest holds the water and release it slowly 
released to form small streams and these streams joined to form large streams and 
then rivers throughout the year. Thus it acts as the water reservoir of the region 
of the Nilgiri Biosphere Reserve. This shola-grassland is the origin to many of the 
rivers in Tamil Nadu and Kerala region.
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2. Shola-grassland ecosystem

Tropical montane evergreen forests, locally called as sholas (borrowed from 
the Tamil word “Sholai”) naturally coexist with grasslands at an elevation range of 
1400–2700 km [1]. The shola-grassland ecosystem mosaic consists of rolling grass-
lands with shola fragments limited to sheltered folds and valleys in the mountains 
alienated from the grasslands with a sharp edge. As, sholas commonly have constant 
cloud cover they can be classified as lower montane cloud forest or upper montane 
cloud forest depending on elevation [2].

Widespread transformations of shola forest-grasslands into plantations and agri-
cultural lands are increasing and these are the common global phenomenon affect-
ing Africa, southern Asia, Europe, Australia, North America and South America 
[3–9]. The mega diverse countries like India sheltering about 200,000 of all known 
species are threatened largely by clearing of vegetation [10–12]. This biodiversity in 
India, is mostly concerted in the Western Ghats which is a 1600 km long mountain 
range classified as a biodiversity hotspot with a high degree of species endemism 
and also with many worldwide threatened species having a very restricted distribu-
tion [13–17]. Shola forests-grassland mosaics of the Nilgiri hills are characterized by 
high level of endemism due to the unique climatic conditions. They are rich in flora 
and fauna with many of them are endemic to the region.

3. Flora

Sholas contain vegetation species of both tropical and temperate affinities [10] 
and many of them are endemic to the region. Phytogeographical analysis of shola 
genera reveals that genus found on the periphery of shola fragments and as isolated 
trees on grasslands are typically temperate (Rubus, Daphiphyllum and Eurya) or 
sub-tropical (Rhododendron, Berberis, Mahonia are Himalayan) in origin. On the 
other hand, species found within shola fragments are IndoMalayan or Indian in ori-
gin [18, 19]. Dominant overstory species in the shola include members of Lauraceae, 
Rubiaceae, Symplocaceae, Myrtaceae, Myrsinaceae and Oleaceae while dicotyle-
donous understory species are dominated by Asteraceae, Fabaceae, Acanthaceae, 
[20, 21]. Monocot species in the understory are dominated by members of Poaceae, 
Orchidaceae and Cyperaceae [21]. Species were found to be significantly influenced 
by soil moisture (overstory and understory) and soil nitrogen (understory only) 
alongside the edge-interior gradients in shola fragments [16].

4. Fauna

The shola-grassland ecosystem mosaics are home to many threatened faunal 
species due to their unique climate, evergreen nature and high altitude. They 
act as the home for many faunal species of conservation concern including the 
tiger (Panthera tigris tigris), dhole (Cuon alpinus), gaur (Bos gaurus gaurus) 
Nilgiri langur (Trachypithecus johnii) and Nilgiri marten (Martes gwatkinsii). The 
Nilgiri tahr (Niligiritragus hylocrius) which is endemic to the ecosystem-mosaic 
has been studied thoroughly over the years [11, 14, 20, 22–25]. Through habitat 
preferences, faunal species also have been observed to reflect the shola-grassland 
ecosystem mosaic pattern. Despite a lack of resource-driven interspecific 
competition, small mammal communities in the Nilgiris showed a high degree 
of preference for either shola or grassland. On the other hand, these patterns 
were masked in exotic plantations [26]. Invasive species in the shola-grassland 
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ecosystem mosaic also observed with strong habitat selection patterns and show 
a strong preference for shola cover.

5. Diminishing shola forest-grassland ecosystem: causes

The shola grasslands act as the water harvesting and water storage structures 
and they store large quantities of water from the mountains. These ecosystems are 
home to many floral and faunal species and they are rich in biodiversity. As the 
grasslands are depleting, flora and fauna which are endemic to the region are under 
severe threat. Many of the perennial rivers of Tamil Nadu and Kerala are originating 
from this forest-grassland mosaic. With the depletion of these unique ecosystems, 
the water streams are drying up and impacted the region.

The shola-grassland ecosystem is one of the most diverse but threatened 
landscape of the Western Ghats. These ecosystems are very sensitive to climate 
and climate changes have greater influence on this forest-grassland. These unique 
ecosystems are being degraded by many natural and anthropogenic pressures. Since 
the mid-nineteenth century, land use changes fragmented the Nilgiri shola forest 
grassland. Land management of the Nilgiri Hills is considerably changed by British 
company and crown governments [27] and beginning in 1837, tea and eucalyptus 
plantations were established and expanded them. During World War II, wattle, 
eucalyptus and pine plantations were promoted at the expense of highly diverse and 
resource-rich grasslands and shola forests by the colonial state. Grasslands and sho-
las were gradually cleared to provide plantation lands and wood [27–29]. Planting of 
timber-yielding exotic tress mainly Black wattle (Acacia mearnsii) and eucalyptus 
has been a cause of distress in these landscapes. As the grasslands are easy to clear 
off, tea estates, coffee estates and timber plantations were established by the British 
and later by the Indian forest department to satisfy the various need of the grow-
ing economy. This resulted in the loss of major proportion of the shola forest and 
grassland. Many developmental works have been carried out in the region and these 
developmental activities results in the gradual loss of the ecosystem. Between 1973 
and 2014 Shola grasslands area had seen a 66.7% decline. A study carried out in the 
region revealed that the plant diversity and quality of the natural environment were 
very much affected in the highland region. Exotic weeds, conversion of native forest 
into timber plantations, encroachment of forest areas by midlands and lowlands, 
grazing of natural forest areas by domestic animals, poaching by encroachers, 
human population growth, ecotourism and pilgrimage, industrial effluent affected 
areas, pollution and contamination, forest fires and illicit felling were the reasons 
pointed out as the changing trend of biodiversity [30].

In the shola grasslands of state Kerala, the recent demographic changes have 
increased dependence on firewood, at the same time, the introduction of new crops 
like lemongrass and higher livestock stocking rates have put further pressure on 
these systems [31]. In Nilgiri also the grasslands are extremely threatened, as they 
are widely afforested with exotic tree plantations, mainly for energy needs [32]. 
According to various studies, eucalyptus-afforested grasslands in the Nilgiri suf-
fered from significant hydrological impacts, such as reduced water yield and stream 
flow, and reduced seasonal runoff volume [33–36]. These disequilibria have relent-
lessly affected native sholas and grasslands through increased incidence of fire and 
expansion of invasive species [37, 38].

A documentation study carried out in the region reveled that factors responsible 
for the diminishing shola forest grassland ecosystem include extensive land conver-
sion such as conversion into agricultural plots, commercial plantations, develop-
mental activities, plantation of exotic trees and burning practices, annual fires.  
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grazing of natural forest areas by domestic animals, poaching by encroachers, 
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pointed out as the changing trend of biodiversity [30].

In the shola grasslands of state Kerala, the recent demographic changes have 
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are widely afforested with exotic tree plantations, mainly for energy needs [32]. 
According to various studies, eucalyptus-afforested grasslands in the Nilgiri suf-
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for the diminishing shola forest grassland ecosystem include extensive land conver-
sion such as conversion into agricultural plots, commercial plantations, develop-
mental activities, plantation of exotic trees and burning practices, annual fires.  
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As the grasslands are easy to clear off, tea estates, coffee estates and timber planta-
tions were established by the British and later by the Indian forest department to 
satisfy the various need of the growing economy. Exotic trees such as eucalyptus, 
wattle, cinchona and pine and shrubs like Lantana camara, Parthenium, Scotch 
broom and Gorse are fast growing in nature and hence they easily compete with 
native plant species and grasslands by invading the forest-grassland ecosystem [39]. 
The indigenous mixed forests in the Nilgiris district were replaced by commercial 
and industrial crops which affect the ecological balance of the region [40]. Except 
in protected areas, conversion of land into commercial plantations, agricultural 
lands and construction activities such as hydrological dams has resulted in extensive 
deforestation. The latest Draft Forest Policy of the central government promotes 
these plantations, even though the State Forest Department has stopped promoting 
them and there has a ban on them officially since 1996 [1].

The statistical data on the climate variability and future projections for shola forest 
of the Nilgiris revealed that rainfall pattern was likely to reduce during southwest 
monsoon and increase towards northeast monsoon and the extreme rainfall events 
could further results in higher flooding. The overall temperature expected to increase 
more in 2050 and 2070 due to manmade pressures and some intolerant endemic spe-
cies could get loss due to increasing greenhouse gas emission and fires would result in 
the loss of endemic habitat of shola forests. The climate change also expected to shift 
and alter fruiting and flowering pattern of the endemic species [41]. There had been 
decrease in dense forest cover (32 km2), open forest (2.38 km2), scrub class (1–24 km2), 
grass land (11.54 km2), dense tree cover (4.93 km2), plantation crops (5.73 km2) and 
meager level of water bodies, increase in rocky surface (16.60 km2), estates (26 km2) 
and also expansion of urban areas (14.47 km2). The results also showed that the mon-
tane grasslands and shola forests of the Nilgiris has been destroyed by widespread tea 
plantations and commercial plantations, easy vehicle access and the extensive mono-
culture [32]. Projected climate change would likely to multiply the invasion intensity 
of alien species. Also the montane grasslands and shola forests of the Nilgiris has been 
destroyed by widespread tea plantations and commercial plantations, easy vehicle 
access and the extensive monoculture [39]. The area once covered with native forests 
was transferred into land of plantation over centuries. This led to the loss of major 
proportion of the ecosystem. Many developmental works also have been carried out in 
the area. The region is being affected by various kinds of encroachment. This resulted 
in loss of endemic species of birds and animals by affecting their food reserve, gradual 
disappearance of wild edible fruits and other plant species and the native forest is 
reducing in a faster manner which also results in man-animal conflicts thus ultimately 
affects the biodiversity of the region. A documentation study carried out in the region 
revealed that the area is facing soil related issues such as loss of soil fertility, loss of 
soil beneficial microbial activity, subsoil compactness, incidence of frequent soil 
erosion and unsuitability of the soil to produce profitable crop. The study also stated 
indiscriminate use of fertilizers and pesticides, soil transportation, repeated applica-
tion of chemical inputs beyond recommended level, use of heavy farm machineries, 
cultivation of exotics, loss of local natural vegetation, faulty land resettlement, loss of 
natural wind breaks, mono-cropping and loss of healthy soil biological process have 
contributed high damage to the natural soil ecosystem of the region [42].

6. Conclusion

The shola grasslands are tropical montane forests found in the high altitudes of 
Western Ghats separated by rolling grasslands. The shola-grassland ecosystem has 
undergone severe habitat loss mainly due to exotic tree plantations, widespread 
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Chapter 4

Considering Harmful Algal Blooms
Ruby E. Jalgaonwala

Abstract

Problematic harmful algal bloom is wide and tenacious, upsetting estuaries, 
coasts, and freshwaters system throughout the ecosphere, alongside disturbing 
human health, social life as well as national economy. Particular environmental 
factors supports growth of algal blooms, temperature always is significant when 
speaking about water-ecosystem. Disparity in temperature also found to affect the 
interaction of physical, chemical and biological parameters so it is equally impera-
tive to consider effects of climate change, as change in climatic conditions supports 
unwanted growth of algae. Also inconsistency in climate equally contributes to the 
apparent increases of HAB, therefore effects of climate change needs to be totally 
comprehended along with development of the risk assessments and effective 
management of HABs. Increased HAB activities have a direct negative effect on 
ecosystems and they can frequently have a direct commercial impact on aquacul-
ture, depending on the type of HAB. Causing economic impact also, as there is still 
insufficient evidence to resolve this problem. Therefore this chapter considers the 
effects of past, present and future climatic variability on HABs along with impacts 
of toxins release by them, on marine organism as well as human beings correspond-
ingly, mitigation of HAB with help of suitable biological agents recognized.

Keywords: algal blooms, toxins, mitigate, climate change

1. Introduction

Ecosystems on earth plays an important role in regulating climate and as well as 
a fundamental life-giving resource for human kind. Aquatic ecosystems are major-
ity supported by photosynthetic organisms that fix carbon and produce oxygen, 
comprise the base of food web. Though, under sure circumstances, the abundance 
of various taxa reaches level that cause harm to humans and other organisms. These 
proliferations habitually are referred to as ‘harmful algal blooms’ (HABs), that 
includes a variety of species and consequences that humans perceive as adverse. 
HABs occur in all aquatic environments such as freshwater, brackish and marine 
and at all latitudes. We know in the nature algae are a normal part of the aquatic 
ecosystem, forming the actual base of the aquatic food web as they are large and 
very diverse group of organisms, the majorities are microscopic in size, except 
some macroscopic algae. Mainly the microscopic algae are most often as single cells, 
other than some can form chains and colonies. For the most part micro algae live in 
the water, whereas others live in or near to the sediment or attached on to some of 
surfaces for some time also for entire life cycle. Many of macro algae are also known 
as seaweeds they can be multicellular and complex. Algal blooms also acts as natural 
important component for many aquatic systems, generally spring blooms are trig-
gered by some seasonal warming, increased availability of light and nutrient and 
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Chapter 4

Considering Harmful Algal Blooms
Ruby E. Jalgaonwala

Abstract

Problematic harmful algal bloom is wide and tenacious, upsetting estuaries, 
coasts, and freshwaters system throughout the ecosphere, alongside disturbing 
human health, social life as well as national economy. Particular environmental 
factors supports growth of algal blooms, temperature always is significant when 
speaking about water-ecosystem. Disparity in temperature also found to affect the 
interaction of physical, chemical and biological parameters so it is equally impera-
tive to consider effects of climate change, as change in climatic conditions supports 
unwanted growth of algae. Also inconsistency in climate equally contributes to the 
apparent increases of HAB, therefore effects of climate change needs to be totally 
comprehended along with development of the risk assessments and effective 
management of HABs. Increased HAB activities have a direct negative effect on 
ecosystems and they can frequently have a direct commercial impact on aquacul-
ture, depending on the type of HAB. Causing economic impact also, as there is still 
insufficient evidence to resolve this problem. Therefore this chapter considers the 
effects of past, present and future climatic variability on HABs along with impacts 
of toxins release by them, on marine organism as well as human beings correspond-
ingly, mitigation of HAB with help of suitable biological agents recognized.

Keywords: algal blooms, toxins, mitigate, climate change

1. Introduction

Ecosystems on earth plays an important role in regulating climate and as well as 
a fundamental life-giving resource for human kind. Aquatic ecosystems are major-
ity supported by photosynthetic organisms that fix carbon and produce oxygen, 
comprise the base of food web. Though, under sure circumstances, the abundance 
of various taxa reaches level that cause harm to humans and other organisms. These 
proliferations habitually are referred to as ‘harmful algal blooms’ (HABs), that 
includes a variety of species and consequences that humans perceive as adverse. 
HABs occur in all aquatic environments such as freshwater, brackish and marine 
and at all latitudes. We know in the nature algae are a normal part of the aquatic 
ecosystem, forming the actual base of the aquatic food web as they are large and 
very diverse group of organisms, the majorities are microscopic in size, except 
some macroscopic algae. Mainly the microscopic algae are most often as single cells, 
other than some can form chains and colonies. For the most part micro algae live in 
the water, whereas others live in or near to the sediment or attached on to some of 
surfaces for some time also for entire life cycle. Many of macro algae are also known 
as seaweeds they can be multicellular and complex. Algal blooms also acts as natural 
important component for many aquatic systems, generally spring blooms are trig-
gered by some seasonal warming, increased availability of light and nutrient and 
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also water column stratification. These blooms are significant part for energy and 
material transport through the food web, as well plays an important role in the verti-
cal flux of material out of the surface waters therefore these blooms are known to be 
prominent considering with those acknowledged as “harmful.” These algae can form 
harmful algal blooms, when they assemble and grow in massive amounts damaging 
the ecosystem, or if the algal community shifts to species that makes some toxin 
compounds disrupting the normal food web and also harmful to human beings [1]. 
Problem of harmful algal bloom is wide and persistent, affecting numerous estuar-
ies, coasts, and freshwaters system throughout the world, along with disturbing 
ecosystems, human health, social life style as well as dilemma for economy systems.

2. Algal blooms

HABs consist of organisms which are able to deplete oxygen levels in water 
systems; it also kills life in same water system and lasts for several days to months 
[2]. They are considered harmful as producing massive biomass and toxins. Huge 
amount of cell biomass produced by them hinders the light penetration resulting into 
decreased density of submerged aquatic vegetation [3]. Decaying, these algal blooms 
increases oxygen consumption leading to mortality of aquatic life in that area [4]. 
The effects of the blooms have been identified in numerous ways, even in the marine 
ecosystem were aquatic life gets exposed to toxins by ingestion. Therefore biological 
control of HABs is seen to be an economically and environment-friendly resolution 
[5]. In addition some biotic organisms were isolated and used to eradicate HABs, for 
example secretion of Cyanobacteriolytic substances by bacteria [6]. Characteristic 
species-specific interaction by some virus [7], the bursting of host cells, and the virus 
lytic cycle [8]. Viral degradation has the benefit of the species-specific attack. Golden 
algae have also been found as a mitigator of microcystis cells as well as toxin degraders. 
(Figure 1) shows spreading of algal blooms in different climatic conditions [9].

Figure 1. 
Pervasiveness of different conditions enhancing HABs.
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Some environmental factors found to supports growth of algal blooms. The 
temperature always is important when bearing in mind about water-ecosystem 
[10]. Increase in heat could significantly expand Chlorophyll-a concentration, 
signifying that warmer conditions could develop a dominant population of 
Cyanobacteria [11]. Reports suggest that variation in temperature also affects the 
interaction of physical, chemical, and biological parameters in shallow lakes. Were 
for Cyanobacteria, these factors emulate fluctuating physiological changes such 
as nutrient uptake capacity, N-fixation, as well as optimum temperature. Effect of 
temperature was also noticed with Microcystis aeruginosa biomass production [12]. It 
is important to note that freshwater HABs caused by Cyanobacterial blooms appear 
to be the most noticeable examples of warming induced intensification indicating 
that the temperatures yielding maximal growth rates for many Cyanobacterial 
HABs [13, 14].

Evident shows that there is an increase and spreading of phytoplankton bloom 
globally in the sea and also nutrient loading is dependent on biomass composition. 
As such autotrophic growth can result only from the increased photosynthesis and 
primary production must be an outcome of improved nutrient levels. All through 
addition of nutrients, variation in the amount of nutrient be practical, encouraging 
struggle for resources among various community and species. As near to coast food 
fortification is caused due to riverine input in connection with dissimilar dis-
charges, resultant of new nutrient input eliciting some new algal blooms. Breathing 
space and geographical location generally influences nutrient availability, acting as 
significant aspect in defining their eutrophication values. As known geographical 
factors including latitude, elevation, and longitude possibly affects the openness of 
nutrients to algal growth. Were elevation is amazingly associated with strength of 
light and also human interference. Availability of nutrition also found to be elevated 
in some of the lakes at high elevation [15]. Accordingly the all-inclusive occurring 
of marine phytoplankton blooms can be linked to improved primary production 
rates. It is important to note that global wave of phytoplankton was firstly reported 
on Dino-flagellate Gyrodinium aureolum in some European waters, which was 
beforehand present in some other north-east coast of the U.S. Similarly, many 
species spread globally and was responsible for shellfish poisoning global wave 
of HABs [16]. Lake Taihu was also reported for annual Cyanobacteria occurrence 
[17]. Considering research from last some decades, capabilities for management of 
HABs have grown with scientific advances working independently. New technologi-
cal developments have altered the way to monitored and managed HABs [18–20]. 
Problems related to HAB are serious and worse in many parts of the world, however 
thinking, working capabilities and existing knowledge can help to curtail impacts to 
protect marine resources community health.

3. Control agents related to HABs

Studies have been carried out to find a better way of controlling HABs. Different 
biotic factors have been identified to mitigate the option of HABs. Where use of differ-
ent bacteria was done to tone down HABs in coastal and freshwater community [21].

4. Toxins

The most toxic algal strain is M. aeruginosa, which constantly produces 
microcystins, acts harmful to aquatic organisms as well as to humans. Were micro-
cystins have been reported as tumor-promoting [22]. Some bacteria mainly acts 
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cystins have been reported as tumor-promoting [22]. Some bacteria mainly acts 
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antagonistic towards Cyanobacteria and are predatory bacteria, some other acts 
as toxin-degrading. Were Predatory helps to make an environmentally pleasant 
solution to available HABs. Also number of prey–predator and the mechanism of 
Cyanobacterial lysis, were some effectual biological control approach [23]. Few 
of Cyanobacteria mitigated using the secretion of Cyanobacteriolytic substances 
by some Bacillus Sp. typically Bacillus cereus and [24], S. neyagawaensis [25], 
Streptomyces [26], Pseudomonas fluorescens species [27]. Pedobacter Sp. secretes 
some mucus-like secretion as self-defense against M. aeruginosa. Raoultella 
Sp. removes M. aeruginosa by dissolving microbial metabolites and humic 
acid [28]. Agrobacterium vitis use Quorum sensing to lyse M. aerugenosa [29]. 
Sandaracinobactor sibiricus, Methylobacterium zatmanii and Rhizobium Sp. use lytic 
mechanism to remove M. aeruginosa [30]. Some Bacillus Sp. use cell-to-cell contact 
mechanism and production of an extracellular product to remove Aphanizomenon 
flos-aquae [31] and M. aeruginosa [32, 33]. Several reports suggested that algal 
viruses often existed at stable numbers, even when their hosts were absent [34]. 
With claim of that summer and spring season showing the eminent decay of 
cultivated viruses succeeding to four-seasons of analysis [35]. The regular seasonal 
study also noticed that the stumpy decay of algal virus during the wintry weather 
that permitted for the survival of about 126 continues days under the ice-cover in 
the freezing freshwater pond [36]. These agents show high specificity and high 
efficiency, but it gain limited attention due to high cost, as also requires upscaled 
level experiment confirmation [37].

5. Fish species used to mitigate HABs

Fish species for all time used an option for bloom removal as number of fishes can 
ingest and digest the toxin itself. Therefore Bio-manipulation is a promising tool to 
control HABs for the lake-ecosystem [38]. High toxin production during bloom condi-
tions [39] the massive fish kill was also reported, as its challenging for fishes to survive 
in oxygen-poor conditions, which suggest result another option to remove HABs [40].

6. Zooplanktons used to mitigate HABs

Several natural grazing environments are having selective herbivores like 
Cyclopoid, Copepods, and Calanoid, affecting Cyanobacterial growth by lowering 
Cyanobacterial densities [41]. Zooplankton show eco-friendly, contamination-free, 
and low-cost exclusion, but not beneficial at low oxygen conditions. Furthermore it 
was found that Daphnia longispina can ingest many Cyanobacteria [42]. For exam-
ple grazing is one of the fore most mitigation options for zooplankton, Daphnia 
ambigua, Eudiaptomus gracilis shows graze on M. aeruginosa [41]. Besides Cyclopoid 
copepods graze on Anabaena, Microcystis, and Planktothrix species [41].

7. Fungi used to mitigate HABs

Studies, show that fungi have algicidal activity, and some findings also showed 
that fungi could produce antibiotics to lyse HABs [43]. Some fungal species, attack 
directly for lysis of Cyanobacteria or algal species [43]. Trichaptum abietinum, 
Lophariaspadicea, Irpexlacteus, Trametes hirsute, Trametes versicolor and Bjerkandera 
adusta was used to remove Microcystis and Oocystisborgei [43]. Uses of bio-flocculation 
method were algae, itself used as a control agent (Figure 2) [44]. Flocculating micro  
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alga could be used to concentrate non-flocculating alga of attention. The main 
advantage of this method is that it does not require any flocculating agent [44]. 
Ankistrodesmus falcatus, Scenedesmus obliquus flocculate Chlorella vulgaris, and 
Tetraselmis suecica flocculates Neochloris oleoabundans [44]. A species of golden alga 
(Poterioochromonas Sp. strain ZX1), is identified as a feeding agent for toxic M. aerugi-
nosa and also does not affected by cyanotoxin.

When working with HAB it becomes equally important to consider effects of 
climate change, as change in climatic conditions supports unwanted growth of 
algae. At many instance record shows that HABs intensify as water have warmed 
closer to temperatures that yield maximal growth [18, 45, 46]. It becomes 
essential to notice that in marine systems, warming has been concerned with 
intensifying multiple HABs in a number of mid and higher latitude regions 
[45–47]. On the other hand, these regions with increasing frequencies and 
intensities of HABs due to progressive warming may be balanced by region that 
warms beyond of the optimal range for other HABs [47]. Considering together, 
all such circumstances hypothesis avowed by several case studies explains that 
HABs may be migrating pole-ward with progressive warming [46–48]. Such 
migration of HABs to new ecosystems, conversely may create significant risk 
to aquatic ecosystems, humans and other animals living near them. Because of 
which indigenous species, experiences selective pressures and thus suffer the 
most population declines [49, 50].

8. Intention for formation HABs

There is no conclusive report available for the causes of HABs, unfortunately, the 
causes of HABs are uncertain to date. Though, some of the factor which are thought 

Figure 2. 
Interface events of environment and microorganism with HABs.
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accountable for causing HABs are briefly described here. An attempt made in Figure 2 
to show interface between some environmental events and microorganism with HABs.

Coastal contamination from a variety of source including household and 
industrialized effluents is most imperative factors in the growth of HABs. The 
majority times eutrophication by nutrient enrichment outcomes as blooms of 
algal growth, from which several are toxic to humans and as well as marine organ-
isms. Contemporary research suggests that eutrophication and climate change 
are two most important processes that help for proliferation and expansion of 
Cyanobacterial blooms [51]. It is also important to know that nutrient enrichment 
can modify the species framework of ecological system [52]. Also inhabitant biota 
gets displace as the surroundings becomes enriched with nitrates and phosphates 
[53]. As the coastal eutrophication and improved offshore nutrient concentration 
taking place offshore due to vertical integration have been linked with the expan-
sion of large biomass, eventually foremost to harmful impacts on ecosystems, 
human health and fisheries resources. At the same time if eutrophication increases 
nitrogen and phosphorus inputs, the ratio of these nutrients to silicates becomes 
very high. This favors non-diatom species including several harmful species. 
Additionally, it is believed that high concentration of phosphorus, and a low total 
nitrogen to total phosphorus (TN:TP) TN: TP ratio, are favorable for the produc-
tion of Cyanobacteria blooms. Recent studies, represents that Cyanobacteria 
usually dominates in lakes with low TN/TP ratio and are rare in lakes with high 
TN:TP ratios [54, 55]. Cyanobacteria dominate in lakes where TN:TP mass ratio is 
below 29:1.

Nutrients consequent from anthropogenic activities have resulted in the increase 
in HAB account also at some places, unusual heavy rains have resulted in blooms 
of L. polyedrum owing to nutrient rich runoff into the coastal waters. Blooms of 
Dinoflagellate Pfiesteria are found in estuaries of middle and southern Atlantic 
coasts. The main factors controlling cycles of Dinoflagellates, includes water 
salinity, pH, nutrients and temperature to one side from these, studies in North 
California have illustrated that they thrive well near sources of organic phosphates 
released from sewage treatment plants [56, 57], talk about some Coastal and 
Continental Shelf Zone (CCSZ) and also Open Oceanic Zone (OOZ) of the Indian 
segment, were algal blooms can develop only when the calculated rate of biomass 
increase exceeds the rate of loss generally the grazing and sedimentation rates. 
As once a bloom develops, it persist for a long epoch under low growth if the rate 
of loss is small. Still the interactive effects of future eutrophication and changed 
climate on harmful algal blooms are versatile, and according to current knowledge 
such processes are likely to enhance the magnitude and frequency of these events. 
Temperature rise and precipitation associated with climate change falls into broad 
ranges, also qualms exist in their upshot stratification as North Sea flushing spe-
cies like Dinoflagellates and Raphidophytes increase considerably. Some species of 
D. acuminata, P. minimum, F. japonica and C. antique are observed in this region 
frequently, representing an increase in HAB [58]. Discrepancy in temperature 
affects circulation patterns, and causes variation in the physical structure of water 
column that supports occurrence of HABs [59].

9. HAB and impacts

It is very important to consider harmful Cyanobacterial blooms (cHABs) as they 
are have noteworthy socioeconomic and environmental outlay, by having impact on 
water quality, drinking water, agriculture, fisheries, tourism, food web pliability, 
habitats, along with anoxia and fish kills [60]. Also high biomass accumulation 
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and degradation of algal blooms possibly leads to depletion of dissolved oxygen, 
light attenuation and clogging of fish gills, resulting in fish kills and thousands of 
other marine life, as direct degradation of the ecosystem [61]. The most critical 
impacts of algal blooms are on human being health, toxins, produce HABs cause 
acute and chronic health effects in mammals including humans. For example toxins 
produced during harmful algal blooms are some of the natural toxic substances 
directly killing fish/shellfish and other marine life also accumulating in fish and 
sea food leading to human poisoning after ingestion of contaminated sea food [62]. 
Sometimes toxins produced during algal blooms may not found toxic to fish and 
other marine existence. On the other hand, they accumulate in fish and mollusks 
and move up the food chain and showing shocking impact on humans. Therefore 
aquatic toxin diseases are categorized into two types as. Shellfish carry toxins that 
facilitate to paralytic, neurotoxic, diarrheic and amnesic shellfish poisoning. Next 
type of poisoning is through mollusks tend that occurs during algal blooms. Fish 
takes toxin that escort to ciguatera and tetrodotoxin poisoning. Poisoning of fish 
is found more localized and also associated with parts of specific reefs and fishes. 
Sometimes bloom occurrence of species of Dinoflagellate Pfiesteria in estuaries of 
some middle and Southern Atlantic coast hint that anthropogenic stress on marine 
environment has caused fish kills and related health hazards in humans also [56]. 
Species of Pfiesteria are also known to cause lesions in fishes. Additionally, we 
humans can be exposed to toxins that are directly released into water and air. This 
occur as expected, cell disruption caused through human activities including water 
treatment. As known such phenomenon frequently occurs in the Gulf of Mexico 
where residents and beach goers are exposed to toxins through seas spray. Toxins 
can then be inhaled and lodged in the nose and throat and can down into the lungs. 
General symptoms associated with this are irritation in respiratory system and 
frequent coughing.

10. Oceans upwelling

Ascending motions caused due to oceanic circulation is well-known as 
‘Upwelling’, which bring into being some affects to the environmental conditions, 
beside increases the nutrient content in euphotic zone thus increasing the produc-
tivity of the province. Noteworthy findings [63] suggested various factors inducing 
upwelling off the south west coast of India [64], also have worked to come across 
the occurrence of the upwelling route along the Dakshina Kannada Coast of India 
and description shows that upwelling was found to occur from month of March to 
October along the coast this could be one of the factor for occurrence HABs along 
the southwest coast of India.

11. Unhealthy coral reefs

Unhealthy coral reefs play a very imperative role in the formation of blooms, 
as healthy coral reefs are free of external algal growth [65]. Unhealthy conditions/
death of corals is generally for the reason that pollution of oil or depositions of 
sediments leading to encrustations of corals by calcareous materials and algae, 
plus may in turn lead to the death of zooplanktons and some higher fishes in the 
food web. Also endolithic algal bloom can cause disease named White Syndrome 
(WS), entailing of distinct lines between healthy and strong corals and dead 
ones. Such endolithic algae, including Ostreobium Spp. penetrate the coral tissues 
of tabular Acropora Spp., in turn affecting the corals with micro-lessions, which 
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accountable for causing HABs are briefly described here. An attempt made in Figure 2 
to show interface between some environmental events and microorganism with HABs.

Coastal contamination from a variety of source including household and 
industrialized effluents is most imperative factors in the growth of HABs. The 
majority times eutrophication by nutrient enrichment outcomes as blooms of 
algal growth, from which several are toxic to humans and as well as marine organ-
isms. Contemporary research suggests that eutrophication and climate change 
are two most important processes that help for proliferation and expansion of 
Cyanobacterial blooms [51]. It is also important to know that nutrient enrichment 
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[53]. As the coastal eutrophication and improved offshore nutrient concentration 
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It is very important to consider harmful Cyanobacterial blooms (cHABs) as they 
are have noteworthy socioeconomic and environmental outlay, by having impact on 
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habitats, along with anoxia and fish kills [60]. Also high biomass accumulation 
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and degradation of algal blooms possibly leads to depletion of dissolved oxygen, 
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aquatic toxin diseases are categorized into two types as. Shellfish carry toxins that 
facilitate to paralytic, neurotoxic, diarrheic and amnesic shellfish poisoning. Next 
type of poisoning is through mollusks tend that occurs during algal blooms. Fish 
takes toxin that escort to ciguatera and tetrodotoxin poisoning. Poisoning of fish 
is found more localized and also associated with parts of specific reefs and fishes. 
Sometimes bloom occurrence of species of Dinoflagellate Pfiesteria in estuaries of 
some middle and Southern Atlantic coast hint that anthropogenic stress on marine 
environment has caused fish kills and related health hazards in humans also [56]. 
Species of Pfiesteria are also known to cause lesions in fishes. Additionally, we 
humans can be exposed to toxins that are directly released into water and air. This 
occur as expected, cell disruption caused through human activities including water 
treatment. As known such phenomenon frequently occurs in the Gulf of Mexico 
where residents and beach goers are exposed to toxins through seas spray. Toxins 
can then be inhaled and lodged in the nose and throat and can down into the lungs. 
General symptoms associated with this are irritation in respiratory system and 
frequent coughing.

10. Oceans upwelling

Ascending motions caused due to oceanic circulation is well-known as 
‘Upwelling’, which bring into being some affects to the environmental conditions, 
beside increases the nutrient content in euphotic zone thus increasing the produc-
tivity of the province. Noteworthy findings [63] suggested various factors inducing 
upwelling off the south west coast of India [64], also have worked to come across 
the occurrence of the upwelling route along the Dakshina Kannada Coast of India 
and description shows that upwelling was found to occur from month of March to 
October along the coast this could be one of the factor for occurrence HABs along 
the southwest coast of India.

11. Unhealthy coral reefs

Unhealthy coral reefs play a very imperative role in the formation of blooms, 
as healthy coral reefs are free of external algal growth [65]. Unhealthy conditions/
death of corals is generally for the reason that pollution of oil or depositions of 
sediments leading to encrustations of corals by calcareous materials and algae, 
plus may in turn lead to the death of zooplanktons and some higher fishes in the 
food web. Also endolithic algal bloom can cause disease named White Syndrome 
(WS), entailing of distinct lines between healthy and strong corals and dead 
ones. Such endolithic algae, including Ostreobium Spp. penetrate the coral tissues 
of tabular Acropora Spp., in turn affecting the corals with micro-lessions, which 
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makes them susceptible to infiltration by many pathogens. Some example includes 
Gambierdiscus toxicus, a benthic Dinoflagellate finds way on the dead corals, releas-
ing ciguatoxin which is responsible for causing Ciguatera Fish Poisoning (CFP) 
[65]. Thus if contaminations affects water quality and coral reefs are affected than 
G.toxicus is likely to bloom, causing widespread release of ciguatoxin. The loads 
for food, water and fuel continue to increasing to support this ever increase human 
population. These changes in climate and nutrients are contributing to eutrophica-
tion and expanding global footprint of harmful algal blooms (HABs) worldwide. It 
is now clearly known that the global expansion of HABs is continuing, with increas-
ing abundance, frequency, and geographic extent of HABs, with new species being 
documented in some new areas [48].

12. Influences of climate change

Inconsistency in climate equally contributes to the apparent increases of HAB, 
therefore effects of climate change needs to be seriously understood alongside with 
development of the risk assessments and effective management of HABs. This 
chapter considers the effects of past, present and future climatic variability on 
HABs. The one thing we are sure regarding climate is that it is changing and for all 
time. With complex nature of climate, temperature is only one of many factors to 
be considered. Each biological life has a temperature window within which it can 
survive. The direct upshot of global warming with elevated water temperature may 
affect seasonal composition of the phytoplankton, including changes in seasonal 
succession, and the position of biogeographic boundaries. There is still insufficient 
evidence to resolve this problem.

There has been a considerable boost in phytoplankton biomass over the last 
decades in definite regions of the North-East Atlantic and North Sea, particularly 
more in the winter months. Also in the North Sea a significant increase in phyto-
plankton biomass has been found in both intensely anthropogenically-impacted 
coastal waters and the comparatively less-affected open North Sea. Considerably 
decreasing trends in nutrient concentrations suggest that these changes are not 
being driven by nutrient enrichment. The increase in biomass appears to be associ-
ated to warmer temperatures and evidence that the waters are also becoming less 
turbid, thus allowing the normally light-limited coastal phytoplankton to more 
effectively utilize lower concentrations of nutrients [66]. A study of entity phyto-
plankton groups has shown increased temperatures were associated with an earlier 
timing of the highest abundance of some Dinoflagellate species. In disparity, the 
diatom species examined have not shown such a shift [67]. Coastal time series of 
HAB phytoplankton are much shorter in extent. Most began in the 1990s various 
HAB species are flagellates, life forms that are favored by augmented temperatures 
though direct influences on cellular processes and circuitously through increased 
stability of the water column. An increase in sea surface temperatures may facilitate 
the range expansion of HAB species [48].

Eventually elevated and extreme bursts of precipitation be able to increase the 
amount of runoff from the land and number of floods also. This may enhancing 
stratification in estuaries and sea lochs favoring the growth of Dinoflagellates. 
Some humic material during these events may increase the absorption of 
available nutrients which may promote growth of phytoplankton [48]. It is 
well-known that changes in temperature, pH, light, nutrient supply and water 
movement affects algal bloom dynamics as well as their toxicity. Climate change 
show predictable impact on these variables to differing extents in dissimilar 
regions [48, 68]. Also a lower pH has the potential to influence the speciation of 
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nutrients for example nitrogen, phosphate and silica which accounts important 
for phytoplankton growth [69]. Increased HAB events have a direct detrimental 
effect on ecosystems and they can often have a direct commercial impact on 
aquaculture, depending on the type of HAB. Causing economic impact which 
will be severe as in rural areas impacts to the aquaculture industry will have a 
disproportionate impact on the economy of the local area. Considering all known 
aspects about HABs some attempts were made for removal of harmful algal 
blooms with help of microorganisms as shown briefly in Table 1.

13. Manifestation of climate change and HABs

Climate change is negatively impacting health and leading to harmful transfor-
mation in aquatic ecosystems [70, 71]. Rising temperatures leading to acidification 
and oxygenation which alters basal metabolic functioning and species distributions 
along with the timing of essential biological activities [72, 73]. Due to acidifica-
tion physiological stress found to increase among sensitive marine species along 
with growth inhibition of calcifying organisms. As ocean deoxygenation alters the 
distribution and survival of aquatic organisms [74, 75]. This further alters structure 
and functioning of marine and freshwater ecosystems. Temperatures rise have 
predictable impact on the occurrence and concentration of marine diseases, habitat 
loss, including ocean deoxygenation inviting various environmental contami-
nants [76, 77]. As increased level of carbon dioxide in atmosphere has generated 
decreased value of pH in surface waters, offshore, coastal and upwelling marine 

Predator/Killer Habitat Mode of action Major host Reference

Rhizobium sp. Ambazari Lake, 
Nagpur India

Lysis Microcystis 
aeruginosa

[30]

Halobacillus sp. Bioflocculation Microcystis 
aeruginosa

[33]

Pedobacter sp. 
(MaI11–5)

Lake and water 
treatment plant

Mucous-like 
secretion from 
cyanobacteria 
for self-defense

Microcystis 
aeruginosa

[5]

Myoviridae Shallow lowland 
dam reservoir in 
Central Poland

Species specific 
interaction

M. aeruginosa [7]

Cyclopoid copepods Lake Ringsjon 
southern Sweden

Grazing Anabaena, 
Microcystisand 
Planktothrix species

[41]

Trichaptum abietinum The soil of 
bamboo forests 
(Hangzhou, 
China)

Direct attack Microcystis 
aeruginosa, 
Microcystis flosaquae 
Oocystisborgei

[43]

Lophariaspadicea The soil of 
bamboo forests 
(Hangzhou, 
China)

Direct attack Microcystis 
aeruginosa

[43]

Ankistrodesmus falcatus Freshwater Bio-flocculation Chlorella vulgaris [44]

Scenedesmu sobliquus Freshwater Bio-flocculation Chlorella vulgaris [44]

Table 1. 
Removal of harmful algal blooms by means of some microorganisms.
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makes them susceptible to infiltration by many pathogens. Some example includes 
Gambierdiscus toxicus, a benthic Dinoflagellate finds way on the dead corals, releas-
ing ciguatoxin which is responsible for causing Ciguatera Fish Poisoning (CFP) 
[65]. Thus if contaminations affects water quality and coral reefs are affected than 
G.toxicus is likely to bloom, causing widespread release of ciguatoxin. The loads 
for food, water and fuel continue to increasing to support this ever increase human 
population. These changes in climate and nutrients are contributing to eutrophica-
tion and expanding global footprint of harmful algal blooms (HABs) worldwide. It 
is now clearly known that the global expansion of HABs is continuing, with increas-
ing abundance, frequency, and geographic extent of HABs, with new species being 
documented in some new areas [48].

12. Influences of climate change

Inconsistency in climate equally contributes to the apparent increases of HAB, 
therefore effects of climate change needs to be seriously understood alongside with 
development of the risk assessments and effective management of HABs. This 
chapter considers the effects of past, present and future climatic variability on 
HABs. The one thing we are sure regarding climate is that it is changing and for all 
time. With complex nature of climate, temperature is only one of many factors to 
be considered. Each biological life has a temperature window within which it can 
survive. The direct upshot of global warming with elevated water temperature may 
affect seasonal composition of the phytoplankton, including changes in seasonal 
succession, and the position of biogeographic boundaries. There is still insufficient 
evidence to resolve this problem.

There has been a considerable boost in phytoplankton biomass over the last 
decades in definite regions of the North-East Atlantic and North Sea, particularly 
more in the winter months. Also in the North Sea a significant increase in phyto-
plankton biomass has been found in both intensely anthropogenically-impacted 
coastal waters and the comparatively less-affected open North Sea. Considerably 
decreasing trends in nutrient concentrations suggest that these changes are not 
being driven by nutrient enrichment. The increase in biomass appears to be associ-
ated to warmer temperatures and evidence that the waters are also becoming less 
turbid, thus allowing the normally light-limited coastal phytoplankton to more 
effectively utilize lower concentrations of nutrients [66]. A study of entity phyto-
plankton groups has shown increased temperatures were associated with an earlier 
timing of the highest abundance of some Dinoflagellate species. In disparity, the 
diatom species examined have not shown such a shift [67]. Coastal time series of 
HAB phytoplankton are much shorter in extent. Most began in the 1990s various 
HAB species are flagellates, life forms that are favored by augmented temperatures 
though direct influences on cellular processes and circuitously through increased 
stability of the water column. An increase in sea surface temperatures may facilitate 
the range expansion of HAB species [48].

Eventually elevated and extreme bursts of precipitation be able to increase the 
amount of runoff from the land and number of floods also. This may enhancing 
stratification in estuaries and sea lochs favoring the growth of Dinoflagellates. 
Some humic material during these events may increase the absorption of 
available nutrients which may promote growth of phytoplankton [48]. It is 
well-known that changes in temperature, pH, light, nutrient supply and water 
movement affects algal bloom dynamics as well as their toxicity. Climate change 
show predictable impact on these variables to differing extents in dissimilar 
regions [48, 68]. Also a lower pH has the potential to influence the speciation of 
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nutrients for example nitrogen, phosphate and silica which accounts important 
for phytoplankton growth [69]. Increased HAB events have a direct detrimental 
effect on ecosystems and they can often have a direct commercial impact on 
aquaculture, depending on the type of HAB. Causing economic impact which 
will be severe as in rural areas impacts to the aquaculture industry will have a 
disproportionate impact on the economy of the local area. Considering all known 
aspects about HABs some attempts were made for removal of harmful algal 
blooms with help of microorganisms as shown briefly in Table 1.

13. Manifestation of climate change and HABs

Climate change is negatively impacting health and leading to harmful transfor-
mation in aquatic ecosystems [70, 71]. Rising temperatures leading to acidification 
and oxygenation which alters basal metabolic functioning and species distributions 
along with the timing of essential biological activities [72, 73]. Due to acidifica-
tion physiological stress found to increase among sensitive marine species along 
with growth inhibition of calcifying organisms. As ocean deoxygenation alters the 
distribution and survival of aquatic organisms [74, 75]. This further alters structure 
and functioning of marine and freshwater ecosystems. Temperatures rise have 
predictable impact on the occurrence and concentration of marine diseases, habitat 
loss, including ocean deoxygenation inviting various environmental contami-
nants [76, 77]. As increased level of carbon dioxide in atmosphere has generated 
decreased value of pH in surface waters, offshore, coastal and upwelling marine 
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regions, including freshwater environments [78, 79]. Decreased pH shifts the car-
bonate system to decrease bicarbonate concentrations and increases dissolved CO2, 
thereby increasing carbon availability for photosynthesis [80]. Now such process 
downgrades the value of metabolically costly carbon-concentrating-mechanisms so 
that many species of phytoplankton evolved change that may alter the competitive 
balance among the species [81]. Climate change is now shifting the occurrence and 
distribution of marine species of various organisms around the world. Therefore 
frequency and impact of algal blooms have considerably increased around the 
world in recent decades [82]. Human modifications of the environment such as 
port construction, release of contaminated water, enriching nutrient by recreation, 
tourism, fishery, aquaculture, impacts harmful algal contributions [83]. As the 
reason HABs are now migrating to new ecosystems, therefore considerable risk 
to aquatic ecosystems and the humans is also found to increase. There is no doubt 
that oceans are getting warm because of accumulation of CO2 in the atmosphere 
through various activities [78]. Elevated CO2 offers the potential to rebalance the 
distribution of primary producers that rely upon inorganic carbon for performing 
photosynthesis [84]. Hence co-occurrence of climate change stressors and their 
physiological impacts have been in continue study from the past decade, exces-
sive level of biomass generated creates high levels of organic matter which, when 
respired, promotes hypoxia and acidification [85].

Coastal zones are host to a varied type of aquatic life and are known dynamic 
ecosystems [86]. Such locations found to be impacted by climate change as several 
coastal regions are getting warm hastily than the open-ocean [87]. It is also impor-
tant to note that coastal areas are also prone to eutrophication, acting as stressors, as 
unnecessary nutrient loading promotes HABs [88]. As result of ecological changes 
spring diatom blooms within temperate latitudes, surface waters speedily warm 
and stratify, which isolates bottom waters from surface influxes of dissolved oxygen 
and lowers CO2 water, making the condition promoting concurrent hypoxia and 
acidification [89]. Various HABs flourish in stratified water columns, in late spring 
and early-summer time’s stressor-sensitive, early-life stages of many aquatic genera/
species are present in coastal systems [90, 91]. Because of migrating of HABs to 
new ecosystems native species, experience selective pressures and consequently 
suffer the greatest population declines [92]. Generally Cyanobacterial HABs are 
associated with fresh to brackish water, even though blooms of Trichodesmium sp. 
and Lyngbyaa sp. in saline tropical and subtropical waters are considered as harmful 
mainly in Asian and South Pacific nations. Were Cyanobacterial HABs in the marine 
and freshwater bodies gets worsened due to elevated anthropogenic nutrients that 
can be the consequences of regional and local population density. Evidence shows 
that Cyanobacterial HABs are enhanced by elevated temperature [93], Likewise, 
elevated CO2 leads to increased growth rates of Cyanobacteria. But surplus inputs 
of N and P relative to Si shifts the conception from eukaryotic like diatom to 
Cyanobacteria creation. Noteworthy finding shows that internal loading of phos-
phorus together with decreasing N:P ratios able to enhance blooms of nitrogen-
fixing Cyanobacteria over the other phytoplankton at some area like Baltic Sea.

HABs species too have harmful effects solely on fish other invertebrates. Variety 
of planktonic algae forms HABs which are associated with killing of fish in nature 
[94–96]. Example algal blooms of planktonic fish killers haptophyte Prymnesium 
parvum, has caused fish killing blooms worldwide since the first recorded bloom 
in Danish waters in the 1930s. Some studies show that HABs effects physiology 
of fish indicating respiratory effect. Evidence shows that on exposure of fish to 
P. parvum reflects toxic effects related to fish gill damage. P. parvum exposure may 
effects fish health as increase in gill permeability found to cause sensitivity to subse-
quent secondary toxicity, as well as effects of hemolysis and anti-coagulant being 
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noted [97, 98]. Even mammals and birds exposed to Cyanobacterial toxins may 
become ill or sometimes die. Records show that when other bacteria in the water 
break-down dead Cyanobacteria, the dissolved oxygen may become depleted, 
which may responsible to kill fish. Also dense algal blooms in the water column 
blocks sunlight therefore other organisms cannot survive. Wildlife and pets can 
become more prone by drinking algal bloom water as very small amount of toxin 
can also cause illness to some of small animals if ingested. From past few decades, 
unexpected HAB phenomena have been recognized responsible for eutrophica-
tion and ballast water introductions, mean while climate is changing continuously. 
Changing atmospheric CO2 concentrations, with rise in global temperatures, melt-
ing of glaciers, changing of rainfall and stratification. Seeing that HABs are a global 
phenomenon requires international understanding, so need has been expressed for 
generating Global HAB Status.

From last some decade’s algal blooms are considered with more importance 
because of their impact on health and economies around the world [82]. Human 
modifications of the environmental activities could alter the composition of the 
phytoplankton community, with varied occurrence and geographic spread of 
bloom-forming species, also timing of phytoplankton blooms found to changed 
with increased window each year when blooms can develop [99–102]. Considering 
example of Karenia mikimotoi blooms which are characteristically associated with 
high rainfall and following low-salinity, high-nutrient run off from land [102]. As 
temperatures of sea surface in the North Sea have found risen more than the global 
average over the past 50 years [103]. Practically temperature rise initiates with 
increase in phytoplankton in the North Sea and North-East Atlantic. Most notably 
diatoms like Pseudo-nitzschia spp. [104, 105]. Increased blooms of K. mikimotoi have 
been seen further in north around the British Isles as compared to past and most 
potentially linked to changes in duration of stratification [104, 105]. On the other 
hand, many Dinoflagellates like Prorocentrum spp. have decreased in abundance in 
the North Sea over the last decade, as outcome of increasing temperatures condi-
tions [104–107]. Also shellfish found in Scottish waters have witnessed a decline 
in the toxins linked with paralytic shellfish poisoning in the last decade [104–107]. 
These examples show that different species are affected in different ways by 
changes in environmental conditions. By integrating knowledge of biogeography 
keen on impact of climate change will be fundamental key for better understanding 
the effects of change in environment on biodiversity with intention to predict the 
occurrence and location of an individual bloom event. Now it’s time to consider 
the future directions for HABs and climate change research by bringing together 
physiologists, ecologists, oceanographers, modelers and climate change special-
ists to develop consent with priority research for future HABs and climate change 
effects. In spite how the intensity of HABs changes, the certainty of ecosystems and 
their toxins creating serious physiological threat to aquatic.

14. Conclusion

The increasing incidences of toxic algal blooms have been reported at interna-
tional level in the past decades. Which are contributed by various causes including 
eutrophication, climate changes, upwelling of oceans, including unhealthy coral 
reefs. All information presented here do recapitulate the current state of knowledge 
about HABs to better understand how change in climate affecting HABs and also 
coastal communities worldwide. This chapter highlights environmental factors 
like temperatures, nutrient and turbulence as scorable aspects for HABs. Also, it is 
essential to note that these type of change also have the potential ability to decrease 
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regions, including freshwater environments [78, 79]. Decreased pH shifts the car-
bonate system to decrease bicarbonate concentrations and increases dissolved CO2, 
thereby increasing carbon availability for photosynthesis [80]. Now such process 
downgrades the value of metabolically costly carbon-concentrating-mechanisms so 
that many species of phytoplankton evolved change that may alter the competitive 
balance among the species [81]. Climate change is now shifting the occurrence and 
distribution of marine species of various organisms around the world. Therefore 
frequency and impact of algal blooms have considerably increased around the 
world in recent decades [82]. Human modifications of the environment such as 
port construction, release of contaminated water, enriching nutrient by recreation, 
tourism, fishery, aquaculture, impacts harmful algal contributions [83]. As the 
reason HABs are now migrating to new ecosystems, therefore considerable risk 
to aquatic ecosystems and the humans is also found to increase. There is no doubt 
that oceans are getting warm because of accumulation of CO2 in the atmosphere 
through various activities [78]. Elevated CO2 offers the potential to rebalance the 
distribution of primary producers that rely upon inorganic carbon for performing 
photosynthesis [84]. Hence co-occurrence of climate change stressors and their 
physiological impacts have been in continue study from the past decade, exces-
sive level of biomass generated creates high levels of organic matter which, when 
respired, promotes hypoxia and acidification [85].

Coastal zones are host to a varied type of aquatic life and are known dynamic 
ecosystems [86]. Such locations found to be impacted by climate change as several 
coastal regions are getting warm hastily than the open-ocean [87]. It is also impor-
tant to note that coastal areas are also prone to eutrophication, acting as stressors, as 
unnecessary nutrient loading promotes HABs [88]. As result of ecological changes 
spring diatom blooms within temperate latitudes, surface waters speedily warm 
and stratify, which isolates bottom waters from surface influxes of dissolved oxygen 
and lowers CO2 water, making the condition promoting concurrent hypoxia and 
acidification [89]. Various HABs flourish in stratified water columns, in late spring 
and early-summer time’s stressor-sensitive, early-life stages of many aquatic genera/
species are present in coastal systems [90, 91]. Because of migrating of HABs to 
new ecosystems native species, experience selective pressures and consequently 
suffer the greatest population declines [92]. Generally Cyanobacterial HABs are 
associated with fresh to brackish water, even though blooms of Trichodesmium sp. 
and Lyngbyaa sp. in saline tropical and subtropical waters are considered as harmful 
mainly in Asian and South Pacific nations. Were Cyanobacterial HABs in the marine 
and freshwater bodies gets worsened due to elevated anthropogenic nutrients that 
can be the consequences of regional and local population density. Evidence shows 
that Cyanobacterial HABs are enhanced by elevated temperature [93], Likewise, 
elevated CO2 leads to increased growth rates of Cyanobacteria. But surplus inputs 
of N and P relative to Si shifts the conception from eukaryotic like diatom to 
Cyanobacteria creation. Noteworthy finding shows that internal loading of phos-
phorus together with decreasing N:P ratios able to enhance blooms of nitrogen-
fixing Cyanobacteria over the other phytoplankton at some area like Baltic Sea.

HABs species too have harmful effects solely on fish other invertebrates. Variety 
of planktonic algae forms HABs which are associated with killing of fish in nature 
[94–96]. Example algal blooms of planktonic fish killers haptophyte Prymnesium 
parvum, has caused fish killing blooms worldwide since the first recorded bloom 
in Danish waters in the 1930s. Some studies show that HABs effects physiology 
of fish indicating respiratory effect. Evidence shows that on exposure of fish to 
P. parvum reflects toxic effects related to fish gill damage. P. parvum exposure may 
effects fish health as increase in gill permeability found to cause sensitivity to subse-
quent secondary toxicity, as well as effects of hemolysis and anti-coagulant being 
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noted [97, 98]. Even mammals and birds exposed to Cyanobacterial toxins may 
become ill or sometimes die. Records show that when other bacteria in the water 
break-down dead Cyanobacteria, the dissolved oxygen may become depleted, 
which may responsible to kill fish. Also dense algal blooms in the water column 
blocks sunlight therefore other organisms cannot survive. Wildlife and pets can 
become more prone by drinking algal bloom water as very small amount of toxin 
can also cause illness to some of small animals if ingested. From past few decades, 
unexpected HAB phenomena have been recognized responsible for eutrophica-
tion and ballast water introductions, mean while climate is changing continuously. 
Changing atmospheric CO2 concentrations, with rise in global temperatures, melt-
ing of glaciers, changing of rainfall and stratification. Seeing that HABs are a global 
phenomenon requires international understanding, so need has been expressed for 
generating Global HAB Status.

From last some decade’s algal blooms are considered with more importance 
because of their impact on health and economies around the world [82]. Human 
modifications of the environmental activities could alter the composition of the 
phytoplankton community, with varied occurrence and geographic spread of 
bloom-forming species, also timing of phytoplankton blooms found to changed 
with increased window each year when blooms can develop [99–102]. Considering 
example of Karenia mikimotoi blooms which are characteristically associated with 
high rainfall and following low-salinity, high-nutrient run off from land [102]. As 
temperatures of sea surface in the North Sea have found risen more than the global 
average over the past 50 years [103]. Practically temperature rise initiates with 
increase in phytoplankton in the North Sea and North-East Atlantic. Most notably 
diatoms like Pseudo-nitzschia spp. [104, 105]. Increased blooms of K. mikimotoi have 
been seen further in north around the British Isles as compared to past and most 
potentially linked to changes in duration of stratification [104, 105]. On the other 
hand, many Dinoflagellates like Prorocentrum spp. have decreased in abundance in 
the North Sea over the last decade, as outcome of increasing temperatures condi-
tions [104–107]. Also shellfish found in Scottish waters have witnessed a decline 
in the toxins linked with paralytic shellfish poisoning in the last decade [104–107]. 
These examples show that different species are affected in different ways by 
changes in environmental conditions. By integrating knowledge of biogeography 
keen on impact of climate change will be fundamental key for better understanding 
the effects of change in environment on biodiversity with intention to predict the 
occurrence and location of an individual bloom event. Now it’s time to consider 
the future directions for HABs and climate change research by bringing together 
physiologists, ecologists, oceanographers, modelers and climate change special-
ists to develop consent with priority research for future HABs and climate change 
effects. In spite how the intensity of HABs changes, the certainty of ecosystems and 
their toxins creating serious physiological threat to aquatic.

14. Conclusion

The increasing incidences of toxic algal blooms have been reported at interna-
tional level in the past decades. Which are contributed by various causes including 
eutrophication, climate changes, upwelling of oceans, including unhealthy coral 
reefs. All information presented here do recapitulate the current state of knowledge 
about HABs to better understand how change in climate affecting HABs and also 
coastal communities worldwide. This chapter highlights environmental factors 
like temperatures, nutrient and turbulence as scorable aspects for HABs. Also, it is 
essential to note that these type of change also have the potential ability to decrease 
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Chapter 5

On the Value of Conducting and 
Communicating Counterfactual 
Exercise: Lessons from 
Epidemiology and Climate Science
Gary Yohe

Abstract

Modeling is a critical part of crafting adaptive and mitigative responses to existential 
threats like the COVID-19 coronavirus and climate change. The United Nations, in its 
efforts to promote 17 Sustainable Development Goals, has recognized both sources 
of risk as cross-cutting themes in part because both expose the wide list of social and 
economic challenges facing the globe. Here, evidence is presented to encourage the 
research communities of both topics to work together within and across the boundar-
ies of their international infrastructures, because their modeling approaches, their 
social objectives, and their desire effectively to bring rigorous science to opinion writ-
ers and decision-makers are so similar. Casting decision analysis in terms of tolerable 
risk, conducting policy relevant counterfactual experiments, participating in orga-
nized model comparison exercises, and other research strategies are all part of their 
common scientific toolsets. These communities also share a responsibility to continue 
to hone their communication skills so that their insights are more easily understood by 
the public at large—skills that are also essential to protect their science from attack by 
groups and individuals who purposefully espouse their own misguided or deliberately 
misstated perspectives and/or, sometimes, their own corrupted personal agendas.

Keywords: risk, coronavirus, COVID-19, climate change, integrated modeling, model 
projections, counterfactual experiments, model comparisons, tolerable risk, value of 
information, sustainable development goals

1. Introduction

There are currently 17 United Nations Sustainable Development Goals, the so-
called SDGs, whose content was updated on the United Nations Website [1]. In its 
preface, the then current (July 1, 2020) collection of SDGs were presented as

“the blueprint to achieve a better and more sustainable future for all. They address 
the global challenges we face, including those related to poverty, inequality, climate 
change, environmental degradation, peace and justice.”

They are “a call for action by all countries—poor, rich, and middle-income—to 
promote prosperity while protecting the planet.” The SDGs thereby recognize issues 
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that revolve around trying to develop sustainably in a holistic global sense, but 
that does not mean that they miss the more microscale and pervasive issues where 
the devil lies in the details. That list is long and growing: ending poverty, building 
economic growth, and confronting social needs like access to quality education, 
quality health care, social protection against ordinary and extreme risks, quality 
opportunities and security in employment, personal security everywhere, food 
security, promoting equity and justice, and much more. In other words, it is like 
promoting the public welfare however it is as measured and monitored.

All of this must happen in the context of growing direct and indirect risks from 
ordinary environmental pollution, extraordinary and sometimes existential risks 
from climate change, as well as sudden and unrelenting risks from pandemics like 
COVID-19. While the United Nations asserts accurately that SDGs can “provide 
a critical framework for COVID-19 recovery,” it is also true that pandemics and 
climate change can expose the extent to which the progress toward achieving any 
SDGs has not been as significant as one might have hoped or even expected [2]. 
Both are color-blind, and neither is impressed by social or economic status. In one 
way or another, both can strike anyone or everyone living anywhere or everywhere.

Coronavirus pandemics and climate change are therefore a cross-cutting theme 
of enormous concern across the full range of sustainability issues. The very organi-
zation of the SDGs shows that this truth has been recognized by the United Nations. 
“COVID-19 Response” boxes are highlighted close to the tops of the presentations 
of all 17 of the goals. In addition, climate change has been sustainable development 
goal for some time; SDG-13, to be specific. Labeled “Take urgent action to combat 
climate change and its impacts”, this goal identifies three critical “targets” for action 
by decision-makers of all stripes: “strengthen resilience and adaptive capacity to 
climate-related hazards and natural disasters in all countries, integrate climate 
change measures into national policies, strategies and planning, and improve 
education, awareness-raising and human and institutional capacity on climate 
change mitigation, adaptation, impact reduction and early warning.” In addition, it 
is important to note that the COVID-19 Response Box for SDG-13 calls for: invest-
ments that accelerate decarbonization and promote sustainable solutions to energy 
market distortions, recognition of all climate risks, the creation of green jobs and 
vibrant employment markets within sustainable and inclusive growth, persistent 
transitions to more resilient societies that are fair to all, and reliance on interna-
tional cooperation to most effectively respond to the challenges of climate change, 
pandemics, and all of the SDGs.

Integrated models are one of the primary tools through which rigorous science 
can be inserted into deliberations of actions whose goals (social values and costs 
calibrated in whatever metric is appropriate) extend well into the future—a year 
or more for viral pandemics up to a century or two for climate change [3–5]. They 
are, therefore, a means by which decision-makers who are charged with promoting 
sustainable futures can apply rational and rigorous risk management procedures to 
their challenges. They are, as well, the means by which decision-makers can orga-
nize their thoughts around what emerging data and new science are revealing about 
the relative likelihoods and fundamental characteristics of possible futures.

This is particularly important because climate change impacts and global 
pandemics have both shown the tendency of, as put in Flyvbjerg [6], “regressing to 
the tail” over time. In words, both have shown patterns of never having offered their 
worst possible outcome; that is, things can always get worse, and there is no reason 
to believe, ceteris paribus, that that will not always be the case. Technically, this is 
possible when the tails of distributions are so fat that the mean and variance, among 
other moments, do not exist; generalized Pareto distributions display this charac-
teristic. Table 1 in [6] provides a list of the top 10 phenomena (by “tail thickness”) 
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and their calibration metric: earthquakes (Richter Scale max), cybercrime 
(financial loss), wars (per capita death rate), pandemics (deaths), IT procurement 
(percentage cost overrun), floods (water volume), bankruptcies (percentage of firms 
per industry), forest fires (area burned), Olympic Games (percentage cost overrun), 
and blackouts (number of customers affected). Italics, here, put three of the top 10 
squarely within the focus of this discussion.

More specifically and less technically, the US National Oceanographic and 
Atmospheric Administration has observed dramatically increasing trends in the 
number of billion dollar national catastrophes and the fraction of each year’s list 
that can be attributed to anthropogenic climate change [7]. Incredible episodes of 
enormous and increasing amounts of rain in one place over consecutive days have, 
for example, begun to occur because climate change has moved steering wind 
patterns, such as hurricanes like Harvey in 2017 and Florence in 2018, to suddenly 
not know where to go. Rapid successions of storms that do not diminish in intensity 
are now more common around the world because subsurface waters are historically 
hot in the spawning oceans. Damage records are meant to be broken, but Maria 
broke the bank for the third storm on the same track in less than one month in 2017. 
Fires from north to south across all of 2019 brought California more burned area 
and property than any time in history. Table 1 shows that these and other climate 
and weather disasters averaged $80.2 billion with 521 lives lost in the last decade; 
over the past 2015–2019, the averages were $106.3 billion with 772 lives lost. In 
addition, COVID-19 indirectly caused economic damages in the US early in its 
course that were larger than the Great Depression, at least in terms of the rates of 
 unemployment and economic loss [8].

In the face of these kinds of threats, what are the response options that need 
modeling support? Mitigation is one—slow the pace of the risk so that the spread 
of the consequences (symptoms) does not overwhelm social capacities to respond 
and adapt. That is, “flatten the curve” by social distancing, wearing masks, test-
ing, tracking, and quarantining, sheltering at home, locking down nonessential 
economic activity (that cannot be done remotely), etc. Or, invest in reducing 

Number of billion-dollar 
disasters (average per 

year)

Associated costs 
(average per year)

Associated fatalities 
(average per year)

1980s 
(1980–1989)

28 (2.8) $127.7B
($12.8B)

2808 (281)

1990s 
(1990–1999)

52 (5.2) $269.6B
($27.0B)

2173 (217)

2000s 
(2000–2009)

59 (5.9) $510.3B
($51.0B)

3051 (305)

2010s 
(2010–2019)

119 (11.9) $802.0B
($80.2B)

5212 (521)

Last 5 years 
(2015–2019)

69 (13.8) $531.7B
($106.3B)

3862 (772)

Last 3 years 
(2017–2019)

44 (14.7) $456.7B
($152.2B)

3569 (1190)

Overall 
(1980–2019)

258 (6.5) $1.754.6B
($43.9B)

13,249 (331)

Source: [7].

Table 1. 
Billion dollar disasters from climate and weather across the US.
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the emissions of greenhouse gases and decarbonizing the macroeconomy and 
thereby reduce the likelihoods of significant harm. Shrinking the tails of the most 
extreme consequences is another—invest in new adaptations and response actions 
(therapeutics and vaccines) that can eradicate the explosive nature of potential 
outbreaks. That is, invest in the development and distribution of new ways to 
minimize the ravages of the virus or prevent it from invading human beings. Or, 
invest in forward-looking or responsive adaptations that reduce the consequences of 
climate change.

These are abstract issues, of course, but confronting them is critical for efforts 
to manage the controversies that surround action decisions—controversies that 
can be born of misinterpretations of modeling results and applications, deliber-
ate distortions designed by unscrupulous agents to promulgate false perceptions, 
exaggerated foci that obscure social, economic, and political complexities, as well 
as unfounded assertions that attack the integrity of sound scientific practices [9]. 
These controversies make it clear that modelers need to work continually to improve 
the models that they employ to answer comparative policy-relevant questions and 
to communicate their results effectively. They therefore lead to the conclusion 
that efforts manage climate and health risks need to include exercising novel and 
traditional methods for improve modeling practices, the understanding of model-
ing structures, and the communication of modeling results. These efforts are just as 
important carefully taking account of more widely expressed modeling concerns: 
assumptions, bias, framing, and immodesty.

Here, similarities and synergies between epidemiologic models of pandemics 
like COVID-19 and integrated models of longer-term risks from climate change 
provide a context for productive suggestions about how to structure these efforts—
strategies like policy-relevant counterfactual exercises, structural model compari-
son experiments, value of information calculations, out-of-scale reality checks, and 
model updating are all highlighted, here. The goal is to offer some thoughts about 
how these research activities can support sound communication for sustainable 
development. This is especially important because systemic social and economic 
inadequacies have been laid bare by the COVID-19 pandemic and will be exacer-
bated by the growing global climate crisis [10].

Section 2 provides some context by reviewing briefly the early history of model-
ing the COVID-19 coronavirus with reference to the needs and challenges of that 
enterprise—representing the virus, the consequences of exposure, the implications 
of responding or not, the need for intervening in the workings of the economy, and 
so on. Section 3 frames the issue of improving the production and communica-
tion of modeling results in a skeptical, frightened, and uncertain world. Tools like 
methods to identify thresholds of tolerable risk, counterfactual modeling exercises, 
structured model comparisons, and value of information calculations are intro-
duced and discussed briefly with regard to practicality, context, and experience. 
Concluding and synthetic remarks occupy the last section.

2.  The early history of modeling COVID-19 in support of 
decision-makers

Even as the COVID-19 pandemic evolved through the beginning of its course in 
early 2020, discussions were underway around the world about preparing for the 
longer term. In the US, they were based on painful lessons learned from a response 
often characterized by delays, inefficiencies, a lack of federal coordination, and a 
pervasive skepticism about the science. Elsewhere, lessons were sometimes more 
timely and less painful, but the number of cases and deaths continued to climb daily 
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nearly everywhere. Some of these lessons were, of course, obvious. Containment 
and mitigation can have a positive effect. Creating effective diagnostic tests is 
difficult. It is even harder to produce and distribute high-quality tests and personal 
protection equipment in the quantities required. Fast-tracking new therapeutics 
might become productive, but the real hope probably lies in creating a new and 
effective vaccine as quickly as possible amidst uncertainties about the character of 
immunity from the virus and the distribution of the vaccine, itself. Other lessons 
were more obscure, but one seemed to touch nearly every point where action 
decisions were required or anticipated: informative modeling results are difficult to 
communicate and they are easy to criticize because coping with apparently incompre-
hensible uncertainty is not a widely distributed skill.

In the US and many other countries, virus impact projection models played a 
prominent role in political and public discussions about what it would mean to 
“flatten the curve” of new COVID-19 infections. Such models were essential to 
provide insight into the enormous scope of the problem. They became critical 
tools for planning the timing of efforts to return societies and economies to pre-
COVID-19 activities without doing more damage [11]. Many, however, did not 
provide necessary information on projected uncertainties in the course and severity 
of the virus, the key determinants of these uncertainties, the information required 
to reduce them, and/or best practices in conveying all of this to decision-makers, 
their constituents, and their bosses [12].

As a result, it was challenging for the primary “clients” of modelers’ products 
(decision-makers across governments of all scales, businesses large and small, 
religious organizations, public and private foundations, individuals, etc.) to be 
comfortable with the idea of assigning likelihoods or even degrees of confidence to 
their various outputs—that is, to the varieties of possible futures born of processing 
results from multiple modeling efforts and/or accommodating deliberately created 
probability distributions from a single model.

For example, when faced in February with five model results and a consult-
ing firm that produced a “composite” estimate of questionable value, Governor 
Cuomo of New York ultimately picked the model that produced the projections of 
hospital demand that matched the maximum number of hospital beds and inten-
sive care beds that his state could make available. The state had determined that it 
could essentially double its total capacity across its 12 geographic regions (53,000 
beds including 26,000 intensive care beds) by manipulating equipment on hand, 
converting non-treatment rooms into patient rooms, and organizing hundreds of 
hospitals into a single administrative entity—just barely adequate against the middle 
scenario that had estimated a maximum need of roughly 120,000 beds including 
60,000 ICU beds [13]. Why did he ignore the extreme possibilities? Not because 
they were totally implausible. “Why waste time”, he had thought, “worrying about 
the two extreme scenarios that would surely overwhelm the entire state hospital 
system regardless of what we did?”

Governor Cuomo’s predicament was a reflection of at least three phenomena that 
define the communication context of modelers’ best efforts. First of all, modeling 
is an essential tool for understanding the likely outcomes of different strategies for 
responding to a fast-moving global pandemic like COVID-19 [11] or, as consistently 
noted by the Intergovernmental Panel on Climate Change (IPCC), a slow but 
accelerating stressor like climate change [14–18]. Indeed, any phenomenon that 
produces large, growing, and widespread risk over time can threaten the planet’s 
ability to develop sustainably. However, developing and refining models for any of 
these threats are very difficult. In most cases, the most useful modeling necessarily 
involves multidisciplinary collaboration between epidemiologists (climate scien-
tists, natural scientists, etc.), public health experts, mathematicians, statisticians, 
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the emissions of greenhouse gases and decarbonizing the macroeconomy and 
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and economists—the sort of collaboration that cannot be built in a few days and is 
not possible at all without personal buy-in by willing participants.

Secondly, appropriately displaying uncertainty bands around “best-practice” 
projections increases the public communication challenges in engaging decision-
makers. Such relative likelihood information must be communicated in a respon-
sible, accurate, and understandable way, but also one that minimizes the risk that 
those who are uncomfortable with probabilistic information will simply throw up 
their hands and conclude that “Scientists do not know what they are talking about.” 
Care needs to be taken, as well, in communicating the value of looking at the tails 
of the distributions of results. Speaking of low likelihood extreme events of, for 
example, very bad outcomes cannot irresponsibly be labeled “fear mongering” if 
those events have very large consequences. Risk is, after all, the product of likeli-
hood and confidence; and it can be comparatively large and therefore worthy of 
careful consideration if either factor is large.

Finally, model results and their underlying science are vulnerable to attack by 
skeptics and partisans who are generally suspicious or, more problematically, pos-
sess political agendas [9]. This is particularly concerning when projections honestly 
change markedly from week to week as new information from around the world 
becomes available and when results from individual models diverge markedly. It is 
frequently difficult to explain to decision-makers why they should accept projec-
tions of any single, well-described policy scenario when its projected outcomes 
can differ so widely from model to model. These differences do not mean that any 
given model or ensemble of models is completely untrustworthy; they mean that 
the modelers are trying to describe the full range of possible futures as well as they 
can from difference perspectives of natural and/or human processes. Of course, it 
was the former impression that undermined trust in published models of COVID-
19 course projections, particularly after the “no policy” projections of the Imperial 
College London model [19] received such widespread public and political attention 
as a baseline description of the reality and seriousness of the health risks.

Some of the multiple efforts to understand the intricacies of the behavior this 
virus that blossomed well into the summer are covered briefly in [20]. Pei, et al. [21] 
is notable in this collection as perhaps the first rigorous counterfactual exercise; it 
was designed at Columbia University to answer the important question at the time: 
What would have happened if non-therapeutic interventions in the US had started 
earlier than March 15? According to their calculations, starting only a week earlier, 
on March 8, would have saved approximately 35,000 U.S. lives [a 55% reduction 
(95% CI: 46–62%)] and avoided more than 700,000 COVID-19 cases [a 62% reduc-
tion (95% CI: 55–68%)] through May 3. Starting interventions another week earlier 
could have reduced deaths by more than 50,000 (around 83%) with cases falling 
proportionately. There were no do-overs, of course. The US was well on its chosen 
pathway by May, but there would be chances to change course if (not really when) 
the virus came back. It follows that these published answers to an important “What 
if we had done X?” question should have become strong reasons to express urgency 
for renewed action if conditions began to deteriorate sometime downstream. They 
did with little prompt response, but that is another story.

Before then, on June 8th, Nature published two different counterfactual  studies 
that considered the opposite question while including other countries. Hsiang 
et al. [22] focused on six countries (China, France, Iran, Italy, the UK, and the US) 
where travel restrictions, social distancing, canceled events, and lockdown orders 
had been imposed. Their calculations, supported by an estimate that COVID-19 
cases had doubled roughly every 2 days starting in mid-January, suggested that as 
many as 62 million confirmed cases (385,000 in the US) had been prevented or 
delayed through the first week in April by the actions that had been implemented. 
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Meanwhile, Flaxman et al. [23] focused on 11 European countries on the same ques-
tion. They worked with estimated viral reproduction rates between 3 and 5; that is, 
every infected person was expected to infect between 3 and 5 other people per unit 
of time (the so called “serial interval”—estimated for COVID-19 in Du et al. [24] to 
be roughly 4 days). They estimated that a total of 3.1 million deaths (plus or minus 
350,000) were avoided through the end of April, and they found that only lock-
downs produced statistically significant effects on the number of estimated cases.

Were these high numbers really physically plausible? Yes, but they must be 
interpreted in their complete and proper contexts. The reported scenarios of all 
of the virus studies only described trajectories for cases and deaths that could be 
attributed to COVID-19 given alternative assumptions about the form and timing 
of any policy or behavioral response. As a result, each imagined path also involved 
a course of policy intervention that had other economic and social effects that were 
not captured in the analysis [25]. Ultimately, it is up to decision-makers to ponder 
the implicit trade-offs between these intertwined impacts, to ferret out joint levels 
of tolerable risk—a judgment they cannot be made honestly without acknowledging 
what the science says. Unfortunately, the president of the US called [21] a “political 
hit job” [26]. Even more troubling, conservatives more generally greeted coronavi-
rus models with the same “detest” that they have voiced about climate models [27].

It is important to note that modeling of the COVID-19 coronavirus was not 
the first time in recent history that widespread modeling played a significant role 
in framing global and national responses and communicating their social value. 
Shortly after the discovery of the Ebola viral disease (EVD) in West Africa, model-
ers around the world began to work to inform decision-makers about the regional 
and global risks. Chretien et al. [28] chronical 125 models from 66 publications of 
trends in EVD transmission (in 41 publications), effectiveness of various responses 
(in 29), forecasts (projections in 29), spreading patterns across regions and 
countries (15), the phylogenetics of the disease (9), and the feasibility of vaccine 
trials (2).

Their takeaway messages include some points that are salient, here. Taken in 
their order, they began by highlighting the need to understand the influence of 
increasing awareness of severe infections across various levels of community, to 
improve the ability to sustain that awareness, and to include its manifestations in 
the models. They also argued strongly for model coordination and systematic com-
parison of modeling results to better understand the major sources of uncertainty 
and how models accommodate their inclusion. Indeed, they encouraged the adop-
tion of ensemble approaches with transparent architectures for easier communica-
tion. Finally, drawing on Yozwiak et al. [29], they stress the importance of making 
data and results available more quickly and effectively to all interested parties. 
These efforts were part of an enormously successful global response organized by 
the World Health Organization (WHO) and the US Centers for Disease Control 
and Prevention (CDC), among others. When EVD subsided in November of 2015, 
28,000 cases and 11,000 deaths had been reported in Guinea, Liberia, and Sierra 
Leone. In the US, the final tally was 4 cases diagnosed among 11 cases recorded and 
2 deaths [30].

3.  Dealing more effectively with the challenge of communicating new 
information

The three phenomena noted above are daunting, but the experiences of the 
virus modelers whose work was criticized unjustly is evidence of the importance of 
skilled communication that anticipates the dangers of inserting quality science into 
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a political arena. Moreover, of course, improved communication depends in large 
measure on better modeling—taken one model at a time or together as informative 
ensemble.

These challenges bring to mind several strategies that can be productive in 
improving the workings of the models and the supporting of more confidence in 
their results. Before they are discussed, however, it can be productive to organize 
thoughts around more practical issues that can productively be considered when 
framing a complete research plan from creation to dissemination:

1. Models should be designed to produce results that are calibrated in terms of the 
welfare metrics that decision-makers and/or the public are using to compare 
possible futures against society’s implicit levels of tolerable risk.

2. Modelers should expend some significant efforts using their models to answer 
“What if?” questions that are actually being asked by decision-makers and 
members of the public (presumably in reference to tolerable risk). What would 
happen if we did nothing? Or if we did that? Or something else? What vari-
ables are most important in determining trends or variability in the answers 
to these questions? These are challenges that call for organized counterfactual 
explorations to consolidate insights from studies like [21–23].

3. Even more specifically, modelers can find profit in organizing themselves to 
examine systematically why different models can produce different results. Are 
the reasons structural, a matter of different assumptions, reflections of differ-
ent sensitivities to exogenous drivers, and so on? Organizing and participating 
in carefully designed model comparison experiments, conducted as part of routine 
model development using representations of uncertainty against tolerable risk 
levels, can build capacity to communicate with some transparency and intu-
ition why the results of a model or an ensemble of models are true and why 
they should be taken seriously.

4. Time scale matters in these questions, and so modelers should expect to asked 
about “When?” as well as “How?” and “What?”. Do calibrations of risk mani-
fest themselves over short or long term? Immediately, or with a lag? When 
should decision-makers plan to act, and what metrics should be monitored to 
best inform evaluations of the efficacy of their decisions. It follows that answers 
to counterfactual and model comparison questions can be very time sensitive.

5. Reporting on value of information (VOI) calculations can often support conclu-
sions about which variables are most important in driving the results into the 
future. This can be important information when it comes to framing plans for 
the next iteration of the modeling.

These thoughts are clearly interwoven, but the following subsections will pro-
vide some annotated descriptions of the italicized concepts and how they support 
the connections.

3.1 Thresholds of tolerable risk

Limits of tolerable risk reflect the level of “risk deemed acceptable by society 
in order that some particular benefit or functionality can be obtained, but in the 
knowledge that the risk has been evaluated and is being managed” (https://www.
encyclopedia.com). Starting with its first report, the New York (City) Panel on 

65

On the Value of Conducting and Communicating Counterfactual Exercise…
DOI: http://dx.doi.org/10.5772/intechopen.93639

Climate Change [31] employed this notion to frame both its evaluation and manage-
ment of climate change risks to public and private infrastructure. NPCC commu-
nicated the concept to planners and decision-makers by pointing out, for example, 
that building codes imposed across the City did not try to guarantee that a building 
will never fall down. Instead, they were designed to produce an environment in 
which the likelihood of the building’s falling down was below some X% threshold, 
that is, risk above X% was not “tolerable.” As climate change or a pandemic or any 
other outside stressor pushes a particular risk profile closer and closer to similarly 
defined thresholds of social tolerability, it is reasonable to expect that the invest-
ment in risk-reducing adaptations can quickly become a critical part of an iterative 
response strategy over time.

Figure 1 portrays one way by which current and future risk can be evaluated. 
A smaller version was created to support adaptation considerations in the face of 
climate change for public and private investment in New York City infrastructure. 
The idea was to locate infrastructure on the matrix under the current climate—the 
beginning of the arrow indicates that location. Planners could then envision how 
the location on the matrix would move as future trajectories of change evolved—
upward curving lines, perhaps, that generally move up and to the right at an 
increasing rate, but drawn as straight lines in Figure 1 for illustrative simplicity. 
Green boxes identify low-risk combinations of likelihood and consequence; they 
are benign and need not be of much worry to the people who manage the facility 
and the people who benefit from the services that it provides. Yellow and orange 
boxes identify moderate and significant risk combinations, respectively; they both 
lie below society’s perception of the limit of tolerable risk. Yellow boxes suggest 
moderate concern, but the orange boxes capture combinations that fall just short of 
the threshold of tolerability—the boundary between the orange and red boxes.

The arrow in Figure 1 shows how analysts could, by anticipating a dynamic 
scenario of climate change, alert decision-makers (as they moved along the arrow 
into the orange region) about the shrinking proximity of intolerable red combina-
tions to which some reactive or preventative actions would be required. Assume for 
comparison that it takes 4 units of time to reach the tip of the arrow and that time 
is linear with the box dimensions. In the iterative response program, passing from 
green region to the yellow takes one unit of time and puts the risk on somebody’s 
radar screen. Passing from yellow to orange in another 1.25 units of time triggers 
earnest planning and preparation for adaptive response. Finally, passing into the red 
region during the final 1.75 units of time identifies the anticipated time for action 
that would certainly include the implementation of outcome monitoring initiatives.

Figure 1. 
Risk matrix representation. The formal conceptualization of risk as the product of likelihood and consequence 
can be portrayed by a two dimensional matrix. Here, subjective calibrations of likelihood and consequence 
are qualitatively depicted by seven different categories from “Virtually Impossible” to “Virtually Certain” 
(probabilities close but not equal to zero and close but not equal to one, respectively). Source: Box 4.6 in [32].
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a political arena. Moreover, of course, improved communication depends in large 
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Figure 1 also suggests how this conceptual device can be used to insert uncer-
tainty about the future into the depiction and the iterative story. The upper dotted 
line represents a hypothetical 95th percentile scenario that portends larger conse-
quences with growing likelihood. It starts at the same location as the arrow, but it 
gets to the red region in just 2.4 units of time and spends the remaining 1.6 units 
plunging farther into the red area. The lower dotted line represents the 5th percen-
tile trajectory; it is also shorter, because it tracks below the median depicts cases 
where consequences increase more slowly along climate change scenarios that also 
proceed at a more leisurely pace. It does not even reach the orange level of risk over 
4 units of time. Together, these two pathways bound 90% of possible futures drawn 
from Monte Carlo simulations of a single model or an ensemble of parallel modeling 
efforts that are all anchored at current conditions. Decision-makers would expect to 
accelerate preparation and implementation at the point where the upper boundary 
of the inner 90% projection region (or any other higher or lower likelihood range 
determined by social norms) crosses the orange-red boundary as a hedge against 
a high consequence but lower likelihood risk tail. The reported results could, if 
this analysis were completed, include a distribution of projected response-action 
trigger-times rather than a single-valued best guess.

Achieving broad acceptance for any tolerable risk threshold is a huge task for 
many reasons, of course. For one, risk tolerance varies widely across societies and 
individuals (the locations of their institutional or personal risk thresholds). For 
another, the real challenge for governors confronting a pandemic or extreme climate 
change might be navigating between different, but perhaps strongly contradictory 
or competing risk management plans. It is possible, though. New York State, for 
example, relied on science to frame its economic strategies in terms of avoiding 
futures that would overwhelm its hospital system during a second wave of the virus 
after what had been a successful first response. It supplemented White House [33] 
“gating criteria” with two forward-looking thresholds: (1) hold the transmission 
rate of the virus below 1.0 and (2) keep vacancies of hospital beds and ICU beds 
across the state above 30% of total bed capacity [13]. These are two tolerable risk 
thresholds to which results from integrated epidemiological-economic models can 
certainly speak if they are properly designed.

3.2 Counterfactual exercises

What can be learned when public health and climate change researchers con-
front the ubiquitous “What if?” questions of science? Recall that Section 2 reported 
on three COVID-19 counterfactual studies that were of extreme interest to decision-
makers and the public at large: “What if we had started sooner?” and “What if we 
had not shut down the economy?” [21–23]. The results were striking, but plausible. 
More importantly, all three studies were also direct applications of one of the most 
fundamental research strategies in all of science. Counterfactual explorations, in 
fact, represent an approach to rigorous scientific inquiry that defines a research 
question, a trial group to test an answer and a control group to provide a basis for 
comparison—that is, the scientific method applied to scenarios with policy inter-
ventions and scenarios without.

Similar examples are abundant across the world of climate science, as well. The 
Summary for Policymakers of IPCC [17], for example, contains an iconic result 
from a comparison of two extreme assumptions. Figure SPM.4 is replicated here 
in Figure 2; it depicts a result that changed the way the entire world thought about 
global warming and our confidence in the proposition that it was primarily the 
product of human activity. The various panels of the figure compare the actual his-
torical global mean surface temperature record (starting in 1910) with distributions 
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of estimated global mean trajectories produced an ensemble of climate models 
including (trial group) and not including (control group) historically observed 
carbon emissions and associated forcings. The actual temperature pathway tracks 
inside only the distributions that include carbon forcings. Moreover, the inner 
90-percentile regions of the two distributions around the mean estimates bifurcate 
around 1980 (earlier for some continents and later for Australia); that is, beyond 
those bifurcation dates, the likelihood that both distributions are the products of a 
static climate are virtually nil. Actual temperature tracking therefore combines with 
the bifurcations to confirm, with very high confidence in 2007, that carbon emis-
sions are a primary cause of observed long term warming globally and across 6 of 7 
continents.

Figure 3 shows results from a more recent counterfactual approach that 
confronts a “try this versus try that” comparison from [20]. The three panels 
show the results of a modeling exercise designed to produce distributions of 
economic cost (or benefit) from climate change in 4–20 year climate eras run-
ning from 2020 to 2100 for 4 different mitigation (temperature target) futures 
and 7 geographical regions that cover the contiguous 48 states of the continental 
US [34]; distributions of transient regional temperature changes were drawn 
from [35]. Panel A shows estimates for labor costs (in terms of lost annual wages 

Figure 2. 
Comparison of observed continental- and global-scale changes in surface temperature with results simulated 
by climate models using either natural or both natural and anthropogenic forcings. Decadal averages of 
observations are shown for the period 1906–2005 (black line) plotted against the center of the decade and 
relative to the corresponding average for the period 1901–1950. Lines are dashed where spatial coverage is less 
than 50%. Blue-shaded bands show 5–95% range for 19 simulations from five climate models using only the 
natural forcings due to solar activity and volcanoes. Red-shaded bands show 5–95% range for 58 simulations 
from 14 climate models using both natural and anthropogenic forcings. Source: Figure SPM.4 in [17].
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Figure 3. 
Selected results from regional transient sectoral damage trajectories. Regional damage trajectories (median, 
5th and 95th percentiles and the inner quartile range) are displayed across the contiguous 48 states for the 4 
benchmark climate eras along all four of the emissions-driven GMT scenarios. Source: [34] Panel A: Labor 
damages: Annual lost wages per capita by region and year for the “2.0” and “BAU” scenarios. Panel B: 
Labor damages: Annual lost wages per capita by region and year for the “1.5” and “3.0” scenarios. Panel C: 
“1.5” versus “2.0” damages by sector in 2090: 5th to 95th percentile range of total costs (in millions of dollars) 
across the contiguous 48 states by sector for the “1.5” degree (in orange) and “2.0” degree scenarios (in blue). 
Overlapping ranges are shown in gray. Median estimates for each sector and scenarios are shown as dots in the 
color representing the scenario. Note the differences in scales between the two panels due to large variation in 
magnitude across sectors. Three sectors (aeroallergens, harmful algal blooms, and municipal and industrial 
water supply) are not shown, as the magnitude of damages is negligible compared to other sectors.
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per capita) for two different emissions scenarios—one is a “business as usual 
(BAU)” scenario, and the other keeps global mean surface temperature (GMST) 
increases below 2°C through 2100 along the median trajectory. Bifurcations of 
the inner 90% ranges occur by mid-century; and losses along BAU are uniformly 
much higher. Panel B replicates A for another two emissions scenarios—one 
limits the median GMST increase to 1.5°C, and the other, to 3°C. Again, statisti-
cally significant bifurcations occur in the mid-century, and losses are higher with 
warmer temperatures [34].

Loss differences for labor and 15 other sectors were a critical topic of concern 
when IPCC received an invitation from the members of the United Nations 
Framework Convention on Climate Change to provide report “on the impacts of 
global warming of 1.5°C above pre-industrial levels.” The IPCC accepted the invita-
tion in April of 2016 when it decided to prepare a “Special Report on the impacts of 
global warming of 1.5°C above pre-industrial levels and related global greenhouse 
gas emission pathways, in the context of strengthening the global response to the 
threat of climate change, sustainable development, and efforts to eradicate poverty” 
[36]. The headline messages included: “Climate-related risks for natural and human 
systems are higher for global warming of 1.5°C than at present, but lower than at 
2°C (high confidence). These risks depend on the magnitude and rate of warming, 
geographic location, levels of development and vulnerability, and on the choices 
and implementation of adaptation and mitigation options (high confidence). The 
avoided climate change impacts on sustainable development, eradication of poverty 
and reducing inequalities would be greater if global warming were limited to 1.5°C 
rather than 2°C, if mitigation and adaptation synergies are maximized while trade-
offs are minimized (high confidence).”

When it came to economic damages, though, Yohe [35] suggests that the value of 
hitting a warming target of 2°C instead 1.5°C might not be as impressive as it is for 
natural systems and other social systems that are already stressed by confounding 
factors. Panel C of Figure 3 makes this point for 16 sectors that were subjected to 
the same regional analysis as described above. All of the 2°C distributions overlap 
the 1.5°C distributions in 2090, so no bifurcations can be observed. Any conclusion 
of higher economic cost for the 2°C target must therefore be offered with at most 
medium confidence, on the basis of a single study, anyway.

These examples show that decision-makers and the public should be happy 
to see their decisions and perceptions informed by counterfactual experiments 
designed to identify the when differences in the risk profiles of alternative responses 
become statistically significant in terms of their net social benefit. Plotting the 
foundational distributions over time for alternative response options allows these 
experiments quickly to estimate when, in the future, it can be expected that the 
risk portraits of various policy options will become statistically different with, say, 
very high confidence because the 5th to 95th percentile distribution cones bifurcate—
valuable information, no doubt, for designing and implementing an iterative risk 
management response for a particular decision-making structure (like avoiding (in)
tolerable risk).

3.3 Model comparisons

In the climate arena, large groups of willing modelers sometimes all agree to run 
their models with the same distributions of the same sets of driving variables to 
explore their models’ respective sensitivities or compare response policies’ perfor-
mances across a spectrum projected futures [37–39]. Sometimes, the participants 
also run contrasting idiosyncratic “modelers’ choice” scenarios; and some even 
run full Monte Carlo analyses across relevant sources of uncertainty. When that 
happens, scientists can learn something about themselves as well as their topics 
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of interest. The early EMF-12 experiment, for example, displayed a curious result 
that persists over time—the variances of the output distributions for the modelers’ 
choice runs were significantly smaller than the output variances for the “common 
inputs” runs. It would seem that integrated assessment teams tended to be uncom-
fortable if their results were outliers in comparison with competing teams—a 
cautionary bias for decision contexts where ensemble distributions may be too 
narrow because thick tails could be catastrophic [37].

The Coupled Model Intercomparison Project (CMIP) was established by the 
Program for Climate Model Diagnosis and Inter-comparison (PCMDI) at Lawrence 
Livermore National Laboratories. PCMDI’s mission since 1989 has been to develop 
methods to rigorously diagnose and evaluate climate models from around the 
world, because the causes and character of divergent modeling results should be 
uncovered before they are trusted by decision-makers around the world. Over time, 
it has “inspired a fundamental cultural shift in the climate research community: 
there is now an expectation that everyone should have timely and unimpeded 
access to output from standardized climate model simulations. This has enabled 
widespread scientific analysis and scrutiny of the models and, judging by the large 
number of resulting scientific publications, has accelerated our understanding of 
climate and climate change” [38].

CMIP, itself, began in 1995 with the support and encouragement of the World 
Climate Research Program (WCRP). Its first set of common experiments—compar-
ing model responses to an “Idealized” forcing of 1% per year increase in carbon 
dioxide emissions. Subsequent experiments expanded continuing idealized forcing 
work to include parallel investigations historical forcings and comparisons with the 
observed records of climate variables like global mean surface temperature [39]. 
CMIP5 and CMIP6, for example, have explored why ensemble results do not track 
observations perfectly. The reason is uncertainty. Model results reflect uncertain-
ties, of course; but temperature observations are also imprecise. They are not 
records from a global set of thermometers; they are, instead, the products of model 
interpretations of remotely sensed data. Understanding why and how the differ-
ences occur is especially important because they are the ammunition for attacks by 
science skeptics and politicians with an anti-climate change perspective [40, 41].

CMIP also sponsors coordinated experiments like the “water hosing” experi-
ments designed to explore the sensitivity of the strength of the overturning of the 
North Atlantic thermohaline global circulation current to changes in upper ocean 
salinity. There, climate is held constant except for a simulated influx of un-salty gla-
cial melt water from Greenland. CMIP has, as well and since its inception, focused 
a lot of attention of making model inter-comparison data available to a wider 
scientific community than the modelers themselves. Here, a global coordination 
effort for scientific collaboration is admitting that communication to other research 
communities, decision-makers at all levels, and private citizens is an important 
part of their job description; some authors (e.g., [40]) have even included second 
abstracts in their published versions written in plain language.

Contrasting that approach to public health model comparisons with dramati-
cally different time scales and therefore dramatically different client needs adds 
diversity to the sources of new knowledge about the models and their relative skills. 
Shea et al. [42], motivated by the aggressive responses of many modeling groups 
to “forecast disease trajectory, assess interventions, and improve understanding of 
the pathogen,” expressed concern that their disparate projections might “hinder 
intervention planning and response by policy-makers.” These authors recognized 
that models do differ widely for a variety of good and not so good reasons. They 
also noted that relying on one model for authority might cause valuable “insights 
and information from other models” to be overlooked, thereby “limiting the 
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opportunity for decision-makers to account for risk and uncertainty and resulting 
in more lives lost.” As a result, they advocated a more systematic approach that 
would use expert elicitation methods to inform a CMIP style model comparison 
architecture within which decision-theoretic frameworks would provide rigorous 
access to calibration techniques. While certainly an addition to a long tradition of 
sometimes sporadic model comparison in public health, NSF [43] notes that this 
proposal would be the first time modelers would be allowed in the structure itself to 
see why their models disagree.

3.4 Time scale matters

Taken together, an ensemble of models that were designed to inform COVID-19 
response decisions were capable simultaneously and independently to produce 
estimates at many time scales and different geographic resolutions—daily, monthly, 
and a few years into the future for a city or town, a state, a region, or the country 
as a whole. So, too, are ensembles of climate models. Informed by new data and 
or new understanding of processes which drive component parts of their models, 
some modelers in either context can publish new sets of estimates for new combi-
nations and permutations of scale and location diversity at the same time. Done 
often enough over the course of a month or two for pandemics and 5 or 10 years for 
climate, those modelers could synthesize collections of time series of short-term 
estimates for any number of important output variables.

Daily recalculations may be excessive for most pandemic models, but surely, on 
a regular basis, decision-makers, analysts, and media types are anxious to compare 
the ensemble distributions of these results against the actual historical data. These 
plots produce insight into the relative near-term skills of the models across differ-
ent geographic scales. Modelers would surely be interested, as well and as shown 
by large participation in the CMIP exercises, because they will continue to try to 
improve their work and make it more valuable and accessible to the decision-makers 
who use it and the correspondents who interpret it. The point, as described in the 
mission of the PCMDI, is to generate early confidence in modelers’ abilities to 
project what will likely happen given what just happened and to communicate what 
that means clearly to the populations that care.

In light of this responsibility, climate scientists and epidemiologists have found 
it useful to conduct short-run skill tests of their models because they anticipate 
the need to understand and portray future changes that may happen very quickly. 
For example, it may become imperative at some point in the future to cope with 
sudden downstream impacts along an otherwise gradual scenario of change—an 
impact caused, for example, by crossing some unexpected critical threshold at 
some unknown date. In other cases, testing near term skill may be important to 
reassure clients of the quality of model results so that the implications of new and 
significantly different information can be processed by quickly decision-makers 
and the public.

3.5 The value of information

In an era of increasingly tight budgets, it is imperative that funders in both the 
public and private sectors understand the value of investments in different types 
of information distributed across and within the germane research areas. Climate 
change research is a case in point; billions of dollars are being spent to improve 
the knowledge base for future decision-making. A study by the National Research 
Council [44] called for decision tools to assist in estimating “the value of new 
information which can help decision makers plan research programs and determine 
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of interest. The early EMF-12 experiment, for example, displayed a curious result 
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which trends to monitor to best implement a risk management strategy.” Identifying 
the relevant decision-makers measurable priorities is critical, though, because it is 
their net benefit valuation protocols that produce the VOI metrics with which these 
calculations can be conducted. The Academy study emphasized that the application 
of decision theory could provide explicit descriptions of how rigorously to evaluate 
the appropriate value of perfect and imperfect information, much as done 30 years 
ago in [45–47].

On the health side of the comparison, VOI estimates need not be calibrated in 
monetary currency; human lives or other metric can be employed, especially if it 
can support aggregation across locations. This is one of the major lessons from the 
“risk to unique and threatened systems” Reason for Concern described in [48], even 
for the two areas where risks are measured in aggregates. In fact, risks of extreme 
(weather) events and risks to unique and threatened systems (including human 
communities) are areas where alternatives to financial currency are preferred.

Assuming access to decision-makers’ lists of operative and quantifiable valua-
tion metrics (including confidence in the ability to keep experienced risk below a 
tolerable maximum), temporal distributions of the value of enacting a re-opening 
strategy of a locked-down economy relative to a “stay the course” strategy could be 
available, for example, and the sign and magnitude of valued in differences in lives 
or jobs or gross domestic product or income inequality or even the likelihood of 
slowing progress toward an SDG could all be of interest, so, too, would be estimates 
of distributions of the value of improved (or depreciated) information about driv-
ing variables and/or epidemiological-socio-economic specifications.

4. Concluding remarks

The parallel and analogous roles of modeling to support response action in the 
face of two different sources of global existential risk—global viral pandemics and 
global human induced climate change—were the motivation for this discussion of 
the importance of continuing to work to improve multiplicative modeling efforts 
on both fronts. The rationales for choosing those sources of risk were many. Both 
are the source of enormous risk with distributions of impacts that are very thick, 
so “regressing to the tail” is the appropriate frame. Both have adopted similar 
risk-based approaches to decision making at micro and macro scales [49]. Both 
have explored similar modeling techniques and have pursued common methods for 
improvement. Both have faced issues with the communication of difficult subjects 
and concepts, and both have been subjected to misguided and manipulative attack.

The critical need to continue concerted efforts to improve the science is matched 
in importance by two other essential components. One is the need to improve com-
munication to decision-makers and the public at large, not only to advance knowl-
edge and understanding of the results at the appropriate decision-making hub and 
the associated population, but also to defend the results and their communication 
from misguided and sometime dishonest attack. Both motives are have recently 
been highlighted by the Working Group on Readying Populations for COVID-19 
Vaccine for the Johns Hopkins Center for Health [50] in preparation for achieving 
wide acceptance of a vaccine that can, when it is created and acclaimed to be safe 
and effective, be quickly and globally distributed. The other is the recognition that 
global risks require global responses, and so they require collaborative work across 
research groups, decision-makers, and populations scattered around the world.

The World Climate Research Program has been devoted to just that for decades, 
trying to improve both the production of collaborative new scientific results of real 
social value, but also their communication to positions of power. Climate effort 
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on global scale is impressive so far, but its work is far from done and progress on 
real action vis-a-vis SDG-13 has been slow. The WCRP mission has not, however, 
been lost on scholars of the international health community. Chretien et al. [27] 
posited this assessment of the then current affairs: “New norms for data-sharing 
during public health emergencies would remove the most obvious hurdle for model 
comparison. The current situation where groups either negotiate bilaterally with 
individual countries or work exclusively with global health and development agen-
cies is understandable, but highly ineffective. The EVD outbreak highlights again, 
after the 2003 Severe Acute Respiratory Syndrome epidemic and the 2009 influenza 
A (H1N1) pandemic, that an independent, well-resourced global data observatory 
could greatly facilitate the public health response in many ways, not least of which 
would be the enablement of rapid, high quality, and easily comparable disease-
dynamic studies.”

The widely variant COVID-19 coronavirus experiences across the world brought 
these points to the fore just as they exposed a plethora of social, ethical, and 
economic realities. In a world moving toward nationalism with persistent racism, 
growing inequities and threats from the wealthiest nation on the planet to remove 
itself from the WHO, global welfare as calibrated by the metrics underlying the 
17 SDGs is certainly in peril from these two cross-cutting themes. Recognition 
of common goals, common approaches, and common dedication to the general 
welfare of the planet across the climate and health science researchers may not be 
enough. Bringing those communities together through the matching international 
institutions designed to confront global crises with science and communication may 
be one of our best and last chances to avoid trusting universal herd immunity to 
protect us from everything.
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Chapter 6

Rights and Responsibilities:
The Reality of Forest Fringe
Communities in the Northern
Region of Ghana
Rikiatu Husseini, Stephen B. Kendie and Patrick Agbesinyale

Abstract

The goal for collaborative forest management (CFM) is to attain sustainable
management of forest resources for sustainable development. Securing rights and
responsibilities of forest fringe communities is central to achieving effective and
sustainable management of forest reserves. This article discusses the rights and
responsibilities of the forest fringe communities under Ghana’s collaborative Forest
Management (CFM) in the Northern region and explores the levels of awareness of
communities of these rights and responsibilities. The survey employed a mixed
method research design with community members and forestry staff as key
respondents. We found that although Forest fringe communities are entitled to
some admitted rights including access to the reserves and the right to harvest
nontimber forest products such as thatch, medicinal plants, dry wood for firewood
and edible fruits mainly for domestic use; in reality, access to such rights is some-
how restricted by the forestry staff. Fringe communities have limited knowledge
about their rights and responsibilities to the forest reserve. For sustainability, edu-
cating fringe communities on their rights and responsibilities to forest reserves and
involving them in management decisions is recommended as the surest ways of
securing their interests in CFM.

Keywords: collaborative forest management, rights, responsibilities, sustainability,
northern region

1. Introduction

An important guiding principle of the revised forest and wildlife policy is that it
recognizes and confirms the importance of local people in pursuing all other guiding
principles of the policy, and therefore proposes to place particular emphasis on the
concept of participatory management and protection of forest and wildlife
resources and to develop appropriate strategies, modalities and programs in con-
sultation with relevant agencies, rural communities and individuals [1]. The princi-
ples and strategies of the policy of participatory management recognizes the rights
of local people to have access to natural resources for maintaining a basic standard
of living and their concomitant responsibility to ensure the sustainable use of such
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1. Introduction

An important guiding principle of the revised forest and wildlife policy is that it
recognizes and confirms the importance of local people in pursuing all other guiding
principles of the policy, and therefore proposes to place particular emphasis on the
concept of participatory management and protection of forest and wildlife
resources and to develop appropriate strategies, modalities and programs in con-
sultation with relevant agencies, rural communities and individuals [1]. The princi-
ples and strategies of the policy of participatory management recognizes the rights
of local people to have access to natural resources for maintaining a basic standard
of living and their concomitant responsibility to ensure the sustainable use of such
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resources. To this effect, since the adoption of the 1994 Forest and wildlife policy,
several operations of the Forestry Commission (FC) have been revised to help meet
its aim of achieving equitable sharing of benefits and improved efficiency in man-
agement, particularly, in Southern Ghana [1].

For instance, under the Forestry Sector Development Programme (FSDP II) and
the High Forest Biodiversity Programme (HFBP), the FC has been providing sup-
port toward forest–based livelihood schemes such as grass-cutter rearing, seedling
production and snail farming [2]. Although access to NTFP’s for domestic use had
been enshrined in reserve settlement judgments, foresters had over the years not
been fulfilling these rights to land owners. As such all current management plans
reassert the rights of communities to harvest NTFP’s for domestic use, to have
access to fetish sites and other rights as enshrined in original agreements.

In addition to the above, the FC is promoting initiatives to assist forest fringe
communities to add value to harvested products through processing and market
promotion. This initiative known as Marketing Analysis and Development (MA and
D) according to the report is being piloted in three districts of Cape Coast. These are
Pra (Suhien forest reserve), Goaso (Bia Tano forest reserve) and Mpreaso
(Esukawkaw forest reserve). The ultimate goal is to organize forest fringe commu-
nities to form co-operatives to produce items for the export market ([2], p. 7). In
terms of integrated use of forest resources, Oduro [3] reports that the collaborative
forest management unit (CFMU) of FC has initiated programs that involve helping
communities to develop their capacity to manage forest resources in southern
Ghana. For instance in Assin Fosu, the author reports that, CFMU has supported
communities to manage ancestral forest groves. In the Esen forest reserve at Akyem
Oda, the CFMU has involved local communities in devising improved management
of NTFPs. The program involved experiments in developing nurseries for the
propagation of various NTFPs, using different methods including seed planting,
root and stem cuttings. This report has been affirmed by the Forestry Commission
of Ghana [2]. Report by Oduro [3] also indicates that the CFMU has carried out a
survey of people’s attitude in communities near forest reserves which have been
proposed for different types of protection: special biological protection areas, hill
sanctuaries, and convalescence and fire block areas. The report from the survey
showed considerable local support for the continued protection of the forest
reserves, particularly for the protection of drinking water supplies, rehabilitation of
degraded forests and fire protection belts.

One factor that is worth noting from the literature is that, all the initiatives and
successes were recorded in southern Ghana where timber abounds. There are no
records of such initiatives or operations by the FC for fringe communities in the
timber-poor Northern Region. Being a timber—poor zone, presupposes that com-
munities do not enjoy social responsibility agreement (SRA) as enjoyed by those in
Southern Ghana. Ironically, among the challenges that the revised Ghana’s forest
and wildlife policy sought to address are; the inadequate response to the domestic
demand of timber and timber products which has led to increased illegal chainsaw
operations in the supply of timber to the market, and the challenges to CFM
strategy on how to achieve sustainability in forest management, to integrate local
communities into planning and management whilst maintaining a profitable sector.
Yet work by [4] found out that participation of fringe communities in the manage-
ment of forest reserves is passive and tokenistic with local people having no control
over access to resources and management. The critical question is, do the fringe
communities in the Northern region and for that matter Northern Ghana have any
user-rights or obligations to forest reserves at all? Answering this question is the
main objective that this article sought to achieve.
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2. Theoretical framework interest

Decisions of forest fringe communities may have positive or negative environ-
mental, economic, and social impacts on sustainable development depending on
whether it is managed sustainably or not. However, managing forest ecosystems
sustainably requires knowledge of their main functions, and the effects of human
practices, especially human practices or activities of the communities and/or settle-
ments fringing the forest ecosystems including forest reserves. These practices are
often perpetuated with the intension of meeting their needs or wants. Therefore it is
important to consider the rights and responsibilities of people living around the
forest ecosystems in forest management decisions so as to take onboard those
practices that inure to the benefits of the society and the forest environment. This
can only be done successfully if the frontiers of forest ecosystems and resource
management understand the fringing communities and how they interact with the
forest ecosystems. This is because, according to Metz et al. [5] even though over the
years scientific literature shows there has been an increasing attempt to understand
and integrate long-term effects of current practices of forest management on sus-
tainable development, often, there is no sufficient understanding of the potential
long-term impacts of current practices on sustainable development. According to
the authors this may stem from the fact that often governing agencies fail to
recognize the rights and responsibilities of key stakeholders whose actions and
inactions define the forest practices, thereby defeating the purposes of collaborative
forest management.

Collaborative forest management (CFM) denotes collective action by multi-
stakeholders including local communities for sustainable forest management (SFM)
for all. It is premised on the fact that community participation will increase resource
flows to local people and help reduce rural poverty by providing them with their
livelihoods [6]. According to the principles of CFM, sustainable forest management
is the long term aim of CFM. Therefore, aside meeting other aims such as fair
benefits to partners and equity in benefit sharing within community, the key
objective is sustainability. The Forest Principles adopted at the United Nations
Conference on Environment and Development (UNCED) in 1992 specifically states
that: “Forest resources and forest lands should be sustainably managed to meet the
social, economic, ecological, cultural and spiritual needs of present and future
generations. In doing so the interests of Forest-Dependent Communities, security of
tenure of forest resources and access to forest land to private and public land
holdings, including the rights and obligations of forest owners and local communi-
ties must be regarded [7]”.

Sustainable development (SD) on the other hand has been defined by FAO
Forest Resources Assessment [8] as: “the management and conservation of the
natural resources base, and the orientation of technological and institutional change
in such a manner as to ensure the attainment and continued satisfaction of human
needs for present and future generations” [9, 10].

The essence of this form of development is a stable relationship between human
activities and the natural world, which does not diminish the prospects for future
generations to enjoy a quality of life as good as the present generation. This implies
that, SD can only be achieved through SFM which hinges upon collaborative
management of forest resources.

However, because local communities living in or around forests and forest
reserves have a traditional dependency upon same, their actions and inaction affects
collaborative management decisions and the sustainability of the forest resources.
Therefore, respecting the rights and obligations of forest owners and local
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resources. To this effect, since the adoption of the 1994 Forest and wildlife policy,
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demand of timber and timber products which has led to increased illegal chainsaw
operations in the supply of timber to the market, and the challenges to CFM
strategy on how to achieve sustainability in forest management, to integrate local
communities into planning and management whilst maintaining a profitable sector.
Yet work by [4] found out that participation of fringe communities in the manage-
ment of forest reserves is passive and tokenistic with local people having no control
over access to resources and management. The critical question is, do the fringe
communities in the Northern region and for that matter Northern Ghana have any
user-rights or obligations to forest reserves at all? Answering this question is the
main objective that this article sought to achieve.
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communities, and enhancement of their well-being are critical to sustainable forest
management and development. As emphasized by Metz et al. [5], significant eco-
nomic, social, and environmental contributions to sustainable development can be
gained by involving local people and stakeholders and developing adequate policy
frameworks.

Riding on the back of rational choice theory by Buchanan and Tullock [11], this
article equates the rights and responsibilities of fringe communities to their
expected benefits and costs from forest reserves and discusses these under the
current practice of the concept of collaborative forest management in the study
area.

2.1 The study area

The region has a total land area of about 70,384 sq. km (7 million ha) which is
29% of the land area of Ghana. Of the total land area of 70,384sq km of the region,
3556.92 sq. km (5.05%) is under reservation [12]. Northern Region is located
between latitude 8 30″ and 10 30″ N and lies completely in the savannah belt. It has
Togo and La Cote D’Ivoire to the East and West, respectively, as its international
neighbors. To the south, the region shares boundaries with Brong Ahafo and the
Volta Regions, and to the north, it shares borders with Upper-East and Upper-West
Regions. Results of the 2010 population and housing census gave the regional
population as 2479, with an intercensal growth rate of 2.9% between 2000 and
2010 [13].

The main vegetation is classified as vast areas of grassland, mainly Guinea
savannah interspersed drought-resistant trees such as the acacia, baobab, shea
dawadawa, mango, neem Ghana [14]. The region is drained by the Black and white
Volta and their tributaries, such as Rivers Nasia and Daka www.ghana.gov.gh/.

3. Research methodology

This study employed a mixed method which combined survey and in-depth
interviews. The article is part of a larger study conducted on the fringe communities
surrounding forest reserves in four forest districts in the Northern region of Ghana.
Two reserves were randomly selected from each of the four forest districts, giving a
total of eight sampled forest reserves. Proportionate sampling was then used to
select communities whilst simple random sampling was employed in sampling
household heads. With a target population of 14,343, a total of 370 households were
sampled at 95% confidence level with a 5% margin of error. For detail methodology
of the study, see Husseini et al. [4]. Table 1 shows a summary of the sampled
reserve and communities.

Key informants comprised 13 forestry staff, 21 assembly members, 23 women’s
group leaders (magazias), 23 chiefs, 1 representative from stool lands and the head
of the CFM Unit (CFMU) of the Resource Management Support Centre (RMSC) of
FC, summing up to 82 key informants.

Quantitative data was collected using structured interview schedule while qual-
itative data was obtained by in-depth interviews. The quantitative data was ana-
lyzed with Statistical Product for Service Solution (SPSS) version 16 software, using
descriptive statistics such as frequency tables and percentages. The results from the
in-depth interviews were categorized into appropriate themes and analyzed
through discourse analysis.
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4. Results and discussion

4.1 Awareness of tenure rights and management of forest reserves

Kowero et al. [15] assert that enabling policies, legislation and institutional
instruments like clear tenure rights, are important in promoting sustainable man-
agement of natural resources. The study revealed that 310 household heads
(representing 83.8%) interviewed (Table 2) are of the opinion that forest reserves
are owned by the state or the government whilst only 38 (10.3%) respondents think
that forest reserves are owned by the community.

It was also found that, of the 370 household heads interviewed, 306 of them
(representing 82.7%) believe that forest reserves are managed by the Forest Ser-
vices Division (FSD) staff while 64 of them (representing 17.3%) are of the opinion
that forest reserves are either managed by community and FSD, district assembly or
traditional rulers (Table 3).

The key informants’ interview with chiefs revealed that with the exception of
three chiefs (Gulkpe-Naa, the Pusuga naa and Kpatugri naa) who knew that forest
reserves are owned by the traditional authorities, 17 of the sampled chiefs believe
that forest reserves within their communities are owned by the state and managed
by the FSD. The other three chiefs are of the opinion that reserves belong to District
Assembly and managed by the government. Similarly, with the exception of the

Forest districts Forest reserves selected Sampled communities

Tamale Water works F/R Yohini, Zogbele, Choggu

Sinsablegbini Zakariyili, Zibogu,Tugu

Walewale Nasia Tributaries Pigu, Pishigu, Sakpule

Gambaga scarp West BLK I Samini, Gbani, Langbinsi

Yendi Daka head water Nakoa, Kpatili, Nawuni and Gushiegu

Kumbo Kpatugri, Juanayili, Pusuga

Damongo Yakumbo Old Buipe and Lito

Damongo scarp Damongo and Soalepe

Total 8 23

Table 1.
Forest districts, sampled reserves and communities for the study.

District Category of ownership

Community owned State owned NGO owned The chief Total

Frequency/percentage

Damango 7 (18.4%) 60 (19.4%) 1 (16.7%) 3 (18.8%) 71 (19.2%)

Tamale 22 (57.9%) 175 (56.5%) 3 (50.0%) 9 (56.2%) 209 (56.5%)

Walewale 4 (10.5%) 35 (11.3%) 1 (16.7%) 2 (12.5%) 42 (11.4%)

Yendi 5 (13.2%) 40 (12.9%) 1 (16.7%) 2 (12.5%) 48 (13.0%)

Total 38 (100.0%) 310 (100.0%) 6 (100.0%) 16 (100.0%) 370 (100.0%)

Table 2.
Households’ awareness about ownership of forest reserves.

83

Rights and Responsibilities: The Reality of Forest Fringe Communities in the Northern Region…
DOI: http://dx.doi.org/10.5772/intechopen.93550



communities, and enhancement of their well-being are critical to sustainable forest
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expected benefits and costs from forest reserves and discusses these under the
current practice of the concept of collaborative forest management in the study
area.

2.1 The study area

The region has a total land area of about 70,384 sq. km (7 million ha) which is
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3556.92 sq. km (5.05%) is under reservation [12]. Northern Region is located
between latitude 8 30″ and 10 30″ N and lies completely in the savannah belt. It has
Togo and La Cote D’Ivoire to the East and West, respectively, as its international
neighbors. To the south, the region shares boundaries with Brong Ahafo and the
Volta Regions, and to the north, it shares borders with Upper-East and Upper-West
Regions. Results of the 2010 population and housing census gave the regional
population as 2479, with an intercensal growth rate of 2.9% between 2000 and
2010 [13].

The main vegetation is classified as vast areas of grassland, mainly Guinea
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dawadawa, mango, neem Ghana [14]. The region is drained by the Black and white
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Two reserves were randomly selected from each of the four forest districts, giving a
total of eight sampled forest reserves. Proportionate sampling was then used to
select communities whilst simple random sampling was employed in sampling
household heads. With a target population of 14,343, a total of 370 households were
sampled at 95% confidence level with a 5% margin of error. For detail methodology
of the study, see Husseini et al. [4]. Table 1 shows a summary of the sampled
reserve and communities.

Key informants comprised 13 forestry staff, 21 assembly members, 23 women’s
group leaders (magazias), 23 chiefs, 1 representative from stool lands and the head
of the CFM Unit (CFMU) of the Resource Management Support Centre (RMSC) of
FC, summing up to 82 key informants.

Quantitative data was collected using structured interview schedule while qual-
itative data was obtained by in-depth interviews. The quantitative data was ana-
lyzed with Statistical Product for Service Solution (SPSS) version 16 software, using
descriptive statistics such as frequency tables and percentages. The results from the
in-depth interviews were categorized into appropriate themes and analyzed
through discourse analysis.
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agement of natural resources. The study revealed that 310 household heads
(representing 83.8%) interviewed (Table 2) are of the opinion that forest reserves
are owned by the state or the government whilst only 38 (10.3%) respondents think
that forest reserves are owned by the community.

It was also found that, of the 370 household heads interviewed, 306 of them
(representing 82.7%) believe that forest reserves are managed by the Forest Ser-
vices Division (FSD) staff while 64 of them (representing 17.3%) are of the opinion
that forest reserves are either managed by community and FSD, district assembly or
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three chiefs (Gulkpe-Naa, the Pusuga naa and Kpatugri naa) who knew that forest
reserves are owned by the traditional authorities, 17 of the sampled chiefs believe
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women leader (magazia) for Pusuga and the assembly person for Damongo, who
knew that forest reserves are owned by traditional authorities, the rest (22 magazias
and 22 assembly person) are of the opinion that forest reserves are owned by the
state and managed by the FSD.

These responses are a manifestation of the processes of development planning in
Ghana which have generally been top-down and highly centralized. According to
Tandoh-Offin [16], while there has been four development plans under the so-
called decentralized development planning in Ghana, majority of the decisions and
activities that inform all of these plans since 1992 have followed similar approaches
as those before, where central government agencies continued to have dominance
in the processes and activities. This results affirms Adjei et al. [17] assertion that
although Ghana’s decentralized forest management intervention recognizes local
authorities and creates the requisite democratic space for community representa-
tion in forest governance, failure of Forestry Commission (FC) to transfer adequate
decision-making power and resources among other factors have collectively under-
mine local authorities’ capacity to be responsive and accountable to the collabora-
tive process in forest management. To the extent that chiefs and assembly members
are unaware of the ownership of forest reserves in their localities, tells the un-
participatory nature of our so-called decentralized system of development planning.

The above responses on ownership also show that fringe communities of forest
reserves in Northern region are unaware of their tenure rights. Forest reserves in
Ghana according to Boakye and Baffoe [18], are communally owned, but are held in
trust by Government on behalf of the stool or skin landowners through the Forest
Ordinance of 1927. According to Asare [19] ownership of forest is closely linked to
the indigenous system of landownership. Land is communally owned and held in
trust on behalf of the people through the stools and skins. Landowners therefore
exert substantial control in deciding whether an area should be set aside for reser-
vation. Though the national law grants the government the authority to constitute a
reserve on any land it deems appropriate, landowners must be consulted through an
arbitration process to take their concerns into consideration. What this means is
that landowners whether stools or skins have immense power on setting aside an
area as permanent forest estate and always have rights to revenue from the exploi-
tation of the resource.

This was confirmed by the key informants interview with the head of operations
of stool lands in the region, who revealed that, all the forest reserves in the region
are situated on skin lands with the overlords being the Yaa Naa (Dagbon land), the
Nayiri (Mamprugu land), the Yagbun-wura (Gonja land) and the Bimbila Naa

District Category of stakeholders managing forest reserve

Forest service
division

Community and
FSD

District
assembly

Traditional
rulers

Total

Frequencies/percentages

Damango 60 (19.6%) 7 (25.9%) 4 (17.4%) 0 (0.0%) 71 (19.2%)

Tamale 175 (57.2%) 12 (44.4%) 13 (56.5%) 9 (64.3%) 209 (56.5%)

Walewale 36 (11.8%) 2 (7.4%) 3 (13.0%) 1 (7.1%) 42 (11.4%)

Yendi 35 (11.4%) 6 (22.2%) 3 (13.0%) 4 (28.6%) 48 (13.0%)

Total 306 (100.0%) 27 (100.0%) 23 (100.0%) 14 (100.0%) 370 (100.0%)

Table 3.
Household awareness about who manages the forest reserves.
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(Nanumba land). Unfortunately, the reality is that almost all chiefs and community
members believe otherwise as there is no legal framework to that effect. The
perception of the fringe communities about tenure rights of forest reserves upholds
Brown’s [20] report that Ghana’s forest policies have not any legislative or tenurial
change to stimulate the process of community involvement in forest management.
It also agrees with the findings of Ahenkan and Boon [21] that consultation pro-
cesses that led to the 1994 forest and wildlife policy had limited involvement of local
communities. Further, it confirms the assertion by Boakye and Baffoe [18] that,
even though Ghana’s forest reserves are supposed to be managed by both public and
communal property regimes, management is leaned more to the former. State
control often deprives fringe communities of access to forest resources due to their
bureaucratic and centralized processes which distance them from management
decisions and access to benefits.

The lack of knowledge of communities about the ownership or tenure rights is
indirectly contributing to their exclusion from forest management activities [4].
This may affect their commitment and cooperation toward any collaborative
efforts.

4.2 Socioeconomic importance of forest reserves to fringe communities

Collective action in solving natural resource problems is more likely when users
are dependent on the resource system for a major portion of their livelihood and
when users have a common understanding of the problem [6, 22]. Gibson et al. [23]
also assert that the value people place on their benefits and losses from development
projects is critical in motivating and increasing their commitments to project sus-
tainability. In this study therefore, we sought the opinions of respondents on the
benefits derived by their communities from the forest reserves as well as their use-
rights and responsibilities.

The survey revealed major benefit derived from the forest reserve which
include; wood for charcoal and firewood, bush meat, herbal medicine, protection
from rainstorm and poles for roofing. The least mentioned benefits include ropes,
provision of shade, esthetics, and chew stick. Table 4 shows a summary of the
common benefits that are derived from the forest reserves by the fringe
communities.

Given the statement by Odera’s [24] that, sustained forest benefits to commu-
nity members guarantees a successful collaborative forest management implemen-
tation, the enjoyment of aforementioned benefits by fringe communities in the
study area is likely to boost their interest and commitment to any collaborative
effort for sustainable management of the forest reserves. Notwithstanding that, the
survey also revealed that not all the above benefits are enjoyed legally. Some com-
munity members harvest quantities beyond what is enjoyed on them. The study
therefore sought views of both household respondents and key informants on
communities’ rights to use the forest reserves.

4.3 Admitted rights of communities to the forest reserves

Admitted rights are customary rights enjoyed by communities and individuals
living close to forest reserve at the time of reservation when they are not seen as
harmful to the forest. These rights include cultural and religious rights such as entry
into the reserve to perform some cultural rites ([25], p. 29). The household survey
revealed that majority 262 of the respondents (70.8%) admitted to having the right
to freely enter the forest reserves whilst the remaining 108 (29.2%) said they do not
have free access to forest reserves. The most common reasons given by the 29.2%
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women leader (magazia) for Pusuga and the assembly person for Damongo, who
knew that forest reserves are owned by traditional authorities, the rest (22 magazias
and 22 assembly person) are of the opinion that forest reserves are owned by the
state and managed by the FSD.

These responses are a manifestation of the processes of development planning in
Ghana which have generally been top-down and highly centralized. According to
Tandoh-Offin [16], while there has been four development plans under the so-
called decentralized development planning in Ghana, majority of the decisions and
activities that inform all of these plans since 1992 have followed similar approaches
as those before, where central government agencies continued to have dominance
in the processes and activities. This results affirms Adjei et al. [17] assertion that
although Ghana’s decentralized forest management intervention recognizes local
authorities and creates the requisite democratic space for community representa-
tion in forest governance, failure of Forestry Commission (FC) to transfer adequate
decision-making power and resources among other factors have collectively under-
mine local authorities’ capacity to be responsive and accountable to the collabora-
tive process in forest management. To the extent that chiefs and assembly members
are unaware of the ownership of forest reserves in their localities, tells the un-
participatory nature of our so-called decentralized system of development planning.

The above responses on ownership also show that fringe communities of forest
reserves in Northern region are unaware of their tenure rights. Forest reserves in
Ghana according to Boakye and Baffoe [18], are communally owned, but are held in
trust by Government on behalf of the stool or skin landowners through the Forest
Ordinance of 1927. According to Asare [19] ownership of forest is closely linked to
the indigenous system of landownership. Land is communally owned and held in
trust on behalf of the people through the stools and skins. Landowners therefore
exert substantial control in deciding whether an area should be set aside for reser-
vation. Though the national law grants the government the authority to constitute a
reserve on any land it deems appropriate, landowners must be consulted through an
arbitration process to take their concerns into consideration. What this means is
that landowners whether stools or skins have immense power on setting aside an
area as permanent forest estate and always have rights to revenue from the exploi-
tation of the resource.

This was confirmed by the key informants interview with the head of operations
of stool lands in the region, who revealed that, all the forest reserves in the region
are situated on skin lands with the overlords being the Yaa Naa (Dagbon land), the
Nayiri (Mamprugu land), the Yagbun-wura (Gonja land) and the Bimbila Naa

District Category of stakeholders managing forest reserve

Forest service
division

Community and
FSD

District
assembly

Traditional
rulers

Total

Frequencies/percentages
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Tamale 175 (57.2%) 12 (44.4%) 13 (56.5%) 9 (64.3%) 209 (56.5%)

Walewale 36 (11.8%) 2 (7.4%) 3 (13.0%) 1 (7.1%) 42 (11.4%)

Yendi 35 (11.4%) 6 (22.2%) 3 (13.0%) 4 (28.6%) 48 (13.0%)

Total 306 (100.0%) 27 (100.0%) 23 (100.0%) 14 (100.0%) 370 (100.0%)

Table 3.
Household awareness about who manages the forest reserves.
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(Nanumba land). Unfortunately, the reality is that almost all chiefs and community
members believe otherwise as there is no legal framework to that effect. The
perception of the fringe communities about tenure rights of forest reserves upholds
Brown’s [20] report that Ghana’s forest policies have not any legislative or tenurial
change to stimulate the process of community involvement in forest management.
It also agrees with the findings of Ahenkan and Boon [21] that consultation pro-
cesses that led to the 1994 forest and wildlife policy had limited involvement of local
communities. Further, it confirms the assertion by Boakye and Baffoe [18] that,
even though Ghana’s forest reserves are supposed to be managed by both public and
communal property regimes, management is leaned more to the former. State
control often deprives fringe communities of access to forest resources due to their
bureaucratic and centralized processes which distance them from management
decisions and access to benefits.

The lack of knowledge of communities about the ownership or tenure rights is
indirectly contributing to their exclusion from forest management activities [4].
This may affect their commitment and cooperation toward any collaborative
efforts.

4.2 Socioeconomic importance of forest reserves to fringe communities

Collective action in solving natural resource problems is more likely when users
are dependent on the resource system for a major portion of their livelihood and
when users have a common understanding of the problem [6, 22]. Gibson et al. [23]
also assert that the value people place on their benefits and losses from development
projects is critical in motivating and increasing their commitments to project sus-
tainability. In this study therefore, we sought the opinions of respondents on the
benefits derived by their communities from the forest reserves as well as their use-
rights and responsibilities.

The survey revealed major benefit derived from the forest reserve which
include; wood for charcoal and firewood, bush meat, herbal medicine, protection
from rainstorm and poles for roofing. The least mentioned benefits include ropes,
provision of shade, esthetics, and chew stick. Table 4 shows a summary of the
common benefits that are derived from the forest reserves by the fringe
communities.

Given the statement by Odera’s [24] that, sustained forest benefits to commu-
nity members guarantees a successful collaborative forest management implemen-
tation, the enjoyment of aforementioned benefits by fringe communities in the
study area is likely to boost their interest and commitment to any collaborative
effort for sustainable management of the forest reserves. Notwithstanding that, the
survey also revealed that not all the above benefits are enjoyed legally. Some com-
munity members harvest quantities beyond what is enjoyed on them. The study
therefore sought views of both household respondents and key informants on
communities’ rights to use the forest reserves.

4.3 Admitted rights of communities to the forest reserves

Admitted rights are customary rights enjoyed by communities and individuals
living close to forest reserve at the time of reservation when they are not seen as
harmful to the forest. These rights include cultural and religious rights such as entry
into the reserve to perform some cultural rites ([25], p. 29). The household survey
revealed that majority 262 of the respondents (70.8%) admitted to having the right
to freely enter the forest reserves whilst the remaining 108 (29.2%) said they do not
have free access to forest reserves. The most common reasons given by the 29.2%
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(108) of household heads who said they are not allowed entry into the forest
reserves are that, they are denied because:

Some members destroy the forest by cutting down trees for fire wood; the forest
reserve is not for the community; if people are allowed to enter the forest freely,
they can destroy the reserve; forest staff feel unsafe to let local people enter freely
due to past experience with encroachers; and finally that some members go into the
forest reserves to sell illegal drugs like marijuana.

These reasons by those who said they are denied entry into the reserves may
suggest that some members are sometimes not allowed to enter the reserve not
because they do not have the right, but due to the possible illegal activities they may
carry out in the reserve. This is evident in the list of benefits (Table 4) enjoyed by
communities which included harvesting of wood for charcoal and firewood for sale.
As indicated by Marfo [26] the statutory law only recognizes “customary” access
and use rights for domestic purposes. Therefore it is illegal for fringe communities
to access non-timer forest products for commercial purposes. However, when
respondents were asked about their admitted rights (Table 5) 78.4% of them
admitted to their communities having rights to harvest medicinal plants, 70%
admitted to collecting edible fruits like shea and dawadawa, 60.3% admitted to
harvesting thatch grass for roofing and 54.6% admitted to harvesting firewood for
domestic purposes. Table 5 shows the admitted rights enjoyed by the fringe com-
munities.

5. Response from Forestry Staff on Admitted Rights of Communities

Like the household heads, the interviews with the district forest managers
revealed that fringe communities in the study area have the right of access into the
reserve (using the right paths) and the right to harvest non-timber forest products
for domestic use such as thatch grass, medicinal plants, dry wood for firewood,

Major benefits Least mentioned benefits

Wood for charcoal and firewood Ropes

Bush meat Provision of shade

Herbal medicine Esthetics

Protection from rainstorm Income

Poles for roofing Chew stick

Thatch grass Stimulation of rain or good weather

Grazing grounds for animals Sand winning for building purposes

Fodder Forest serving as a hideout for wee smokers

Food (fruits)

Water

Farmland

Honey

Using the reserve as a place of worship

Using the forest as a place of convenience

Using the reserve as recreational grounds

Table 4.
Summary of benefits derived from the forest reserves.
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controlled grazing, shea nuts, dawadawa fruits and canes. However, due to abuse of
rights for controlled grazing, it is no more allowed in the reserves. Some forest
guards believe that communities are entitled to harvest non-timber forest products,
but these rights are sometimes abused. One of the forest guards replied as follows:

“Community members are entitled to harvest dead wood, thatch grass, fodder, chew
stick, and collect shea and dawadawa fruits without any conditions. These rights to
some extent boost the interest of some good Samaritans to help in protecting the forest
reserve but some community members sometimes abuse the rights” (Forest guard—
Yendi district).

In contrast to the views of the district managers and some forest guards, four of
the eight forest guards interviewed are of the opinion that farmers do not have any
right to collect any product from the reserves because those rights are confined to
only off-reserve woodlands (woodlands outside reserves).

In reality, the responses from these four forest guards only imply that they do
not understand what user-rights are, or are unaware of the user-rights of commu-
nities over forest reserves. The lack of awareness of forest guards may serve as the
basis for abuse of use-rights of communities (by way of access restriction to forest
reserves) and that can be a source of conflict between them and community
members.

A chi- square test of independence on household responses on admitted rights
gave p-value of 0.000. Being smaller than the alpha value of 0.05, a p-value of
0.000 indicate that there is significance differences between the forest districts with
regards to respondents’ views on their rights over the forest reserves. For instance,
Table 5 shows that for harvesting of fruits and medicinal plants, almost all the
respondents in Damongo, walewale and Yendi answered in the affirmative whilst
for Tamale 37.3% think otherwise. The trend is different with regards to harvesting
of firewood for domestic use, where all the respondents from Damongo district
answered in the affirmative with only 36.8% (77) of the respondents in Tamale
district answering in the affirmative. This differences are probably because some
community members do not know their rights. It may also be due to the over

Harvest
firewoodfor
domestic use?

Collect shea and
dawadawa fruits?

Harvest medicinal
plants?

Harvest thatch for
roofing?

Yes
(Freq/%)

No
(Freq/%)

Yes
(Freq/%)

No
(Freq/%)

Yes
(Freq/%)

No
(Freq/%)

Yes
(Freq/%)

No
(Freq/%)

Damongo 71
(35.1%)

0 (0.0%) 71
(27.4%)

0 (0.0%) 70
(24.1%)

1 (1.2%) 64
(28.7%)

7 (4.8%)

Tamale 77
(38.1%)

132
(78.6%)

106
(40.9%)

103
(92.8%)

131
(45.2%)

78
(97.5%)

77
(34.5%)

132
(89.8%)

Walewale 26
(12.9%)

16 (9.5%) 41
(15.8%)

1 (0.9%) 41
(14.1%)

1 (1.2%) 41
(18.4%)

1 (0.7%)

Yendi 28
(13.9%)

20
(11.9%)

41
(15.8%)

7 (6.3%) 48
(16.6%)

0 (0.0%) 41
(18.4%)

7 (4.8%)

Total (54.6%)
202

(100%)

168
(100%)

(70%)
259

(100%)

111
(100%)

(78.4%)
290

(100%)

80
(100%)

(60.3%)
223

(100%)

147
(100%)

Table 5.
Responses on admitted rights enjoined by the fringe communities.
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(108) of household heads who said they are not allowed entry into the forest
reserves are that, they are denied because:

Some members destroy the forest by cutting down trees for fire wood; the forest
reserve is not for the community; if people are allowed to enter the forest freely,
they can destroy the reserve; forest staff feel unsafe to let local people enter freely
due to past experience with encroachers; and finally that some members go into the
forest reserves to sell illegal drugs like marijuana.

These reasons by those who said they are denied entry into the reserves may
suggest that some members are sometimes not allowed to enter the reserve not
because they do not have the right, but due to the possible illegal activities they may
carry out in the reserve. This is evident in the list of benefits (Table 4) enjoyed by
communities which included harvesting of wood for charcoal and firewood for sale.
As indicated by Marfo [26] the statutory law only recognizes “customary” access
and use rights for domestic purposes. Therefore it is illegal for fringe communities
to access non-timer forest products for commercial purposes. However, when
respondents were asked about their admitted rights (Table 5) 78.4% of them
admitted to their communities having rights to harvest medicinal plants, 70%
admitted to collecting edible fruits like shea and dawadawa, 60.3% admitted to
harvesting thatch grass for roofing and 54.6% admitted to harvesting firewood for
domestic purposes. Table 5 shows the admitted rights enjoyed by the fringe com-
munities.

5. Response from Forestry Staff on Admitted Rights of Communities

Like the household heads, the interviews with the district forest managers
revealed that fringe communities in the study area have the right of access into the
reserve (using the right paths) and the right to harvest non-timber forest products
for domestic use such as thatch grass, medicinal plants, dry wood for firewood,
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controlled grazing, shea nuts, dawadawa fruits and canes. However, due to abuse of
rights for controlled grazing, it is no more allowed in the reserves. Some forest
guards believe that communities are entitled to harvest non-timber forest products,
but these rights are sometimes abused. One of the forest guards replied as follows:

“Community members are entitled to harvest dead wood, thatch grass, fodder, chew
stick, and collect shea and dawadawa fruits without any conditions. These rights to
some extent boost the interest of some good Samaritans to help in protecting the forest
reserve but some community members sometimes abuse the rights” (Forest guard—
Yendi district).

In contrast to the views of the district managers and some forest guards, four of
the eight forest guards interviewed are of the opinion that farmers do not have any
right to collect any product from the reserves because those rights are confined to
only off-reserve woodlands (woodlands outside reserves).

In reality, the responses from these four forest guards only imply that they do
not understand what user-rights are, or are unaware of the user-rights of commu-
nities over forest reserves. The lack of awareness of forest guards may serve as the
basis for abuse of use-rights of communities (by way of access restriction to forest
reserves) and that can be a source of conflict between them and community
members.

A chi- square test of independence on household responses on admitted rights
gave p-value of 0.000. Being smaller than the alpha value of 0.05, a p-value of
0.000 indicate that there is significance differences between the forest districts with
regards to respondents’ views on their rights over the forest reserves. For instance,
Table 5 shows that for harvesting of fruits and medicinal plants, almost all the
respondents in Damongo, walewale and Yendi answered in the affirmative whilst
for Tamale 37.3% think otherwise. The trend is different with regards to harvesting
of firewood for domestic use, where all the respondents from Damongo district
answered in the affirmative with only 36.8% (77) of the respondents in Tamale
district answering in the affirmative. This differences are probably because some
community members do not know their rights. It may also be due to the over
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protective attitude of forest guards in the Tamale district as compared to those in
other districts. Tamale Metropolis is the most concentrated in terms of population
density and also the most urbanized district in the region, it has the highest pro-
portion (14.3%) of the economically active population in the Northern region [13].
As such there is a likely need for more land for development, hence the need for
tight precautions against encroachment. This could be a good reason to make forest
guards in the Metropolis over protective of the forest reserves.

6. Views of chiefs, magazias and assembly persons on admitted rights

The key informant interview with chiefs partly confirms the responses from the
household survey. Sixteen out of the 23 chiefs admitted to their communities having
user-rights though sometimes with difficulties. The remaining seven chiefs (six
from the Walewale district and one from Tamale district) indicated that their
communities do not have any use- rights to the reserves. Similarly, 16 out of the 23
“magazias” (women leaders) interviewed admitted to their community members
having rights to collect some firewood and some non-wood forest products for
domestic purposes. It was revealed by the “magazias” that the rights of women
differ from that of men. Whereas women usually fetch water from the streams in
the reserves, gather vegetables and fruits and harvest firewood for domestic use,
men are allowed to hunt, harvest termites (for fowls), poles, thatch, as well as
harvest firewood for sale.

The responses from some household heads, chiefs and magazias who indicated
their communities do not have user-rights to the reserves show they are ignorant of
their rights. Their responses could be attributed to their exclusion from manage-
ment decisions or due to lack of awareness of communities’ rights by the forest
guards who blatantly restrict communities’ access to the reserves. This is manifested
in the responses of some forest guards about their knowledge on communities’ right
to the reserves in the following paragraph.

When asked about the knowledge on user-rights of communities the following
were some of the responses from the forest guards:

“Community members do not have any rights to the reserves. Farmers only have
right to apply for land to farm through the plantation programme” (Forest guard—
Walewale district)

“There is no user-rights for communities apart from farming under the national
plantation programme. They should go outside the reserve for whatever they want
until such a time that it may be possible for us to allow them into the reserve for
some resources” (Forest guard-Tamale district).

The above responses from some forest guards point to the fact that administra-
tion of forest reserves in the study area is not participatory. To the extent that
frontline staffs of FSD believe that fringe communities do not have any user-rights
to forest reserves, shows FSD is still holding onto the “command and control”
system of management as was reported by Husseini et al. [4]. Moreover, because
some community members are unaware of their rights over the forest reserves, they
have come to accept the denial of their rights as the norm and so they do not
challenge the status quo. The likely result of this denial is illegal access of the forest
resources by community members since there is no motivation for them to protect
the forest reserves. A situation which downfalls one of the purposes of the revised
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Forest and Wildlife policy (2012) as stated in its policy strategic direction Section
4.1 Subsection 4.1.2, clause f, which seeks to define forest and tree rights in all kinds
of forests and ownership systems (2012, p. 28).

6.1 Social responsibility agreement (SRA)

A social responsibility agreement (SRA) may be defined as an agreement capable
of being enforced in a court of law which imposes a duty on a timber contractor to
provide certain acceptable social amenities to the communities whose forest the
contractor operates to the tune of 5% of the annual royalties payable by the con-
tractor. These agreements are ways of ensuring that all Timber Utilization Contract
activities are done in a more socially responsible way that respect the rights of the
land owners. It is usually attached as a schedule to the contract, which is legally
binding. SRAs are negotiated by the FSD with the affected communities in advance
of the contract being advertised ([25], p. 33).

When respondents were asked whether they enjoy social responsibility benefits
from the reserves, 342 of them (representing 92.4%) admitted they do not benefit
whilst 28 (7.6%) indicated they benefit. The reasons given by the 28 (7.6%)
respondents, who answered in the affirmative, are that it is their social responsibil-
ity to protect the forest from intruders and fire outbreaks. Others think that their
SRA is the benefits they get from the reserve like firewood, grazing fields, hunting
and football pitches. Certainly, it is clear from the reasons given by the few (7.6%)
who claim their communities enjoy SRA that, they do not understand the concept of
SRA or the facility does not exist at all as indicated by the majority.

For the 342 (92.4%) who answered in the negative, some of them indicated that
it was the first time they were hearing about SRA. Others said that the tree species
in the Northern region are not attractive enough for exploitation due to the unfa-
vorable climate, to warrant such social responsibility benefits. Obviously, the latter
reason affirms the climate and vegetation of the region, ie. relatively dry with a
single rainy season and Guinea savannah [14], which does not support the growth
of tall timber tree species. Further, the interview with the forestry staff revealed
that, forest reserves in the region were gazetted mainly for protective purposes and
so little or negligible exploitation goes on in them. This result also agrees with
Mashall [27] that the functions of forest reserves in the Northern territories were for
the conservation of water supplies, shelterbelts, and prevention of erosion, shelter-
belts and domestic supply of fuel wood, poles and possibly the production of a
limited amount of sawn timber. This implies that production of commercial timber
was from the unset not the main objective for forest reservation in the study area.

Similar to the views of household heads and the forestry staff, response chiefs,
assembly persons and Magazias revealed that fringe communities do not enjoy any
social responsibility benefits from the forest reserves. These responses were further
confirmed by the head of operations of stool lands in the region, who revealed that
due to the non-productive nature of forest reserves in the region, land owners do
not receive any royalties or SRA from the reserves. According to him, most revenue
from the skin lands in the region come from ground rents, compensation and
annual rents. These are fees taken for use of land for farming, residential, commer-
cial and other uses related to physical development. The head of operations of stool
lands in the region believes that this situation derails the interest of the chiefs in the
reserves.

His response confirms Oduro’s [3] observation that the current forest and wild-
life policy is silent on how to reward owners of forests, zoned for permanent
protection. The author argues that although owners of production forests receive
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men are allowed to hunt, harvest termites (for fowls), poles, thatch, as well as
harvest firewood for sale.

The responses from some household heads, chiefs and magazias who indicated
their communities do not have user-rights to the reserves show they are ignorant of
their rights. Their responses could be attributed to their exclusion from manage-
ment decisions or due to lack of awareness of communities’ rights by the forest
guards who blatantly restrict communities’ access to the reserves. This is manifested
in the responses of some forest guards about their knowledge on communities’ right
to the reserves in the following paragraph.

When asked about the knowledge on user-rights of communities the following
were some of the responses from the forest guards:

“Community members do not have any rights to the reserves. Farmers only have
right to apply for land to farm through the plantation programme” (Forest guard—
Walewale district)

“There is no user-rights for communities apart from farming under the national
plantation programme. They should go outside the reserve for whatever they want
until such a time that it may be possible for us to allow them into the reserve for
some resources” (Forest guard-Tamale district).

The above responses from some forest guards point to the fact that administra-
tion of forest reserves in the study area is not participatory. To the extent that
frontline staffs of FSD believe that fringe communities do not have any user-rights
to forest reserves, shows FSD is still holding onto the “command and control”
system of management as was reported by Husseini et al. [4]. Moreover, because
some community members are unaware of their rights over the forest reserves, they
have come to accept the denial of their rights as the norm and so they do not
challenge the status quo. The likely result of this denial is illegal access of the forest
resources by community members since there is no motivation for them to protect
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Forest and Wildlife policy (2012) as stated in its policy strategic direction Section
4.1 Subsection 4.1.2, clause f, which seeks to define forest and tree rights in all kinds
of forests and ownership systems (2012, p. 28).

6.1 Social responsibility agreement (SRA)

A social responsibility agreement (SRA) may be defined as an agreement capable
of being enforced in a court of law which imposes a duty on a timber contractor to
provide certain acceptable social amenities to the communities whose forest the
contractor operates to the tune of 5% of the annual royalties payable by the con-
tractor. These agreements are ways of ensuring that all Timber Utilization Contract
activities are done in a more socially responsible way that respect the rights of the
land owners. It is usually attached as a schedule to the contract, which is legally
binding. SRAs are negotiated by the FSD with the affected communities in advance
of the contract being advertised ([25], p. 33).

When respondents were asked whether they enjoy social responsibility benefits
from the reserves, 342 of them (representing 92.4%) admitted they do not benefit
whilst 28 (7.6%) indicated they benefit. The reasons given by the 28 (7.6%)
respondents, who answered in the affirmative, are that it is their social responsibil-
ity to protect the forest from intruders and fire outbreaks. Others think that their
SRA is the benefits they get from the reserve like firewood, grazing fields, hunting
and football pitches. Certainly, it is clear from the reasons given by the few (7.6%)
who claim their communities enjoy SRA that, they do not understand the concept of
SRA or the facility does not exist at all as indicated by the majority.

For the 342 (92.4%) who answered in the negative, some of them indicated that
it was the first time they were hearing about SRA. Others said that the tree species
in the Northern region are not attractive enough for exploitation due to the unfa-
vorable climate, to warrant such social responsibility benefits. Obviously, the latter
reason affirms the climate and vegetation of the region, ie. relatively dry with a
single rainy season and Guinea savannah [14], which does not support the growth
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that, forest reserves in the region were gazetted mainly for protective purposes and
so little or negligible exploitation goes on in them. This result also agrees with
Mashall [27] that the functions of forest reserves in the Northern territories were for
the conservation of water supplies, shelterbelts, and prevention of erosion, shelter-
belts and domestic supply of fuel wood, poles and possibly the production of a
limited amount of sawn timber. This implies that production of commercial timber
was from the unset not the main objective for forest reservation in the study area.

Similar to the views of household heads and the forestry staff, response chiefs,
assembly persons and Magazias revealed that fringe communities do not enjoy any
social responsibility benefits from the forest reserves. These responses were further
confirmed by the head of operations of stool lands in the region, who revealed that
due to the non-productive nature of forest reserves in the region, land owners do
not receive any royalties or SRA from the reserves. According to him, most revenue
from the skin lands in the region come from ground rents, compensation and
annual rents. These are fees taken for use of land for farming, residential, commer-
cial and other uses related to physical development. The head of operations of stool
lands in the region believes that this situation derails the interest of the chiefs in the
reserves.

His response confirms Oduro’s [3] observation that the current forest and wild-
life policy is silent on how to reward owners of forests, zoned for permanent
protection. The author argues that although owners of production forests receive
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royalties, those whose forests have been designated for permanent protection and
for environmental benefits do not receive any. The lack of social responsibility
benefits for fringe communities is a hindrance to their allegiance to any effort
toward CFM. Among the reasons for community participation in CFM is to secure
access to a given forest and use rights as well as create new sources of income for
communities [6]. Therefore, the rights of fringe communities in Northern region
have to be secured if their commitment in the collaborative management of forest
reserves is to be guaranteed.

7. Responsibilities of communities to the management of forest reserves

Fringe communities do not only have rights but also have the duties and roles in
protecting forests within their areas, under the law and Constitution of Ghana.
Section 19 of the LI 1649 places upon the land owner a responsibility not to allow
the use of unregistered chainsaw for cutting trees or sawing timber on his or her
land. As such, communities have the obligation to control the extent of forest
exploitation so that the very important roles played by the forest resources can
continue [25]. Households views were therefore sought on what they think are the
responsibilities of community members to the management of forest reserves.
Table 6 shows the responses on what households perceive as responsibilities of
their communities toward management of forest reserves.

The study showed that only three management activities namely boundary
clearing, fire control and planting of trees in the reserves were admitted by the
majority of households’ respondents as the responsibilities of their communities
toward the management of forest reserves (Table 6).

Similarly, responses from the key informants’ interviews with the district forest
managers, Forest guards, chiefs, assembly members and magazias revealed fringe
communities’ roles in the management of forest reserves to be provision of labour
for plantation establishment and contract boundary clearing. These results are not
surprising since these are the activities that FSD usually involves community mem-
bers as reported by Husseini et al. [4].

Communities seeing these activities as their responsibilities are a positive condi-
tion that can be used as a means to awaken their interest and commitment to the
collaborative management of forest reserves. That notwithstanding, it can be real-
ized from Table 6 that majority of the households do not regard the remaining
four activities (Weeding, nursing of seedlings, boundary patrol and boundary
planting) as their community responsibilities. This mind set defeats the very pur-
pose of the revised forest and wildlife policy (2012, p. 27) which has in its policy
strategic direction 4.1 Subsection 4.1.1 clause d; to “support local communities,
non-governmental Organizations including women and youth to receive
training that allow them meet their objective and assume optimal management
responsibilities.”

The implication is that in the absence of contract boundary cleaning or fire
outbreak, and in the absence of plantation programs like the Modified taungya
system in the reserves, communities do not bear any responsibility toward the
management of forest reserves. Lack of shared responsibilities among the
communities and forestry department coupled with communities’ perception
that forest reserves belong to the state, is likely to hinder any effort toward
collaborative management. Collaborative forest management is most beneficial if
both parties take on responsibilities that maximize their capacity ([28, 29],
pp. 55–77).
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royalties, those whose forests have been designated for permanent protection and
for environmental benefits do not receive any. The lack of social responsibility
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have to be secured if their commitment in the collaborative management of forest
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Section 19 of the LI 1649 places upon the land owner a responsibility not to allow
the use of unregistered chainsaw for cutting trees or sawing timber on his or her
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exploitation so that the very important roles played by the forest resources can
continue [25]. Households views were therefore sought on what they think are the
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Table 6 shows the responses on what households perceive as responsibilities of
their communities toward management of forest reserves.

The study showed that only three management activities namely boundary
clearing, fire control and planting of trees in the reserves were admitted by the
majority of households’ respondents as the responsibilities of their communities
toward the management of forest reserves (Table 6).

Similarly, responses from the key informants’ interviews with the district forest
managers, Forest guards, chiefs, assembly members and magazias revealed fringe
communities’ roles in the management of forest reserves to be provision of labour
for plantation establishment and contract boundary clearing. These results are not
surprising since these are the activities that FSD usually involves community mem-
bers as reported by Husseini et al. [4].

Communities seeing these activities as their responsibilities are a positive condi-
tion that can be used as a means to awaken their interest and commitment to the
collaborative management of forest reserves. That notwithstanding, it can be real-
ized from Table 6 that majority of the households do not regard the remaining
four activities (Weeding, nursing of seedlings, boundary patrol and boundary
planting) as their community responsibilities. This mind set defeats the very pur-
pose of the revised forest and wildlife policy (2012, p. 27) which has in its policy
strategic direction 4.1 Subsection 4.1.1 clause d; to “support local communities,
non-governmental Organizations including women and youth to receive
training that allow them meet their objective and assume optimal management
responsibilities.”

The implication is that in the absence of contract boundary cleaning or fire
outbreak, and in the absence of plantation programs like the Modified taungya
system in the reserves, communities do not bear any responsibility toward the
management of forest reserves. Lack of shared responsibilities among the
communities and forestry department coupled with communities’ perception
that forest reserves belong to the state, is likely to hinder any effort toward
collaborative management. Collaborative forest management is most beneficial if
both parties take on responsibilities that maximize their capacity ([28, 29],
pp. 55–77).
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8. Conclusion and Recommendations

We conclude that fringe communities enjoy some benefits and limited access to
the forest reserves, but they do not know their tenure rights, user-rights and
responsibilities to the reserves. Most front-line staff of FSD are unaware of the user-
rights of fringe communities which is the reason for denying access of the reserves
to community members. Improving collaborative management means changing the
perceptions and attitudes of communities and frontline staff of FSD, respectively,
and securing communities rights to the reserves.

8.1 Recommendations

To serve the interest of fringe communities and secure their commitment to
responsible collaborative management of forest reserves, we recommend the fol-
lowing: The forestry department should educate community members on their
tenure, rights and responsibilities to the reserves and involve them in the processes
of decision-making. FSD in collaboration with collaborative forest management
Unit (CFMU) of the Ghana forestry commission, should improve the capacity of
their frontline staff on the rights and responsibilities of communities in CFM so as
to avoid the unlawful denial of fringe communities of what rightfully belong to
them.

Forest Fringe communities in the Northern region are not enjoying social
responsibility benefits and royalties because the forest reserves were gazetted
mainly to protect major rivers within the region. Meanwhile the beneficiaries of
these rivers are the Ghana Water Company and the Volta River Authority who are
making huge financial gains against the restrictions of right to communities. It is
thus recommended that Government ensures that the two beneficiary companies
give at least 0.5% of their revenue to FC, fringe communities and land owners as
their social responsibility contributions. The part given to the FC could be used to
develop the forest reserves through plantation development and to facilitate their
activities with communities. That of the communities could be used to provide
social amenities for them while the part for the land owners will boost their interest
and motivate them to support their communities in sustainable management of
forest reserves. This will, in the long term, benefit the two companies since the
continuous protection of the rivers depends on the sustainable management of these
forest reserves; the success of which in turn depends on the continuous support and
cooperation of the fringe communities.
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Chapter 7

Treatment of Dairy Wastewaters: 
Evaluating Microbial Fuel Cell 
Tools and Mechanism
Aman Dongre, Monika Sogani, Kumar Sonu, Zainab Syed  
and Gopesh Sharma

Abstract

Pollution caused by chemical and dairy effluent is a major concern worldwide. 
Dairy wastewaters are the most challenging to treat because of the presence of 
various pollutants in them. The characteristics of effluent like temperature, color, 
pH, Dissolved Oxygen, Biochemical Oxygen Demand (BOD), Chemical Oxygen 
Demand (COD), dissolved solids, suspended solids, chloride, sulfate, oil, and grease 
depend solely on the volume of milk processed and the form of finished produce. 
It is difficult to select an efficient wastewater treatment method for the dairy 
wastewaters because of their selective nature in terms of pH, flow rate, volume, and 
suspended solids. Thus there exists a clear need for a technology or a combination of 
technologies that would efficiently treat the dairy wastewaters. This chapter explains 
the energy-generating microbial fuel cell or MFC technologies for dairy wastewaters 
treatment having different designs of MFCs, mechanism of action, different elec-
trode materials, their surface modification, operational parameters, applications and 
outcomes delivered through the technology in reducing the COD, BOD, suspended 
solids and other residues present in the wastewaters. The chapter also elaborates on 
the availability of various natural low-cost anode materials which can be derived 
from agricultural wastes. The current chapter elaborates on MFC technology and its 
tools used for dairy wastewater treatment, providing useful insight for integrating 
it with existing conventional wastewater treatment methods to achieve the degrada-
tion of various dairy pollutants including emerging micropollutants.

Keywords: dairy wastewaters, chemical oxygen demand, microbial fuel cell, 
electrode materials, surface modification

1. Introduction

In most countries, the dairy industry has shown tremendous growth in size and 
volume and is considered to be one of the largest sources of wastewater production 
[1]. With the swift industrialization that took place in the last century [2] and with 
the increased milk production rate (approximately 3% annually), dairy processing 
is generally regarded to be the biggest industrial wastewater source based on food 
production, especially in European areas [3–5].

The dairy industry is regarded as one of India’s prime food industries and India 
ranked 1st among all the nations for milk produce [6]. The nuanced essence of 
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Sr. no Details Value (in mg/L) except for pH

1. pH 5.4–9.1

2. Total solids <2200

3. Total dissolved solids (TDS) <2100

4. Suspended solids (SS) <100

5. Total chlorides <600

6. Sulfates <1000

7. Phosphates <5

8. Oil and grease <10

9. Chemical oxygen demand <360

10. Biological oxygen demand <30

11. Nitrates <10

Table 1. 
Standard norms of Central Pollution Control Board of India for dairy effluents (Environment (Protection) 
Rules, 1986).

wastewater from the dairy industry lies in the presence of carbohydrates, proteins, 
and fats. 2–2.5 L of wastewater is generated during the processing of every liter of 
milk [7]. A large number of industries are located around river banks and due to lack 
of stringent rules and regulations, a large volume of dairy wastewater is released 
without treatment which goes unutilized and pollutes the environment [8]. Dairy 
industries are also the potent source for various emerging contaminants specifically 
estrogens which find their way into the environment through wastewater effluents 
coming out from dairy industries and livestock activities. The fate of these emerging 
contaminants is recognized as an issue of public health and environmental concern. 
The current wastewater treatment technologies are not efficient enough for the 
removal of these pollutants as these are not monitored regularly due to the lack of 
stringent rules and regulations for these contaminants. Therefore there is a need to 
find an innovative technology that serves the purpose. Microbial Fuel Cell (MFC) 
treatment has gained appreciable interest because of its ability to treat wastewaters 
and simultaneously leading to the generation of power. This property of the MFC 
technology makes it suitable for the elimination of such recalcitrant pollutants from 
dairy wastewater making it sustainable in nature.

2. Characteristics of dairy wastewater

Dairy wastewater comprises of compound organic substances like carbohy-
drates, amino acids, and lipids which get converted into sugars, acids, and fatty 
acids upon hydrolysis [9]. Milk is a natural supplement for humans and animals. 
This consists of various nutrients including protein, vitamin, carbohydrate, and fat 
[10]. Milk is one of the most valuable items that join commerce, and it is vital as an 
object of food in daily life. Dairy wastewater contains large amounts of milk com-
ponents like casein, lactose, fat, inorganic salts excluding detergents and sanitizers 
that accord greatly towards high BOD and COD [11]. In order to increase milk 
volumes and improve meat quality antibiotics and antimicrobials have been used 
in dairy animals at the sub-therapeutic level. This does not only harm the animal’s 
health and well-being, but also significantly affects the health and well-being of 
humans through the intake of animal products like milk and meat, thereby affecting 
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public health [12]. According to the Environment (Protection) Rules, 1986 of India, 
the standard norms and limiting characteristics of dairy effluents as mandated by 
the Central Pollution Control Board (CPCB) of India are mentioned in Table 1.

Effluents from milk production have increased temperatures and varying pH, 
TSS, biochemical oxygen demand (BOD), chemical oxygen demand (COD), total 
nitrogen, total phosphorus and fat, oil and grease [3, 5, 13–16]. Generally, dairy 
wastewater has a white color with an undesirable odor and turbidity [4, 17, 18]. 
With 16–25°C annual temperatures, dairy effluent waste flows are hotter than urban 
wastewater (10–20°C), leading to accelerated biological deterioration correlated to 
other sewage treatment plants. Industrial dairy effluent average temperatures range 
from 17 to 18°C in winter, and from 22 to 25°C in summer.

3. Factors affecting characteristics of wastewater

3.1 Volume of wastewater

Water has an important role in milk processing. It involves cleaning, washing, 
disinfection, heating, and cooling in every step of the technologies used. There is 
a massive requirement for water [19]. A large amount of wastewater is generated 
through manufacturing processes [20]. Contaminated water from sanitary practices 
amounts to 50–80% of the actual water utilized in the dairy industry, while the rest 
of the 20–50% is clean water [20, 21]. It has been measured in volume units stating 
the quantity of wastewater is around 2.6 times more of the processed milk. The 
characteristics and the amount of the wastewater generated rely mainly on the size 
of the factory, technology used, efficacy and convolution of clean-in-place method-
ologies, good manufacturing practices, and so on [2, 5]. However, the world’s mean 
wastewater volume can be decreased from 0.49–36.0 m3 to 0.5–2.0 m3 of effluent 
per m3 of milk processed with the introduction of GMP [5, 22]. Nowadays, the 
volumetric charge designed is 1 m3 of effluent per ton of milk produced. The instant 
discharges installed in the washing of tank on transport trucks, mediator pipe-
lines, or machinery after every cycle are a significant aspect of the volume-based 
loading of wastewater treatment plants designed for dairies. In these cases, the 
effluent volumes are greater than those of the milk produced [23]. On average, the 
amount of wastewater discharged is 70% of freshwater being used at the plant [20]. 
Effluents from dairy products primarily include milk and its products misplaced in 
the processing cycles (milk spills, skimmed milk, spoiled milk, and curd remnants), 
inoculums used in processing, byproducts generated by manufacturing techniques 
(whey, milk and there permeates), and several additives used in manufacturing 
[16, 21, 24, 25]. Milk lost in wastewater treatment is about 0.49–2.5% of milk 
processed, which may rise up to 4% [26].

3.2 Categories of wastewater

3.2.1 Processing water

Cooling the milk in separate coolers along with condensation from the evapora-
tion of whey and milk leads to the production of water for fermentation. Vapors are 
extracted from the milk and whey drying process that after condensation produces 
the cleanest effluent, but they can also consist of volatile compounds, whey, and 
milk droplets. Processing waters eliminate toxins, and after minimal pretreatment 
may be stored or released with stormwater [3]. Water can be reused for systems 
where the derivative materials are not in close contact. Typical applications involve 
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hot water, steam manufacturing, and membrane washing. After the final flushing 
of bottles and condensates from secondary vapors created in vacuum installations, 
water from liquid cooling during pasteurization can be used for room washing, 
irrigation, and so on.

3.2.2 Cleaning wastewater

Wastewater purification typically benefits from cleaning machinery within close 
contact with dairy goods. This involves spillage of milk and substance, whey press-
ing or brine, malfunctioning of the clean in place effluents, or machinery errors. 
More than 93% of the organic contents contained in the effluent are partly the 
remnants of milk, cheese, whey, butter, sugar, honey, and fruit concentrate or sta-
bilizers. These effluents are found in significant concentrations and are extremely 
toxic thereby needing more care.

3.2.3 Sanitary wastewater

Sanitary wastewater is utilized in washrooms, toilets, etc. Sanitary wastewater 
has parallels with urban wastewater composition and is typically piped straight to 
sewage facilities. It may be used as a supply of nitrogen for irregular dairy effluents 
after a secondary aerobic treatment. Furthermore, by-products from agricultural 
processes like milk, whey, and their permeate can be classified independently if 
they are segregated individually from other wastewater sources [27, 28].

4. Dairy wastewater treatment

For the dairy industry, common wastewater treatment strategies involve grease 
traps, oil-water separators to remove floatable solids, flow equalization, and clearers 
to isolate suspended solids. Biological treatment consists of the aerobic and anaero-
bic methodologies. Anaerobic treatment accompanied by aerobic treatment is also 
used to minimize soluble organic matter (BOD), and the reduction of biological 
nutrients (BNR) is used to increase nitrogen and phosphorus levels. Biological aero-
bic treatment requires cellular destruction in the presence of oxygen. Conventional 
aerobic treatment of dairy manure includes procedures such as activated sludge, 
batch sequencing generator, revolving biological contactors, trickling pipes, aerated 
lagoons, or a variation of these.

Treatment of anaerobic wastewater has emerged as a feasible and inexpensive 
alternative particularly for high BOD removal over conventional aerobic treat-
ment. Anaerobic methods of treatment involve up-flow anaerobic sludge blanket 
or UASB, anaerobic batch sequencing reactors or ASBR, continuous-flow reactor, 
hybrid anaerobic digesters, up/downflow anaerobic filter, and various 2-stage pro-
cesses that use acid and methane forming bacteria. Figure 1 shows the sequential 
treatment of dairy wastewater through mechanical, physical, chemical and biologi-
cal treatment methods [20].

4.1 Mechanical treatment

This is the initial phase of dairy wastewater treatment and this includes grit 
pool, skimming tank, and main clarifiers. During further effluent processing, the 
large floating material is removed by screens, in-turn avoiding the chocking of 
pipes. Chambers are used for extracting heavier inorganic substances like sand, 
gravel, etc. The aim of installing skimming tanks is to extract oil, grease, pieces 
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of wood, skins of fruit; etc. The clarifier helps matter to settle at a very slow rate 
or sediment at the bottom in the tank. The substance accumulated underneath is 
known as sludge [29].

4.2 Chemical treatment

Chemical treatment is also recognized as precipitation. This is performed by 
adding flocculants to wastewater and vigorous mixing with agitators. This method 
precipitates insoluble phosphate into larger flocks, in the form of small pellets. In 
pre-sedimentation basins, the greater flocks settle as the main sludge, whereas a 
clear supernatant fluid overflows into a lake for biological therapies. Sedimentation 
lagoons are armed with tools to continuously scrape the sediment towards a sump or 
oblique gutters to keep water away from the clarified surface layers [29].

4.3 Biological treatment

Milk effluent includes organic waste; therefore most viable methods for the 
elimination of organic content are biological degradation. However, sludge gener-
ated may lead to serious and costly problems towards disposal, particularly during 
the processes of aerobic biodegradation. This can be further worsened due to the 
tendency of sludge to absorb various organic compounds and poisonous heavy 
metals also. Nonetheless, biological treatment has the profits of dynamic organic 
microbial processes and the ability for adsorption of heavy metals effectively. 
Biological waste management strategies have an immense capacity to incorporate 
diverse types of biological schemes for selective elimination [30].

4.3.1 Aerobic treatment

Microorganisms cultured in an O2-rich environment degrade organics by oxidiz-
ing matter to CO2, soil, and cellular material. Aerobic treatment methods include 
activated sludge reactors, rotating biological reactors, conventional filters for 
trickling, and so on [30].

4.3.2 Anaerobic treatment

Anaerobic method of treatment is mainly intended for the biological process-
ing of high strength wastewater. It is a process by which microbes are used in the 
absence of O2 to digest organic matter by converting it to biogas (CH4 and CO2) 

Figure 1. 
Dairy wastewater treatment alternates (adapted from [20]).
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Anaerobic method of treatment is mainly intended for the biological process-
ing of high strength wastewater. It is a process by which microbes are used in the 
absence of O2 to digest organic matter by converting it to biogas (CH4 and CO2) 

Figure 1. 
Dairy wastewater treatment alternates (adapted from [20]).
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and some inorganic contents. 6% of the organic load can be converted into biogas 
from the wastewater and the rest can be used for cell growth and maintenance. The 
process reactors are shielded to avoid air obstruction and the release of odors [30].

5. Advanced technologies for the treatment of dairy effluent

5.1 Physio-chemical process

5.1.1 Electrocoagulation (EC)

The electrocoagulation (EC) method could be the alternative treatment option 
for dairy wastes. Electrocoagulation is an electrolysis process that uses specific 
electrodes by transferring electrical current via the effluent to extract dissolved 
organic waste, turbidity, and coloring matter. The method assists in the substantial 
removal of suspended colloidal particles.

5.1.2 Adsorption

Adsorption was found beneficial among the various physio-chemical treatment 
methods for removing organic compounds in wastewaters. Activated carbon is mainly 
used in treating wastewater, among other types of adsorbent materials. Although 
certain additional adsorbents can also be used to treat streams of wastewater and are 
cost-effective as well. For instance rice husk ash, coal fly ash, etc. [31].

5.1.3 Membrane treatment

Microfiltration, nanofiltration, ultrafiltration, reverse osmosis, and electrodi-
alysis are typical membrane separation processes. Highly feasible product recovery 
is possible using these methods and the effluent generated is of high quality which 
can be used directly [31].

6. MFC in dairy wastewater treatment

The organic contents in wastewater make it a convenient substrate for MFC 
applications [32]. Various studies have shown that wastewaters from the dairy 
industry generate significantly less power as compared to the other wastewaters 
in MFC [33, 34]. Carbohydrates and proteins are among the main components of 
dairy wastewater. Their influence on the generation of power in MFC along with 
COD removal by using dairy wastewater as a substrate was mentioned by [35], and 
was reported that reduction in proteins and carbohydrates does not have a virtuous 
relation with power generation. The presence and elimination of antibiotics found 
in dairy wastewaters is a major problem. New technologies need to be employed to 
solve this problem. Researchers working with dairy wastewaters have concentrated 
on developing the MFC design that will boost the power generation (Table 2). 
Various surface modifications of the electrode material have improved MFC effi-
ciency by increasing the power output [36].

MFCs are distinctive biofuel cells among the various bio-electrochemical 
systems that generate electricity by employing microorganisms [41]. For electric-
ity production, hydrogen fuel and oxygen are utilized by the microbial fuel cell. 
Using bacteria as biocatalyst, MFC converts organic matter into electrical energy 
[42, 43]. An ideal MFC contains two chambers (cathode and anode), both separated 
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via a proton transfer membrane. The anode chamber consists of the electroactive 
microorganism, thereby making the chamber biotic whereas the cathode chamber 
remains abiotic. The available microorganisms in the anode chamber act as the 
biocatalysts, thereby leading to the degradation of organic matter in order to gener-
ate electrons that are transferred to the cathodic chamber via an electric circuit. The 
free electrons present on the cathode leads to the reduction of oxygen for processing 
of water as shown in Eqs. (1) and (2).

 2 24H 4e O 2H O+ −+ + →  (1)

Or

 2 2 24H 4e 2O 2H O+ −+ + →  (2)

Considering glycerol as an electron donor and oxygen as a terminal electron 
acceptor, the following reactions occurring in MFCs, shown in Eqs. (3-5).

 3 8 3 2 2Anode : C H O 3H O 3CO 14H 14e+ −+ → + +  (3)

 2 2 2Cathode : 3O ½ O 14e 14H 7H O− ++ + + →  (4)

 3 8 3 2 2 2 2Overall : C H O 3O ½ O 3CO 4H O Biomass Electricity+ + → + + +  (5)

In biological fuel cells, the catalyst is either an enzyme or the microorgan-
isms as simple as Baker’s yeast. Microbial fuel cells convert the chemical energy 

S. no. Types of 
MFC

System configuration %COD 
removal

Maximum 
surface/volume 
power density

Refs.

Anode Cathode

1. Single 
chamber 

MFC

Graphite 
coated SS 

anode

Carbon cloth 91% 20.2 W/m3 [36]

2. Single 
chamber 

MFC

SS mesh 
anode with 

graphite 
coating

Carbon cloth 80% 27 W/m3 [37]

3. Dual-
chamber 

MFCs

Plain graphite 
plates

Plain graphite 
plates

91% 3.2 W/m3 [8]

4. Dual-
chamber 

MFCs

Graphite-
sprayed SS 

mesh

Graphite-
sprayed SS 

mesh

91% 5.15 W/m3 [38]

5. Dual-
chamber 

MFCs

3D laminated 
composites

3D laminated 
composites

81% 122 W/m3 [39]

6. Dual-
chamber 

MFCs

Carbon fiber 
brush

Platinum/
carbon

NA 1056 mw/m2 [40]

Table 2. 
Performance of different types of MFC using dairy wastewater as substrate (authors created).
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of carbohydrates present in the substrate, such as alcohol and sugars directly into 
electrical energy. Currently, efforts have been made towards using MFCs for domestic 
wastewater treatment and at the same time point, electricity production considering 
the environmental issues and further reuse of waste [44]. Sewage sludge of anaerobic 
nature is used to inoculate MFCs, as it is conveniently used from a wastewater treat-
ment plant and it has largely diverse bacterial communities containing electrogenic 
bacterial strains [45]. MFCs have functional and operational benefits compared with 
the presently used technologies for producing energy from organic content [46].

7.  Comparison of anodic metabolisms in bioelectricity generation by 
dairy wastewater treatment in microbial fuel cell

The growing concern about environment safety and rapid depletion of energy 
reserves have made it imperative to update the waste management methods from 
the mere waste treatment to a novel prospect of waste to energy [47]. Microbial Fuel 
Cell is a novel technology for electricity generation from organic matter present in 
wastewater, treating wastewater simultaneously solves energy crisis and environ-
mental damage issues [48]. To generate electricity, Microbial Fuel Cell (MFC) is a 

Figure 2. 
(a) Anaerobic anodic metabolism in MFC (adapted from [51]). (b) Aerobic anodic metabolism in MFC 
(adapted from [51]).
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bio-electro-chemical system that uses bacterial oxidation of biodegradable organics. 
The development of bio-potential takes place when organic substances get oxidized 
to electrons and protons through microbial metabolism. The bacteria transport the 
electrons to the anode via a variety of mechanisms such as electron shuttles or solid 
conductive matrix. Then electrons get transported to the cathode via circuit externally 
[45]. The protons from the anode chamber are transferred to the cathode chamber via 
passing through the proton exchange membrane, where they form water by combin-
ing with the electrons and O2 in the presence of a mediator. The potential difference 
between the bacteria’s respiratory metabolism and the electron acceptor creates the 
voltage and current required to produce electricity [45, 49]. In a study, the MFC 
system is scaled up, consisting of 40 individual cells that have been constructed and 
evaluated which can generate 4.2 W/m3 of energy and capable of powering LED panel 
[50]. Extensive research and scaling up of MFCs will further enable adequate conver-
sion of waste to energy. For long term use, MFCs can be clubbed with the existing 
technologies for wastewater treatment and electricity generation. MFC uses anaerobic 
anodic metabolism where it employs bacteria as a substrate for the reduction of COD 
from wastewaters as shown in Figure 2(a). This technology is further followed by 
aerobic anodic metabolism where it employs algae as a substrate and under photosyn-
thetic conditions causes the reduction of nitrates and phosphates from wastewaters 
as shown in Figure 2(b). This combination of treatment with an effective and proper 
choice of anode material will help in the generation of power followed by the degra-
dation of wastewaters. Further studies need to be carried out for the degradation of 
antibiotics in such an innovative integrated MFC model for dairy wastewater.

8. Degradation mechanism

The bacteria transfers the electrons to the anode through different mecha-
nisms, including (i) direct bacterial contact via cytochrome, endogenous redox-
active based self-mediated electron transfer, such as pyocyanin and conductive 
pili; (ii) artificial electron shuttles or mediator. Electrons then get transported 
to the cathode by passing via an external circuit, while the protons are passed 
through from the anode chamber to the cathode chamber by proton exchange 
membrane or PEM. At the cathode, the concoction of electron, proton, and O2 
occurs for the production of water. The potential difference between the respira-
tory metabolism of bacteria and the electron-acceptor creates the voltage and 
current necessary for electrification.

9. Electron transfer mechanism

The power output of an MFC rests on different aspects including the type of organic 
content available in wastewater, electron transfer rate from bacteria to the anode, and 
the membrane ability to carry hydrogen ions [52]. Some micro-organisms are known 
to transfer electrons to their external environment from their oxidative metabolic 
pathways, which are called exoelectrogens [53]. Geobacter and Shewanella are the two 
prime bacterial genera that are known with this ability; the extracellular transportation 
of electrons to the electrodes occurs through three different ways namely:

1. Direct transfer of electrons

2. Mediator based electron transfer, and

3. Nanowires based electron transfer.
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bio-electro-chemical system that uses bacterial oxidation of biodegradable organics. 
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to electrons and protons through microbial metabolism. The bacteria transport the 
electrons to the anode via a variety of mechanisms such as electron shuttles or solid 
conductive matrix. Then electrons get transported to the cathode via circuit externally 
[45]. The protons from the anode chamber are transferred to the cathode chamber via 
passing through the proton exchange membrane, where they form water by combin-
ing with the electrons and O2 in the presence of a mediator. The potential difference 
between the bacteria’s respiratory metabolism and the electron acceptor creates the 
voltage and current required to produce electricity [45, 49]. In a study, the MFC 
system is scaled up, consisting of 40 individual cells that have been constructed and 
evaluated which can generate 4.2 W/m3 of energy and capable of powering LED panel 
[50]. Extensive research and scaling up of MFCs will further enable adequate conver-
sion of waste to energy. For long term use, MFCs can be clubbed with the existing 
technologies for wastewater treatment and electricity generation. MFC uses anaerobic 
anodic metabolism where it employs bacteria as a substrate for the reduction of COD 
from wastewaters as shown in Figure 2(a). This technology is further followed by 
aerobic anodic metabolism where it employs algae as a substrate and under photosyn-
thetic conditions causes the reduction of nitrates and phosphates from wastewaters 
as shown in Figure 2(b). This combination of treatment with an effective and proper 
choice of anode material will help in the generation of power followed by the degra-
dation of wastewaters. Further studies need to be carried out for the degradation of 
antibiotics in such an innovative integrated MFC model for dairy wastewater.

8. Degradation mechanism

The bacteria transfers the electrons to the anode through different mecha-
nisms, including (i) direct bacterial contact via cytochrome, endogenous redox-
active based self-mediated electron transfer, such as pyocyanin and conductive 
pili; (ii) artificial electron shuttles or mediator. Electrons then get transported 
to the cathode by passing via an external circuit, while the protons are passed 
through from the anode chamber to the cathode chamber by proton exchange 
membrane or PEM. At the cathode, the concoction of electron, proton, and O2 
occurs for the production of water. The potential difference between the respira-
tory metabolism of bacteria and the electron-acceptor creates the voltage and 
current necessary for electrification.

9. Electron transfer mechanism

The power output of an MFC rests on different aspects including the type of organic 
content available in wastewater, electron transfer rate from bacteria to the anode, and 
the membrane ability to carry hydrogen ions [52]. Some micro-organisms are known 
to transfer electrons to their external environment from their oxidative metabolic 
pathways, which are called exoelectrogens [53]. Geobacter and Shewanella are the two 
prime bacterial genera that are known with this ability; the extracellular transportation 
of electrons to the electrodes occurs through three different ways namely:

1. Direct transfer of electrons

2. Mediator based electron transfer, and

3. Nanowires based electron transfer.
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9.1 Direct transfer of electrons

Geobacter and Shewanella sp. use a direct electron transport mechanism where 
the electrons are dispatched directly to the electrode surface. The outer C-type 
cytochrome membrane is associated with the direct dispatch of NADH-produced 
electrons [54].

9.2 Mediator based electron transfer

Some species of bacteria like Shewanella and Pseudomonas secrete certain 
shuttle molecules like flavins, to pass electrons to electrodes via the cell membrane 
of the bacteria [55, 56].

9.3 Nanowires based electron transfer

Genera of Geobacter and Shewanella are evident to use conductive auxiliaries 
for transporting the electrons outside of the cell [57, 58]. Such conductive networks, 
called nanowires, are cellular outgrowths for as long as 20 μm. These nanowires 
are claimed to have a substantially higher electrical conductivity than the synthetic 
metallic nanostructure [59].

10. Anode materials for MFCs

Choosing and designing an anode has a direct effect on the performance param-
eters which includes the microbial adhesion, transfer of electrons, and oxidation 
of fuels. An MFC system’s achievable power density depends on the selection 
of an anode that significantly affects the output of an MFC system [60]. As a 
consequence, achieving higher power density requires the ability to facilitate the 
improved transfer of electrons from the bacterial cells to the external circuit, thus 
the anode is of prime importance towards attaining this objective [61]. The electron 
transfer process necessitates the donation of an electron using extracellular electron 
transfer (EET) towards the anode surface by the anode respiring bacteria or ARB 
and, consequently, the current flow in the circuit externally. This mechanism has 
been interpreted as being similar to transfer electrons to the anode surface from the 
cell through direct electron transfer mechanism, soluble electron shuttles diffusion, 
and the transfer of electrons from biofilm via solid component (pili) [61]. Essential 
features for the anode to attain the best performance include biocompatibility 
[62–64], corrosion-resistant, low electrical resistance, and high conduction of 
electricity [62]. The anode must also be of chemically inert in nature that can func-
tion in an environment containing diverse biodegradable wastewater composed of 
variety of organic and inorganic components that are able to react with the anode 
material causing its deterioration inefficiency.

Lots of anode materials have been used in the last five years to create various 
anodes for MFCs. The choice of material for the construction of anode, in particular, 
is significantly influenced by improvement in different MFC system structures. 
On a particular note, various exotic carbonaceous materials’ use is on a hike. This 
new category includes stainless steel, stainless steel with modified surface, and 
anodes based on graphene-based carbonaceous anodes. In many recent studies the 
graphene-based anodes are found very encouraging [65–68]. The grapheme compos-
ite anodes have been stated for higher power production [69–71]. Similarly, the use of 
carbon nanofibers, carbon nanotubes single and multi-walled anodes has also been 
documented for high-performance MFCs [72]. This chapter has categorized a few 
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of the recent approaches in the configuration of anode materials dividing them into 
four vast categories, namely modern carbon-based anodes, carbon-based composite 
anodes, surface-modified and metal-based anodes, and each of these categorized 
materials are discussed individually in the proceeding sections.

10.1 Modern carbon-based anodes

In MFC systems, various anode materials based on carbon have been used over the 
last decade. These include carbon cloth, carbon paper, or sheet or graphite plates and 
graphite rod. Using carbon-based anode materials has the advantages of cost-effec-
tiveness, biocompatible nature, efficient electrical conductivity, and chemical stability 
[73]. Due to their potentially high-performance enhancement and excellent properties, 
these have been recognized as being very useful for building MFCs. Accessible surface 
area is an essential factor that affects the efficiency of these anode materials [74, 75]. 
Such anodes comprises of natural or synthetic anode materials which are as follows:

10.1.1 Natural anode materials

Synthesis of high-efficiency anode components, by using renewable and recycla-
ble components, provides an outstanding ecological solution including both deriving 
reusable energy from nature and maintaining biodiversity. An interesting example 
is the layered corrugated carbon anode production from low priced packaging 
material through carbonization (LLC). It is important to remember that the LCC’s 
3D surface is normally tunable by differing the height and layers of the flute. A six 
times increase in the number of layers resulted in a successive rise in current density 
because of the potential for biofilm formation in wider surface areas. It is evident 
that the LCC anode has four times the current density as correlated with the graphite 
felt anode. Natural anode materials prove to be an ideal option for low priced micro-
bial fuel cells due to their 3-dimensional microporous structures, increased electron 
transfer rate, and high kinetics of the electrogenic bacterial population. A variety of 
recently produced highly 3-dimensional porous anode material uses LCC as a low-
cost high-performance substitute, usually manufactured from carbonized recycled 
paper [76, 77]. High performance was obtained from the use of 3-dimensional 
anodes, based on exoelectrogens’ 3-dimensional growth. Stronger anode kinetics can 
be attained by using maximal anode surface area, but the efficiency only rises gradu-
ally as the reaction reaches the triple-phase boundary, i.e. lower inner resistance 
among anode, cathode, and electrolyte. Interestingly, in comparison with the plane 
graphite electrode, 8 times better performance is seen with carbonized corn stem. 
However, few benefits of the aforementioned electrode material include increased 
biocompatibility, less internal resistance, and rougher surface that facilitated linkage 
to biofilm. A coated rough electrode, constructed from the carbonization of com-
mon packaging materials, was observed to be the highest rated anode of all carbon-
based modifications. The current densities achieved were 201 A/m2 and 391 A/m2, 
respectively, from three and six corrugated layers. This is a low-cost material with 
higher performance for the construction of MFC.

10.1.2 Synthetic anode materials

It is quite evident that 3-dimensional carbon fiber (non-woven) can achieve a 
maximal current density of up to 31 A/m2 which is prepared by electrospinning 
and blowing the solution. The performance and efficiency of MFCs also depends 
on the system architecture, based on these 3D materials [78]. Double-sided air 
cathode reduces the boundaries of mass transfer. The stainless steel frame was 
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ally as the reaction reaches the triple-phase boundary, i.e. lower inner resistance 
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biocompatibility, less internal resistance, and rougher surface that facilitated linkage 
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based modifications. The current densities achieved were 201 A/m2 and 391 A/m2, 
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It is quite evident that 3-dimensional carbon fiber (non-woven) can achieve a 
maximal current density of up to 31 A/m2 which is prepared by electrospinning 
and blowing the solution. The performance and efficiency of MFCs also depends 
on the system architecture, based on these 3D materials [78]. Double-sided air 
cathode reduces the boundaries of mass transfer. The stainless steel frame was 



Environmental Issues and Sustainable Development

110

used for this design as a current assimilator and a carbon fiber support in the 3D 
matrix. In another study [79], it has been shown that an upgraded adaptation of 
the carbon-based multi-brush anode achieved admirable power generation. The 
power generated is similar to that obtained with a carbon anode with a single brush 
design. Because of cathodic limitations, the MFC system [80] gave a comprehensive 
comparison of carbon-based material for anodes, like graphite, carbon fiber veil, 
polycrystalline carbon rod, glossy carbon rod, graphite foil. The maximal current 
density attainable was calculated using a standardized biofilm grown in domestic 
wastewater. At 30°C, graphite, and polycrystalline carbon-based rods, both reached 
catalytic currents peaks of around 501 μA cm−2. By comparison, carbon fiber veil 
or paper-based material delivered a 40.1% higher current than graphite anode 
due to its large, microbial rich surface area [80]. In comparison with steady-state 
reactor, the rotational motion of carbon brush anodes in the tubular microbial fuel 
cell resulted in a 2.6 times rise in performance. The rotation was adequately mixing 
the nutrient and minimizing the limitation of mass transport. In general, several 
studies have shown that the existence and electrode content affected the kinetics of 
the biocatalyst. It has also been shown that the internal resistance is a major aspect 
affecting the overall performance. The use of 3-dimensional anode models, like 
carbon nanotubes (CNTs), nanofibers (CNF), gold/poly (e-caprolactone) micro-
fibers (GPM), and gold/poly (e-caprolactone), to reduce the internal resistance 
increasingly preferred in microbial fuel cells. 3-dimensional anode material has 
less internal resistance than two-dimensional anodes. Such anode materials serve 
to increase the efficiency of nutrients, H+, and O2 transfer via biofilm as compared 
to macroscopic carbon-based paper and planar gold-based anodes. Chemical 
assisted surface alteration of the CNT/CNF-based anodes has been demonstrated 
to reduce kinetic losses and cellular toxicity. Ren et al. [81] investigated vertically 
aligned CNT, randomly aligned CNT, and spin-spray layered CNT. The studied 
nanotube-materials have a 4000 m−1 very large surface area to volume ratio which 
is very huge. The results showed that CNT-based anodes attracted more electro-
genic microbes than bare gold, resulting in a thicker and more stable formation 
of biofilms. Using CNTs in a miniature MFC device, a maximal power density of 
3321 W/m3 was achieved [81]. This was 8.5 times greater than that attained with the 
2D-electrode systems.

10.2 Composite anodes

Composite anodes have intrigued extensive interest recently. These materials 
were utilized to attain synergistic effects with two or more materials to alter original 
content, resulting in increased anodic kinetics efficiency.

10.2.1 Graphite-polymer composites

Tang, Yuan, Liu, & Zhou prepared a nano-structured capacitive layer of modi-
fied 3D anode consisting of core-shell nanoparticles derived from titanium dioxide 
(TiO2) and egg albumin (EWP). This was built into a loofah sponge carbon (LSC) 
to achieve an efficient 3-dimensional electrode. The LSC’s coating with TiO2 and 
heat treatment caused tiny particles to cover its entire surface. The resulting altered 
anode supplied greater power than a graphite anode. The increased power was 
associated with the increased electrochemical capacity of 3-dimensional anodes 
and to the synergistic effects of carbon derived TiO2 and EMP with good charac-
teristics like more surface area, improved biocompatibility, and favorable surface 
functionality for easier extracellular electron transport [82]. The anodes of open-
celled carbon scaffold (CS) and carbon scaffold graphite (CS – GR) were created by 

111

Treatment of Dairy Wastewaters: Evaluating Microbial Fuel Cell Tools and Mechanism
DOI: http://dx.doi.org/10.5772/intechopen.93911

carbonizing the microcellular polyacrylonitrile (PAN) and composite PAN/graphite 
(PAN – GR). The PAN-GR was created by utilizing supercritical carbon dioxide 
(Sc-CO2), as a practical foaming agent. The maximal current density achieved 
with a CS altered anode was 102% greater than that with carbon felt. Improved 
performance has been referred to as enhanced hydrophilicity and biocompatibility 
caused by carbonization. Carbon nanofibers with improved graphite fibers and 
reduced nanotube-coated graphene oxide/carbon scaffold promise new composite 
anode materials. Using carbon nanofibers as anodes for MFC modified graphite 
fibers achieved a maximal current density at a peak of 35.8 A/m2. The nanotube-
coated scaffold anode device with reduced graphene oxide/carbon obtained a power 
density of 335 mW/m3. Composite graphite fiber brush anode (MFC-GFB) was 
used in combination with granular graphite (MFC-GG) in a tubular setup to boost 
the power density 5.2 and 1.3 times greater than that obtained with MFC-GG and 
MFC-GFB. The improved efficiency of the system was referred to the thick biofilm 
of the system, and scant internal resistance [83]. Six types of micro or nano-struc-
tured anodes utilized in micro-sized MFCs have been compared. The anodes under 
consideration included carbon nanotubes (CNTs), carbon nanofibers (CNFs), gold 
or poly (e-caprolactone) microfibers (GPM), nanofibers (GPN), planar gold (PG), 
and traditional carbon paper (CP). All anode’s effectiveness was tested with the 
use of small and micro-liter sized MFC. A homemade 3-dimensional anode coating 
has been developed using the iron net as the structural anchor and fastened to a 
carbon felt layer [82]. The combination of carbon powder and a solution mixture of 
30% polytetrafluoroethylene (PTFE) have greatly affected power generation. The 
performance was assessed using an acetate-fed MFC and the anode coating which 
improved the power generation considerably. The internal resistance measured 
in the MFC system was decreased by 59.3% compared to the non-coated iron net, 
whereas the power density improved by 1.49 times.

10.2.2 Carbon nanotubes composite

Due to their special intrinsic properties, including high conductivity, rust toler-
ance, high surface area and electrochemical inertness, the usage of CNTs has drawn 
significant attention lately.

10.2.3 Multi-walled carbon nanotubes composite

Multi-walled carbon nanotubes (MWCNTs) with carboxyl functional groups 
were utilized for MFC air respiration. It demonstrated a 2-fold improvement in 
power density relative to the carbon cloth electrode [84]. In a recent report, multi-
walled carbon nanotubes/SnO2 nanocomposite coated on the glass fiber electrode 
is used [85] producing maximal power densities of 1422 mW/m2 and 457 mW/m2, 
respectively [86]. The use of graphite coated with manganese oxide/multiwalled 
carbon nanotubes composites has greatly elevated benthic microbial fuel cells in 
another study. The composite provided greater hydrophobicity, kinetic movement, 
and power density when opposed to the standard graphite electrode. The shift seen 
was attributed to the consolidated impact of the Mn ions electron transfer shuttle 
on the reaction site and its redox reactions (i.e. anode and biofilm) [87].

10.2.4 Graphene anodes

Graphene is an allotrope of 2D crystalline carbon with unusual characteristics such 
as large surface area (up to 2600 m2/g), exceptionally high electrical conductivity 
(7200 S/m), and exceptional tensile strength up to 35 GPa [88]. Graphene-modified 
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stainless steel mesh (GMS) power density was recorded to be 18 times higher than that 
of a stainless steel mesh anode (SSM) and 17 times higher than that of polytetrafluoro-
ethylene modified SSM (PMS) [68]. The significant improvement was recognized due 
to increased surface area of the electrodes, improved adhesion of bacterial biofilms, 
and efficient extracellular electron transfer. The current stainless steel collector (SS) 
boosts electrical conductivity for electrode, and the overall efficiency of the system is 
enhanced by the current SS assimilator which reduces internal resistance. Chen et al. 
[69] used an ice template as an anode to create a versatile macroporous 3D graphene 
sponge. The microporous 3D graphene allowed the random propagation of bacteria 
and resulted in a high biofilm span and increased performance [69]. From another 
study, tin oxide (SnO2) nanomaterials were utilized on the reduced graphene oxide 
surface (R-GO-SnO2) able to generate electricity that was approximately 5 times 
higher than the use of an unaltered graphene oxide (reduced). Collegial effects among 
SnO2 and graphene and strong biocompatibility were liable for the much stable 
formation of bacterial biofilms and the efficiency of charges transfer [86]. Reduced 
graphene oxide/carbon nanofibers (R-GO-CNTs sponges) melamine sponges based 
on dip-coating technique tend to cater to a huge electrically conductive surface area 
for Escherichia coli growth as well as electron transport in MFC [65]. Four R-GO-CNT 
sponges were tested with varied thicknesses and configurations, but the thinnest one 
(with a thickness of 1.5 mm) displayed prime efficiency, generating a maximal cur-
rent density of 336 A/m3 [65]. The usage of a redesigned anode built from graphene-
polyaniline nanocomposite was also found to produce power three times greater than 
carbon cloth [70]. Often used as an anode for MFC was a 3-dimensional reduced 
graphene oxide-nickel foam (R-GO-Ni) by accurate deposition of R-GO sheets to the 
nickel foam substratum. The R-GO thickness may be modified in comparison to the 
surface region of the electrode by initiation cycles. This macro-porous scaffolding 
design not only offers a 3-dimensional surface for microbial growth but also promotes 
the mobility of substrates inside the culture medium. The efficiency was extensively 
better than with the usage of nickel foam and various graphite materials dependent 
on anodes [63, 64]. The formation in MFC of highly crystalline graphene or nickel 
electrode with Shewanella putrefaciens provided the power density of typical MFC 
carbon cloth anode 13 times greater. Because of the minimal cost of hollow Ni and 
the low weight percent of graphene (5% w), this composite electrode provides good 
potential in the development of efficient MFCs for greater power generation [71].

10.3 Surface modified anodes

The electrode surface has a tremendous role in the total anode’s efficiency. 
Currently, several reports have stated that surface alteration is advantageous in 
actuating increased bacterial adhesion and better biocompatibility that favors 
electron transfer kinetics. The surface alterations using TiO2-carbon fabric-based 
nanofiber usually attain the highest current density of 7.99 A/m2, whereas a 
changed surface with carbon nanotubes and coated with conductive polymer had a 
maximal power density of 1573 mW/m2. The two broad surface treatments that are 
most generally used are silicone coating and graphite or carbon surface application. 
Each of these surface alteration forms is discussed in subsequent subsections.

10.3.1 Conductive polymer coatings

Provided their high conductivity and biocompatibility, conductive polymer 
coatings have drawn considerable interest [85]. Composite polyaniline (PANI)-
mesoporous tungsten trioxide (m-WO3) had been formed and utilized as a 
catalyst, free of precious metals [63, 64]. PANI was mounted onto m-WO3 by 
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the chemical oxidative process. The composite’s catalytic nature was elaborated 
through the application of electrochemical techniques. Significant efficiency 
changes were observed with the composite based on the-WO3 and PANI combina-
tions. The m-WO3 has excellent biocompatibility while PANI has strong electrical 
conductivity [63, 64]. PANI networks’ electrode location on graphene nanoribbons 
(GNRs)-coated carbon paper (CP/GNRs/PANI) has been found to increase power 
generation as opposed to GNR and CP usage. The improvement was due to the 
positively charged PANI backbone which increased the affinity of interaction with 
negatively charged microbial cells and thus favored direct transfer of electrons 
through cytochromes. Conductive GNRs significantly enhanced CP/GNRs/ PANI 
electrode conductivity in neutral environments. This discovery explicitly shows 
that the synergistic impact of both components was responsible for major energy 
production changes. In another report, carbon nanotubes/polyaniline carbon 
paper (CNT/PANI carbon paper) is used and correlated with other conventional 
carbon paper [63, 64]. The findings revealed that the CNT/PANI carbon paper has 
obtained a lower ohmic loss and improved power generation. The use of CNTs 
enhanced the surface area for the biofilm span, as well as achieved a higher electri-
cal conductivity. The achieved maximum power density of 257 mW/m2 corre-
sponds to an increase of 343% and 186%, respectively, when compared with those 
achieved with the pristine GF MFC and the PANI/GF MFC, respectively [89].

10.3.2 Graphite/carbon surface modifications

Vertically targeted TiO2 modified carbon paper shapes vertically breaching pores 
which offer the bacteria a large area of contact for direct electron transmission. This 
was particularly useful in a recent study for improving the delivery of nutrients, 
attaining high biocompatibility, and supporting the electron transport routes [90]. 
Through using a TiO2-NSs or CP as a bio-anode, a mixed consortium inoculated 
MFC’s average power production density was improved by 64% relative to using a 
pure CP as a bio-anode. In a different study, dual nanofiber mats TiO2 (rutilo)–C 
(semi-grafito)/C (semi-grafito) were used for MFC anode, one fiber consisting 
mainly of O, Ti, and C, while the content of the other fiber was predominantly 
Carbon. The dual nanofiber had stronger efficiency than a single nanofiber. The 
highest existing density obtained in that analysis was 8 A/m2 [91]. The activated 
carbon (AC) with SSM (AcM) and Fe3O4 anode was also investigated for MFCs, and 
capability enhancement was related to device efficiency [92]. Nano-goethite was 
added with 0, 2.5, 5.0, and 7.5% (mass percentage) to the activated carbon (AC) 
powder and pressed onto the stainless steel wire. The composite material anodes 
produced 35 percent more power than a non-modified AC anode. The improved 
performance was achieved due to reduced transfer charge resistance (Rct) and 
strengthened the current exchange rate (Io) [92]. Several experiments have shown 
that start-up time for MFCs in nitric acid or ammonium nitrate can be reduced 
by electrochemically oxygenated carbon wire. It has been replicated in one report  
[93] that the coulombic performance of the anodes adjusted by this process was 
71 percent. Responsive groups containing oxygen on the carbon surface could be 
liable for the improved overall efficiency of the system [94].

10.4 Metal-based anode

Many metals such as gold, titanium, and copper have been used as anodes in 
MFCs for use in the last ten years. Because of their corrosive nature, most of those 
metals were unsuitable. Conversely, the use of stainless steel as an anode for micro-
bial fuel cells has attracted increasing interest [95].
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11. MFC components

A MFC consists of an anode chamber divided by a PEM, and a cathode chamber. 
By exposing the cathode into the air directly, a mono-compartment MFC eradicates 
the need for the cathode chamber.

12. Two-compartment MFC systems

Two-compartment MFCs are frequently run in a batch before equilibrium 
is established to produce energy in the MFC device with a well-defined chemi-
cal media such as glucose or acetate. Once the stability is maintained the dairy 
wastewater is pumped into the anodic chamber continuously through a peristaltic 
pump, which is currently only being used in the laboratories. A standard two-
compartment MFC has two chambers one for the anode and the other for the 
cathode linked by a PEM or a salt bridge, to enable protons to travel to the cathode 
whilst preventing oxygen diffusion towards the anode. The compartments would 
be taking numerous functional forms. Mansoorian et al. [96] constructed non-
catalyst and non-mediator membrane microbial fuel cell (CAML-MMFC), as seen 
in Figure 3, for simultaneous treatment of wastewater and bioelectricity produc-
tion. The CAML-MMFC was equipped with two chambers with an anaerobic anode 
and aerobic cathode container and divided from one another by a proton exchange 
membrane. The chambers were constructed of plexiglass sheets 2 cm in diameter, 
each with an effective volume of 2 L with the gaskets tightly sealed. The anode and 
cathode electrodes were formed from a graphite plate 14 × 6 × 0.5 cm3. The elec-
trode in the anode was 5 cm from the membrane, and the electrode in the cathode 
was 2 cm from the membrane. Via a resistance, the electrodes were attached to 
copper wire 2 mm in diameter and 35 cm in total.

Jadhav et al. [97] used a cow urine administered another type of dual-chambered 
MFC with an outer cathodic chamber volume of 2.5 L, made of a plastic bucket and 

Figure 3. 
The schematic view of the CAML-MMFC reactor (adapted from [96]).
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inner clay container as an anodic chamber with a working volume of 0.4 L as seen 
in Figure 4. The substance of the clayware pot wall itself worked as a separator 
between the anodized chamber and the cathodic chamber. The anode and cathode 
are constructed of carbon felt with 394 cm2 and 755 cm2 of estimated surface area, 
respectively.

Zhang et al. [98] constructed a novel design for the treatment of dairy manure 
as shown in Figure 5. The MFC consisted of one cylinder (Ø100 mm × 90 mm, 
anode compartment with two identical square vision windows (80 mm × 80 mm)) 
and two rectangular cubes (80 mm × 80 mm × 50 mm, two cathode compart-
ments attached to a Plexiglas conduit (Ø20 mm) and a catholic compartment 
passing freely between them). The anode and the cathode compartments were 
divided by two proton exchange membranes (PEM) with the same cross-sectional 
region (80 mm = 6400 mm2). The cathode chambers were constantly aerated at 
300 ml min−1, to maintain dissolved oxygen at the cathode, and the anolyte was 
agitated with a blade stirrer (300 rpm) every other hour. The anodic and cathodic 
chamber had appropriate volumes of 617 ml and 321 ml.

13. Single-compartment MFC systems

Owing to their complicated architectures, two-compartment MFCs are chal-
lenging to scale up, but they can be run either in batch or continuous mode. One 

Figure 4. 
Dual chambered MFC treating cow urine as a substrate in the anodic chamber (adapted from [97]).

Figure 5. 
Schematic drawing of the MFC reactor. (1) Graphite fiber brush; (2) graphite granules; (3) proton exchange 
membrane (PEM); (4) Ag/AgCl reference; (5) blade stirrer; (6) air; (7) air bubbles; (8) external resistance; 
(9) inlet; (10) outlet (adapted from [98]).
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compartment of the MFCs provides simplified layout and cost savings. Typically 
they provide just an anodic chamber in a cathodic chamber without aeration need. 
Mohanakrishna et al. [35] fabricated single-chamber MFC with “perspex” mate-
rial with a total working volume of 0.54/0.48 L operated under fed-batch mode in 
an anaerobic microenvironment (Figure 6). Plain graphite plates (5 cm × 5 cm; 
1 cm thick; surface area 70cm2) were used as electrodes without coating along with 
NAFION 117 (Sigma–Aldrich) as proton exchange membrane sandwiched between 
anode and cathode duly after pre-treatment. Whereas the bottom portion was con-
nected to PEM and exposed to liquid, the top section of the cathode was exposed to 
sunlight. The anode was mounted below the PEM and submerged in the wastewater 
absolutely. After sealing with epoxy sealant copper wires were used for contact with 
electrodes. In order to maintain the anaerobic microenvironment in the anode com-
partment, leak-proof sealing was provided at the joints. Provisions for the sampling 
ports, wire input points (top), inlet and outlet ports have been developed.

Mardanpour et al. [36] fabricated a unique annular single chamber microbial 
fuel cell (ASCMFC) with the spiral anode (Figure 7). They used stainless steel mesh 
coated with graphite as an anode material. The dimensions of the chamber were 
3 cm in height, 7.1 cm internal diameter, and 8 cm external diameter. The volume 
of the anaerobic chamber was 90 cm3. The anode electrode (63 cm × 2 cm) was 
composed of stainless steel mesh coated with graphite (mesh 300).

Figure 7. 
Schematic diagram of annular single chamber microbial fuel cell (ASCMFC) with the spiral anode (adapted 
from [36]).

Figure 6. 
Schematic details of non-catalyzed single-chambered microbial fuel cell (MFC) used in this study with 
measurement circuits [FT, wastewater feeding tank; DT, decant tank; VR, variable resister; A, ammeter; V, 
voltmeter; T, pre-programmed timer; P, peristaltic pump; PEM, proton exchange membrane (NAFION 117)] 
(adapted from [35]).
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14. Operation parameter

14.1 Performance of MFC under different anodic metabolism

In MFC performance, microbial metabolism at anode plays a significant role. 
Each metabolism follows its metabolic pathway for generating energy, varying the 
capacity to generate power. The MFC was maintained at an initial concentration of 
1601 mg/L COD and a pH 7 anolyte. Phosphate buffer at 10 mM working concen-
tration was used to control anolyte pH. The voltage could be quickly produced in 
the MFC during the treatment of aerobic as well as anaerobic anodic metabolism in 
dairy wastewater. Nearly 760 and 780 mV of OCV was recorded for anaerobic and 
aerobic metabolism, respectively. Considering both aerobic and anaerobic anodic 
processes, the maximal OCV was observed from the first cycle of operation. Various 
studies [36, 99] showed the need of lag phase by microbes after which maximal 
OCV was obtained. The eradication of requirements for the lag phase may be a 
determinative result of using inherent microorganism of dairy wastewater which 
limits the microbial growth adaptation phase. MFC’s behavior marks a chance to 
generate current from the first cycle of operation. However, in power generation 
there was a clear difference when specific anodic metabolism was used. The polar-
ization data suggests that both the MFCs produced maximal power density of exter-
nal resistance at 470 ohm; for aerobic and anaerobic metabolism it was recorded as 
196 and 162 mW/m2 respectively. The COD removal efficiency obtained was 91% 
and 92% for anaerobic and aerobic metabolism in a week’s time respectively. The 
efficiency of conversion of chemical to electrical energy was 3.7 folds lower than 
anaerobic metabolism with 17.15% efficiency making it the major flaw in the aerobic 
system. In aerobic mode, oxygen was used by the microbes as terminal electron 
acceptor, which resulted in the loss of electrons reducing CE. While the CE for 
aerobic metabolism was much lower than anaerobic metabolism it could generate 
higher power density, this may be the product of aerobic bacteria’s fast growth and 
rapid metabolic activity, resulting in a higher concentration of protons and produc-
tion of electrons. The speedier removal of COD by aerobic metabolism results from 
rapid use of substrates [99].

14.2 Effect of anolyte pH

14.2.1 MFC operation without pH buffer

Anolyte system using a 10 mM concentration phosphate buffer (pH 6.9) reduces 
the initial anolyte concentration to 7.2 showing a gradual reduction of pH to 6.9 in 
8 days. Utilizing orthophosphoric acid, the pH was set to 7 when the device was run 
in the absence of buffer. The pH variations were found to be crucial in the absence 
of buffer. In the absence of a buffer system, the MFC pH gradually increased to 
7.51 on the 3rd day, and then fell to 7.03 on the 6th day. Though the efficiency 
of treatment and OCV was the same, a clear difference was observed in system 
polarization. The MFC’s average power density without buffer was 85.97 mW/m2 
which was almost half the system output using a buffer configuration for 161 mW/
m2 of pH maintenance. The requirement of 8-day batch time for both reactors for 
90% COD reduction demonstrated that the pH buffer removal did not affect the 
bacterial activity. In MFC, the citrate and phosphates remain as proton carriers. 
While for these carriers the diffusion coefficient is smaller, the concentration 
gradient is higher across the membrane. In cathode chamber, the concentration 
gradient is higher due to the deficiency of citrate and phosphates. Due to improved 



Environmental Issues and Sustainable Development

116

compartment of the MFCs provides simplified layout and cost savings. Typically 
they provide just an anodic chamber in a cathodic chamber without aeration need. 
Mohanakrishna et al. [35] fabricated single-chamber MFC with “perspex” mate-
rial with a total working volume of 0.54/0.48 L operated under fed-batch mode in 
an anaerobic microenvironment (Figure 6). Plain graphite plates (5 cm × 5 cm; 
1 cm thick; surface area 70cm2) were used as electrodes without coating along with 
NAFION 117 (Sigma–Aldrich) as proton exchange membrane sandwiched between 
anode and cathode duly after pre-treatment. Whereas the bottom portion was con-
nected to PEM and exposed to liquid, the top section of the cathode was exposed to 
sunlight. The anode was mounted below the PEM and submerged in the wastewater 
absolutely. After sealing with epoxy sealant copper wires were used for contact with 
electrodes. In order to maintain the anaerobic microenvironment in the anode com-
partment, leak-proof sealing was provided at the joints. Provisions for the sampling 
ports, wire input points (top), inlet and outlet ports have been developed.

Mardanpour et al. [36] fabricated a unique annular single chamber microbial 
fuel cell (ASCMFC) with the spiral anode (Figure 7). They used stainless steel mesh 
coated with graphite as an anode material. The dimensions of the chamber were 
3 cm in height, 7.1 cm internal diameter, and 8 cm external diameter. The volume 
of the anaerobic chamber was 90 cm3. The anode electrode (63 cm × 2 cm) was 
composed of stainless steel mesh coated with graphite (mesh 300).

Figure 7. 
Schematic diagram of annular single chamber microbial fuel cell (ASCMFC) with the spiral anode (adapted 
from [36]).

Figure 6. 
Schematic details of non-catalyzed single-chambered microbial fuel cell (MFC) used in this study with 
measurement circuits [FT, wastewater feeding tank; DT, decant tank; VR, variable resister; A, ammeter; V, 
voltmeter; T, pre-programmed timer; P, peristaltic pump; PEM, proton exchange membrane (NAFION 117)] 
(adapted from [35]).

117

Treatment of Dairy Wastewaters: Evaluating Microbial Fuel Cell Tools and Mechanism
DOI: http://dx.doi.org/10.5772/intechopen.93911

14. Operation parameter

14.1 Performance of MFC under different anodic metabolism

In MFC performance, microbial metabolism at anode plays a significant role. 
Each metabolism follows its metabolic pathway for generating energy, varying the 
capacity to generate power. The MFC was maintained at an initial concentration of 
1601 mg/L COD and a pH 7 anolyte. Phosphate buffer at 10 mM working concen-
tration was used to control anolyte pH. The voltage could be quickly produced in 
the MFC during the treatment of aerobic as well as anaerobic anodic metabolism in 
dairy wastewater. Nearly 760 and 780 mV of OCV was recorded for anaerobic and 
aerobic metabolism, respectively. Considering both aerobic and anaerobic anodic 
processes, the maximal OCV was observed from the first cycle of operation. Various 
studies [36, 99] showed the need of lag phase by microbes after which maximal 
OCV was obtained. The eradication of requirements for the lag phase may be a 
determinative result of using inherent microorganism of dairy wastewater which 
limits the microbial growth adaptation phase. MFC’s behavior marks a chance to 
generate current from the first cycle of operation. However, in power generation 
there was a clear difference when specific anodic metabolism was used. The polar-
ization data suggests that both the MFCs produced maximal power density of exter-
nal resistance at 470 ohm; for aerobic and anaerobic metabolism it was recorded as 
196 and 162 mW/m2 respectively. The COD removal efficiency obtained was 91% 
and 92% for anaerobic and aerobic metabolism in a week’s time respectively. The 
efficiency of conversion of chemical to electrical energy was 3.7 folds lower than 
anaerobic metabolism with 17.15% efficiency making it the major flaw in the aerobic 
system. In aerobic mode, oxygen was used by the microbes as terminal electron 
acceptor, which resulted in the loss of electrons reducing CE. While the CE for 
aerobic metabolism was much lower than anaerobic metabolism it could generate 
higher power density, this may be the product of aerobic bacteria’s fast growth and 
rapid metabolic activity, resulting in a higher concentration of protons and produc-
tion of electrons. The speedier removal of COD by aerobic metabolism results from 
rapid use of substrates [99].

14.2 Effect of anolyte pH

14.2.1 MFC operation without pH buffer

Anolyte system using a 10 mM concentration phosphate buffer (pH 6.9) reduces 
the initial anolyte concentration to 7.2 showing a gradual reduction of pH to 6.9 in 
8 days. Utilizing orthophosphoric acid, the pH was set to 7 when the device was run 
in the absence of buffer. The pH variations were found to be crucial in the absence 
of buffer. In the absence of a buffer system, the MFC pH gradually increased to 
7.51 on the 3rd day, and then fell to 7.03 on the 6th day. Though the efficiency 
of treatment and OCV was the same, a clear difference was observed in system 
polarization. The MFC’s average power density without buffer was 85.97 mW/m2 
which was almost half the system output using a buffer configuration for 161 mW/
m2 of pH maintenance. The requirement of 8-day batch time for both reactors for 
90% COD reduction demonstrated that the pH buffer removal did not affect the 
bacterial activity. In MFC, the citrate and phosphates remain as proton carriers. 
While for these carriers the diffusion coefficient is smaller, the concentration 
gradient is higher across the membrane. In cathode chamber, the concentration 
gradient is higher due to the deficiency of citrate and phosphates. Due to improved 



Environmental Issues and Sustainable Development

118

proton transfer, the internal resistance was typically reduced due to polarization of 
the concentration of protons, thereby increasing the output of power in the system 
using pH buffer. Phosphate buffer system has a wonderful impact on the electricity 
generation by altering the electrochemical reactions although it has not affected 
MFC’s microbial growth and efficiency in COD removal. The higher anolyte power 
density may be attained at pH 7 [8].

14.3 Substrate concentration

The concentration of the substrate in the anode chamber has a significant effect 
on microbial development. The MFCs were run using an anaerobic metabolism buffer 
system with an initial pH of 7 anolytes. The substrate concentration varied as a func-
tion of COD concentration (800, 1600, and 2800 mg/L). A remarkable variation in 
the overall OCV obtained by the MFC could be observed. MFC having COD concen-
tration of 1600 mg/L reported a maximum OCV of 760 mV. Operating system with 
800 and 2800 mg/L COD concentration achieved maximum OCV of 656 and 612 mV. 
MFC working with COD concentration of 800, 1600, and 2800 mg/L had a batch 
time requirement of 6, 7, and 11 days. The peak power density (161 mW/m2) was 
reported at 1600 mg/L COD concentration and is 2.5 and 1.8 fold lower for 800 and 
2800 mg/L COD operating MFCs. The columbic efficiency was 2.6 and 1.7 folds lower 
for MFC with 800 and 2800 mg/L, respectively, compared to MFC at 1600 mg/L 
COD concentration having 17.16%. The use of wastewater with higher COD results in 
a reduction in electricity generation, which may be due to microbial growth inhibi-
tion mediated by substrates. A dramatic decrease in power output occurred when 
800 mg/L of initial COD concentration was used. Power generation decreased with 
a decline in the initial concentration of the substrate [99]. The initial COD variance 
did not influence the effluent quality of the MFC, although the duration of treatment 
improved with an increased substrate concentration.

14.4 The effect of temperature

The operating time was longer at low temperatures than that at high tem-
peratures, but the voltage generation at high temperatures (30 and 35°C) was 
higher [100, 101]. The peak current and voltage intensity was measured at 35°C. 
Decreasing voltage, output and current intensity may occur for a variety of reasons. 
As temperature rises, the biochemical reactions, bacterial metabolism, and bacte-
rial growth rate increases, leading to rapid bacterial growth and better voltage 
efficiency. Nonetheless, during long processing periods while bacteria are at high 
temperatures, essential cell’s compounds like nucleic acid and other temperature-
sensitive material can be irreversibly impaired, resulting in extreme cell function 
degradation or death. The voltage and current strength decrease drastically in this 
case. The slow bacterial growth rate at low temperatures often leads to a reduction 
in the bacterial population and activity and voltage output decreases [102].

14.5 The effect of organic loading rate (OLR)

A number of studies on the generation of electricity by MFCs have also shown 
that amount of current generated in both closed and continuous MFC depends upon 
organic loadings. The MFC research analyzed various organic loadings and measured 
their effects on current and power during service. During the 30 days of operation, 
the maximal current and power density was achieved in OLR equal to 53.21 kg COD/
m3d. This is because the MFC requires more time at low OLR to achieve the optimum 
current and power density. But in greater OLR, maximal current and power density 
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will be attained in a shorter time frame. The other reason is that the microorganisms 
in inoculated sludge and wastewater are compatible [15, 96].

14.6 The effect of external resistance

Higher external resistance results in diminished power density. Therefore, MFC 
has to be constructed with lower external resistance for better performance. In 
other words, the voltage rises as the resistance increases, and the current decreases. 
The voltage produced decreases from 0.855 to 0.319 V when the external resistance 
increases from 1 to 25 KΩ. The decrease in voltage indicates that processes other 
than cathodic reactions used some electrons [1]. Low voltage may be due to a 
reduced rate of usage of electrons in the cathode with high electrical resistance rela-
tive to the rate of transfer from the external circuit. It is acceptable that the ejection 
of electrons via the circuit reduces as the resistance of a circuit increases. Electrons 
in the cathode have been used to eliminate other electron receptors from the cath-
ode, like sulfate, permeable oxygen, or nitrate. Electrons quickly pass through the 
external circuit at lower external resistance and oxidize the electron carriers in the 
anodic chamber on the external membrane of the microorganism. Maximum power 
density is also obtained in MFC systems where internal and external resistances are 
equivalent. Differences in MFC output with varied external resistances can be due 
to differences in activation losses at the anode, which is a result of the electrochemi-
cal behavior of the microorganism-reducing anode [103].

14.7 The effect of hydraulic retention time (HRT)

Hydraulic retention time (HRT) is a critical parameter in the treatment of 
wastewater and regulates the residual substrate concentration and the amount of 
dissolved oxygen (DO) in the reactor. When HRT decreases, the concentration 
of the substrate increases, leading to the utilization of the entire substrate with 
an improved voltage and power density. On the other hand, higher concentra-
tions of DO in the influent wastewater lead to an increase in the potential for 
oxidation-reduction (ORP), resulting in a reduction in the voltage and power 
density generated in the MFC. To understand the impact of HRT on bioelectricity 
generation, the MFC was run continuously with dairy wastewater at seven differ-
ent HRTs (2, 3, 4, 5, 6, 7, and 8 days) [96].

The explanation for the rise in voltage as HRT rises may be usually due to the 
long interaction time between biofilm and organic matter, which may demonstrate 
the benefit of biofilm, degradation of a substrate, electron output, and transition 
to the surface of the anode. Despite this, the voltage decreases slightly when HRT 
increases (8 days). These observations are compatible with the conclusions of 
single-chamber MFC energy production with the aerial cathode in the existence and 
exclusion of proton exchange membrane, and also the results of electricity genera-
tion and the wastewater treatment utilizing single-chamber MFC [104].

15. Application of MFC

Although a centuries-old technique, initially recognized in the treatment of dairy 
wastewater, MFC is taking an interest in bioelectricity generation, bio-hydrogen, 
Nitrogen, and Phosphorus recovery and also used as a biosensor [33, 105–108]. 
Several issues such as expensive materials, complicated design, and low power 
output at higher internal resistance needed to be tackled before utilizing MFC for 
large scale applications.



Environmental Issues and Sustainable Development

118

proton transfer, the internal resistance was typically reduced due to polarization of 
the concentration of protons, thereby increasing the output of power in the system 
using pH buffer. Phosphate buffer system has a wonderful impact on the electricity 
generation by altering the electrochemical reactions although it has not affected 
MFC’s microbial growth and efficiency in COD removal. The higher anolyte power 
density may be attained at pH 7 [8].

14.3 Substrate concentration

The concentration of the substrate in the anode chamber has a significant effect 
on microbial development. The MFCs were run using an anaerobic metabolism buffer 
system with an initial pH of 7 anolytes. The substrate concentration varied as a func-
tion of COD concentration (800, 1600, and 2800 mg/L). A remarkable variation in 
the overall OCV obtained by the MFC could be observed. MFC having COD concen-
tration of 1600 mg/L reported a maximum OCV of 760 mV. Operating system with 
800 and 2800 mg/L COD concentration achieved maximum OCV of 656 and 612 mV. 
MFC working with COD concentration of 800, 1600, and 2800 mg/L had a batch 
time requirement of 6, 7, and 11 days. The peak power density (161 mW/m2) was 
reported at 1600 mg/L COD concentration and is 2.5 and 1.8 fold lower for 800 and 
2800 mg/L COD operating MFCs. The columbic efficiency was 2.6 and 1.7 folds lower 
for MFC with 800 and 2800 mg/L, respectively, compared to MFC at 1600 mg/L 
COD concentration having 17.16%. The use of wastewater with higher COD results in 
a reduction in electricity generation, which may be due to microbial growth inhibi-
tion mediated by substrates. A dramatic decrease in power output occurred when 
800 mg/L of initial COD concentration was used. Power generation decreased with 
a decline in the initial concentration of the substrate [99]. The initial COD variance 
did not influence the effluent quality of the MFC, although the duration of treatment 
improved with an increased substrate concentration.

14.4 The effect of temperature

The operating time was longer at low temperatures than that at high tem-
peratures, but the voltage generation at high temperatures (30 and 35°C) was 
higher [100, 101]. The peak current and voltage intensity was measured at 35°C. 
Decreasing voltage, output and current intensity may occur for a variety of reasons. 
As temperature rises, the biochemical reactions, bacterial metabolism, and bacte-
rial growth rate increases, leading to rapid bacterial growth and better voltage 
efficiency. Nonetheless, during long processing periods while bacteria are at high 
temperatures, essential cell’s compounds like nucleic acid and other temperature-
sensitive material can be irreversibly impaired, resulting in extreme cell function 
degradation or death. The voltage and current strength decrease drastically in this 
case. The slow bacterial growth rate at low temperatures often leads to a reduction 
in the bacterial population and activity and voltage output decreases [102].

14.5 The effect of organic loading rate (OLR)

A number of studies on the generation of electricity by MFCs have also shown 
that amount of current generated in both closed and continuous MFC depends upon 
organic loadings. The MFC research analyzed various organic loadings and measured 
their effects on current and power during service. During the 30 days of operation, 
the maximal current and power density was achieved in OLR equal to 53.21 kg COD/
m3d. This is because the MFC requires more time at low OLR to achieve the optimum 
current and power density. But in greater OLR, maximal current and power density 

119

Treatment of Dairy Wastewaters: Evaluating Microbial Fuel Cell Tools and Mechanism
DOI: http://dx.doi.org/10.5772/intechopen.93911

will be attained in a shorter time frame. The other reason is that the microorganisms 
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Higher external resistance results in diminished power density. Therefore, MFC 
has to be constructed with lower external resistance for better performance. In 
other words, the voltage rises as the resistance increases, and the current decreases. 
The voltage produced decreases from 0.855 to 0.319 V when the external resistance 
increases from 1 to 25 KΩ. The decrease in voltage indicates that processes other 
than cathodic reactions used some electrons [1]. Low voltage may be due to a 
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density is also obtained in MFC systems where internal and external resistances are 
equivalent. Differences in MFC output with varied external resistances can be due 
to differences in activation losses at the anode, which is a result of the electrochemi-
cal behavior of the microorganism-reducing anode [103].
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Hydraulic retention time (HRT) is a critical parameter in the treatment of 
wastewater and regulates the residual substrate concentration and the amount of 
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of the substrate increases, leading to the utilization of the entire substrate with 
an improved voltage and power density. On the other hand, higher concentra-
tions of DO in the influent wastewater lead to an increase in the potential for 
oxidation-reduction (ORP), resulting in a reduction in the voltage and power 
density generated in the MFC. To understand the impact of HRT on bioelectricity 
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ent HRTs (2, 3, 4, 5, 6, 7, and 8 days) [96].

The explanation for the rise in voltage as HRT rises may be usually due to the 
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the benefit of biofilm, degradation of a substrate, electron output, and transition 
to the surface of the anode. Despite this, the voltage decreases slightly when HRT 
increases (8 days). These observations are compatible with the conclusions of 
single-chamber MFC energy production with the aerial cathode in the existence and 
exclusion of proton exchange membrane, and also the results of electricity genera-
tion and the wastewater treatment utilizing single-chamber MFC [104].

15. Application of MFC

Although a centuries-old technique, initially recognized in the treatment of dairy 
wastewater, MFC is taking an interest in bioelectricity generation, bio-hydrogen, 
Nitrogen, and Phosphorus recovery and also used as a biosensor [33, 105–108]. 
Several issues such as expensive materials, complicated design, and low power 
output at higher internal resistance needed to be tackled before utilizing MFC for 
large scale applications.
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15.1 Treatment of wastewater

During the early stage of MFC technology, it was considered that this technology 
could only be used for the treatment of the limited wastewater, but in the recent years, 
it has been seen that it could be used in the treatment of almost all kinds of industrial, 
agricultural and municipal wastewater. The most suitable temperature studied for 
electricity generation via MFC is about 30°C in a regulated climate. Glycerol wastewa-
ter, the main source of pollution in the biodiesel industries, has reported a maximum 
surface power density 600 mW/m2 [109]. The low cost and the operational stability 
is an important characteristic for an effective and efficient treatment technology. An 
earlier study has reported the simultaneous methane and bio-electricity production 
in the anaerobic digestion process for higher concentrated wastewater at a longer 
detention time [62]. MFC with certain microbes have the ability for removable of 
organic matter, sulfides, nitrides, phosphorous, salinity, etc. Do et al. [110] reported 
the maximum of 90% COD removal and 80% columbic efficiency.

15.2 Bio-electricity

MFC is a wonderful technology in transferring the chemical energy inside the 
wide varieties of the waste organic matter with the help of the microorganism into 
bio-electricity. The current MFC technology is capable of producing only low power 
outputs which are suitable for small telemetry and wireless sensor system with a 
small power requirement in the remote areas. However, [39] achieved a peak power 
density of 122 W/m3 with 81% COD removal using dairy wastewater as a substrate 
with 3D laminated composites as electrodes [39].

15.3 Biohydrogen

With a minor adjustment, MFCs could also be used to generate biohydrogen 
instead of bio-electricity that could be extracted and processed for later use. The 
anode potential is improved with an external voltage of 0.23 V for overcoming the 
thermodynamic barrier which is much lesser than the conventional fermentation 
process. The electron and hydrogen ion produced by the microbial activities at the 
anodic chamber combines at an oxygen devoid cathode chamber generating bio-
hydrogen. MFC has a potential of about 8–9 mol H2/mol glucose in comparison to 
4 mol H2/mol glucose produced from a conventional fermentation process [52]. In 
order to produce hydrogen gas in a standard MFC, the anodizing potential for an 
additional voltage must be increased roughly 0.23 V or more.

15.4 Bio-sensor

The MFC is also utilized as an electrochemical biosensor for pollutant analysis. 
The metabolic activities of the electrogenic microorganisms are highly affected 
by the sudden change in the concentration of the targeted analyte in the exposed 
aquatic environment and are reflected as a change of the output electric signal. 
MFC sensor is a self-sustained sensor unlike other types of the biosensor which 
require an external source of power. The biofilm-electrode is used as the sensing 
element in the MFC sensor [67].

16. Conclusion

Anaerobic treatment is most commonly used to treat dairy wastewaters, mainly 
hybrid anaerobic and UASB digesters. Upstream anaerobic sludge blanket reactors 
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are more commonly used and ideal for the wastewater treatment from the dairy 
sector since they can handle large amounts of influents within a short period. But, as 
dairy wastewater, these processes partially degrade wastewater that contains nutri-
ents and fats. Further treatment for anaerobically treated wastewater from the dairy 
is therefore necessary. The proper selection of anode material it is made from is a key 
factor in attempts to obtain high-performance MFCs. Selecting the incorrect anode 
content would make this option obsolete. Since the kinetics of the microbes used in 
MFCs are far slower than that which can be accomplished with cathode content or 
cathode catalyst, the use of 3D anodes has so far been seen to be very advantageous 
and capable of raising power generation by many magnitudes. Developing countries 
like India who are the leading producers of milk and are among the top world dairy 
industries rely on the use of antibiotics for enhancing the production of milk in the 
cows but these antibiotics when finding their way into the water streams, these are 
very detrimental. Therefore, the adoption of circular practices for the management 
of the environment is increasing in order to promote the circular economy. From 
a future perspective, MFCs are the most promising and environmentally friendly 
approach to the management of environmental pollution. However, scaling up of 
this technology is an obstacle due to low power outputs but this could be overcome 
by integrating MFC with other wastewater treatment technologies and a centralized 
system will solve the problem. Also, various low-cost electrode materials such as 
ceramics and biological materials make this technology economically sound.

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Chapter 8

Analysis of Municipal Solid Waste 
Generation in Dir City
Shakeel Mahmood

Abstract

The study is an attempt to analyze municipal solid waste generation Dir City, 
District Dir Upper Khyber Pakhtunkhwa (KP), Pakistan. This study has utilized 
primary data collected through a semi-structured questionnaire and direct waste 
sampling as primary research. Mathematical analysis and descriptive statistical analy-
sis is applied and generation of municipal solid waste at different scales is estimated. 
Results indicated that the total waste generated was 16.65 million kg/annum (18356.5 
tons) or 45624 kg/day (50.29 tons), or 0.37 kg/capita. Average waste produced by 
residential, commercial, educational and health sectors was 3.3 kg, 21 kg, 12 kg and 
7 kg, correspondingly. Among all, residential sector was the leading producer with 
40738 kg (89%) follow by commercial sector 4321 kg (9%) per day while remaining 
in fraction. High income households and large size families were producing average 
waste of 5.6 kg/day and 4.9 kg/day, respectively. The main components of waste gen-
erated in the study area included paper (8%), organic matter (53%), plastics (12%), 
clay, pebbles, gravels, ashes and broken ceramic objects (24.8%). The spatial distri-
bution of waste generation varies across the city, high rate of generation was found 
Rehankot and Shaow whereas Fringe areas were characterized by low generation rate.

Keywords: solid waste, income, family size, waste generation, Dir City

1. Introduction

Worldwide, environmental problems are increasing with negatives conse-
quences on human life and environment. Municipal solid waste is one of the current 
environmental problems particularly in developing countries [1]. Different human 
activities at domestic, commercial, industrial and agricultural level, as well as 
construction work are generating solid waste [2]. The quantity of municipal solid 
waste is increases with increasing population [3]. Improved living standards have 
and urban living style has intensified the problem of waste generation [4]. Likewise 
super packing form of various products ready to use and of fast food products has 
changed waste composition [5]. The population growth and haphazard expansion 
also contribute in a straight line to waste generation and urban areas are facing 
environmental problems and public health issues [3, 6]. The solid wastes produced 
by any urban societies contain rubbish, construction material, leaf litter and other 
constituents in a fraction [7]. The physical constituents of solid wastes included 
“food waste, yard waste, wood, plastics, papers, metals, leather, rubbers, inert 
materials, batteries, paint containers, textiles, construction and demolishing 
materials and many others” [8]. Various studies indicate that in developing coun-
tries 60–85 percent of the municipal solid waste is generated by residential sector 
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followed by commercial activities with heterogeneous nature and quantity [9, 10]. 
The focus of this study is the analysis of solid waste generation by residential,  
commercial, health, and educational sectors of Dir City.

2. Methods and material

2.1 The study area

The district of Upper Dir is situated in the North-west of Pakistan with a total 
geographical area of 3,699 sq.km [11]. The total population of the district was 
enumerated as 946,421 with 120,228 households as in 2018. The population density 
is 156 persons/sq.km [12]. The elevation of study area varies from 5577 meters 
above mean sea level in the north to 844meters in the south. River Panjkora, fed by 
rain and melt water, is the main source of water for various purposes particularly at 
domestic level. The annual rainfall in the area varies from 823 to 2149 mm [13–14].

The target community is Dir City- the oldest settlement with high population 
density in the entire district. The estimated population of the target area is 121893 
persons with 12345 households. Average family size is about 8 persons [15]. Dir City 
is further divided into many communities like Main Bazaar, Rehankot, Shaow, Kaas, 
College Colony and Bijli Ghar. Most of the municipal solid waste and entire liquid 
waste is persistently dumped haphazardly in open spaces and into Dir River which 
is a source of fresh water. Such anthropogenic activity is polluting precious fresh 
water resource.

2.2 Data collection and analysis

For achievement of this micro-level research work objectives, primary data 
is collected using questionnaire based households survey and direct field mea-
surements. The field work was conducted in September, 2020. A detailed semi-
structured questionnaire was developed containing questions regarding family size, 
monthly income, daily solid waste generation in Kilograms (Kg), effects of open 
dumping and caused of inappropriate disposal as suggested by [16]. The surveys 
were conducted in the target community using systematic sampling techniques. A 
total of 112 household’s head were interviewed. Population data and households 
data was acquired from the Tehsil Municipal Authority (TMA), District Upper Dir.

The data regarding monthly income and family size were processed and classi-
fied using frequency distribution. The monthly income of the surveyed household 
was arranged into three classes i.e. “low income class” <35,000 in Pakistani Rupees 
(PKR; 1US$ =160 PKR, 2020), “middle income class” ranging from 35,000–70,000 
PKR, and “high income class” >70,000 PKR. These income classes were used to find 
out variations in generation of solid waste at household level among various seg-
ments of the community. In the same way, family size of the surveyed households 
was arranged into three groups; small family (<7 persons), medium family (7–12 
persons) and large family (>12 persons).

The average solid waste generation (Kg/day) for each income and family size 
class was calculated by using Eq. (1):

 =averageSW N /n∑  (1)

In the given equation “SWaverage” is the average solid waste generation, “N” 
numerical value of each observation and “n” is the total number of observations. 
While average solid waste per person/day was calculated using Eq. (2):
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 pc average averageSW SW /FS=  (2)

In the given equation “SWpc” is the solid waste generation per capita and 
“FSaverage” is the average family size. The total solid waste generated by residential 
sector is calculated by using Eq. (3). In the same manner solid waste generation per 
day for each sector is calculated and then by adding all sectors a grand total “T” for 
all sectors is estimated.

 ( ) ( )residential pcSW p SW= ∗  (3)

In the given equation “SWresidential” is the residential solid waste generated per 
day, and “p” is the total population. The annual solid waste generation is estimated 
using the Eq. (4).

 ( ) ( )  Annual T x 365=  (4)

The results are visualized in the form of tables and graphs.

3. Results and discussion

The total population of the 112 surveyed households was counted as 1442 
persons. Family size of the surveyed households has divided into three classes. 
The family included parents, their sons, daughters, nephews, grandfather and 
grandmother. Medium size families were around 33 percent, though small and large 
size families were 17% and 50%, respectively (Table 1). Average family size of the 
surveyed households was 9 persons. Solid waste generated by the small, medium 
and large families was 1.8 Kg/day, 3.2 Kg/day and 4.9 Kg/day, respectively.

Similarly, the monthly income of the surveyed household head was also 
classified into three groups out of which about 32 percent were low income with a 
monthly income of less than 35,000 PKR, around 44 percent income was rang-
ing from 35,000 to 70,000 PKR, and about 24 percent falls in high income group 
having monthly income more than 70,000 PKR (Table 2). Daily waste genera-
tion increases with the increase in household monthly income. Low, medium and 
high monthly income households have been generating 1.3 Kg/day, 3.1 Kg/day 
and 5.6 Kg/day, respectively.

3.1 Municipal waste generation and composition

The rapid population growth, rising urbanization and consumption patterns led 
to the production of more solid waste [17]. Municipal authorities have to manage 

Family Size Percentage Kg/day

Small 17 1.8

Medium 33 3.2

Large 50 4.9

Average 3.3

Source: Field Survey September, 2020.

Table 1. 
Solid waste generation per day by various size families in (kg/day).
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and large families was 1.8 Kg/day, 3.2 Kg/day and 4.9 Kg/day, respectively.

Similarly, the monthly income of the surveyed household head was also 
classified into three groups out of which about 32 percent were low income with a 
monthly income of less than 35,000 PKR, around 44 percent income was rang-
ing from 35,000 to 70,000 PKR, and about 24 percent falls in high income group 
having monthly income more than 70,000 PKR (Table 2). Daily waste genera-
tion increases with the increase in household monthly income. Low, medium and 
high monthly income households have been generating 1.3 Kg/day, 3.1 Kg/day 
and 5.6 Kg/day, respectively.

3.1 Municipal waste generation and composition

The rapid population growth, rising urbanization and consumption patterns led 
to the production of more solid waste [17]. Municipal authorities have to manage 

Family Size Percentage Kg/day

Small 17 1.8

Medium 33 3.2

Large 50 4.9

Average 3.3

Source: Field Survey September, 2020.

Table 1. 
Solid waste generation per day by various size families in (kg/day).
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the solid waste arising from residential, commercial, health and educational activi-
ties along with the waste collected from the streets [18]. Normally the municipal 
authorities manage all type of wastes dropped in the community bins located at 
street level in the city [19]. In the study area, Tehsil Municipal Authority (TMA) is 
not working properly and the residents are also disposing the wastes directly in the 
streets, drains, open spaces, vacant plots and river. The major source of municipal 
solid waste production is residential sector. The average wastes produced by com-
mercial, educational and health sectors per day were 3.3 kg, 21 kg, 12 kg and 7 kg, 
correspondingly (Table 3). The fruit and vegetable market was generating waste of 
about 300 kg/day.

Results indicated that the per capita generation of solid waste is 0.37 kg/day. The 
total waste generated by the entire studied community is 45624 kg/day (50.29tons) 
whereas total 16.65 million kg/annum (18356.5tons) is the estimated figure for one 
year. Residential sector was the leading producer with 40738 kg/day (89%) followed 
by commercial sector 4321 kg/day (9%) presented in Figure 1.

The composition of the waste generated by the studied community has different 
constituent elements. The average physical ingredient of municipal solid waste pro-
duced by Dir City comprised of paper (8%), organic matter (53%), plastics (12%), 
soil, pebbles, gravels, ashes and broken ceramic objects (23.3%) and others things 
(3.5%; Figure 2). The organic matter is one the major constituent because of the use 
of fresh vegetables, fruits, other food wastes, wood and leaves at household level, 
and kitchen remains. These results are very near to the findings of [16, 20]. Spatial 
analysis of results indicates that waste generation rate is highest in Rehankot followed 
by Shaow. High population density, monthly income and family size are the major 
factors of more waste generation. The commercial activities are concentrated in a 
narrow belt along the main road where fruit and vegetable market “Sabzi Mandi”, 
hotels and restaurants are located. Therefore, it forms a separate zone of waste gener-
ated by commercial activities. Spatially, this zone is extending from north to south 
in city center covering the entire main market “Main Bazaar”. The waste generated 
in Rehankot, Shaow and Main Bazaar is higher in the city whereas the outskirts are 
producing low waste because low income group and small to medium size families 
are settled there.

The major constituent of solid waste in the Dir City is organic matter (53%). 
The same is found in the previous studies [4, 16, 21] that municipal solid waste is 
dominated by organic and recyclable materials.

3.2 Community perception

Community perception on the subject of open dumping of municipal solid 
waste is also been investigated. The perception across the study area was different 
about negative outcomes of dumpling waste openly. Results indicated that most of 

Income Groups Percentage Kg/day

Low income 32 1.3

Middle income 44 3.1

High income 24 5.6

Average 3.3

Source: Field Survey September, 2020.

Table 2. 
Solid waste generation various income groups in (kg/day).
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the residents (68%) were aware of the negative consequences of solid waste open 
dumping. There view point was that open dumping of solid waste is polluting the 
environment and causing bad smell and may cause different diseases because it 
provides breeding grounds for mosquitoes. The remaining (32%) respondents 
were of view that there is no effect of open dumping of solid waste on health of the 
environment and people.

S.No. Sources Average Solid Waste

1 Residential Area

Households 3.3

2 Commercial Areas

Hotels 8.5

Shops 1

Fruit Market 300

3 Medical facilities

Hospitals 12

clinics 1.5

4 Educational Institutions

Private schools 12

Govt. schools 14

Private College 7

Govt. College 14

5 Parks & grounds 8

6 Offices

Private 1.2

Government 3

Table 3. 
Sector wise average solid waste generation in (kg/day).

Figure 1. 
Sector wise municipal solid waste generation (kg/day).
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Figure 3. 
Community perception.

The community perception concerning the causes of open dumping of solid 
waste was uneven. About 63% of the studied population considered that TMA 
employees are not working properly in residential sector. There is lack of bins at 
street level. Similarly, there is no one to collect waste from door to door. They just 
came on request and remove the waste from drains. In some places across the study 
area, they are unloading solid wastes from hand trolleys directly in the open spaces or 
in river because there is no waste dumping site. The function of District Government 
is also poor because the growth of population and expansion of built up land of 
city has been occurred but there is no improvement has been seen in management 
of municipal solid waste. The perception of about 37% of the respondents was that 
Tehsil Municipal Authority employees and residents of the area are accountable for 
dumping (Figure 3). The residents are also throwing the domestic wastes direct in 
the drains, streets or open spaces. The haphazard dumping is more hazardous for 
the community. In the study area, drains are not covered and people are throwing 
waste into it leading to drains obstruction. The blockage further intensifies the 
problem. The treatment of solid waste is relatively hard subsequent to production. 

Figure 2. 
Composition of the sample solid waste at domestic level.
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Well planned mechanism for collection and disposal is required to dump the waste 
in landfill site [22, 23]. Both the land filling and open dumping is causing leaching. 
This may pollute the fresh water resources. Polluted water is causing the accumula-
tion of harmful substances in aquatic animals. Consequently affect the aquatic life 
negatively. In the same manner it can cause human health problem [24].

4. Conclusions and recommendations

It is concluded from the analysis that about 89% of the solid waste is generated by 
residential sector. The major constituent elements of sampled wastes were organic 
matter, plastic and paper.

The related authority and departments has poor performance to manage solid 
waste properly because of limited available resources. Dumping in drains, open 
spaces, and streets is very common and most of the community is unaware of its 
negative consequences on environmental health and human health. Similarly, drop-
ping the waste direct in the river is also one of hazardous activity because it pollutes 
river’s water and may lead to aquatic life. Hazardous environmental and health 
impacts might be the fate residents of Dir City, if the issue is not managed properly. 
It is the demand of time to design solid waste management plan for Dir City in order 
to reduce the risk environmental and health problems.

Future Prospects.
Municipal solid Waste management is a challenge for waste managers and 

dealing departments/authorities. In this regard, development of proper waste 
management system is highly required. It will not only reduce risk of environmental 
problem but also generate revenue. Alongside site suitability analysis for damping 
of waste is also needed. It will protect the rivers. Similarly, awareness campaigns 
regarding reuse, recycle and reduce strategies is also highly required at house-
hold level.

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Abstract

Circular economy provides an efficient framework for effective biomass  
valorization, through strategic use and processing of resources and waste reuse. 
Being the second largest energetic crop, rapeseed (RS) presents a high potential in 
this sense. However, good management of the large quantity of generated wastes 
from agro-industrial activities is required. The most common management strate-
gies in this sense refer to the reuse of RS wastes (mainly stems and press-cake) for 
animal feed, compost, soil amendment and fertilizer. Valorization of RS wastes 
as adsorbent for wastewater treatment is attractive. Despite the fact that only few 
articles on this subject exist in literature, they are sufficient to reflect the potential 
of this adsorbent to remove both inorganic and organic compounds from aqueous 
phase. The rapeseed wastes were used in native form (for diluted effluents) or 
modified by chemical or thermal treatment (for concentrated effluents or large 
molecule contaminants). This chapter will provide a review on the RS wastes 
management strategies, highlighting the applications for removing contaminants 
from wastewater in single and multi-component systems, in static or continuous 
operation mode.

Keywords: rapeseed, canola, biomass, wastewater treatment, adsorption, 
biosorption, pollutants removal

1. Introduction

A sustainable growth of our society implies a continual and efficient (re)use of 
the available resources. At the European Union (EU) level, great efforts are made 
to move to a circular economy with an efficient use of resources and zero waste 
generation. In the latest report, member states view food, waste processing and 
mobility among the priority sectors in the circular economy strategies [1]. Waste 
from one part of the system may be a resource in other sector, matching demand 
and supply, while biofuels obtained from the high-growing biomass and biological 
wastes tackles the problem of renewable energy.

Rape or rapeseed (Brassica napus L. and its varieties) currently occupies the 
second place in the world production of oilseed and meal [2]. EU is the second 
major producer of rapeseed, after Canada. In Europe, the main oilseed culture 
consists of rapeseed, followed by sunflower seeds and soya beans. Romania is 
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among the top seven major producers, being responsible for almost 5.5% of the EU 
total RS production [3]. Crushing of oilseeds produces RS oil (for human consump-
tion or biodiesel production) and RS meal. The latter represents almost 57% of the 
world total RS production [2]. Within the scope of this chapter, the terms “rape” or 
“rapeseed” will be used when referring to other common names or varieties, such as 
canola, colza, swede, swede rape, summer rape, winter rape, annual rape. Another 
mention is about the methods of oil extraction from rape seeds (RSs). This can be 
done by mechanical pressing, when RS meal is produced, with 8–20% residual oil 
content. The fat content could be further lowered by solvent extraction to 1–3%; 
then the solid waste obtained is RS cake [4]. Because we have found a great number 
of articles in literature where no distinction between RS meal (RSM) and RS cake 
(RSC) was made, we will be using these terms interchangeably here.

Valorization options for RS meal are based predominantly on the use as animal 
feed. Although a recognized feedstock for protein extraction, RS is still underuti-
lized for production of commercially available protein products [5, 6]. Besides meal, 
other solid residues result from RS harvesting (stems and leaves). They are primar-
ily used to obtain energy by combustion or fermentation [7] and soil amendment 
and fertilizer [8]. Currently at EU level, lignocellulosic and agricultural biomass 
(including rapeseed wastes) are the subject of some Bio-Based Industries Joint 
Undertaking projects [9].

An emerging valorization alternative consists of using RS wastes for the removal 
of pollutants from wastewater by adsorption. In order to lower the cost of activated 
carbon (AC) processes, abundant and readily available agricultural wastes were 
tested in native form or after a treatment as presented in various reviews [10–13]. 
The process is called biosorption when the waste is used in either its natural form or 
after some physical or chemical modification. At present, most of the work is done 
at laboratory scale. Although activated carbon process is an established technology 
at industrial scale, not many ventures can be encountered for the commercialization 
of biosorption [14].

This chapter aims to dive into the rapeseed waste management practices and 
strategies, specifically on the opportunity of valorization as a sorbent in wastewater 
treatment. Firstly, the sources of different rape waste biomass are identified and 
their valorization options are discussed from the circular economy perspective. The 
second part of the chapter will focus on the relation between adsorption and RS 
waste. After a short description of the adsorption process as a wastewater treatment 
technology, the characteristics that make RS a potentially suitable biosorbent are 
highlighted. Finally, an overview of the limited number of studies found in litera-
ture dealing with RS-based sorbents will be focusing on the types of pollutants and 
wastewater matrix investigated and the adsorption system configuration employed.

2. Rape waste biomass sources and management strategies

2.1 Sources

Rape is a multifunctional oily plant with yellow flowers and thin, long and 
branched stems. The many RS varieties are remarkable by extensive biomass, 
easiness in harvesting and adaptability to climatic change, their cultivation being 
estimated as one of the most sustainable oil crops [15]. The main applicability of 
the harvested component of the rape crop, the seeds, targets vegetable oils produc-
tion (Figure 1). Rape seeds contain compounds of nutritional value (proteins and 
oil) and anti-nutrients, namely erucic acid and glucosinolates. The two varieties of 
Brassica napus seeds frequently cultivated - industrial rapeseed and canola- have 
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as distinguishing feature the erucic acid content in the corresponding oils. Unlike 
traditional varieties of rapeseed that give oils that contain 22–60% erucic acid, the 
cultivars of canola produce oils with low erucic [5].

The main sources of RS waste are agricultural activities and production of oil 
and biodiesel (Figure 1). Field residues, present after RS crop harvesting, consist of 
stems, stalks, leaves and seed pods. From the technological process before seed stor-
ing result impurities, broken and immature grains, stems, rotten grains etc. [16, 17]. 
The total RS biomass consists of 28–50% seeds, while the rest is crop residues, mainly 
stalks [18]. The agricultural wastes resulting in large amounts from the harvesting 
and postharvest of the seeds of rape are lignocellulosic materials: straws and stalks 
contain 15–36% cellulose, 18–25% hemicelluloses and 14–31.6% lignin [19, 20], while 
seeds husks contain: 13.7% cellulose, 19% hemicellulose and 25.5% lignin [21]. The 
processing of the rape seeds for vegetable oils yields press-cake or meal as industrial 
residue, which account for about 60% by weight of the input seeds [21, 22]. The RSC 
obtained by mechanical pressing of oleaginous seeds contains 30–40% proteins and 
9.0–12.60% crude fibers [16, 23]. On the other hand, RSM resulted after the solvent 
extraction of the oil from the rape seeds has a content of about 37–40% proteins and 
10–17.5% crude fibers [22, 24]. Authors [25] have determined the composition of 
deoiled canola meal (CM): 34.5% lignin, 33.5% hemicellulose and 30.2% cellulose. 
The RSC/RSM are currently important sources of organic matter and energy.

The wide availability, low-cost, renewability, versatility, unique structure 
and interesting technological properties make these residual materials more than 
just wastes. Their resource potential for sustainable products with multi-faceted 
applications is still undervalued.

2.2 The circular economy approach and management of rape biomass

Circular economy can be described as an industrial system that is restorative or 
regenerative by intention and design, aiming for the elimination of waste through 
the superior design of materials, products, systems and business models [26]. The 
recovery of valuable by-products can contribute to circular economy transition by 
reducing waste generation, maximizing resources potential and also leading to cost 
reduction [27]. The management of RS wastes with the possibility of their reuse in 
different forms is presented in Figure 2. Rapeseed meal/cake, the main by-product 
of vegetable oil and biodiesel production, has a high potential for an integrated 
valorization scheme [28]. For example, RSM can be transformed into a hydrolysate 
and used with crude glycerol to produce poly (3-hydroxybutyrate) [29]. RSM 
contains bioactive constituents, such as phenolic sinapinic acid and protocatechuic 
acid, which can be used as functional food ingredients and for use in cosmetic 
and pharmaceutical applications [27, 30]. Its application for animal feed is limited 
however due to the presence of anti-nutritional compounds (e.g. glucosinolates, 
phytic acid, synapine, erucic acid, tannins) and high fiber contents. Treatment with 
ethanol reduces phenols and glucosinolates content, while increasing the protein 

Figure 1. 
Sources of wastes from the RS oil production process.
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level, and makes possible RSM use as feed additive or as a source for production of 
protein-rich ingredients with specific value and functionality [31]. The biotrans-
formation of RSM using bacteria increases its nutritional value and enriches it with 
a variety of additives, including polymers, bio-surfactants and enzymes [32]. RSM 
has proved to be a plant-derived alternative for development of bio-plastic materials 
[33] and new polyurethane composites [23].

The lignocellulosic biorefinery strategies integrate physical, chemical, thermo-
physical, thermochemical or biological processes for the pretreatment and conver-
sion of biomass into bio-based products [34]. In the case of RS, these processes are 
adapted to the characteristic content of cellulose, hemicellulose and lignin that are 
the main components responsible for biorefinery. The use of the whole plant of RS 
for production of biodiesel, bioethanol and methane into the frame of biorefinery 
concept resulted in a 3 times increase of the efficiency of energy recovery as com-
pared to conventional process of biodiesel production [35–37]. RS straws, contain-
ing >50% of carbohydrates, are an interesting source of biomass for biorefineries, 
by conversion into bioenergy and high-value chemicals. It is also an attractive 
source of fermentable sugars for bioethanol production [19]. More than 50% of RS 
straw could be recovered as xylan, lignin and nanocellulose [38].

RS stalk and straw also present interest in pulping and papermaking industries 
[39–41]. The potential of RS straws as source of lignocellulosic fibers can also be 
valorized for the production of biocomposite materials [42, 43]. The beneficial 
effects of RS stalks use on the humus and nutrients content of some damaged soils 
have been pointed out [44, 45]. Polyphenols and proteins were extracted from 
rapeseed stems and leaves by pulse electric fields [46]. Another potential use for 
canola leaves is as annual forage for field-raised swine and poultry. RS leaves and 
hulls can be used in livestock (rabbits, swine, poultry, fish) feeding [17, 47], or 
substrate for fungi production [48]. RS shells can be used as precursors for activated 
carbon materials as cathode in lithium-sulfur batteries [49]. Other applications of 
RS wastes include the use as soil amendments for increasing crop growth, usually in 
biochar form [8, 50, 51].

Another interesting possibility of recycled–value added application of RS wastes 
involves their ability to act as efficient biosorbent for the removal of heavy metals 

Figure 2. 
Rape waste biomass as resourceful raw material in circular economy.
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and organic pollutants from environmental aqueous media, which will be discussed 
in the second part of this chapter.

3. Adsorption on rape waste biomass

3.1 Adsorption/biosorption processes

Among the numerous wastewater treatment processes, adsorption distinguishes 
by efficiency, design simplicity and flexibility, operation easiness, insensitivity to 
toxic pollutants and economic feasibility [52]. Adsorption refers to the retention of 
a chemical species (adsorbate) on the surface of a solid substance (adsorbent) by 
means of physical and chemical interactions. The existence of weak van der Waals 
interactions determines the fast kinetics, low heat, monolayer or multilayer cover-
age, non-selectivity and reversibility of the physical adsorption. A chemisorption 
mechanism reaches equilibrium slower due to creation of covalent bonds, which 
causes a high activation energy, monolayer coverage and irreversibility. The adsorp-
tion of inorganic and organic pollutants from wastewater is most often the result of 
both types of mechanisms overlapping. The significance of adsorption for wastewa-
ter treatment is highlighted by the increasing range of materials used as adsorbents. 
The materials that can act as adsorbents are remarkable by the variety of structures 
and properties. They can be raw and modified materials of mineral, organic or 
biological origin, natural materials, synthetic materials, industrial and agricultural 
wastes and biomasses [53].

The “green” subcategory of adsorption, biosorption, can be defined as the 
low-cost and low-tech concentration of pollutants from aqueous media on the solid 
surface of a biological matrix (biosorbent), achieved through a passive mechanism 
[54]. As a physico-chemical process, biosorption works by a combination of dif-
ferent interactions ranging from hydrogen forces to covalent bonds through which 
the targeted toxic species is retained on the biosorptive materials surface. The key 
concepts of biosorption have been fully decrypted by means of a large number of 
laboratory studies addressing issues of fundamental research (Table 1).

Due to its quasi-perfect framing into the sustainable development coordinates, 
biosorption has received considerable acceptance in removing heavy metals and 
organic pollutants from wastewater [54, 55]. Besides the ecologic and economic 
advantages, biosorption is also challenging by its applicability over a wide array 
of operational conditions, adaptability to varied designs of systems, possibility 
of sequential or simultaneous removal of pollutants from large volumes of waste-
waters. Biosorption is a propriety characteristic to a broad spectrum of natural or 
waste bio-origin materials that are cheap, abundant, ready available, renewable, 
recyclable and versatile [55]. The biosorption potential of biomass is mainly due to 
their surface functional groups (hydroxyl, carboxyl, amino, sulfhydryl, carbonyl, 
phosphate) able to cope with the pollutants’ toxicity. Due to the functional groups, 
these materials developed a wide range of uptake mechanisms (electrostatic interac-
tion, ion exchange, precipitation, complexation, chelation, reduction) that ensure 
high pollutants removal efficiencies from aqueous media [13, 14, 56]. Various 
biological materials were tested for the development as biosorbents, including: 
microorganisms and algae, plant materials, agro-industrial wastes and other 
polysaccharides materials. These categories of green adsorbents have been almost 
exclusively investigated from the perspective of their application for removal of 
heavy metals and/or textile dyes from synthetic wastewaters. The promising results 
have opened the way to develop environmentally friendly technologies for removal 
– recovery – recycling of rare earths and precious metals [57, 58]. Biosorbents must 



Environmental Issues and Sustainable Development

144

level, and makes possible RSM use as feed additive or as a source for production of 
protein-rich ingredients with specific value and functionality [31]. The biotrans-
formation of RSM using bacteria increases its nutritional value and enriches it with 
a variety of additives, including polymers, bio-surfactants and enzymes [32]. RSM 
has proved to be a plant-derived alternative for development of bio-plastic materials 
[33] and new polyurethane composites [23].

The lignocellulosic biorefinery strategies integrate physical, chemical, thermo-
physical, thermochemical or biological processes for the pretreatment and conver-
sion of biomass into bio-based products [34]. In the case of RS, these processes are 
adapted to the characteristic content of cellulose, hemicellulose and lignin that are 
the main components responsible for biorefinery. The use of the whole plant of RS 
for production of biodiesel, bioethanol and methane into the frame of biorefinery 
concept resulted in a 3 times increase of the efficiency of energy recovery as com-
pared to conventional process of biodiesel production [35–37]. RS straws, contain-
ing >50% of carbohydrates, are an interesting source of biomass for biorefineries, 
by conversion into bioenergy and high-value chemicals. It is also an attractive 
source of fermentable sugars for bioethanol production [19]. More than 50% of RS 
straw could be recovered as xylan, lignin and nanocellulose [38].

RS stalk and straw also present interest in pulping and papermaking industries 
[39–41]. The potential of RS straws as source of lignocellulosic fibers can also be 
valorized for the production of biocomposite materials [42, 43]. The beneficial 
effects of RS stalks use on the humus and nutrients content of some damaged soils 
have been pointed out [44, 45]. Polyphenols and proteins were extracted from 
rapeseed stems and leaves by pulse electric fields [46]. Another potential use for 
canola leaves is as annual forage for field-raised swine and poultry. RS leaves and 
hulls can be used in livestock (rabbits, swine, poultry, fish) feeding [17, 47], or 
substrate for fungi production [48]. RS shells can be used as precursors for activated 
carbon materials as cathode in lithium-sulfur batteries [49]. Other applications of 
RS wastes include the use as soil amendments for increasing crop growth, usually in 
biochar form [8, 50, 51].

Another interesting possibility of recycled–value added application of RS wastes 
involves their ability to act as efficient biosorbent for the removal of heavy metals 

Figure 2. 
Rape waste biomass as resourceful raw material in circular economy.

145

Valorization of Rapeseed Waste Biomass in Sorption Processes for Wastewater Treatment
DOI: http://dx.doi.org/10.5772/intechopen.94942

and organic pollutants from environmental aqueous media, which will be discussed 
in the second part of this chapter.

3. Adsorption on rape waste biomass

3.1 Adsorption/biosorption processes

Among the numerous wastewater treatment processes, adsorption distinguishes 
by efficiency, design simplicity and flexibility, operation easiness, insensitivity to 
toxic pollutants and economic feasibility [52]. Adsorption refers to the retention of 
a chemical species (adsorbate) on the surface of a solid substance (adsorbent) by 
means of physical and chemical interactions. The existence of weak van der Waals 
interactions determines the fast kinetics, low heat, monolayer or multilayer cover-
age, non-selectivity and reversibility of the physical adsorption. A chemisorption 
mechanism reaches equilibrium slower due to creation of covalent bonds, which 
causes a high activation energy, monolayer coverage and irreversibility. The adsorp-
tion of inorganic and organic pollutants from wastewater is most often the result of 
both types of mechanisms overlapping. The significance of adsorption for wastewa-
ter treatment is highlighted by the increasing range of materials used as adsorbents. 
The materials that can act as adsorbents are remarkable by the variety of structures 
and properties. They can be raw and modified materials of mineral, organic or 
biological origin, natural materials, synthetic materials, industrial and agricultural 
wastes and biomasses [53].

The “green” subcategory of adsorption, biosorption, can be defined as the 
low-cost and low-tech concentration of pollutants from aqueous media on the solid 
surface of a biological matrix (biosorbent), achieved through a passive mechanism 
[54]. As a physico-chemical process, biosorption works by a combination of dif-
ferent interactions ranging from hydrogen forces to covalent bonds through which 
the targeted toxic species is retained on the biosorptive materials surface. The key 
concepts of biosorption have been fully decrypted by means of a large number of 
laboratory studies addressing issues of fundamental research (Table 1).

Due to its quasi-perfect framing into the sustainable development coordinates, 
biosorption has received considerable acceptance in removing heavy metals and 
organic pollutants from wastewater [54, 55]. Besides the ecologic and economic 
advantages, biosorption is also challenging by its applicability over a wide array 
of operational conditions, adaptability to varied designs of systems, possibility 
of sequential or simultaneous removal of pollutants from large volumes of waste-
waters. Biosorption is a propriety characteristic to a broad spectrum of natural or 
waste bio-origin materials that are cheap, abundant, ready available, renewable, 
recyclable and versatile [55]. The biosorption potential of biomass is mainly due to 
their surface functional groups (hydroxyl, carboxyl, amino, sulfhydryl, carbonyl, 
phosphate) able to cope with the pollutants’ toxicity. Due to the functional groups, 
these materials developed a wide range of uptake mechanisms (electrostatic interac-
tion, ion exchange, precipitation, complexation, chelation, reduction) that ensure 
high pollutants removal efficiencies from aqueous media [13, 14, 56]. Various 
biological materials were tested for the development as biosorbents, including: 
microorganisms and algae, plant materials, agro-industrial wastes and other 
polysaccharides materials. These categories of green adsorbents have been almost 
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exhibited high capacity and rate of biosorption, increased selectivity and multiple 
recyclability. Unlike algal biosorbents that have significant pollutant uptake capac-
ity, fungi and some agricultural wastes show moderate capacity of biosorption 
[59]. Due to the adjustable surface chemistry of biomass, the essential features of 
biosorption materials can be significantly improved or tailored to practical applica-
tions by way of adequate chemical modification procedures [13, 14, 56, 60]. The 
stringent necessity for the near future is the transposition of biosorption processes 
performances to pilot and industrial scale.

3.2 Characteristics of rape waste

Rape waste biomass shows interesting properties that promote its biosorbent 
function for pollutants’ removal, as another prospective way of waste reuse and 
recycling. The features of RS wastes are determined by factors correlated with the 
raw material (source, geographical region and environmental conditions), types 
of products and processes. RS wastes are vegetable materials with lignocellulosic 
composition of high degree of heterogeneity, as mentioned in Section 2.1. They 
have been assimilated with multi chromatographic systems carrying very different 
supports of polarity [61]. This heterogeneity is due to their complex structure and 
composition. For instance, the structure of the RSs encompasses three main struc-
tural components: (1) the embryo that in turn, is formed by cotyledon, hypocotyl 
and radicle; (2) the endosperm; (3) the coat of seed [62]. The seed flesh contains 
lipids (essentially residual oil) in the form of triacylglycerols and lipids associated 
with cell membranes, proteins (oleosins make up to 20% of total seed proteins) 
and fibers, composed from lignin and polysaccharides (cellulose, hemicellulose 
and pectin) [21]. The chemical composition of RS agro-wastes (stalk, straw, leaves) 
reveals a high content of carbon (457–465 mg/g) and nitrogen (1.9–6.7 mg/g), 
together with elements like Ca, Mg, K, Na and P [63, 64]. Deoiled CM contains 

Targeted issues Relevance

Batch studies

Effect of experimental parameters: pH, initial 
pollutant concentration, biosorbent dose, contact time, 
temperature

Optimization of the biosorption process

Isotherm modeling: Langmuir, Freundlich, Dubinin-
Radushkevich, Tempkin, Elovich etc.

Quantification of the interactions. Evaluation of 
the maximum biosorption capacity

Kinetics modeling: Lagergren (pseudo-first order), 
Ho (pseudo – second order); diffusion models - 
intraparticle, film

Determination of uptake rate. Insights into the 
mechanism of biosorption reactions

Thermodynamic parameters Biosorption energy (heat)

Fixed – bed column studies

Parameters process: initial concentration of adsorbate, 
pH, flow rate, bed height
Breakthrough curve and its modeling

Valuable information for design of wastewater 
treatment for continuous operation in real 
conditions

Desorption studies

Desorption agent
Minimum number of reused cycles

Biosorbent regeneration and recyclability

Table 1. 
Description of biosorption process and its characteristics.
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44.21% C, 6.3% H, 5.55% N and 0.37% S [25], while the following elemental 
analysis of RSC was reported: 77.82% C, 15.05% O, 5.48% N, 0.65% Ca, 0.48% S 
and 0.54% P [65].

The surface characteristics are of major importance for the biosorption 
potential of a material. One of them is the specific surface area assessed by 
Brunauer-Emmet-Teller (BET) method. For example, a BET area of 5.6 m2/g was 
determined for RSC by N2 adsorption analysis at 77 K [66]. The surface area of RS 
waste from a local unit of biodiesel production has been evaluated at 107.32 m2/g 
by dynamic water vapor sorption [65]. A higher value was obtained for RS stalk - 
43.21 m2/g [67].

The surface charge is expressed in terms of point of zero charge pH (pHPZC), 
representing the pH value at which the surface of biosorbent is neutral from 
electric point of view. The pHPZC of a RS waste has been reported as being 5 [68]. 
Thus, the surface of RS is positively charged at pH < 5 and favorable for anions 
biosorption. Meanwhile, for pH > 5, the surface of biosorbent is negatively 
charged and has affinity for cationic pollutants. More basic pHPZC values were 
obtained for canola stalk (5.7) [69], canola stalk and leaves (6.1) [63] and canola 
hull (7.0) [70].

The morphological features of the biosorbents are usually studied by means 
of scanning electron microscopy (SEM). From Figure 3a, it may be observed 
that rapeseed waste has an uneven and porous structure that seems to be very 
adequate for the biosorption of pollutants [71, 72]. RS stalk, straw and hull 
present a rough surface, with regular tunnel-like structure (remains of cell wall) 
[70, 73–75]. The small pores on the surface had an average pore diameter of 
1.09 ± 0.13 μm [73].

The Fourier transform infrared spectroscopy (FTIR) features are valuable 
source of information related to the functional groups playing a key role in the 
biosorption process. FTIR studies revealed that the surface of RS waste contains 
valuable functional groups playing a key role in the biosorption process, such as 
amino, hydroxyl and carbonyl groups [65, 70–72, 76, 77]. The main peaks in the 
FTIR spectrum of RS waste are presented in Figure 3b.

Thermal stability and degradation behavior of RS have been assessed by ther-
mogravimetric analysis (TGA). Thermal decomposition of RS biomass has been 
described as a three stages process: moisture evaporation (up to 120°C), hemicellu-
lose decomposition (200–250°C), degradation of cellulose and lignin (300–450°C) 
[25, 68]. The high thermal stability indicated by the TGA suggests that the RS 
biosorbents yielding as wastes from the treatment of wastewaters could be reused 
for energy recovery purposes.

Figure 3. 
SEM image (a) and FTIR spectra (b) of RS waste.



Environmental Issues and Sustainable Development

146

exhibited high capacity and rate of biosorption, increased selectivity and multiple 
recyclability. Unlike algal biosorbents that have significant pollutant uptake capac-
ity, fungi and some agricultural wastes show moderate capacity of biosorption 
[59]. Due to the adjustable surface chemistry of biomass, the essential features of 
biosorption materials can be significantly improved or tailored to practical applica-
tions by way of adequate chemical modification procedures [13, 14, 56, 60]. The 
stringent necessity for the near future is the transposition of biosorption processes 
performances to pilot and industrial scale.

3.2 Characteristics of rape waste

Rape waste biomass shows interesting properties that promote its biosorbent 
function for pollutants’ removal, as another prospective way of waste reuse and 
recycling. The features of RS wastes are determined by factors correlated with the 
raw material (source, geographical region and environmental conditions), types 
of products and processes. RS wastes are vegetable materials with lignocellulosic 
composition of high degree of heterogeneity, as mentioned in Section 2.1. They 
have been assimilated with multi chromatographic systems carrying very different 
supports of polarity [61]. This heterogeneity is due to their complex structure and 
composition. For instance, the structure of the RSs encompasses three main struc-
tural components: (1) the embryo that in turn, is formed by cotyledon, hypocotyl 
and radicle; (2) the endosperm; (3) the coat of seed [62]. The seed flesh contains 
lipids (essentially residual oil) in the form of triacylglycerols and lipids associated 
with cell membranes, proteins (oleosins make up to 20% of total seed proteins) 
and fibers, composed from lignin and polysaccharides (cellulose, hemicellulose 
and pectin) [21]. The chemical composition of RS agro-wastes (stalk, straw, leaves) 
reveals a high content of carbon (457–465 mg/g) and nitrogen (1.9–6.7 mg/g), 
together with elements like Ca, Mg, K, Na and P [63, 64]. Deoiled CM contains 

Targeted issues Relevance

Batch studies

Effect of experimental parameters: pH, initial 
pollutant concentration, biosorbent dose, contact time, 
temperature

Optimization of the biosorption process

Isotherm modeling: Langmuir, Freundlich, Dubinin-
Radushkevich, Tempkin, Elovich etc.

Quantification of the interactions. Evaluation of 
the maximum biosorption capacity

Kinetics modeling: Lagergren (pseudo-first order), 
Ho (pseudo – second order); diffusion models - 
intraparticle, film

Determination of uptake rate. Insights into the 
mechanism of biosorption reactions

Thermodynamic parameters Biosorption energy (heat)

Fixed – bed column studies

Parameters process: initial concentration of adsorbate, 
pH, flow rate, bed height
Breakthrough curve and its modeling

Valuable information for design of wastewater 
treatment for continuous operation in real 
conditions

Desorption studies

Desorption agent
Minimum number of reused cycles

Biosorbent regeneration and recyclability

Table 1. 
Description of biosorption process and its characteristics.

147

Valorization of Rapeseed Waste Biomass in Sorption Processes for Wastewater Treatment
DOI: http://dx.doi.org/10.5772/intechopen.94942

44.21% C, 6.3% H, 5.55% N and 0.37% S [25], while the following elemental 
analysis of RSC was reported: 77.82% C, 15.05% O, 5.48% N, 0.65% Ca, 0.48% S 
and 0.54% P [65].

The surface characteristics are of major importance for the biosorption 
potential of a material. One of them is the specific surface area assessed by 
Brunauer-Emmet-Teller (BET) method. For example, a BET area of 5.6 m2/g was 
determined for RSC by N2 adsorption analysis at 77 K [66]. The surface area of RS 
waste from a local unit of biodiesel production has been evaluated at 107.32 m2/g 
by dynamic water vapor sorption [65]. A higher value was obtained for RS stalk - 
43.21 m2/g [67].

The surface charge is expressed in terms of point of zero charge pH (pHPZC), 
representing the pH value at which the surface of biosorbent is neutral from 
electric point of view. The pHPZC of a RS waste has been reported as being 5 [68]. 
Thus, the surface of RS is positively charged at pH < 5 and favorable for anions 
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charged and has affinity for cationic pollutants. More basic pHPZC values were 
obtained for canola stalk (5.7) [69], canola stalk and leaves (6.1) [63] and canola 
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adequate for the biosorption of pollutants [71, 72]. RS stalk, straw and hull 
present a rough surface, with regular tunnel-like structure (remains of cell wall) 
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mogravimetric analysis (TGA). Thermal decomposition of RS biomass has been 
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[25, 68]. The high thermal stability indicated by the TGA suggests that the RS 
biosorbents yielding as wastes from the treatment of wastewaters could be reused 
for energy recovery purposes.

Figure 3. 
SEM image (a) and FTIR spectra (b) of RS waste.



Environmental Issues and Sustainable Development

148

4. Pollutants removal and system configuration

4.1 Types of pollutants adsorbed and wastewater characteristics

A systematic adsorption investigation starts at laboratory scale, when the 
interaction between a single target pollutant and the adsorbent is studied. This 
fundamental set-up is called a mono-component system, consisting from a single 
pollutant-model (usually, its salt form) dissolved in high-grade purified water. 
The complexity of the system will grow with two or more target pollutants to be 
removed from the same aqueous media. The multi-component system study is 
necessary in order to see the possible effects (competitive or synergic) generated 
by the presence of another compound (possible interference) on the uptake by the 
adsorbent. The ultimate goal is to test the adsorbent in a real aqueous media, i.e. 
wastewater, which is a more complex system, containing many dissolved (and in 
many cases, not individually known) compounds.

To the authors’ best knowledge, the first studies using RS biomass-based 
adsorbents, i.e. canola meal, were reported over two decades ago by Al-Asheh and 
Duvnjak [24, 78, 79]. After 2010 (Figure 4a), RS waste has again attracted attention 
in the research community, as a result of worldwide increased production of rape 
cultures and waste management regulatory pressures.

4.1.1 Mono-component systems: inorganics adsorption

Figure 4b presents the distribution of model pollutants reported in literature, 
by the number of RS-derived adsorbents investigated for the individual uptake of a 
certain pollutant (i.e., in mono-component system). Among inorganic compounds, 
the prevalence of heavy metals removal from wastewater is justified by their high 
occurrence, persistence in the environment and high toxicity. Numerous articles 
have reported the use of RS-based adsorbents for the abatement of Pb and Cd 
removal, followed by Cu, Ni and Zn (Figure 4b). It is interesting that most frac-
tions of rape biomass were studied for Cu adsorption, in natural or modified state 
(Table 2): from sprouts to stalks and leaves resulted from harvesting and finally, to 
rapeseed press-cake. A quite similar variability can be observed for cadmium. An 

Figure 4. 
Distribution of adsorption studies using rapeseed biomass per years (a) and tested RS-based adsorbents (except 
the 22 cases of 1 adsorbent per pollutant) on different wastewater contaminants (b).
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AC prepared from canola shoot showed maximum sorption capacities of 15.52 mg 
Cu/g and 4.14 mg Cd/g [80]. Similar efficiency for Cu adsorption was observed for 
RSM, i.e. 15.43 mg/g [77].

The sorptive potential of RS agro-wastes was commonly assessed (Table 2). 
In many cases, the residues were used after minimal pre-treatment, which usually 
involves the removal of impurities by several washings and drying for a certain 
period of time, at room temperature, in sunlight or in an oven. Washed and dried 
canola agro-residues from Iran were used for adsorption of cadmium ions from 
aqueous solution [81], whilst a mixture of stalk and leaves was used for the removal 
of several metals in the sequence of sorption capacities: Cd > Fe > Zn > Mn > Cu > Ni 
[75]. Untreated stalks have been investigated in the adsorption process of Cr, Cd, Ni 
and Pb [82]. Reference [67] used several cultivars of RS to assess the ethanol produc-
tion after a mild alkali pretreatment (1% NaOH, 50°C). The solid residues obtained 
after yeast fermentation exhibited higher Cd adsorption capacities than the raw 
stalks (Table 2). In the last years, RS straw was used as feedstock for biochar pro-
duction at laboratory scale [64, 83–85]. Although the adsorption capacities of these 
materials are usually higher than the precursors (Table 2), the feedstock particles 
size and preparation conditions vary.

Adsorbent Efficiency Adsorbent Efficiency

Canola meal [24] 36.747 mg Cu/g* RSC [68] 13.858 mg Zn/g*

Canola meal [78] 22.69 mg Zn/g*, 89.6% 
Cd, 67.2% Cu, 40.3% 
Ni, 92.3% Pb

Brassica straw [char, 
magnetic-gelatin] [85]

Cr*: 35.1971 mg/g 
char; 434.85 mg/g 
magnetic-gelatin 
char

RSC, husks, WS, 
ground seeds [21]

Cu*: 13.4 mg/g RSC; 
36.6 mg/g husk; 
8.6 mg/g WS; 10.7 mg 
Cu/g seeds

Canola stalk and leaves 
[75]

62.5 mg Fe/g*, 
40.0 mg Mn/g*, 
41.7 mg Zn/g*, 
20.8 mg Ni/g*, 
35.7 mg Cu/g*, 
71.4 mg Cd/g*

RSM [71] 18.35–22.70 mg Pb/g* Canola straw [char] [64] 30.50–37.49 mg 
Cu/g*

RS pellet cellulose [citric 
acid] [86]

40% Cu RS oil cake [char] [87] 129.87 mg Pb/g*, 
133.33 mg Ni/g*

RSM [77] 15.43 mg Cu/g*, 
21.72 mg Cd/g*

Deoiled RSM [88] 97.09 mg Pb/g*

Brassica campestris waste 
stem [82]

40% Ni, 98% Pb, 91.8% 
Cr

Canola straw [char] [84] Pb*: 84–108 mg/g 
char; 72–195 mg/g 
steam-AC

Canola straw [char] [83] 14.56 mg/g* Cr Expired rapeseeds [89] 4.65–45.38 mg Hg/g

Canola residues [81] 90–99% Cd Canola shoot [char] [80] 4.14 mg Cd/g, 
15.52 mg Cu/g

RS pomace [sunflower 
husks, char] [90]

26.9 mg Ag/g*, 17.1 mg 
Cu/g*

RS stalk from 2 cultivars 
[NaOH, enzymatic 
hydrolysis] [67]

Cd*: 10.93–
25.19 mg/g stalks; 
18.15–27.40 mg/g 
fermentation 
residues

Notes: “[X]” indicates that the native biomass has undergone significant structure modification, while X can be the 
chemical agent used, the final adsorbent or other mixture component; char – carbonized material (e.g. biochar).
*Langmuir maximum sorption capacity.

Table 2. 
Efficiency of RS-based adsorbents for heavy metals removal from liquid phase.
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AC prepared from canola shoot showed maximum sorption capacities of 15.52 mg 
Cu/g and 4.14 mg Cd/g [80]. Similar efficiency for Cu adsorption was observed for 
RSM, i.e. 15.43 mg/g [77].

The sorptive potential of RS agro-wastes was commonly assessed (Table 2). 
In many cases, the residues were used after minimal pre-treatment, which usually 
involves the removal of impurities by several washings and drying for a certain 
period of time, at room temperature, in sunlight or in an oven. Washed and dried 
canola agro-residues from Iran were used for adsorption of cadmium ions from 
aqueous solution [81], whilst a mixture of stalk and leaves was used for the removal 
of several metals in the sequence of sorption capacities: Cd > Fe > Zn > Mn > Cu > Ni 
[75]. Untreated stalks have been investigated in the adsorption process of Cr, Cd, Ni 
and Pb [82]. Reference [67] used several cultivars of RS to assess the ethanol produc-
tion after a mild alkali pretreatment (1% NaOH, 50°C). The solid residues obtained 
after yeast fermentation exhibited higher Cd adsorption capacities than the raw 
stalks (Table 2). In the last years, RS straw was used as feedstock for biochar pro-
duction at laboratory scale [64, 83–85]. Although the adsorption capacities of these 
materials are usually higher than the precursors (Table 2), the feedstock particles 
size and preparation conditions vary.

Adsorbent Efficiency Adsorbent Efficiency

Canola meal [24] 36.747 mg Cu/g* RSC [68] 13.858 mg Zn/g*

Canola meal [78] 22.69 mg Zn/g*, 89.6% 
Cd, 67.2% Cu, 40.3% 
Ni, 92.3% Pb

Brassica straw [char, 
magnetic-gelatin] [85]

Cr*: 35.1971 mg/g 
char; 434.85 mg/g 
magnetic-gelatin 
char

RSC, husks, WS, 
ground seeds [21]

Cu*: 13.4 mg/g RSC; 
36.6 mg/g husk; 
8.6 mg/g WS; 10.7 mg 
Cu/g seeds

Canola stalk and leaves 
[75]

62.5 mg Fe/g*, 
40.0 mg Mn/g*, 
41.7 mg Zn/g*, 
20.8 mg Ni/g*, 
35.7 mg Cu/g*, 
71.4 mg Cd/g*

RSM [71] 18.35–22.70 mg Pb/g* Canola straw [char] [64] 30.50–37.49 mg 
Cu/g*
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acid] [86]

40% Cu RS oil cake [char] [87] 129.87 mg Pb/g*, 
133.33 mg Ni/g*

RSM [77] 15.43 mg Cu/g*, 
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Deoiled RSM [88] 97.09 mg Pb/g*
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40% Ni, 98% Pb, 91.8% 
Cr

Canola straw [char] [84] Pb*: 84–108 mg/g 
char; 72–195 mg/g 
steam-AC

Canola straw [char] [83] 14.56 mg/g* Cr Expired rapeseeds [89] 4.65–45.38 mg Hg/g

Canola residues [81] 90–99% Cd Canola shoot [char] [80] 4.14 mg Cd/g, 
15.52 mg Cu/g

RS pomace [sunflower 
husks, char] [90]

26.9 mg Ag/g*, 17.1 mg 
Cu/g*

RS stalk from 2 cultivars 
[NaOH, enzymatic 
hydrolysis] [67]

Cd*: 10.93–
25.19 mg/g stalks; 
18.15–27.40 mg/g 
fermentation 
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Notes: “[X]” indicates that the native biomass has undergone significant structure modification, while X can be the 
chemical agent used, the final adsorbent or other mixture component; char – carbonized material (e.g. biochar).
*Langmuir maximum sorption capacity.

Table 2. 
Efficiency of RS-based adsorbents for heavy metals removal from liquid phase.
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According to Table 2, the most popular bio-material for heavy metals adsorption 
is RS meal (or cake, press-cake). This complex lignocellulosic material is comprised 
of a water-soluble fraction (e.g., phytic acid, proteins, glucosinolates etc.) and 
a solid fraction, formed from husks (hulls) and the flesh of seeds. Authors [21] 
made a systematic research regarding the component of RSC responsible for metal 
binding. By comparing the adsorption capacity of Cu for press-cake, husks, white 
sediment (WS, i.e. flesh of seeds) and ground seeds, under the same experimental 
conditions, they observed that husks are the most efficient fraction. Based on the 
removal efficiency, RSC presents higher affinity for Pb, followed by Cd, Cu and Ni 
[78]. The values of metal biosorption capacity reported in literature aren’t higher 
than 40 mg/g. Meanwhile, the ACs obtained from RSM can easily achieve adsorp-
tion capacities of around 130 mg/g (Table 2), by creating a microporous structure 
and a high surface area.

Nutrients were also under investigation for adsorption on agricultural RS 
residues. Native and modified canola stalks and leaves were used for the removal of 
phosphorus from aqueous solutions [63]. According to Langmuir sorption capac-
ity (qL), sorbents efficiency followed the sequence: native (4.3 mg/g) < modified 
by CaCl2 (6.6 mg/g) < modified by urea (8.5 mg/g) < modified by FeCl3 (9.0 mg/g). 
A biochar prepared from RS leaves and stems was combined with Mg-Al layered 
double oxides and tested for the adsorption of phosphate from water [91]. The 
phosphate removal efficiency remained above 92% at a pH range of 2–10, for 
an initial pollutant concentration (Ci) of 50 mg/L, while qL reached a value of 
132.8 mg/g. Adsorption of ammonium nitrogen from diluted aqueous solutions was 
studied using natural mineral and organic adsorbents [76]. The authors observed 
that the canola agro-residues presented an adsorption capacity comparable to that 
of zeolite and bentonite. The organic spent adsorbent can be safely used afterwards 
as soil fertilizer. qL of ammonium ion for several ACs from CM varied between 17.9 
and 148.9 mg/g [92]. The low cost of the KOH treated AC was determined.

A single study was found with regards to the adsorption of fluoride using 
canola stalk treated with bicarbonate, reporting a removal efficiency of 79% for Ci 
of 10 mg F/L [93].

4.1.2 Mono-component systems: organics adsorption

To the authors’ knowledge, adsorption/biosorption studies using rape-derived 
sorbents involved the following categories of organic compounds: textile dyes, phe-
nolic compounds, organochloride compounds, pesticides and herbicides. Phenolic 
compounds and textile dyes were the organic pollutants with the highest interest for 
removal from aqueous phase by RS biomass (Figure 4b).

Various dyestuffs, including acid, basic, direct and reactive, were used as model 
pollutants in the adsorption experiments. From Table 3, higher sorption capacities 
for cationic dyes (13.22–836.2 mg/g) were observed, when compared to those for 
anionic dyes (2.01–11.81 mg/g). This is mainly because of the different treatments 
(chemical or thermal) applied to the rape biomass. Among the various dyes, mala-
chite green (MG) and methylene blue (MB) are preferred as model contaminants. 
Extensive research was done using stalk adsorbents, in different forms: native, 
chemically treated, biochar or activated form (Table 3).

Other studies involving RS meal adsorbents (Table 3) deal with the removal of 
chloroform and dichloromethane, atrazine, phenolic compounds and dyes. In addi-
tion, there is a study from Canada reporting acyclovir adsorption on powdered AC 
prepared from deoiled CM with a removal efficiency of 39.5% at Ci = 400 mg/L [25]. 
RS cake was used many times as precursor for AC production, which was then used 
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for phenolic compounds abatement (Table 3). Moreover, pesticides of moderately to 
highly hydrophobic nature, like atrazine, have shown fairly good removal efficien-
cies when RS cake was used (yet, mainly due to the absorption in the oil droplets 
that remain trapped in the matrix after seed pressing) [61]. Higher efficiencies than 
powdered AC were obtained for volatile organic compounds, where some intracel-
lular fat particles named spherosomes are responsible for their uptake [94, 95].

Adsorbent Efficiency Adsorbent Efficiency

Defatted  
seeds [94]

68.6% chloroform, 70.4% 
dichloromethane, 78.6% 
trichloroethylene

Defatted 
seeds [95]

71.9% chloroform, 69% 
dichloromethane, 46.8% benzene

RSM 
[magnetic NPs, 
polypyrrole] 
[96]

MG*: 836.2 mg/g 
RS-magnetic NPs, 93.3 mg/g 
RS-polypyrrole

Waste of 
RS after 
microbial 
culture 
medium [48]

17.857 mg MG/g*

RS straw-based 
compost [97]

2.15 mg Reactive Yellow 
84/g*, 4.78 mg Reactive 
Black 5/g*, 26.41 mg Basic 
Green 4/g*, 27.19 mg Basic 
Violet 10/g*

Laccase 
immobilized 
with RS press 
cake [98]

74% Amaranth, 81% Acid Orange 
7, 50% Acid Blue 113, 83% Trypan 
Blue, 57% Sunset Yellow FCF

RSC [61] 58.2% atrazine RS [AC] [99] 70–95% phenol

RSC [alginate] 
[100]

Atrazine: 70% for beads 
form; 96% for rods form

Canola  
stalk [101]

6.73 mg Methylene blue/g**

RS meal [72] 11.81 mg Reactive Blue 19/g* RSC  
[AC] [102]

332 mg phenol/g, 482 mg 
p-cholorophenol/g

RS stalk  
[AC] [103]

0.079 mg 
bromopropylate/g*; 
90–100%

RSC  
[AC] [104]

Phenol: 88 mg/g steam-AC, 
68 mg/g CO2-AC

Canola hull [70] 67.56 mg Basic Blue 41/g*, 
49.01 mg Basic Red 46/g*, 
25.0 mg Basic Violet 16/g*

Canola  
hull [105]

63% Reactive Red 198, 70% 
Reactive Blue 19, 80% Direct Red 
79, 81% Direct Red 80

Swede rape straw 
native, [oxalic 
acid] [73]

MB*: 143 mg/g native, 
432 mg/g modified

Swede rape 
straw native, 
[tartaric 
acid] [74]

MB*: 128.2 mg/g native, 
246.4 mg/g modified

Canola straw 
[char] [106]

102 mg Methyl violet/g Canola stalk 
[char] [107]

93.4 mg MB/g

Canola stalk [69] 32.8 mg Remazol Black B/g* Canola 
residue [108]

Acid Orange 7

Canola stalk [20] 25.06 mg Acid Orange 7/g*, 
32.79 mg Remazol Black 5/g

Swede 
rape hull 
[microwave] 
[109]

272 mg MB/g*

RSM [110] 78 mg MG/g*, 122 mg MB/g* Canola stalk 
[AC] [111]

135.8 mg 
2,4-dichlorophenoxyacetic acid/g

Notes: “[X]” indicates that the native biomass has undergone significant structure modification, while X can be the 
chemical agent used, the final adsorbent or other mixture component; char – carbonized material (e.g. biochar).
*Langmuir sorption capacity.
**Sips sorption capacity.

Table 3. 
Efficiency of RS-based adsorbents for organics removal from liquid phase.
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According to Table 2, the most popular bio-material for heavy metals adsorption 
is RS meal (or cake, press-cake). This complex lignocellulosic material is comprised 
of a water-soluble fraction (e.g., phytic acid, proteins, glucosinolates etc.) and 
a solid fraction, formed from husks (hulls) and the flesh of seeds. Authors [21] 
made a systematic research regarding the component of RSC responsible for metal 
binding. By comparing the adsorption capacity of Cu for press-cake, husks, white 
sediment (WS, i.e. flesh of seeds) and ground seeds, under the same experimental 
conditions, they observed that husks are the most efficient fraction. Based on the 
removal efficiency, RSC presents higher affinity for Pb, followed by Cd, Cu and Ni 
[78]. The values of metal biosorption capacity reported in literature aren’t higher 
than 40 mg/g. Meanwhile, the ACs obtained from RSM can easily achieve adsorp-
tion capacities of around 130 mg/g (Table 2), by creating a microporous structure 
and a high surface area.

Nutrients were also under investigation for adsorption on agricultural RS 
residues. Native and modified canola stalks and leaves were used for the removal of 
phosphorus from aqueous solutions [63]. According to Langmuir sorption capac-
ity (qL), sorbents efficiency followed the sequence: native (4.3 mg/g) < modified 
by CaCl2 (6.6 mg/g) < modified by urea (8.5 mg/g) < modified by FeCl3 (9.0 mg/g). 
A biochar prepared from RS leaves and stems was combined with Mg-Al layered 
double oxides and tested for the adsorption of phosphate from water [91]. The 
phosphate removal efficiency remained above 92% at a pH range of 2–10, for 
an initial pollutant concentration (Ci) of 50 mg/L, while qL reached a value of 
132.8 mg/g. Adsorption of ammonium nitrogen from diluted aqueous solutions was 
studied using natural mineral and organic adsorbents [76]. The authors observed 
that the canola agro-residues presented an adsorption capacity comparable to that 
of zeolite and bentonite. The organic spent adsorbent can be safely used afterwards 
as soil fertilizer. qL of ammonium ion for several ACs from CM varied between 17.9 
and 148.9 mg/g [92]. The low cost of the KOH treated AC was determined.

A single study was found with regards to the adsorption of fluoride using 
canola stalk treated with bicarbonate, reporting a removal efficiency of 79% for Ci 
of 10 mg F/L [93].

4.1.2 Mono-component systems: organics adsorption

To the authors’ knowledge, adsorption/biosorption studies using rape-derived 
sorbents involved the following categories of organic compounds: textile dyes, phe-
nolic compounds, organochloride compounds, pesticides and herbicides. Phenolic 
compounds and textile dyes were the organic pollutants with the highest interest for 
removal from aqueous phase by RS biomass (Figure 4b).

Various dyestuffs, including acid, basic, direct and reactive, were used as model 
pollutants in the adsorption experiments. From Table 3, higher sorption capacities 
for cationic dyes (13.22–836.2 mg/g) were observed, when compared to those for 
anionic dyes (2.01–11.81 mg/g). This is mainly because of the different treatments 
(chemical or thermal) applied to the rape biomass. Among the various dyes, mala-
chite green (MG) and methylene blue (MB) are preferred as model contaminants. 
Extensive research was done using stalk adsorbents, in different forms: native, 
chemically treated, biochar or activated form (Table 3).

Other studies involving RS meal adsorbents (Table 3) deal with the removal of 
chloroform and dichloromethane, atrazine, phenolic compounds and dyes. In addi-
tion, there is a study from Canada reporting acyclovir adsorption on powdered AC 
prepared from deoiled CM with a removal efficiency of 39.5% at Ci = 400 mg/L [25]. 
RS cake was used many times as precursor for AC production, which was then used 
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for phenolic compounds abatement (Table 3). Moreover, pesticides of moderately to 
highly hydrophobic nature, like atrazine, have shown fairly good removal efficien-
cies when RS cake was used (yet, mainly due to the absorption in the oil droplets 
that remain trapped in the matrix after seed pressing) [61]. Higher efficiencies than 
powdered AC were obtained for volatile organic compounds, where some intracel-
lular fat particles named spherosomes are responsible for their uptake [94, 95].

Adsorbent Efficiency Adsorbent Efficiency

Defatted  
seeds [94]

68.6% chloroform, 70.4% 
dichloromethane, 78.6% 
trichloroethylene

Defatted 
seeds [95]

71.9% chloroform, 69% 
dichloromethane, 46.8% benzene

RSM 
[magnetic NPs, 
polypyrrole] 
[96]

MG*: 836.2 mg/g 
RS-magnetic NPs, 93.3 mg/g 
RS-polypyrrole

Waste of 
RS after 
microbial 
culture 
medium [48]

17.857 mg MG/g*

RS straw-based 
compost [97]

2.15 mg Reactive Yellow 
84/g*, 4.78 mg Reactive 
Black 5/g*, 26.41 mg Basic 
Green 4/g*, 27.19 mg Basic 
Violet 10/g*

Laccase 
immobilized 
with RS press 
cake [98]

74% Amaranth, 81% Acid Orange 
7, 50% Acid Blue 113, 83% Trypan 
Blue, 57% Sunset Yellow FCF

RSC [61] 58.2% atrazine RS [AC] [99] 70–95% phenol

RSC [alginate] 
[100]

Atrazine: 70% for beads 
form; 96% for rods form

Canola  
stalk [101]

6.73 mg Methylene blue/g**

RS meal [72] 11.81 mg Reactive Blue 19/g* RSC  
[AC] [102]

332 mg phenol/g, 482 mg 
p-cholorophenol/g

RS stalk  
[AC] [103]

0.079 mg 
bromopropylate/g*; 
90–100%

RSC  
[AC] [104]

Phenol: 88 mg/g steam-AC, 
68 mg/g CO2-AC

Canola hull [70] 67.56 mg Basic Blue 41/g*, 
49.01 mg Basic Red 46/g*, 
25.0 mg Basic Violet 16/g*

Canola  
hull [105]

63% Reactive Red 198, 70% 
Reactive Blue 19, 80% Direct Red 
79, 81% Direct Red 80

Swede rape straw 
native, [oxalic 
acid] [73]

MB*: 143 mg/g native, 
432 mg/g modified

Swede rape 
straw native, 
[tartaric 
acid] [74]

MB*: 128.2 mg/g native, 
246.4 mg/g modified

Canola straw 
[char] [106]

102 mg Methyl violet/g Canola stalk 
[char] [107]

93.4 mg MB/g

Canola stalk [69] 32.8 mg Remazol Black B/g* Canola 
residue [108]

Acid Orange 7

Canola stalk [20] 25.06 mg Acid Orange 7/g*, 
32.79 mg Remazol Black 5/g

Swede 
rape hull 
[microwave] 
[109]

272 mg MB/g*

RSM [110] 78 mg MG/g*, 122 mg MB/g* Canola stalk 
[AC] [111]

135.8 mg 
2,4-dichlorophenoxyacetic acid/g

Notes: “[X]” indicates that the native biomass has undergone significant structure modification, while X can be the 
chemical agent used, the final adsorbent or other mixture component; char – carbonized material (e.g. biochar).
*Langmuir sorption capacity.
**Sips sorption capacity.

Table 3. 
Efficiency of RS-based adsorbents for organics removal from liquid phase.
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4.1.3 Multi-component systems

There are few studies involving RS sorbents that report simultaneous adsorption 
experiments. Firstly, Al-Asheh et al. [24, 78] investigated the single, binary, ternary 
and quaternary adsorption of some heavy metals using CM. They observed the same 
succession in single system and mixture based on the molar sorption capacities for: 
Zn > Cu > Cd [24]. In a later study, the same authors noticed Ni was strongly inhibited 
by the presence of Cu and Pb in the same solution [78]. In binary and tertiary metal 
systems, inhibition of Pb was manifested by Cu, Cd and/or Ni, whereas Cd uptake 
was higher in binary mixture with Ni or Pb. Copper biosorption was restricted by Pb 
only in binary mixtures, while in any other combination with Cd and Ni, it was pro-
moted. In all cases, copper exhibited the highest molar biosorption capacity, followed 
by Cd, Ni and then Pb in mono-, bi- and tri-component systems. In a quaternary 
mixture, the following order (molar basis) was obtained: Cu > Cd > Pb > Ni.

The efficiency of canola residues (stalk and leaves) in the competitive bio-
sorption of Cd, Cu, Ni, Zn, Fe and Mn was investigated by means of equilibrium 
isotherms [75]. The authors mention that: “The sorption isotherm of heavy metals 
in single and competitive systems were studied using batch technique. Sorbents 
were allowed to equilibrate with solutions at different initial metal concentrations 
(0, 5, 10, 30, 50, 100, 150, 200, and 300 mg/L).” However, it is not clearly stated for 
competitive systems if the mentioned initial concentrations are for each metal (and 
the highest total Ci would be 300 mg/L times 6 metals = 2400 mg/L) or the values 
are cumulated (the highest Ci of each metal would be 300 mg/L divided by 6 met-
als = 50 mg/L). In any case, the biosorption capacities of all metals have decreased 
in multi-component systems with more than 67% as compared to the individual 
biosorption (Table 2), in the following order of metal sorption: Ni (6.6 mg/g) < Zn 
(9.4 mg/g) < Fe (10.7 mg/g) < Mn (10.2 mg/g) < Cu (11.6 mg/g) < Cd (14.7 mg/g).

To the authors’ knowledge, the only article reporting simultaneous biosorption 
of pollutants of different type, i.e. Pb and Reactive blue 19 (Rb19) dye, is reference 
[112]. In the absence of a rigorous experimental framework for multi-component 
biosorption study, the authors have tried multiple strategies to study the biosorp-
tion of binary system using RS meal. These involved: (i) influence of Pb:Rb19 molar 
ratio (range of 0.8–6.0), (ii) equilibrium studies by varying the initial concentra-
tion of one pollutant (15–150 mg/L), while maintaining a fixed Ci (50 mg/L) of the 
second contaminant, (iii) kinetics modeling at various pollutant molar ratios, and 
(iv) selectivity tests. The biosorption profile of the binary system was found to be 
versatile. At low Ci, dye biosorption was promoted by the presence of metal ions. 
However, at high Ci of dye, lead uptake was inhibited.

Studies on sorption processes with rape biomass involving real effluents were 
reported by few authors [71, 80, 94, 98, 111]. Heavy metals have been success-
fully removed from industrial effluents: Cu from smelting wastewater in Canada 
using CM [78], Pb from spiked industrial wastewater in Romania (94% efficiency 
in biosorption column with RS meal) [71] and Cd (20% reduction) and Cu (95% 
removal) from acid mine water in Australia by using biochar obtained from canola 
shoot [80]. Dichloromethane was removed (90%) from chemical wastewater on 
defatted seeds from oil extraction in Japan, while total elimination of an herbicide 
from drainage water from sugarcane fields in Iran using canola stalk-based AC was 
obtained [111].

4.2 Batch and dynamic process operation

Current research regarding adsorption as a wastewater treatment technology 
is focused on trials of a large and diverse range of materials that could become 
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suitable adsorbents for different pollutants. This could be easily done at labora-
tory scale by using batch testing. The batch operation is also favored for obtaining 
fundamental information about the adsorption process, like the adsorption capac-
ity in optimum working conditions. A summary of the best adsorption conditions 
by using RS biomass is presented in Table 4. Among the factors influencing the 
sorption process, solution acidity affects the pollutant speciation, the charge of 
functional groups on the sorbents surface and the ions competition for the bind-
ing sites. As Table 4 shows, metals usually adsorb at acidic pH (precipitation of 
metal hydroxides at pH > 6 is also avoided). Organic contaminants, like volatile 
compounds or phenols, mostly favor neutral to alkaline conditions. On the other 
hand, pH values of 6–8 are optimal for cationic dyes, while acidic medium is best 
for anionic dyes. The amount of available sorption sites is directly dependent on 
the amount of adsorbent used and its granulometry. Native biosorbents, which 
have low specific area, impose the use of a higher dose, whereas a lower dosage is 
necessary for chemically modified or pyrolised adsorbents. However, a too high 
dose may lead to particle agglomeration and low access to the sorbent. The rapidity 
with which the sorption equilibrium is reached depends on the contact time and 
agitation speed. The average time when using RS adsorbents was reported to be a 
few hours (Table 4). Temperature influences the sorption capacity and biosorbent 
structural stability. An endothermal process is favored at high temperatures, 
involving heating costs and a possible biosorbent structural damage. However, 
many studies have reported high adsorption capacities close to room temperature 
(Table 4), which is important for practical reasons.

The biosorption equilibrium can be modeled by using equilibrium and kinet-
ics experimental data. The most frequently used isotherms are Langmuir and 
Freundlich. The wide applicability of Langmuir isotherm model in case of heavy 
metals on native RS biosorbents and dyestuffs (Table 4) indicates the monolayer 
uptake on a homogenous surface without interaction between adsorbed molecules 
[48]. When using ACs, the metals sorption conformed to the assumptions of the 
Freundlich model – multilayer uptake occurring on a heterogeneous surface [85]. 
Phenol and organochloride compounds adsorption also follow the Freundlich 
model. In some cases, Freundlich and Langmuir models were both good models 
to describe the system at equilibrium conditions, indicating the complexity of the 
process. Kinetics of adsorption using RS biomass widely conforms to the pseudo-
second order model (Table 4), implying that the rate-limiting step is a chemical 
sorption between the adsorbent and pollutant [73].

Because it is inconvenient to have a one-time use sorbent, regeneration of the 
spent sorbent by means of desorption is necessary. The eluents used for desorption 
of metal and dyes can be either acids, alkalis or some other chemical compounds 
(Table 4). The observed trend is that the pH can act like a switch for the selective 
desorption of pollutants (acidic medium for metals, basic medium for dyes). After 
desorption, the recovered rape-based adsorbent can be re-used in a new sorption 
process. The number of cycles of sorption–desorption indicate the reusability adsor-
bent potential (Table 4). Some sorbents, including untreated RS meal, maintain 
a decent sorption efficiency after several cycles of adsorption–desorption. After 
3 cycles, the drop in efficiency was between <5% and 22.5% [48, 88]. Some studies 
reported up to 5–6 cycles of biosorbent reuse, and the decrease in the removal effi-
ciency was found between 16.2% and 43% [85, 111]. Another practical aspect of the 
type of eluent used is the indication about the sorption mechanism. For example, a 
pH-dependent desorption suggests the involvement of electrostatic interactions in 
the sorption process. Or if water is a successful eluent, then the pollutant uptake is 
predominantly based on physisorption [21]. Several researchers have made efforts to 
elucidate the main sorption mechanism(s) (Table 4). Nevertheless, the adsorption 
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4.1.3 Multi-component systems

There are few studies involving RS sorbents that report simultaneous adsorption 
experiments. Firstly, Al-Asheh et al. [24, 78] investigated the single, binary, ternary 
and quaternary adsorption of some heavy metals using CM. They observed the same 
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Zn > Cu > Cd [24]. In a later study, the same authors noticed Ni was strongly inhibited 
by the presence of Cu and Pb in the same solution [78]. In binary and tertiary metal 
systems, inhibition of Pb was manifested by Cu, Cd and/or Ni, whereas Cd uptake 
was higher in binary mixture with Ni or Pb. Copper biosorption was restricted by Pb 
only in binary mixtures, while in any other combination with Cd and Ni, it was pro-
moted. In all cases, copper exhibited the highest molar biosorption capacity, followed 
by Cd, Ni and then Pb in mono-, bi- and tri-component systems. In a quaternary 
mixture, the following order (molar basis) was obtained: Cu > Cd > Pb > Ni.
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sorption of Cd, Cu, Ni, Zn, Fe and Mn was investigated by means of equilibrium 
isotherms [75]. The authors mention that: “The sorption isotherm of heavy metals 
in single and competitive systems were studied using batch technique. Sorbents 
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the highest total Ci would be 300 mg/L times 6 metals = 2400 mg/L) or the values 
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als = 50 mg/L). In any case, the biosorption capacities of all metals have decreased 
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To the authors’ knowledge, the only article reporting simultaneous biosorption 
of pollutants of different type, i.e. Pb and Reactive blue 19 (Rb19) dye, is reference 
[112]. In the absence of a rigorous experimental framework for multi-component 
biosorption study, the authors have tried multiple strategies to study the biosorp-
tion of binary system using RS meal. These involved: (i) influence of Pb:Rb19 molar 
ratio (range of 0.8–6.0), (ii) equilibrium studies by varying the initial concentra-
tion of one pollutant (15–150 mg/L), while maintaining a fixed Ci (50 mg/L) of the 
second contaminant, (iii) kinetics modeling at various pollutant molar ratios, and 
(iv) selectivity tests. The biosorption profile of the binary system was found to be 
versatile. At low Ci, dye biosorption was promoted by the presence of metal ions. 
However, at high Ci of dye, lead uptake was inhibited.

Studies on sorption processes with rape biomass involving real effluents were 
reported by few authors [71, 80, 94, 98, 111]. Heavy metals have been success-
fully removed from industrial effluents: Cu from smelting wastewater in Canada 
using CM [78], Pb from spiked industrial wastewater in Romania (94% efficiency 
in biosorption column with RS meal) [71] and Cd (20% reduction) and Cu (95% 
removal) from acid mine water in Australia by using biochar obtained from canola 
shoot [80]. Dichloromethane was removed (90%) from chemical wastewater on 
defatted seeds from oil extraction in Japan, while total elimination of an herbicide 
from drainage water from sugarcane fields in Iran using canola stalk-based AC was 
obtained [111].
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suitable adsorbents for different pollutants. This could be easily done at labora-
tory scale by using batch testing. The batch operation is also favored for obtaining 
fundamental information about the adsorption process, like the adsorption capac-
ity in optimum working conditions. A summary of the best adsorption conditions 
by using RS biomass is presented in Table 4. Among the factors influencing the 
sorption process, solution acidity affects the pollutant speciation, the charge of 
functional groups on the sorbents surface and the ions competition for the bind-
ing sites. As Table 4 shows, metals usually adsorb at acidic pH (precipitation of 
metal hydroxides at pH > 6 is also avoided). Organic contaminants, like volatile 
compounds or phenols, mostly favor neutral to alkaline conditions. On the other 
hand, pH values of 6–8 are optimal for cationic dyes, while acidic medium is best 
for anionic dyes. The amount of available sorption sites is directly dependent on 
the amount of adsorbent used and its granulometry. Native biosorbents, which 
have low specific area, impose the use of a higher dose, whereas a lower dosage is 
necessary for chemically modified or pyrolised adsorbents. However, a too high 
dose may lead to particle agglomeration and low access to the sorbent. The rapidity 
with which the sorption equilibrium is reached depends on the contact time and 
agitation speed. The average time when using RS adsorbents was reported to be a 
few hours (Table 4). Temperature influences the sorption capacity and biosorbent 
structural stability. An endothermal process is favored at high temperatures, 
involving heating costs and a possible biosorbent structural damage. However, 
many studies have reported high adsorption capacities close to room temperature 
(Table 4), which is important for practical reasons.

The biosorption equilibrium can be modeled by using equilibrium and kinet-
ics experimental data. The most frequently used isotherms are Langmuir and 
Freundlich. The wide applicability of Langmuir isotherm model in case of heavy 
metals on native RS biosorbents and dyestuffs (Table 4) indicates the monolayer 
uptake on a homogenous surface without interaction between adsorbed molecules 
[48]. When using ACs, the metals sorption conformed to the assumptions of the 
Freundlich model – multilayer uptake occurring on a heterogeneous surface [85]. 
Phenol and organochloride compounds adsorption also follow the Freundlich 
model. In some cases, Freundlich and Langmuir models were both good models 
to describe the system at equilibrium conditions, indicating the complexity of the 
process. Kinetics of adsorption using RS biomass widely conforms to the pseudo-
second order model (Table 4), implying that the rate-limiting step is a chemical 
sorption between the adsorbent and pollutant [73].

Because it is inconvenient to have a one-time use sorbent, regeneration of the 
spent sorbent by means of desorption is necessary. The eluents used for desorption 
of metal and dyes can be either acids, alkalis or some other chemical compounds 
(Table 4). The observed trend is that the pH can act like a switch for the selective 
desorption of pollutants (acidic medium for metals, basic medium for dyes). After 
desorption, the recovered rape-based adsorbent can be re-used in a new sorption 
process. The number of cycles of sorption–desorption indicate the reusability adsor-
bent potential (Table 4). Some sorbents, including untreated RS meal, maintain 
a decent sorption efficiency after several cycles of adsorption–desorption. After 
3 cycles, the drop in efficiency was between <5% and 22.5% [48, 88]. Some studies 
reported up to 5–6 cycles of biosorbent reuse, and the decrease in the removal effi-
ciency was found between 16.2% and 43% [85, 111]. Another practical aspect of the 
type of eluent used is the indication about the sorption mechanism. For example, a 
pH-dependent desorption suggests the involvement of electrostatic interactions in 
the sorption process. Or if water is a successful eluent, then the pollutant uptake is 
predominantly based on physisorption [21]. Several researchers have made efforts to 
elucidate the main sorption mechanism(s) (Table 4). Nevertheless, the adsorption 
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Ref. Optimum 
parameters

Best fit model Desorption Proposed 
mechanism

[95] pH 7, dose 
10 g/L, 6 h

F - Chloroform, 
dichloromethane, benzene

Uptake by 
spherosomes

[21] pH 5, dose 
10 g/L, 1 h, 
120rpm

L HCl 0.1 M; 102.6% Cu Proton & Ca 
exchange, 
chemisorption

[99] pH 7.5, dose 
1 g/L, 7 days, 
25°C

F - Phenol π–π dispersion 
interaction, 
electrostatic 
interaction

[113] pH 2.5, dose 
1 (RR198, 
RB19) - 2 
(DR79, DR80) 
g/L, 60 min, 
200 rpm

T; PSO H2SO4; 88% RR198, 86% 
RB19, 91% DR79, and 95% 
DR80 at pH 12

Electrostatic 
interaction

[64] pH 4.5–5, dose 
8 g/L, 25°C, 
2 h

L NaNO3 1 M; 45.7% Cu @ 
pH 3.5

Electrostatic 
interaction, 
formation of surface 
complexes

[20] pH 2.5, dose 
7.5 g/L, 25°C, 
120min, 
100 rpm

L; PSO - Acid orange 7, Remazol 
black 5

Electrostatic 
attraction, 
chemisorption

[74] pH 8, dose 
1 g/L, 
40–60 min

L; PSO HCl 0.01 M; 91.01% MB Electrostatic 
attraction, 
chemisorption, 
particle diffusion

[73] pH 8, dose 
1 g/L, 
60–180 min

L; PSO HCl 0.01 M; 68.6% MB for 
SRS and 12.4% for SRSOA

Electrostatic 
attraction, 
chemisorption, 
diffusion

[48] pH 6.5, dose 
2.5 g/L, 
180 min, 
120 rpm

L; PSO; 
endothermal

NaOH 0.1 M; 94.5% MG; 95% 
of MG uptake capacity in the 
next adsorption cycle was 
achieved

Electrostatic 
attraction

[83] pH 4, dose 
4 g/L, 25°C, 
2 h

F, L - Cr Formation of 
surface complexes, 
hydrolysis reactions

[96] pH 6, dose 
1 g/L, 25°C, 
120 min 
(RM-MNs) 
- 150 min 
(RM-PPy)

S; SD 
(RM-MNs), 
ANN 
(RM-PPy); 
endothermal

NaCl 0.05 M at pH 3; MG: 
93% (RM-MNs) - 71% 
(RM-PPy); 3 reuse cycles with 
22.5% decrease of dye removal 
for RM-MNs and 11.2% for 
RM-PPy

Electrostatic 
interactions; more 
complex mechanism 
for RM-PPy

[71] pH 5.2, dose 
10 g/L, 20 °C, 
3 h

L; PSO; 
endothermal

- Pb Electrostatic 
interaction, 
complexation 
reaction, 
ion-exchange

[88] pH 5.5, dose 
8 g/L, 22 °C, 
30 min

L; PSO HNO3 0.1 M; 98.2% Pb; 
min. 3 reuse cycles with 
<5% decrease of biosorption 
efficiency

Ion-exchange
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mechanism is characterized by a high degree of complexity, especially when natural 
lignocellulosic biosorbents are involved.

In a single biosorption run, it is quite often that the sorbent does not reach the 
maximum sorption capacity (e.g., given by the Langmuir isotherm model) for a cer-
tain pollutant. Nevertheless, there will not be any further noticeable uptake of the 
respective pollutant even if the contact time is prolonged. Then, the spent sorbent 
is not sent to regeneration, but instead to a new sorption run involving a different 
target pollutant. And then in a third run of adsorption and so on. This concept is 
called an alternating or sequencing sorption. The main idea is to load the biosorbent 
as much as possible before its disposal, which could be practical for a low capacity 
biosorbent. This concept was studied by Morosanu et al. [65, 114] using RS meal as 
adsorbent and they have achieved 4 sequential adsorptions. The research was done 
considering two directions: (a) the biosorption of Rb19 dye followed by lead ions - 
RS-Rb19/Pb biosorption system, and (b) the biosorption of Pb followed by Rb19 dye 
- RS-Pb/Rb19 system. The authors observed that: (i); Pb uptake at higher concentra-
tions is impeded by the presence of Rb19 on RS; (ii) dye sorption is favored by Pb 
presence; (iii) for the system RS-Rb19/Pb, pollutant desorption is selective, as a 
function of pH (Table 4); (iv) desorption was <7% in case of RS-Pb/Rb19 system. 
The experimental data suggests that the succession of pollutant biosorption matters. 
However, the biosorbent reuse in a new sorption cycle in order to determine the 
pollutants’ uptake was not done.

At larger scale, continuous sorption processes are preferred. However, we have 
found only two studies using RS adsorbents in column tests. Amiri et al. [111], using 
a fixed-bed column (30 cm length, 2.5 cm inlet diameter) filled with canola stalk-
derived AC (height of 20 cm) to adsorb 2,4-dichlorophenoxyacetic acid, obtained 
maximum sorption capacities comparable with the batch data. The intraparticle 
diffusion coefficient from batch experiments was used for column modeling. Lead 
uptake in a fixed-bed column with RS meal (bed height 6 cm) was reported [71]. 
A faster column saturation was observed at higher pollutant concentration, while 
the maximum sorption capacities were higher than the one provided by Langmuir 

Ref. Optimum 
parameters

Best fit model Desorption Proposed 
mechanism

[91] pH 2, dose 
2.5 g/L, 
30 min, 
200 rpm

L, F; PSO - Phosphate “Memory effect,” 
electrostatic 
attraction, surface 
complexation, anion 
exchange

[111] pH 2, dose 
0.33 g/L, 
25°C, 
45–60 min, 
120 rpm

PSO, IPD Acetone; 83.79% 
2,4-dichlorophenoxyacetic 
acid adsorption efficiency 
after 5 cycles

Aromatic ring 
interaction

[85] pH 1, dose 
1 g/L, 25°C, 
12 h, 160 rpm

F; PSO; 
endothermal

NaOH 1 M; Cr: 57% sorption 
capacity after 6 cycles

Electrostatic 
interaction, redox 
reaction, surface 
complexation

Notes: Adsorbents corresponding to each reference can be found in Tables 2 and 3; L (Langmuir), F (Freundlich), 
L-F (Langmuir–Freundlich), S (Sips), T (Tempkin) isotherm models; PFO (pseudo-first order), PSO (pseudo-
second order), IPD (intraparticle diffusion), SD (surface diffusion) kinetics models; ANN – artificial neural 
network.

Table 4. 
Optimum conditions of adsorption/desorption for pollutant uptake on RS-based adsorbents.
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Ref. Optimum 
parameters

Best fit model Desorption Proposed 
mechanism
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Uptake by 
spherosomes

[21] pH 5, dose 
10 g/L, 1 h, 
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L HCl 0.1 M; 102.6% Cu Proton & Ca 
exchange, 
chemisorption

[99] pH 7.5, dose 
1 g/L, 7 days, 
25°C

F - Phenol π–π dispersion 
interaction, 
electrostatic 
interaction

[113] pH 2.5, dose 
1 (RR198, 
RB19) - 2 
(DR79, DR80) 
g/L, 60 min, 
200 rpm

T; PSO H2SO4; 88% RR198, 86% 
RB19, 91% DR79, and 95% 
DR80 at pH 12

Electrostatic 
interaction

[64] pH 4.5–5, dose 
8 g/L, 25°C, 
2 h

L NaNO3 1 M; 45.7% Cu @ 
pH 3.5

Electrostatic 
interaction, 
formation of surface 
complexes

[20] pH 2.5, dose 
7.5 g/L, 25°C, 
120min, 
100 rpm

L; PSO - Acid orange 7, Remazol 
black 5

Electrostatic 
attraction, 
chemisorption

[74] pH 8, dose 
1 g/L, 
40–60 min

L; PSO HCl 0.01 M; 91.01% MB Electrostatic 
attraction, 
chemisorption, 
particle diffusion

[73] pH 8, dose 
1 g/L, 
60–180 min

L; PSO HCl 0.01 M; 68.6% MB for 
SRS and 12.4% for SRSOA

Electrostatic 
attraction, 
chemisorption, 
diffusion

[48] pH 6.5, dose 
2.5 g/L, 
180 min, 
120 rpm

L; PSO; 
endothermal

NaOH 0.1 M; 94.5% MG; 95% 
of MG uptake capacity in the 
next adsorption cycle was 
achieved

Electrostatic 
attraction

[83] pH 4, dose 
4 g/L, 25°C, 
2 h

F, L - Cr Formation of 
surface complexes, 
hydrolysis reactions

[96] pH 6, dose 
1 g/L, 25°C, 
120 min 
(RM-MNs) 
- 150 min 
(RM-PPy)

S; SD 
(RM-MNs), 
ANN 
(RM-PPy); 
endothermal

NaCl 0.05 M at pH 3; MG: 
93% (RM-MNs) - 71% 
(RM-PPy); 3 reuse cycles with 
22.5% decrease of dye removal 
for RM-MNs and 11.2% for 
RM-PPy

Electrostatic 
interactions; more 
complex mechanism 
for RM-PPy

[71] pH 5.2, dose 
10 g/L, 20 °C, 
3 h

L; PSO; 
endothermal

- Pb Electrostatic 
interaction, 
complexation 
reaction, 
ion-exchange

[88] pH 5.5, dose 
8 g/L, 22 °C, 
30 min

L; PSO HNO3 0.1 M; 98.2% Pb; 
min. 3 reuse cycles with 
<5% decrease of biosorption 
efficiency

Ion-exchange
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mechanism is characterized by a high degree of complexity, especially when natural 
lignocellulosic biosorbents are involved.

In a single biosorption run, it is quite often that the sorbent does not reach the 
maximum sorption capacity (e.g., given by the Langmuir isotherm model) for a cer-
tain pollutant. Nevertheless, there will not be any further noticeable uptake of the 
respective pollutant even if the contact time is prolonged. Then, the spent sorbent 
is not sent to regeneration, but instead to a new sorption run involving a different 
target pollutant. And then in a third run of adsorption and so on. This concept is 
called an alternating or sequencing sorption. The main idea is to load the biosorbent 
as much as possible before its disposal, which could be practical for a low capacity 
biosorbent. This concept was studied by Morosanu et al. [65, 114] using RS meal as 
adsorbent and they have achieved 4 sequential adsorptions. The research was done 
considering two directions: (a) the biosorption of Rb19 dye followed by lead ions - 
RS-Rb19/Pb biosorption system, and (b) the biosorption of Pb followed by Rb19 dye 
- RS-Pb/Rb19 system. The authors observed that: (i); Pb uptake at higher concentra-
tions is impeded by the presence of Rb19 on RS; (ii) dye sorption is favored by Pb 
presence; (iii) for the system RS-Rb19/Pb, pollutant desorption is selective, as a 
function of pH (Table 4); (iv) desorption was <7% in case of RS-Pb/Rb19 system. 
The experimental data suggests that the succession of pollutant biosorption matters. 
However, the biosorbent reuse in a new sorption cycle in order to determine the 
pollutants’ uptake was not done.

At larger scale, continuous sorption processes are preferred. However, we have 
found only two studies using RS adsorbents in column tests. Amiri et al. [111], using 
a fixed-bed column (30 cm length, 2.5 cm inlet diameter) filled with canola stalk-
derived AC (height of 20 cm) to adsorb 2,4-dichlorophenoxyacetic acid, obtained 
maximum sorption capacities comparable with the batch data. The intraparticle 
diffusion coefficient from batch experiments was used for column modeling. Lead 
uptake in a fixed-bed column with RS meal (bed height 6 cm) was reported [71]. 
A faster column saturation was observed at higher pollutant concentration, while 
the maximum sorption capacities were higher than the one provided by Langmuir 
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endothermal

NaOH 1 M; Cr: 57% sorption 
capacity after 6 cycles
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interaction, redox 
reaction, surface 
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Notes: Adsorbents corresponding to each reference can be found in Tables 2 and 3; L (Langmuir), F (Freundlich), 
L-F (Langmuir–Freundlich), S (Sips), T (Tempkin) isotherm models; PFO (pseudo-first order), PSO (pseudo-
second order), IPD (intraparticle diffusion), SD (surface diffusion) kinetics models; ANN – artificial neural 
network.
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Optimum conditions of adsorption/desorption for pollutant uptake on RS-based adsorbents.
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model. The authors also tested an industrial wastewater containing lead ions in 
column configuration.

Considering the adsorbent’s life cycle, when its regeneration is not economi-
cal anymore or it’s not possible due to a previous chemisorption mechanism, the 
sorbent must be disposed of in such a manner that secondary pollution is avoided. 
In this sense, several authors proposed that exhausted RS meal could be used as 
a substrate for microbial colonization [48, 61]. Other practices involved biochar 
production from dye-loaded rape straw (modified with oxalic acid) [73], soil fertil-
izer [76] and using depleted biochars as biofuel [106]. To avoid leaching, a metal 
contaminated CM biochar was stabilized using phosphate binders [115]. Recovery 
of heavy metals from RS biomass can be done by electrochemical methods [116].

5. Conclusions

The wastes derived from rapeseed cultivation and production of oil and bio-
diesel are of interest in the context of circular economy. According to the reviewed 
literature, there exists valorization options for each rapeseed waste (stems, stalks, 
leaves, hulls, meal/cake). Major applications of these wastes include the use as 
cover crop for agricultural residues (stems and leaves) and animal feed for rapeseed 
meal. Rapeseed wastes contain valuable constituents and nutrients, making them 
of relevant nutritional and economic importance. Protein, pectin and polyphenols 
can be extracted from stems, leaves and meal. Besides the use of animal feed, the RS 
meal has great potential for obtaining high-value products for human consumption.

A less popular valorization option is the use of rapeseed waste as adsorbents for 
wastewater treatment. The literature survey presented in this chapter has revealed 
the existence of sufficient RS-derived adsorbents that have a stable structure and 
proved significant organic and inorganic removal efficiencies. However, many stud-
ies were done in batch operation, at laboratory scale. Very few researchers reported 
the use of fixed-bed column and/or real wastewater containing the target pollut-
ants. Practical application of RS waste can sometimes be difficult. For example, 
RS meal forms a slurry when in sufficient contact time with water, which leads to 
difficult separation of phases or column clogging. This problem ca be tackled by 
mixing the biosorbent with some inert material (e.g., ceramic rings) or immobiliza-
tion in a matrix (e.g. alginate). The use of stalks or husks is another solution, due to 
their lower protein content. In any case, chemical or thermal modification of natu-
ral RS waste can be also an alternative, especially when a higher sorption capacity 
is desired. Regeneration of the adsorbent and its subsequent use in a new sorption 
cycle is also possible. The exhausted adsorbent can be valorized as substrate for 
microbial growth, biochar or biofuel production.
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Chapter 10

Hazardous Waste Management
Krishnaswamy Kanagamani, P. Geethamani  
and M. Narmatha

Abstract

Waste management is one of the vital environmental issues since last few 
decades. It has been noted that the generation of waste increases with increasing 
population, industrialization and urbanization etc. The waste management strategy 
includes both non-hazardous and hazardous waste management. Non-hazardous 
waste does not cause potential threat to environment but instead hazardous waste 
is the waste that poses substantial or potential threats to public health and the 
environment. Rapidly growing industrial sector has contributed to the generation 
of large quantity of hazardous waste material. Therefore, to reduce environmental 
hazard, proper attention is required during storage, segregation, transportation and 
disposal of hazardous waste, because it cannot be disposed as off in the environ-
ment. This study explains about hazardous wastes, types and management.

Keywords: hazardous waste, types and management

1. Introduction

Industries play a vital role in the economic aspect of modern society and haz-
ardous waste production is an inevitable outcome of developmental activities and 
industrialization. A material becomes waste when it is discarded without expecting 
to be compensated for its inherent value [1]. Hazardous wastes that are disposed off 
causes potential hazard to human health or the environment (soil, air, and water) 
when it is not properly managed. They are non-biodegradable, persistent in the 
environment and are deleterious to human health or natural resources. The man-
agement of hazardous waste is a process which includes the collection, recycling, 
treatment, transportation, disposal, and monitoring of wastes disposal sites. In 
the current scenario of developing countries, hazardous wastes are often disposed 
directly into the environment posing health and environmental risk. On the other 
hand, governments and international agencies are taking steps for controlling the 
growing problem of hazardous substances in the environment which appears to 
be a difficult process because the wastes are from many sources. Toxic and hazard-
ous substances from these sources contaminate the land, air, and water [2]. The 
potential health risk associated with these substances vary from minor, short term 
discomforts, such as headaches and nausea to serious health problems, such as can-
cers and birth defects, to major accidents that cause immediate injury or death [3]. 
It is therefore important to take necessary steps in managing the waste. In view of 
this, management of hazardous wastes including their disposal in an environment 
friendly and economically viable way is very important and therefore suggestions 
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are made considering the waste types and states [4–6]. Hence in this chapter we will 
discuss about hazardous waste, types and management.

2. Classification of solid wastes

Solid waste are classified into different types based on their source as shown in 
Figure 1

2.1 Non-hazardous waste

Non-hazardous waste is any waste that does not cause harm to people or the 
environment, and regulations for safe disposal of non-hazardous waste.

2.2 Hazardous waste

Hazardous waste is waste that is dangerous or potentially harmful to our health 
or the environment. Hazardous wastes can be liquids, solids, gases, sludge’s, dis-
carded commercial products (e.g., cleaning fluids or pesticides), or the by-products 
of manufacturing processes.

2.2.1 Classification of hazardous wastes

According to EPA more than 450 listed wastes which are known to be hazardous 
are grouped as F-List, K-List, P-List and U-List

2.2.1.1 F-list

The F-list contains hazardous wastes originated from a nonspecific source that 
includes various industrial processes leading to generation of these wastes. The list 
mainly incudes the solvent used in degreasing, metal treatment baths and sludge’s, 
wastewaters from metal plating operations and dioxin containing chemicals or 
their precursors. The F-list are categorized depending upon industrial operations 
generating the wastes.

They can be divided into seven groups depending on the type of manufacturing 
or industrial operation generating the waste.

Figure 1. 
Classification of solid waste.
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• Solvent wastes

• Metal finishing wastes

• Dioxin-contaminated wastes

• Chlorinated aliphatic hydrocarbons production

• Wood preserving wastes

• Waste from petroleum refinery

• Multisource leachate.

2.2.1.2 K-list

The K-list contains hazardous wastes generated as a result of specific indus-
trial processes and are considered as source-specific wastes. The classification 
of K-listed hazardous waste must fit into one of the 13 categories mentioned 
below

• Wood preservation

• Organic chemicals manufacturing

• Pesticides manufacturing

• Petroleum refining

• Veterinary pharmaceuticals manufacturing

• Inorganic pigment manufacturing

• Inorganic chemicals manufacturing

• Explosives manufacturing

• Iron and steel production

• Primary aluminum production

• Secondary lead processing

• Ink formulation

• Coking (processing of coal to produce coke)

2.2.1.3 P and U lists

The unused chemicals of pure and commercial formulations that are being 
disposed come under P and U lists. For a P- or U-listed waste it requires the following 
three criteria:
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• The waste must contain one of the chemicals listed on the P or U list

• The chemical in the waste must be unused

• The chemical in the waste must be in the form of a commercial chemical 
product.

3. Characteristics of hazardous waste

3.1 Ignitability

A waste is considered to be an ignitable hazardous waste if its flash point is less 
than 60°C, readily catches fire and burns vigorously as a hazard; or is an ignitable 
compressed gas or an oxidizer. Ex: Naphtha, lacquer thinner, epoxy resins, adhesives, 
and oil based paints etc.

3.2 Corrosivity

Any type of liquid waste whose pH is less than or equal to 2 or greater than or 
equal to 12.5 is considered to be corrosive hazardous waste. Sodium hydroxide 
(High pH) and hydrochloric acid (Low pH) is often used in many industries to clean 
or degrease metal parts. Prior to painting disposed solvents without any treatment 
contributes to corrosive hazardous waste.

3.3 Reactivity

A material is considered as reactive hazardous waste, if it is unstable, reacts 
violently with water, and generates toxic gases when exposed to water or corrosive 
materials, or explodes when exposed to heat or a flame.

Examples of reactive wastes would be waste gunpowder, sodium metal or wastes 
containing cyanides or sulphides.

3.4 Toxicity

Toxicity of a hazardous waste can be determined by taking a representative 
sample of the material and subjected to a test conducted in a certified laboratory 
and toxic characteristics can be determined.

4. Categories of hazardous wastes

4.1 Radioactive substance

Radioactive waste is the type of hazardous waste that contains radioactive 
material. Radioactive waste is a by-product of various nuclear technology processes, 
industries based on nuclear medicine, nuclear research, nuclear power, manufactur-
ing, construction, coal and rare-earth mining and nuclear weapons reprocessing. 
Any substances capable of emitting ionizing radiation are said to be radioactive and 
are hazardous because prolonged exposure often results in damage to living organ-
isms. Radioactive substances attract special concern because they persist for a long 
period and disposal depends upon half-life period of the radioactive substance.  
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For example, uranium compounds have half-lives that range from 72 years for U232 
to 23,420,000 years for U236.

4.2 Chemicals

The hazardous chemical wastes can be categorized into five group’s namely 
synthetic organics, inorganic metals, salts, acids and bases, and flammables and 
explosives. Some of the chemicals are hazardous because they threaten human lives.

4.3 Bio-medical wastes

The main sources of hazardous biological wastes are from hospitals and biological 
research facilities. The biological waste has the capability of infecting other living 
organisms and has the ability to produce toxins. Biomedical waste mainly includes 
malignant tissues discarded during surgical procedures and contaminated materials, 
such as hypodermic needles, bandages and outdated drugs.

4.4 Flammable wastes

The hazardous waste category also includes flammable wastes. This grouping is 
necessary because of risk involved in storage, collection and disposal of flammable 
wastes. The flammable wastes may be of solid, liquid or gaseous form. Examples of 
flammable waste include organic solvents, oils, plasticizers and organic sludge’s.

4.5 Explosives

Explosive hazardous wastes are mainly ordnance (artillery) materials. 
Explosives also involve high potential for hazard in case of storage, collection and 
disposal. These types of wastes may exist in solid, liquid or gaseous form.

5. Principles and methods of hazardous waste management

5.1 Principles

Hazardous waste management is the general term associated with procedures 
and policies of hazardous waste management that it does not cause any potential 
threat to man and the environment. Traditionally, hazardous wastes are disposed 
by dumping in open space and burning. Open dumping results in soil and water 
pollution and open burning and incineration contribute to air pollution in the 
form of particulates, nitrogen oxides, noxious odors, and other constituents. After 
solid waste residues disposed leads to water pollution. Municipal incineration 
with sophisticated energy recovery systems were popular in large European and 
American cities at the turn of the century, but became extinct due to high operat-
ing costs. In recent years, for hazardous solid waste management incineration has 
become less popular because of risk associated with increased air pollution control 
requirements. Because of rapid industrialization the concern of hazardous waste 
management is increasing [7]. The waste generated from various industrial and 
domestic activities can result in severe health hazards and also leads to negative 
impact on the environment. The following procedure illustrates the standard waste 
management strategy in a developed society. Various steps involved in hazardous 
waste management was shown in Figure 2.
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5.2 Handling of hazardous wastes

Persons handling hazardous wastes are advised to have protective precautions 
to protect themselves from health effects. Exposure of hazardous waste leads to 
dermatitis in the skin, asthma on long exposure, eye irritation and also tightening 
of the chest.

5.3 Transport of hazardous waste

Hazardous waste generated often requires transport to a particular site for an 
approved treatment, storage, or disposal facility (TSDF). Because of potential 
threats to public safety and the environment, transport is given special attention by 
governmental agencies to avoid any occasional accidental spill [8].

5.4 Disposal

Disposal of hazardous waste is the final stage of a hazardous waste management 
system. The different waste disposal methods includes secure landfill, deep well and 
bedrock disposal [9].

5.4.1 Secure landfill

Disposal of some hazardous wastes in regular landfills resulted in unfavorable 
amounts of hazardous materials seeping into the ground. These chemicals eventu-
ally enter natural hydrologic systems. So to prevent the chemicals entering the soil, 
landfill requires a barrier for collecting hazardous substances that may remain in 
the disposed waste. Now, hazardous wastes are stabilized and made into solid and 
placed in landfill and this process depends upon the type of hazardous waste. A 
landfill is a disposal facility where hazardous wastes are placed into and stored 
in the soil [10]. An example of a recommended design is shown in Figure 3. The 
wastes are dumped in sealed drums before disposal. The hazardous-waste landfill 
setup consists of two impermeable liners and also includes leachate collection 

Figure 2. 
Steps involved in hazardous waste disposal.
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systems. Double leachate collection system is made up of network of pipes placed 
above each liner. The upper layer reduces the accumulation of leachate trapped in 
the fill, and the lower layer acts as a backup. The leachate collected is transferred to 
treatment plant for further process. An impermeable cap or cover is placed over a 
finished landfill is placed to reduce the amount of leachate in the fill and minimize 
the potential for environmental degradation.

The main components in the leachate from landfill sites are grouped 
as follows

• Major elements and ions such as calcium, magnesium, iron, sodium, ammonia, 
carbonate, sulphate and chloride.

• Trace metals such as manganese, chromium, nickel, lead and calcium

• Wide variety of organic compounds

• Biological agents

Hazardous waste mainly from industries will give rise to leachate. Heavy metals 
concentration in the leachate is of greater concern compared to other components 
of leachate.

5.4.2 Deep well disposal

Another alternative disposal of liquid industrial waste is injection into deep well 
as shown in the Figure 4. Deep well injection is a liquid waste disposal technology. 
This alternative uses injection wells to place treated or untreated liquid waste into 
geologic formations that have no potential to allow migration of contaminants 
into potential potable water aquifers. In order to force the liquid into the pores and 
fissures of the rock, high pressures are applied. The rock unit selected are of porous 
and permeable (commonly, sandstone or fractured limestone), and must be sepa-
rated by low permeability layers (for example, shale) above and below. Deep-well 
injection is a cost effective and requires little or no pretreatment of the waste, but 
it poses a danger of leaking hazardous waste and eventually polluting underground 
water resources.

Figure 3. 
Secure land fill method.
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5.4.3 Bedrock disposal

Bedrock disposal is mainly meant for solid hazardous waste and a variety of bed 
rock types are being investigated as host rocks. The design of a bedrock disposal site 
or repository for hazardous wastes is shown in Figure 5. It is based on the multiple 
barrier (or multi barrier) concept: surrounding solid hazardous waste sealed with 
several different types of materials to prevent waste leakage or invasion by ground 
water. A major concern is the nature of the host rock as well as some potential 
drawbacks. The method is widely used for high-level radioactive wastes. Sealed into 
stainless steel canisters, or spent fuel rods encapsulated in corrosion resistant metals 

Figure 5. 
Bedrock disposal method.

Figure 4. 
Deep well disposal method.
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such as copper or stainless steel and buried in stable rock structures deep under-
ground. Many geological formations such as granite, volcanic tuff, salt, thick basalts 
such as the Columbia River plateau basalt or shale will be suitable [11].

6. Waste management: Indian scenario

Hazardous waste is any substance in solid, liquid or gaseous form, because of 
physical, chemical, reactive, toxic, flammable, explosive, corrosive, radioactive or 
infectious characteristics causes threat to human health and environment.

The amount of hazardous waste generated per annum is found to be 4.4 
million tonnes as per organization of economic cooperation and development 
(OECD). This estimate of about 4.4 million is based on the 18 categories of 
wastes which appeared in the Hazardous waste management (HWM) rules first 
published in 1989. Among this 38.3% is recyclable, 4.3% is incinerable and the 
remaining 57.4% is disposable in secured landfills. Nearly about 13 States of the 
country (Maharashtra, Gujarat, Tamil Nadu, Orissa, Madhya Pradesh, Assam, 
Uttar Pradesh, West Bengal, Kerala, Andhra Pradesh, Telangana, Karnataka and 
Rajasthan) contributes for about 97% of total hazardous waste generation. The top 
five states include Maharashtra, Gujarat, Andhra Pradesh, Telangana and Tamil 
Nadu. If the hazardous waste is not properly maintained, severe pollution of land, 
surface and ground water will occur [12–13]. As per industrial requirement cate-
gory in India, every industry should have enough land available within its premises 
for the treatment and disposal and or reuse/recycling of the wastes generated from 
it [14]. There is a major concern all over the world for the safe disposal of hazard-
ous waste. Hazardous Wastes (HWs) can be disposed off at Treatment, Storage and 
Disposal Facility (TSDF) as it is one of the centralized location for treatment of 
wastes. The TSDF helps small and medium scale industries generating hazardous 
waste [15–16].

6.1 Characterization of hazardous waste

The Hazardous Wastes are categorized into three groups namely Recyclable, 
Incinerable, and Disposable. The disposable Hazardous Wastes category (inor-
ganic in nature to be disposed off in landfill) is high compared to the other two 
categories [17].

6.2 Quantification

In India the amount of hazardous waste generated is 4,415,954 TPA covering 
373 districts out of 525 districts. With reference to the cited literature [18] the land 
required to dispose 5.3 million tons of hazardous wastes in an engineered landfill 
with the density of waste (1.2 tonnes/m3) with the depth of the landfill 4 m is 
1.08 km2 every year.

6.3 Integrated sustainable waste management

Integrated sustainable waste management is defined as selection and application 
of suitable techniques, technologies and management approaches to achieve specific 
objectives and goals. This system ensures the integrity of all the systems to work 
with compatibility and allows rational planning and execution [19]. It consists of 
four basic principles and three components.



Environmental Issues and Sustainable Development

174

5.4.3 Bedrock disposal

Bedrock disposal is mainly meant for solid hazardous waste and a variety of bed 
rock types are being investigated as host rocks. The design of a bedrock disposal site 
or repository for hazardous wastes is shown in Figure 5. It is based on the multiple 
barrier (or multi barrier) concept: surrounding solid hazardous waste sealed with 
several different types of materials to prevent waste leakage or invasion by ground 
water. A major concern is the nature of the host rock as well as some potential 
drawbacks. The method is widely used for high-level radioactive wastes. Sealed into 
stainless steel canisters, or spent fuel rods encapsulated in corrosion resistant metals 

Figure 5. 
Bedrock disposal method.

Figure 4. 
Deep well disposal method.

175

Hazardous Waste Management
DOI: http://dx.doi.org/10.5772/intechopen.94080

such as copper or stainless steel and buried in stable rock structures deep under-
ground. Many geological formations such as granite, volcanic tuff, salt, thick basalts 
such as the Columbia River plateau basalt or shale will be suitable [11].

6. Waste management: Indian scenario

Hazardous waste is any substance in solid, liquid or gaseous form, because of 
physical, chemical, reactive, toxic, flammable, explosive, corrosive, radioactive or 
infectious characteristics causes threat to human health and environment.

The amount of hazardous waste generated per annum is found to be 4.4 
million tonnes as per organization of economic cooperation and development 
(OECD). This estimate of about 4.4 million is based on the 18 categories of 
wastes which appeared in the Hazardous waste management (HWM) rules first 
published in 1989. Among this 38.3% is recyclable, 4.3% is incinerable and the 
remaining 57.4% is disposable in secured landfills. Nearly about 13 States of the 
country (Maharashtra, Gujarat, Tamil Nadu, Orissa, Madhya Pradesh, Assam, 
Uttar Pradesh, West Bengal, Kerala, Andhra Pradesh, Telangana, Karnataka and 
Rajasthan) contributes for about 97% of total hazardous waste generation. The top 
five states include Maharashtra, Gujarat, Andhra Pradesh, Telangana and Tamil 
Nadu. If the hazardous waste is not properly maintained, severe pollution of land, 
surface and ground water will occur [12–13]. As per industrial requirement cate-
gory in India, every industry should have enough land available within its premises 
for the treatment and disposal and or reuse/recycling of the wastes generated from 
it [14]. There is a major concern all over the world for the safe disposal of hazard-
ous waste. Hazardous Wastes (HWs) can be disposed off at Treatment, Storage and 
Disposal Facility (TSDF) as it is one of the centralized location for treatment of 
wastes. The TSDF helps small and medium scale industries generating hazardous 
waste [15–16].

6.1 Characterization of hazardous waste

The Hazardous Wastes are categorized into three groups namely Recyclable, 
Incinerable, and Disposable. The disposable Hazardous Wastes category (inor-
ganic in nature to be disposed off in landfill) is high compared to the other two 
categories [17].

6.2 Quantification

In India the amount of hazardous waste generated is 4,415,954 TPA covering 
373 districts out of 525 districts. With reference to the cited literature [18] the land 
required to dispose 5.3 million tons of hazardous wastes in an engineered landfill 
with the density of waste (1.2 tonnes/m3) with the depth of the landfill 4 m is 
1.08 km2 every year.

6.3 Integrated sustainable waste management

Integrated sustainable waste management is defined as selection and application 
of suitable techniques, technologies and management approaches to achieve specific 
objectives and goals. This system ensures the integrity of all the systems to work 
with compatibility and allows rational planning and execution [19]. It consists of 
four basic principles and three components.



Environmental Issues and Sustainable Development

176

6.3.1 Principles of integrated sustainable waste management

6.3.1.1 Equity

All citizens should be exposed to appropriate waste management system for 
environmental health reasons.

6.3.1.2 Effectiveness

The waste management model should ensure safe removal of waste.

6.3.1.3 Efficiency

The major concern of waste management is to maximize the benefits, lower the 
costs and optimize the use of resources, taking into account, equity, effectiveness 
and sustainability.

6.3.1.4 Sustainability

The waste management system is appropriate to the local conditions and 
feasible from a technical, environmental, social, economic, financial, institutional 
and political perspective. It can maintain itself overtime without exhausting the 
resources upon which it depends.

6.3.2 Components of integrated sustainable waste management

1. The stakeholders

2. The (practical and technical) elements of the waste system

Figure 6. 
Integrated sustainable waste management.
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3. The aspects of the local context for assessing and planning waste management 
system.

ISWM includes elements such as collection, transportation and disposal or 
treatment. and also gives equal importance to waste minimization, reuse, recycling 
and composting. The concept of integrated sustainable waste management was 
shown in Figure 6.

Sustainable hazardous waste management is of prime importance for proper 
health, protection of environment on and resource management towards sustain-
ability. Prevention of the generation of hazardous wastes and the rehabilitation of 
contaminated sites are the key elements, and both require knowledge, experienced 
people, facilities, financial resources and technical and scientific capacities.

7. Conclusion

The main prospective of hazardous waste management program is to change 
the way of managing hazardous waste so that they can be stored, transported and 
dispose in an environmentally safe manner. The focus of managing hazardous waste 
comes in an effort to address potential threats to public health and environment. 
Hazardous waste management must have an initiative beyond disposing directly into 
the land surface. Industries are encouraged to generate less amount of hazardous 
waste as a part of manufacturing process. Because the toxic wastes cannot be com-
pletely eliminated and only possible way is to minimizing, recycling, and treating 
wastes. So steps should be taken to use the modern technology without causing any 
threat to environment. Minimizing, recycling, and treating wastes.

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Chapter 11

Soil Genesis of Histosols and 
Gelisols with a Emphasis on Soil 
Processes Supporting Carbon 
Sequestration
Michael T. Aide, Christine Aide and Indi Braden

Abstract

Based on the U.S. Soil Taxonomy Histosols are soils that have a histic epipedon, 
which is a surface horizon that exhibits a sufficient abundance of soil organic 
matter to be distinctively different than other soil orders predominantly composed 
of clastic materials. Gelisols are soils that have permafrost, with histels being a 
suborder that is dominated by organic materials. Collectively, these soil orders 
are abundant in peatland ecosystems. The abundance of soil organic material is 
primarily a consequence of climate, topography, hydrology, vegetation. Peatland 
ecosystems have been a major research arena; however, added research attention 
is being directed to the potential release of carbon because of accelerated climate 
change. This review focuses of the structure and dynamics of organic soils and an 
understanding of their creation, evolution and ultimate fate. Attention is focused 
on degraded peatland net primary productivity because of potential forthcom-
ing differences attributed to rainfall, temperature, vegetation, hydrology and 
 permafrost disappearance.

Keywords: peatlands, net primary productivity, climate change, soil organic matter, 
soil respiration

1. Introduction (Histosols)

Organic soils are soils which have diagnostic horizons with more than 20% 
organic matter and essentially reside in marshes, bogs, and swamps where 
anaerobic soil conditions support a low rate of organic matter decomposition 
relative to the rate of organic matter production. Thus, organic soils are observed 
to have a carbon input rate that is initially greater than the carbon loss rate 
resulting in an annual carbon accumulation, then with continued soil genesis 
the rate of carbon input approximately equals the carbon loss rate and a carbon 
quasi-equilibrium is attained.

These organic soils are frequently associated with extremely wet landscapes, 
or extremely acidic soils, or soils lacking available nutrients or some combination 
of these influences. Organic soils (Histosols) as defined in the United States [1] 
are soils that have an abundance of organic soil materials with additional criteria 
specifying that they lack sufficient andic properties and lack permafrost plus these 
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soils possess certain thickness, water saturation duration, and decomposition status 
associated with their fresh and rubbed fiber contents. According to the United 
States Keys of Soil Taxonomy [1], organic soil horizons have (i) 12% organic carbon 
(approximately 21% soil organic matter) if the clay content is 0% and (ii) 18% 
organic carbon if the clay content is 60% or greater. For horizons that have clay 
contents between 0 and 60% the organic carbon content is a linear relationship to 
clay content involving the 12% organic carbon if the clay content is 0% and 18% 
organic carbon if the clay content is 60%.

Histic epipedons are surface organic horizons that are water saturated for at least 
30 days in most years (typically an aquic soil moisture regime) are generally 0.2 to 
0.4 m thick and have sufficient organic carbon as a function of clay content. Folistic 
epipedons are surface horizons that are not water saturated for at least 30 days in 
most years (not artificially drained), typically are more than 0.20 m thick, and 
are largely composed of 75% or more sphagnum fibers or have a bulk density of 
less than 0.1 g cm−3. The Keys of Soil Taxonomy [1] partition histic epipedons into 
fibric, hemic and sapric materials. Fibric materials (Of) are minimally decomposed 
where three quarters or more of its volume is made up of fibers after rubbing the 
sample. Sapric materials (Oa) are highly decomposed; less than one-sixth of the 
volume of sapric material contains fibers after a sample is rubbed. Hemic materials 
(Oe) are intermediate with respect to decomposition. In general, fibric materials 
possess a very low bulk density (0.05 to 0.15 Mg m−3), a large total pore space (85%) 
with a high distribution of large pores spaces, a low bearing capacity, and a hydrau-
lic conductivity ranging from 1.6 to 30 m day−1.

Generally, the Histosol soil order is recognized if more than half of the upper 
0.8 m of the soil profile is organic or if organic soil material rests on rock or frag-
mental material showing interstices filled with organic material. In colloquial terms 
the Histosol order contains soils formally described as bogs, moors, peatlands, 
muskegs, fens or are composed of peats and mucks. Histosols make up about 1% of 
the world’s glacier-free land surface (325 to 375 million ha). Suborders of Histosol 
order are based on the degree of organic material decomposition and the length of 
water saturation. The Histosol suborders are: Fibrists, Hemists, Saprists and Folists. 
The World Reference Base for soil resources [2] states that Histosols are soils having 
a histic or folic horizon either 0.1 m or more thick from the soil surface to a lithic 
or paralithic contact or 0.4 m or more thick and starting within 0.3 m from the 
soil surface, and having no andic or vitric horizon starting within 0.3 m of the soil 
surface.

2. Histosol soil forming processes

Histosols occur in all latitudes; however, Histosols are particularly common in 
the boreal zone, a feature Histosols share with Spodisols. The dominant feature of 
Histosols is the accumulation of organic materials, which may be characterized as:

 Organic material content organic matter input organic matter loss= −  (1)

The rate of organic matter decomposition in Histosols is usually very slow, a 
feature attributed to specific conditions of climate, topography and hydrology. In 
boreal biomes, cool summer temperatures restrict microbial activity, with biologic 
zero being approximately 4 to 5°C. Low soil temperatures must be further associ-
ated with anoxic soil conditions to support Histosol genesis. In tropical climates, 
warmer temperatures support greater ecosystem productivities; however, the 
combined effects of precipitation, topography and hydrology may create anoxic 
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soil conditions for a sustained time interval to restrict soil organic matter decom-
position. Topography influences Histosol formation by directing water flux within 
the landscape position. Lateral groundwater may create seepage on sideslopes, 
whereas peatlands may form in poorly-drained basins. Fens occur where surface 
water inflow or groundwater discharge concentrates nutrient rich water. Pocosins or 
bogs on coastal plains or interior flatlands are frequently located on slightly raised 
interfluvial positions.

The degree of soil organic matter decomposition has a significant influence on 
soil properties. Buol et al. [3] reviewed literature to describe the soil genesis and 
classification of Histosols. Key soil properties that are influenced based on the 
degree of soil organic matter decomposition include: organic carbon, total nitrogen, 
carbon to nitrogen ratio, cellulose content, pH, cation exchange capacity, bulk 
density, water contents at field capacity and permanent wilting point, hydraulic 
conductivity. Upon transition from fibric to sapric soil conditions the following 
properties typically increase in magnitude: total nitrogen, pH, cation exchange 
capacity, bulk density, and the water contents at field capacity and permanent wilt-
ing point. Most notably the vertical and horizontal hydraulic conductivities decrease 
on transition from fibric to sapric soil conditions. However, many Histosols exhibit 
greater soil organic matter decomposition with increasing soil profile depth, thus 
the corresponding reduced hydraulic conductivity and increased water content at 
greater soil profile depth support continuance of the sapric condition.

Buol et al. [3] alluded to two adjacent Histosols in Michigan that differ in nutrient 
sources. The Napoleon soil series (dysic, mesic Typic Haplohemists) receives nutri-
ents only from precipitation and dry deposition, whereas the Houghton (euic, mesic 
Typic Haplosaprists) primarily receives nutrients from seepage water that transverses 
calcareous sandy glacial till. The Napoleon mucky peat has an Oa1-Oa2-Oe1-Oe2 
horizon sequence, with all horizons having a pH near 4, whereas the Houghton muck 
has an Oa1-Oa2-Oa3-Oa4-Oa5-Oa6 horizon sequence with all horizons having a 
pH near 7. Vegetation associated with the Napoleon mucky peat comprised various 
maples, swamp white oak, and dogwood, whereas the Houghton muck is vegetated 
with marshy grasses. Thus, water chemistry dramatically influences the soil’s pH and 
exchangeable cation expression and coupled with hydrology influences vegetation 
establishment.

Aide and Aide (two authors of this manuscript) have unpublished field data of 
several soil series in northeastern Wisconsin. The Lupton series (Euic, frigid Typic 
Haplosaprists) are very deep, very poorly-drained organic soils formed in depres-
sions on lake and outwash plains. The horizon sequence is Oa1-Oa2-Oa3-Oa4-Oa5 
and has little inorganic material, a very low bulk density, a pH in 0.01 M CaCl2 of 5.7 
to 6.0 and a cation exchange capacity ranging from 107 to 199 cmol kg−1 across mul-
tiple pedons. The dominant surrounding soil consists of pedons of the Padus series 
(coarse-loamy, mixed, superactive, frigid Alfic Haplorthods). The tupical Padus 
horizon sequence is A-E-Bs1-Bs2-E/B-B/E-2C. The texture is sandy loam above 
the lithologic discontinuity and sandy textured at greater depths (2C). These very 
deep, well-drained and very strongly acidic pedons are moderately deep to stratified 
sandy outwash with an abundance of clay films in the B material of the E/B and B/E 
horizons. The organic carbon content of the A horizon is less than 2% and the cation 
exchange capacity is very low, reflecting the sandy loam texture and diminished 
quantity of soil organic matter. Water extracts from both soils show an abundance 
of calcium, reflecting that calcium is the dominant exchange cation. These two soils 
have very distinctive profiles, whose properties are directly related to the contrast-
ing oxidation–reduction environments imposed by the local hydrology.

Parent materials for Histosols are mostly hydrophytic plants [1]. Sphagnum con-
sists of both living and dead tissue from the genus Sphagnum, with approximately 
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classification of Histosols. Key soil properties that are influenced based on the 
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several soil series in northeastern Wisconsin. The Lupton series (Euic, frigid Typic 
Haplosaprists) are very deep, very poorly-drained organic soils formed in depres-
sions on lake and outwash plains. The horizon sequence is Oa1-Oa2-Oa3-Oa4-Oa5 
and has little inorganic material, a very low bulk density, a pH in 0.01 M CaCl2 of 5.7 
to 6.0 and a cation exchange capacity ranging from 107 to 199 cmol kg−1 across mul-
tiple pedons. The dominant surrounding soil consists of pedons of the Padus series 
(coarse-loamy, mixed, superactive, frigid Alfic Haplorthods). The tupical Padus 
horizon sequence is A-E-Bs1-Bs2-E/B-B/E-2C. The texture is sandy loam above 
the lithologic discontinuity and sandy textured at greater depths (2C). These very 
deep, well-drained and very strongly acidic pedons are moderately deep to stratified 
sandy outwash with an abundance of clay films in the B material of the E/B and B/E 
horizons. The organic carbon content of the A horizon is less than 2% and the cation 
exchange capacity is very low, reflecting the sandy loam texture and diminished 
quantity of soil organic matter. Water extracts from both soils show an abundance 
of calcium, reflecting that calcium is the dominant exchange cation. These two soils 
have very distinctive profiles, whose properties are directly related to the contrast-
ing oxidation–reduction environments imposed by the local hydrology.

Parent materials for Histosols are mostly hydrophytic plants [1]. Sphagnum con-
sists of both living and dead tissue from the genus Sphagnum, with approximately 
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380 species. Sphagnum leaf tissue consists of chlorophyllose and hyaline cells, with 
the former having photosynthetic activity and the latter consisting of larger, clear 
and non-living cells with a large capacity to hold and store water. The cell walls 
contain an abundance of phenolic compounds that are resistant to decomposition. 
Sphagnum also has a substantial uptake capacity for calcium, magnesium and other 
nutrients, predisposing the underlying mineral soil to an acidic reaction. Typically, 
Sphagnum is the dominant plant genus in mires, raised bogs and blanket bogs. 
Other plant species commonly associated with Sphagnum include sedges, various 
dwarf shrubs, Betula nama (Dwarf birch) and Salix spp. (Willows).

Paludification or the geologic accumulation of organic materials across a land-
scape is influenced by soil pH, soil temperature, microbial activity, nutrient avail-
ability, oxidation–reduction and vertebrates (example: beavers or Castor canadensis). 
One criterion for paludization is the maintenance of anaerobic soil conditions 
sufficient to inhibit plant material decomposition. In glacial lake settings or ox-bows 
in fluvial systems, sediment infusion may occur resulting in lacustrine sediment 
accumulation. When sediment accumulation is sufficient to permit acceptable 
light levels to penetrate to the submerged sediment surface and if the water oxygen 
levels are appropriately anaerobic then plant material preservation prevails. When 
Histosols evolve because of sediment deposition with subsequent soil organic matter 
accumulation then this process is termed terrestrialization.

3. Gelisols

In the United States the Keys of Soil Taxonomy support 12 soil orders at the 
highest level of soil taxonomy [1]. Gelisols (Cryosols in the World Reference Base 
of Soil Resources [2]) are soils that have permafrost within two meters from the soil 
surface. Permafrost is a soil climatic condition where soil material has continuous 
temperatures at or below 0°C. Because of the permafrost requirement, Gelisols 
occur extensively in boreal, subarctic and arctic environments and comprise 
approximately 18 km2 (13.4%) of the ice-free land area [1]. Gelisols having a short 
period of seasonal thawing have an upper zone that thaws, creating an “active 
layer” approximately a few cm to 1.5 m thick. This active layer may experience soil 
forming processes, including sufficient biotic activity to form histic epipedons 
(suborder histels) [3].

The boundary between the active layer and permafrost is termed the “perma-
frost table”. In moist soil and with the return of winter conditions, soil freezing 
begins at the permafrost table and also at the soil surface, which subsequently 
finalizes in the active layer. Thus, the active layer experiences freezing fronts from 
both the soil surface and from the permafrost table, giving rise to compaction and 
a loss of any soil structure. In the active layer of many Gelisols, dark streaks of 
organic matter that are distinguished from the soil matrix colors, suggesting soil 
material redistribution because of cryoturbation. The permafrost table is frequently 
impermeable to percolating water and therefore develops an accumulation of soil 
organic matter.

In very cold and low precipitation areas Gelisols are mostly shallow and rela-
tively featureless soils; however, where temperatures are relatively mild and pre-
cipitation is more extensive, Gelisols are deeper and likely have an active layer that 
exhibits accumulation of soil organic matter. Gelisol vegetation includes lichens, 
moss, liverwort, sedge, grass and boreal forest species. Soil inhabiting organisms 
include prokaryotes (most notably N-fixing Azotobacter), fungi, actinomycetes, 
anthropoids, nematodes, protozoa and algae [1, 3].
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Solifluction may occur on sloping landscapes. Cryopedogenic processes 
include cryoturbation causing a reduction in soil profile horizonation 
(Haploidization), soil structure formation, seasonal ice lens formation above 
the permafrost table, landscape collapse (thermokarst), and the formation of 
redoximorphic features. Additionally, soil carbon pool sizes, redistribution within 
the soil profile, and bioavailability are strongly affected by (1) cryoturbation, 
which is the soil-mixing action of freeze/thaw processes, and (2) by the presence 
of permafrost itself, which has strong controls over soil temperature and moisture 
and runoff. Overall, permafrost affected soils represent 16% of all soils on the 
globe, and contain up to 50% of the global belowground soil carbon pool [4]. 
Histels are Gelisols consisting of organic materials, with suborder groups listed 
as: (i) Folistels, (ii) Glacistels [have the upper boundary of a glacic layer (75% or 
more visible ice)], (iii) Fibristels, (iv) Hemistels, and (v) Sapristels.

Tarnocai et al. [4] performed an extensive review of carbon pools in the 
northern permafrost region, noting that approximately 3.56 x 106 km2 in 
this region at peatlands. These authors provided data illustrating that Histels 
(66.6 kg m−2) and Histosols (69.6 kg m−2) have the highest soil organic carbon 
contents. Histels alone are estimated to contain 184 Pg C, whereas histosols 
contribute 94.3 Pg C. Turbels show extensive soil organic carbon incorporation to 
deeper soil depths because of cryoturbation.

4. Organic carbon and peatlands

Peatland ecosystems are well represented in the majority of the world’s biomes. In 
this manuscript we define a biome as a community of associated ecosystems charac-
terized by their prevailing vegetation and by organism adaptation to that particular 
environment. Different sources define the types and number of biomes differently; 
herein, we specify six biomes: (i) tundra, (ii) taiga, (iii) grassland, (iv) deciduous 
forest, (v) desert, and (vi) tropical rainforest. Tundra, taiga and tropical rainforests 
are commonly accepted biomes having considerable expanses of peatlands; however, 
examples do exist in grassland and deciduous forest biomes.

Peatlands, as defined by the National Working Group (Canada), are wetlands 
containing more than 0.4 m thickness of peat [5]. Ombrotrophic peatlands or oligotro-
phic peatlands include soil and vegetation which receive water and nutrients primarily 
from precipitation, thus they are environments isolated hydrologically from the 
surrounding landscape. Given that rainfall is acidic because of equilibrium with the 
partial pressure of CO2 and the rainfall nutrient composition is relatively low, ombro-
trophic peatlands are typically considered nutrient deficient and exhibit reduced 
microbial activity. Frequently the vegetation is dominated by Sphagnum mosses. 
Minerotrophic peatlands are wetlands whose water availability comes mainly from 
nutrient-enriched surface waters that have neutral to alkaline pH reactions. Typically, 
minerotrophic wetlands have a high-water table, low internal drainage and exhibit 
moderately-well to well-decomposed sedges, brown mosses and related vegetation.

Carbon content is variably defined to represent the carbon concentrations on a 
surface area basis or a soil volume basis. Typically, carbon content defined as the 
mass of carbon per unit land area (kg carbon m−2) is presented to indicate landscape 
variability, whereas carbon content on a volume basis (kg carbon m−3) is presented 
to indicate intra-pedon or inter-pedon differences. Carbon content as expressed 
as the carbon concentration per volume is a soil or landscape property influenced 
by bulk density and horizon depth. Carbon accumulation is the net gain or loss of 
carbon content, typically at century or millennial scales. Peatlands reside on nearly 
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2.7% of the global land surface, yet peatlands possess a significant portion of the 
terrestrial soil carbon pool with deep soil organic matter accumulations created 
over millennia. Estimates suggest that boreal and subarctic peatlands contain 455 
Pg C [6] and 462 Pg [7], repectively. Boreal peat deposits tend to be deeper than 
subarctic peatlands, a feature attributed to long carbon accumulation intervals [8].

Peat-forming systems have been partitioned into acrotelm and catotelm zones 
[9]. The acrotelm portion of a peat-forming soil system is defined as the relatively 
more oxygenated (oxic) upper portion of the peat forming soil system, where 
aerobic decomposition is comparatively greater, the hydraulic conductivity is more 
rapid and the bulk density typically ranges from 0.1 to 0.4 g cm−3. Conversely the 
catotelm is the suboxic to anoxic lower portion of the peat-forming soil system 
that is characterized by a comparatively slower hydraulic conductivity and a bulk 
density typically ranging from 0.8 to 1.2 g cm−3.

Soils being open thermodynamic systems receive water and particulate soil 
organic matter and energy at their boundaries, most notably at the soil-atmosphere 
interface. Matter and energy may also be transferred by lateral flow at the pedon-
pedon interface or vertical flow at the soil-sediment interface. Water infiltration and 
percolation within the acrotelm is rapid; however, percolation slows substantially 
in the catotelm, creating the upper oxic and deeper anoxic oxidation–reduction 
regimes within the soil profile. As soil organic matter decomposition progresses at 
the base of the acrotelm, the resulting loss of pore space, attributed to an increase in 
the bulk density, supports water retention and conversion of the lowermost por-
tion of the acrotelm into that of the catotelm, thus elevating the acrotelm-catotelm 
boundary with progressive soil development.

The primary vegetation productivity (P [=] g cm−2) is the annual production 
of particulate organic matter and its subsequent incorporation in the soil’s surface 
horizons. The transformation of particulate matter to humus is predicated on soil 
temperature, microbial acidity, the soil’s oxidation–reduction status, pH and nutrient 
availability. The rate of organic matter accumulation per unit surface area (x) is the 
difference between the annual production of particulate organic matter per unit area 
and the rate of soil organic matter loss per unit area, expressed as a first-order linear 
ordinary differential equation:

 dx / dt P – x,= α  (2)
where α is the decay coefficient, and t is time (years). Integration using an 

integration factor provides a solution:

 ( ) ( )tx P / 1 e .−α= α −  (3)

From Clymo [9] typical decay constant values include α = 0.05 and 0.15 year−1. 
Also, from Clymo [9] typical annual production of particulate organic matter values 
includes: 150 and 450 g m−2 yr.−1. Using Eq. 3, The mass accumulation is presented 
for two scenarios: (i) P = 450 g m−2 yr.−1 and α = 0.15 year−1 (upper line in Figure 1) 
and (ii) P = 150 g m−2 yr.−1 and α = 0.05 year−1 (lower line in Figure 1). The scenario 
(i) P = 450 g m−2 yr.−1 and α = 0.15 year−1 provides a greater annual production of 
particulate organic matter and a faster rate of decay, such that the ratio P/α is a limit 
point as t approaches infinity. The asymptotic approach to P/α as a limit point implies 
that the net annual accumulation of organic matter ultimately becomes constant.

Street et al. [10] in Svalbard considered the influence of phosphorus (P) on the 
decomposition potential of carbon stocks. Nitrogen additions supported carbon 
stock reductions because of enhanced soil organic matter decomposition; however, 
the combination of added nitrogen and phosphorus supported an increase in the 
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carbon stocks because of stimulated plant production. In Poland, Sienkiewicz et al. 
[11] investigated Histosol soil organic carbon and its relationship to total nitrogen, 
dissolved organic carbon and dissolved organic nitrogen. Carbon and nitrogen 
loss rates were independent, and soil organic carbon losses were dependent on the 
soil organic carbon content. The ratio of dissolved organic carbon to soil organic 
carbon increased with respect to the intensity of soil organic matter decomposition. 
Turunen et al. [12] investigated wet deposition of nitrogen (0.3 to 0.8 g nitrogen 
m−2 yr.−1) in ombrotrophic peatlands in eastern Canada, noting that nitrogen 
 additions supported a greater diversity of vascular plants.

Qui et al. [13] modeled northern peatland areas and carbon changing aspects 
during the Holocene. They recognized that the net primary production (NPP) and 
heterotrophic respiration increased over the past century in response to climate 
change and increased atmospheric CO2 activity. In their study net primary produc-
tivity was a greater influence than heterotrophic respiration, with 11.1 Pg C accu-
mulated carbon storage since 1901, with the majority of the carbon storage increase 
occurring after 1950.

5.  Research studies focusing on soil chemistry with emphasis on low 
molecular weight carbon species

The literature is replete with compelling research documenting biologically medi-
ated geochemical pathways that are instrumental in creating vibrant biomes that 
have substantial accumulations of soil organic matter. Microbial populations secrete 
extracellular enzymes that are specific for degrading organic functional groups. The 
effectiveness of these extracellular enzymes is a complex function of (i) peat chem-
istry and litter quality, (ii) nutrient status, (iii) moisture content, (iv) plant commu-
nity composition, (v) microbial community representation, and (vi) temperatures 
[14]. The absence of oxygen may also result in the accumulation of phenolic com-
pounds that impost a negative feedback on microbial activity. Key enzyme activities 

Figure 1. 
Illustration of mass accumulation per year (0 to 3500 g m−2 yr.−1) versus time (40 years) using Eq. (2) . The 
primary vegetation productivity was 150 and 450 g m−2 yr.−1 and the decay coefficients were 0.05 and 0.15 year−1, 
respectively.
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important to mineralization include: (i) alpha-glucosidase, (ii) beta-glucosidase,  
(iii) cellobiohydrolase, (iv) N-acetylglucosaminidase, (v) acid phosphatase, and  
(vi) leucine aminopeptidase.

Fox [15] reviewed literature involving low-molecular-weight organic acids. 
Low-molecular weight organic acids are approximately 10% of a typical forest soil’s 
dissolved organic carbon pool, but they may have a disproportionate influence 
on soil processes, including metal complexation. Common low molecular weight 
organic acids include: acetic, aconitic, benzoic, cinnamic, citric, formic, fumaric, 
gallic, lactic, malic, maleic, malonic, p-hydroxybenzoic, phthalic, protocatechuic, 
oxalic, salicylic, succinic, tartaric, and vanillic. Common functional groups 
include (i) acidic groups [carboxylic (R-COOH), enolic (R-CH=CH-OH), phenolic 
(Ar-OH) and quinones (Ar = O)], (ii) neutral groups [alcoholic OH (R-CH2OH), 
ethers (R-CH2-O-CH2-R), ketones (R-C=O (−R)), aldehydes (R-C=O(-H)) and 
esters (R-C=O(-OR))] and (iii) neutral nitrogen-bearing amines (R-CH2-NH2) 
and amides (R-C=O(NH-R)). When considering root extracts oxalic, citric and 
malic are quite abundant. Sources of low molecular weight organic acids are root 
respiration, leaching from the litter floor, decomposition of soil organic matter, and 
rainfall. Herbert and Bertsch [16] further detailed dissolved and colloidal organic 
matter in the soil solution. Based on their review of literature dissolved organic 
matter is primarily composed of hydrocarbons, chlorophyll, carotenoids, phospho-
lipids and long-chain fatty acids, tannins, flavonoids and other polyphenols, fulvic 
and humic acids, aromatic and aliphatic acids, and proteins /amino acids. In most 
studies the dominant organic materials were humic substances.

Kane et al. [17] measured pore water chemistry associated with an artificially-
induced warming of a nutrient poor fen. The dissolved organic carbon (DOC) 
concentration was greater in the warmed fen (73.4 ± 3.2 mg L−1) compared to the 
untreated check (63.7 ± 2.1 mg L−1). The amount of dissolved organic nitrogen 
(DON) was greater in the warmed fen; however, the DON/DOC ratio was smaller. 
The reduced DON/DOC ratio was primarily attributed to a smaller capacity of the 
microbial community to yield labile nitrogen via the decomposition process and 
the greater utilization efficiency of the nitrogen by the microbial community. In 
Manitoba (Canada) Aide and Cwick [18] studied Eluviated Eutric Brunisols having  
an Of-Bm-C horizon sequence and Orthic Eutric Brunisols having an Oh or 
Of-Bm-C horizon sequence. Located in the glacial Lake Agassiz these soils formed 
in fine-graine lacustrine sediments interspersed with organic soils and fens. The 
surface horizons of the Eluviated Eutric Brunisols possessed organic carbon con-
tents ranging from 19.8 to 29.4% with C/N ratios of 29.5 to 27.4, whereas the surface 
horizons of the Orthic Eutric Brunisols possessed organic carbon contents ranging 
from 27.3 to 41.7% with C/N ratios of 39.5 to 25.4. The C/N ratios and associated 
nitrate-N concentrations suggests that nitrogen limits the rates of soil mineraliza-
tion. In a near companion manuscript Aide et al. [19] documented that the silty 
sediments were dominated by hydroxy Al-interlayered vermiculite, smectite, 
hydrous mica, and kaolinite in the clay separate. The potential for potassium fixa-
tion by vermiculite was reduced by Al-interlayering.

Van Cleve and Powers [20] isolated state factors involved in carbon storage in 
forest soils, noting the role of climate, parent material, topography, vegetation, and 
soil organisms. The chemistry of soil organic carbon, including root exudates and 
leachates, strongly influence the microbial processing of detritus, the materials syn-
thesized in this process and the intensity of the roles that low and high molecular 
weight organic acids have in soil development. Observed effects show that synthe-
sized products are more resistant to further decomposition and possessed smaller 
nitrogen contents, which over time supports soil organic matter accumulation.
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6.  Research studies having a focus on carbon loss as greenhouse gas 
emissions

Peatlands are an important terrestrial carbon sink and any increased microbial 
activity may result in soil organic matter oxidation, with subsequent CO2 release. 
Northern peatlands historically have had the benefit of cool to frigid temperatures 
that limit microbial activity. Low oxygen activity attributed to water saturation 
further limits mineralization. Climate change may result in warmer soils, with the 
cavate that the effective length of the increasingly warmer summer interval is also 
increased. The encroachment of vascular plants will be expected to proceed, leading 
to a positive feedback on microbial activity. Thus, studies on peatland functioning 
in higher latitudes and their potential to accelerate climate change are becoming 
commonplace [14].

In Canada, Dieleman et al. [21] established mesocosms, where peat production 
of dissolved organic carbon was measured. The production of dissolved organic 
carbon from peat was estimated to be a function of temperature, CO2 concentration 
and the influence of the water table, wherein increased temperatures increased 
the dissolved organic carbon contents, lowered water tables increased decomposi-
tion rates and reduced pore water dissolved organic carbon concentrations. In the 
Alaskan arctic Euskirchen et al. [22] established eddy covariance flux towers across 
various ecosystems for three years to document peak CO2 uptake patterns. Peak 
CO2 uptake centered from June to August at a mean of 51 to 95 g C m−2 across the 
various ecosystems. Warmer spring seasons promoted greater CO2 uptake patterns, 
whereas warmer late seasons supported greater soil respiration rates, reducing the 
Net Ecosystem Exchange (NEE).

In Canada, Frolking et al. [23] employed the Holocene Peat Model to simulate 
the vegetation community composition and the annual net primary productivity. 
Northern peatlands take up CO2 at rates of 40 to 80 g carbon m−2 yr.−1, with carbon 
leaching as DOC at rates of 10–20 g DOC m−2 yr.−1. Decomposition was estimated 
to be 95% of the Net Primary Productivity. Similarly, Frolking et al. [23] observed 
undisturbed Canadian peatlands and determined that these peatlands were a 
weak sink for carbon and a moderate source of methane emission. McLoughlin 
and Webster [24] performed a review of peatland dynamics, primarily within the 
Hudson Bay Lowlands. Long term carbon accumulation, CO2 sequestration, peat 
depth and land age were positively correlated. Carbon dioxide sequestration showed 
the greatest variability, with bogs (−1.7 to 1.5 g carbon m−2 day−1), fens (−4.3 to 
1.6 g carbon m−2 day−1), and palsa peat (−0.8 to 1 g carbon m−2 day−1). Methane and 
evapotranspiration were greater in the wettest ecosystems, with methane emission 
for bogs (3.3 to 28 mg carbon m−2 day−1), fens (0.1 to 204 mg carbon m−2 day−1), and 
palsa peat (−1.6 to 24 mg carbon m−2 day−1).

On paludified soils Schneider et al. [25] measured methane (CH4) flux for 
forest and peatland areas. Open peatlands exhibited a methane emission rate 
of 21.9 ± 1.6 g m−2 yr.−1 in contrast with forested peatland transition zones 
(7.9 ± 0.5 g m−2 yr.−1). The forested peatland transition zones demonstrated an 
inflow of less acidic surface water that supported a higher biological diversity and 
greater plant productivity. These authors noted that methane emission was more 
influenced by increased temperatures than the water table depths. In Sweden, 
Sagerfors et al. [26] established eddy covariance measurements across oligotrophic 
mires. Based on the vertical exchange of CO2 their sites were a net sink for carbon 
(55 ± 7 g carbon m−2 yr.−1). The non-growing seasons exhibited a carbon loss; 
however, the growing season sequestration of carbon more than compensated for 
the non-growing season carbon loss.
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Wickland et al. [27] observed changes in CO2 and methane exchanges on a 
black spruce (Picea mariana) lowland experiencing permafrost melting. Sites were 
partitioned as peat soils having permafrost, thermokarst wetlands, and thermokarst 
edges, with thermokarst edges having greater methane emissions. Ernakovich et al. 
[28] measured greenhouse gas emissions from thawed permafrost with simulated 
oxic and anoxic redox environments. Carbon dioxide emission was supported by an 
active microbial community and a labile dissolved organic carbon pool. Increased 
methane production was related to soils with a labile litter pool. Carbon dioxide 
emission was 30 to 450 times the methane production in an anoxic soil and carbon 
dioxide emission was 500 to 2500 times the methane production in an oxic soil.

In Canada, Webster et al. [29] investigated net ecosystem exchange and methane 
emissions for bogs, nutrient-poor fens, intermediate-rich fens across seven ecozones. 
During the growing season, the net ecosystem exchange, per season, was −108 ± 41.3 
Mt. CO2 and the methane emissions were 4.1 ± 1.5 Mt. CH4. Converting methane to 
CO2 global warming potential for a 25 to 100-year event, the total sink was −7 ± 77.6 
Mt. CO2e. The boreal plain peatlands exhibited the greatest net ecosystem exchange, 
whereas the boreal shield peatlands exhibited the highest methane emissions. In 
the discontinuous permafrost zone of western Siberia, Shirokova et al. [30] showed 
that permafrost thaw supported an increase in soil subsidence and the development 
of thermokarst lakes. Soil subsidence was related to soil carbon decomposition and 
mobilization to water resources.

Jackowicz-Korczynski et al. [31] observed methane emission from subarctic 
Swedish mires. A permafrost free mire having tall graminoid vegetation showed 
methane emission rates of 6.2 ± 2.6 mg CH4 m−2 hr.−1. The annual emission was 
24.5 to 29.5 g CH4 m−2 yr.−1, with most of the emission during the summer months. 
In Wales (UK), Fenner et al. [32] investigated ombrotrophic peat or acid mires. 
Artificially enhanced CO2 and warming produced increased concentrations of 
dissolved organic carbon. Higher concentrations of phenolic compounds were 
associated with the increase in dissolved organic carbon. The influence of increased 
temperature promoted microbial activity, whereas increased CO2 content increased 
the supply of photosynthate to the soil because of greater root exudates. The effect 
of the temperature and elevated CO2 were to synergistically decrease the C/N of the 
dissolved organic carbon. In Indonesian tropical peatlands, Uda et al. [33] noted 
that land drainage influenced CO2 emissions from drained oil palm landscapes.

Aurangojeb et al. [34] contrasted a drained Histosol and an adjacent mineral soil 
in Sweden, noting that the Histosol N2O emissions were 49.9 ± 3.3 μg N2O m−2 hr.−1, 
whereas the adjacent mineral soil N2O emission was 8.0 ± 3.3 μg N2O m−2 hr.−1. The 
N2O difference was attributed to the mineral soil having greater mycorrhizal N 
demand reducing the N availability. Leifeld et al. [35] investigated four temperate 
ombrotrophic peatlands across central Europe and determined that ash content is 
related to land drainage and land management, thus ash may be an indicator of his-
torical decomposition but this protocol should be used only in pristine study areas.

7. Peatlands, net primary productivity and climate change

Net primary production is critical to developing large carbon contents in peat-
lands. Net primary production is a function of climate, vegetation, topography, 
the natural of the parent materials, and land use. Investigating Swedish peatlands, 
Chaudhary et al. [36] investigated drivers of biotic and abiotic peatland dynamics. 
For patterned ground they noted that plant species, hydrology, nutrient status, 
plant productivity and decomposition rates vary between hummock and hollow 
positions. Typically hollows possessed taller productive graminoid species that 
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showed faster decomposition rates than sphagnum. Hummock positions possessed 
more shrub species that preferentially lowered the water table. In interior Alaska, 
O’Donnell et al. [37] studied Gelisols having a 30-day enhanced temperature 
incubation period, noting that the dissolved organic carbon concentration and its 
associated aromaticity increased at higher incubation temperatures. At these higher 
temperatures the dissolved organic materials contained more hydrophobic organic 
acids, polyphenols, and condensed aromatics and smaller concentrations of low-
molecular weight hydrophilic and aliphatic compounds. Dissolved labile organic 
materials were preferentially mineralized, with the dominant kinetic controls being 
temperature and substrate lignin contents.

Wang et al. [38] correlated that increased mean annual air temperature was 
associated with increased active layer thickness. In a Siberian low arctic landscape, 
Frost et al. [39] documented seasonal and long-term changes to active layer tem-
peratures and noted that vegetation and snow cover were important predictors of 
active layer thickness. Summer soil temperatures decreased with increasing shrub 
cover and soil organic matter thickness. Compared with open tundra, mature 
shrubs depressed summer soil temperatures; however, mature shrubs altered the 
insulative snowpack and fostered warmer winter soil temperatures.

In Canada Kroetsch et al. [5], working with the National Wetlands Working 
Group, noted that peatlands were routinely identified when peat depths exceeded 
0.40 meters. Fibrisol, Mesisol and Humisol great groups were partitioned based 
on rubbed fiber content, von Post scale, pyrophosphate and depth of the surface, 
middle and bottom tiers. The key diagnostic genetic processes of organic soils 
included: (i) additions from litter, fine roots, soil organic matter deposition and 
low molecular weight organic acid exudation from sphagnum, feather mosses and 
related plant species, (ii) losses attributed to decomposition, (iii) transfers of dis-
solved organic carbon because of fluctuating water tables, leaching and burrowing 
organisms, (iv) transformations attributed to soil organic matter decomposition, O2 
status, nutrient availability, and toxins.

Glaser et al. [40] observed Hudson Bay Lowlands peatland development from 
a chronological perspective, relating the length of time for isostatic rebound to 
elevate the landscape and developing a transect of peatland sites ranging from 
comparatively younger to older sites. They observed that the resulting transects 
consisted of a sequence consisting of (i) basal tidal marshes in the youngest sites, 
(ii) Larix (Larches) dominated swamp forests, (iii) Picea (Spruce) forested bogs, 
and ending with (iv) non-forested bogs in the oldest sites. This sequence of peat-
lands was viewed as a predictable vegetation succession influenced by changes in 
hydrology and other factors derived from continuing isostatic rebound. Conversely, 
in western Siberia, peatlands demonstrated an increase in carbon accumulation 
upon transition from the northern region to the southern region [41]. The northern 
peatlands exhibited a carbon content of 7–35 kg carbon m−2, whereas the southern 
peatlands exhibited a carbon content range of 43–88 kg carbon m−2. The carbon 
content was estimated to be a complex function of soil organic matter quality (lig-
nin content) and the predominant vegetation (vascular plants versus bryophytes).

8. Peatlands and their conservation

Karofeld et al. [42] noted Estonia’s decline of pristine mires and investigated 
a method for mire reconstruction, involving the removal of oxidized peak layer 
followed by the spreading of plant fragments to increase the effective develop-
ment of bryophyte and vascular plants. Along with maintaining the presence of a 
highwater table, the reconstruction effort was deemed successful.
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Miettinen et al. [43] employed satellite images to document the role of fire and 
logging on the loss of Sumatra’s pristine peat swamps. In Indonesia, Swails et al. 
[44] investigated soil respiration as a climatic driver in undrained forest settings 
and adjacent oil palm plantations. They documented that oil palm plantations with 
a reduced water table exhibited a higher soil respiration rate (0.71 ± 0.04 g CO2 
m−2 h−1) than forested sites (0.58 ± 0.04 g CO2 m−2 h−1).

Across Poland, Grzywna [45] documented drainage-induced Histosol subsidence 
ranges from 9 to 33 cm. Nicia et al. [46] demonstrated that restoration of peatlands 
in Poland has potential to increase the organic carbon content, the C/N ratio and 
increase the pH in acidic fens. Richardson [47] noted the development sequence of 
alkaline mires (fens) in the Everglades (Florida) and the role of changing hydrology 
during the Holocene. In Wisconsin, Adhikari et al. [48] used digital maps and soil 
profile data to spatially quantify carbon stocks and subsequently estimated the fate 
of carbon stocks with improved land use management. The average baseline soil 
organic carbon stock was 90 mg ha−1 and with improved land management the soil 
across the state could increase the carbon stocks by 20 mg ha−1. Mollisols were pre-
dicted to have the greatest potential for increasing carbon stocks, whereas Histosols 
and Spodisols were likely to lose carbon stock. Frazier and Lee [49] investigated 
Wisconsin Histosols partitioned as fibrists, hemists and saprists. Saprists possessed 
the highest carbon content, whereas the fibrists possessed the least carbon content, a 
feature related to chemical changes associated with the humification process.

9. Future possibilities

The fate of peatland ecosystems is integral to global sustainability. As scientists, 
we are acutely aware that carbon stored in peatland ecosystems may be released to 
the atmosphere, contributing to climate change acceleration. The precise drivers 
of peatland respiration, the role of the microorganism communities, organic acid 
leaching, soil mineralization, and other soil carbon pathways are reasonably well 
understood, but they are not sufficiently formalized into a coherent and intercon-
nected model to provide detailed information concerning near-term peatland deg-
radation [50–55]. Thus, a critical need exists to predict on a regional level specific 
changes to peatland dynamics because of the multi-faceted nature of accelerated 
climate change. With this process focus on peatland dynamics, best management 
practices are slow carbon de-sequestration.

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Chapter 12

Impact of Climate Change on Life
Hassan M. Heshmati

Abstract

Climate is changing in an accelerating pace. Climate change occurs as a result 
of an imbalance between incoming and outgoing radiation in the atmosphere. The 
global mean temperatures may increase up to 5.4°C by 2100. Climate change is 
mainly caused by humans, especially through increased greenhouse gas emissions. 
Climate change is recognized as a serious threat to ecosystem, biodiversity, and 
health. It is associated with alterations in the physical environment of the planet 
Earth. Climate change affects life around the globe. It impacts plants and animals, 
with consequences for the survival of the species. In humans, climate change has 
multiple deleterious consequences. Climate change creates water and food insecu-
rity, increased morbidity/mortality, and population movement. Vulnerable popula-
tions (e.g., children, elderly, indigenous, and poor) are disproportionately affected. 
Personalized adaptation to the consequences of climate change and preventive 
measures are key challenges for the society. Policymakers must implement the 
appropriate strategies, especially in the vulnerable populations.

Keywords: climate change, global warming, ecosystem, animal survival,  
human health, vulnerable populations, adaptation, prevention

1. Introduction

Climate change has always happened on Earth but its rapid rate and important 
magnitude occurring now are of great concern. Climate change occurs as a result 
of an imbalance between incoming and outgoing radiation in the atmosphere. The 
global warming associated with climate change is different from past warming in 
its rate. It is anticipated that there will be a rise in global mean temperatures of up to 
5.4°C by 2100. There is overwhelming evidence showing that human activities have 
contributed to climate change over the past century while changes in solar activity and 
volcanic eruptions have played a minor role. Over the last several decades, humans 
have engaged in large-scale transformation of natural systems causing a net accumu-
lation of carbon dioxide in the atmosphere [1–5].

Climate change is recognized as a serious threat to ecosystem, biodiversity, and 
health. It is associated with alterations in the physical environment of the planet 
Earth and affects life around the globe [1–37].

Adaptation to the consequences of climate change and prevention of aggra-
vation of climate change are key challenges for the society. Policymakers must 
implement personalized strategies, especially in the vulnerable populations  
[1, 2, 5, 30–32, 35–37].
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2. Climate

Climate, from Ancient Greek “klima” (meaning inclination), is defined as the 
weather averaged over a long period (the standard period is 30 years).

The instrumental record of climate change is based on thousands of temperature 
and precipitation recording stations around the world.

3. Climate change versus global warming

Climate change and global warming are often used interchangeably but have 
distinct meanings and refer to different physical phenomena. Climate change 
includes warming and side effects of warming (e.g., heavy precipitation and 
increased wind speeds) while global warming refers only to long-term Earth’s rising 
global mean surface temperature.

4. Climate change causes

Climate change occurs as a result of an imbalance between incoming and outgo-
ing radiation in the atmosphere. The increase in heat-trapping greenhouse gases 
(e.g., carbon dioxide, methane, and nitrous oxide) in the atmosphere raises Earth’s 
mean surface temperature. The levels of greenhouse gases are higher now than at 
any time in the last 800,000 years. As temperature increases, more water evapo-
rates from the oceans and other water sources into the atmosphere, causing further 
increase of the temperature [1–5].

Atmospheric carbon dioxide comes from two primary sources, natural and 
anthropogenic (human-induced). Natural sources of carbon dioxide include most 
animals which exhale carbon dioxide as a waste product. Anthropogenic sources 
of carbon dioxide have been primarily driven by human activities since the early 
20th century (industrial revolution), mainly fossil fuel burning (e.g., burning 
coal, oil, and natural gas), but also agricultural emissions and deforestation. The 
top 5 countries responsible for emissions of carbon dioxide are China, United 
States of America (USA), India, Russia, and Japan [4]. In 2017, the USA emitted 
approximately 5.1 billion metric tons of energy-related carbon dioxide for a global 
worldwide emission of approximately 32.5 billion metric tons. Deforestation of the 
Amazon in Brazil (loss of the equivalent of almost one million soccer fields of forest 
cover each year), mainly for agricultural purposes, is significantly contributing to 
climate change.

5. Climate change consequences

Climate change causes a cascade of side effects for the physical environment of 
the planet Earth and the living organisms on the globe (Figure 1). All the changes 
in the physical planet Earth’s environment affect the life of plants, animals, and 
humans. Coral reefs, forests, and coastal human communities are particularly 
vulnerable to climate change. Some of the effects of climate change may be through 
the enhancement of the susceptibility to chemical pollution [1–37].

Although most impacts of climate change are likely to be adverse, some health 
benefits may result in some regions. For example, warmer winters may reduce the 
number of temperature-related health events and death.

201

Impact of Climate Change on Life
DOI: http://dx.doi.org/10.5772/intechopen.94538

5.1 Physical planet Earth’s environment

According to the core accretion theory, planet Earth formed around 4.54 billion 
years ago (approximately one-third the age of the universe) by accretion from the 
solar nebula [38].

Planet Earth has faced climate change throughout its long history. The cur-
rent climate change has multiple negative impacts on the physical planet Earth’s 
environment. It affects the frequency and severity of extreme events and natural 
disasters [1, 4, 6–13, 19].

5.1.1 Temperature

Temperature records from modern thermometers (with temperature scales) 
have been available only since early 18th century. By studying indirect parameters 
(chemical and structural signatures), scientists can infer past temperatures.

At the creation of the universe, the temperature of the universe at 10−35 second 
old was around 1 octillion°C. Within less than 2 minutes, the universe temperature 
cooled down to around 1 billion°C. Over at least the last several million years, planet 
Earth shifted between ice ages facing long cold periods (glacial) and warm periods 
(interglacial), on 100,000-year cycles.

The current climate change is associated with increased Earth’s temperature 
(land surfaces and upper layers of the ocean) (Figure 2) [1, 4]. Land surfaces are 
heating faster than ocean surfaces. A warmer atmosphere can hold more water 
vapor, leading to increased overall average precipitation [4]. Over the past 70 years, 
the Earth’s temperature has increased by approximately 0.7°C [4]. Since 1950, the 
number of cold days and nights has decreased while the number of warm days and 
nights has increased. Since 1976, the rate of warming has been greater than at any 
other time during the last 1,000 years. For any given period, there are extreme 
temperatures. In the past 20 years, Earth’s lowest air temperature was −94.7°C 
(recorded in Antarctica in 2010) and hottest air temperature was 70.7°C (recorded 
in Iran’s Lut Desert in 2005). The present global mean temperature is around 15.0°C. 
Currently, the surface temperatures are rising by approximately 0.2°C per decade 
[6]. According to the Intergovernmental Panel on Climate Change (IPCC) and 
based on different emissions scenarios, there will be a rise in global mean tempera-
tures of 0.9 to 5.4°C by 2100 [4].

Figure 1. 
Climate change causes global changes of the planet.
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The rise in global mean temperature is not the same everywhere. There are 
regional variations in Earth’s temperature. Some areas will not even get warmer 
and may actually get cooler in the short term [4]. Warming is more pronounced 
at higher latitudes. The North Pole and Northern Hemisphere have warmed much 
faster than the South Pole and Southern Hemisphere. Greater temperature increases 
are expected in winter compared to summer and in nighttime versus daytime. 
Springs occur earlier and winters are milder.

5.1.2 Mountain glaciers and lakes

Climate change causes mountain glaciers to melt and accelerates the rate of ice 
loss on Earth in Greenland and Antarctica (Figure 3). Some glaciers are sites of 

Figure 2. 
Climate change is associated with increased Earth’s temperature.

Figure 3. 
Climate change causes melting of mountain glaciers.
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powerful sacred and symbolic meanings for local communities (e.g., in the Peruvian 
Andes, the Nepalese Himalayas, and the Chinese Meili Snow Mountains) [7].

Lakes around the world are freezing less and for a shorter duration. In few 
decades, thousands of lakes may lose their winter ice cover.

5.1.3 Sea levels

Climate change triggers rise in sea levels. The sea levels rise following either 
an increase in the volume of the water already in the ocean as water warms and 
expands or an increase in the mass of the water in the ocean mainly due to melting 
glaciers [4]. Since 1900, global mean sea level has increased by approximately 0.20 
meter [4]. Over the last 25 years, the global mean see level rose on average by 0.003 
meter per year [8]. By 2100, based on different emissions scenarios, sea levels are 
predicted to rise between 0.40 and 1.50 meters [4]. The sea-level rise will lead to 
disappearance of some islands and flooding with invasion of cities by water, leading 
to homelessness and population movement (Figure 4).

The salty ocean water will challenge native plants and animals to adapt to the 
changing conditions. For humans, it causes salination of freshwater supplies and 
loss of productive farmlands [8]. Low-income countries (e.g., Bangladesh) are 
particularly impacted.

5.1.4 Hurricanes and rainstorms

Climate change promotes more dangerous hurricanes and heavier rainstorms 
due to warmer ocean water temperature (Figure 5) [4, 9]. The proportion of 
Category 4 and 5 hurricanes has increased at a rate of 25–30% per 1.0°C of global 
warming [9]. Hurricane Katrina (Category 5, New Orleans, USA, 2005) was one of 
the deadliest hurricanes in recent USA history. The total number of direct or indi-
rect fatalities following hurricane Katrina was 1,833 (reports from state and local 
officials in five states). The 2019 North Atlantic hurricane season had six hurricanes 
(including three major hurricanes, e.g., Category 3 or higher).

Figure 4. 
Climate change triggers rise in sea levels.
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5.1.5 Wildfires

Climate change causes more frequent wildfires. The dry, hot weather has 
increased the intensity and destructiveness of forest fires in several countries 
(e.g., Brazil, USA, and Australia) (Figure 6) [10, 11]. Wildfires can cause defor-
estation, serious property damage, exposure of large populations to prolonged 
periods of polluted and toxic air with potential health impacts (e.g., respiratory 
diseases), and death. Amazon (Brazil) has become more flammable and vulner-
able to wildfires during recent droughts [10]. California (USA) has experienced 
devastating autumn wildfires in recent years [11]; over 100 fatalities were 
directly attributed to the most destructive and deadliest wildfires that occurred 
in 2017 and 2018.

Figure 5. 
Climate change promotes more dangerous hurricanes.

Figure 6. 
Climate change causes more frequent wildfires.
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5.1.6 Droughts

Drought is a complex and multivariate phenomenon influenced by diverse 
physical and biological processes. Drought is among the most expensive 
natural disasters. Climate change is responsible for more frequent and severe 
droughts (especially in subtropical regions), promoting the expansion of deserts 
(Figure 7) [4, 12]. This will lead to misery, hunger, starvation, and population 
movement.

5.1.7 Ocean acidity

The ocean provides most of the life-supporting environment on planet Earth. The 
abundance of carbon dioxide in the atmosphere is causing the surface waters of the 
oceans to become more acidic as some carbon dioxide dissolves into ocean water form-
ing carbonic acid [4]. Ocean acidification can alter marine ecosystems with damage to 
coral reefs (source of many benefits for human communities), fish, and other aquatic 
species [4, 13].

5.2 Plants

Climate change impacts plant phenology. Different climate change components 
are involved including atmospheric carbon dioxide level, temperature, sea level, 
rainfall, weeds, and pests or microbes [14–19].

5.2.1 Survival

Plant survival is affected by climate change (Figure 8) [14–16]. The increased 
land surface temperature with the resulting mild winters promoting pest prolifera-
tion (e.g., allowing more pine beetles to survive), the invasion of farmlands by salty 
water, the wildfires, and the droughts compromise life of plants and lead to destruc-
tion of forests and damage to human agriculture. According to some reports, 

Figure 7. 
Climate change is responsible for more frequent and severe droughts.
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5.2.1 Survival
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tion (e.g., allowing more pine beetles to survive), the invasion of farmlands by salty 
water, the wildfires, and the droughts compromise life of plants and lead to destruc-
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Figure 7. 
Climate change is responsible for more frequent and severe droughts.
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agriculture is the most endangered activity adversely affected by climate change. 
The decreased farming activity will lead to food insecurity.

5.2.2 Blooming, pollination, and fructification

Plant growth, blooming, pollination, and fructification are impacted by climate 
change [17–19]. With the occurrence of shorter winters and warmer springs, plants 
bloom earlier for a shorter period and die younger (Figure 9). Winter chill is essential 
for several fruit-producing trees. Insufficient chilling due to climate change can affect 
the productivity of fruit trees (e.g., less fruits, smaller fruits, and changes in color, 
texture, and taste of fruits) [17, 18]. Around 75% of the production of seeds and fruits 
for human consumption depend on pollinators. Pollinators, especially bees, are facing 
unprecedented challenges for survival. With the lack of synchrony between plants 
and pollinators due to shift in seasons and the decline in the number of pollinators, 
the production of fruits is decreasing while the cost is significantly increasing.

Figure 8. 
Climate change challenges plant survival.

Figure 9. 
Climate change is responsible for earlier blooming time of plants.
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5.3 Animals

Climate change exposes animals to a variety of stressors, influencing metabolic 
and endocrine functions, with potential consequences for the survival of species 
[14, 20–28]. With climate change, more animal species are going extinct every year. 
Approximately 700 mammals and birds are impacted. The degree of vulnerability 
varies by the type of animal and different species will be affected in different ways. 
Species with low tolerance for rising temperature are vulnerable to extinction. The 
vulnerable/endangered animals include polar bears, koalas, elephants, sea turtles, 
cheetahs, panda bears, and penguins (non-exhaustive list).

Species affected by climate change will either need to move to more suitable 
locations (e.g., higher elevations and latitudes) or to adapt to changes at their 
current locations (e.g., habitat, feeding and breeding patterns). If unable, they may 
perish and become extinct.

5.3.1 Habitat

Climate change can cause habitat degradation or loss for several species (e.g., 
polar bears, koalas, and birds). Polar bears are dependent on sea ice. The increased 
temperature is causing the arctic sea ice to melt, damaging the polar bears’ habitat 
(Figure 10) [23]. Koalas are dependent on eucalyptus tree. The increased tempera-
ture and drought are causing wildfire, destroying the koalas’ habitat [24]. Lake 
Urmia (Iran) is a bird habitat and used to be a popular tourist destination. The lake 
is drying up mainly because of climate change.

5.3.2 Nutrition

Survival of species can be affected by water/food availability/quality beyond 
those that species can tolerate. Unpredictability/shortage of water and food caused 
by climate change may lead to greater prevalence of torpor and hibernation in small 
mammals and hypometabolism in large mammals.

Polar bears will have trouble finding food as the sea ice thins and melts earlier. 
With limited food supply, the polar bears rely on their stored fat. They have to 
swim longer distances in the water and many young cubs die because of their 
inability to swim. Koalas’ main food source is eucalyptus leaves. Each koala eats 

Figure 10. 
Climate change causes loss of habitat for polar bear.



Environmental Issues and Sustainable Development

206

agriculture is the most endangered activity adversely affected by climate change. 
The decreased farming activity will lead to food insecurity.

5.2.2 Blooming, pollination, and fructification

Plant growth, blooming, pollination, and fructification are impacted by climate 
change [17–19]. With the occurrence of shorter winters and warmer springs, plants 
bloom earlier for a shorter period and die younger (Figure 9). Winter chill is essential 
for several fruit-producing trees. Insufficient chilling due to climate change can affect 
the productivity of fruit trees (e.g., less fruits, smaller fruits, and changes in color, 
texture, and taste of fruits) [17, 18]. Around 75% of the production of seeds and fruits 
for human consumption depend on pollinators. Pollinators, especially bees, are facing 
unprecedented challenges for survival. With the lack of synchrony between plants 
and pollinators due to shift in seasons and the decline in the number of pollinators, 
the production of fruits is decreasing while the cost is significantly increasing.

Figure 8. 
Climate change challenges plant survival.

Figure 9. 
Climate change is responsible for earlier blooming time of plants.

207

Impact of Climate Change on Life
DOI: http://dx.doi.org/10.5772/intechopen.94538

5.3 Animals

Climate change exposes animals to a variety of stressors, influencing metabolic 
and endocrine functions, with potential consequences for the survival of species 
[14, 20–28]. With climate change, more animal species are going extinct every year. 
Approximately 700 mammals and birds are impacted. The degree of vulnerability 
varies by the type of animal and different species will be affected in different ways. 
Species with low tolerance for rising temperature are vulnerable to extinction. The 
vulnerable/endangered animals include polar bears, koalas, elephants, sea turtles, 
cheetahs, panda bears, and penguins (non-exhaustive list).

Species affected by climate change will either need to move to more suitable 
locations (e.g., higher elevations and latitudes) or to adapt to changes at their 
current locations (e.g., habitat, feeding and breeding patterns). If unable, they may 
perish and become extinct.

5.3.1 Habitat

Climate change can cause habitat degradation or loss for several species (e.g., 
polar bears, koalas, and birds). Polar bears are dependent on sea ice. The increased 
temperature is causing the arctic sea ice to melt, damaging the polar bears’ habitat 
(Figure 10) [23]. Koalas are dependent on eucalyptus tree. The increased tempera-
ture and drought are causing wildfire, destroying the koalas’ habitat [24]. Lake 
Urmia (Iran) is a bird habitat and used to be a popular tourist destination. The lake 
is drying up mainly because of climate change.

5.3.2 Nutrition

Survival of species can be affected by water/food availability/quality beyond 
those that species can tolerate. Unpredictability/shortage of water and food caused 
by climate change may lead to greater prevalence of torpor and hibernation in small 
mammals and hypometabolism in large mammals.

Polar bears will have trouble finding food as the sea ice thins and melts earlier. 
With limited food supply, the polar bears rely on their stored fat. They have to 
swim longer distances in the water and many young cubs die because of their 
inability to swim. Koalas’ main food source is eucalyptus leaves. Each koala eats 

Figure 10. 
Climate change causes loss of habitat for polar bear.



Environmental Issues and Sustainable Development

208

approximately 1 kg of eucalyptus leaves per day. Climate change reduces the 
amount of water in the eucalyptus tree. The increased carbon dioxide level causes 
decrease protein levels in the tree affecting plant nutritional quality. All these 
changes create dehydration, malnutrition, and starvation. Koalas are risking their 
lives by climbing down from their trees in search of water and food. This leaves 
them vulnerable to predators and the risk of being hit by cars. Koalas’ population 
has declined by more than 30% over their last three generations (Figure 11) [24]. 
Elephants require 150–300 liters of water per day for drinking in addition to the 
amount needed for bathing and playing. Droughts can cause population decline 
(Figure 12) [25].

Figure 11. 
Climate change is responsible for dehydration and malnutrition of koala.

Figure 12. 
Climate change causes decline in elephant population.
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5.3.3 Migration, breeding, and gender determination

Warmer springs have promoted advanced timing of migration and breed-
ing in most avian species in the last decades (Figure 13) [26]. Rising sea levels 
threaten the sea turtle eggs as most turtles lay their eggs on beaches. Climate 
change can affect sex determination in several animals [27, 28]. The sex of the 
sea turtles is determined by the nest temperatures. Cool temperatures produce 
more males while warm temperatures produce more females. Climate change 
alters the sea turtles’ gender population (females outnumbering males). Certain 
areas could end up producing only female turtles, with the possibility of local 
species extinction since there will be no mating partners for female turtles 
(Figure 14).

Figure 13. 
Climate change promotes early avian migration.

Figure 14. 
Climate change leads to female sea turtle overpopulation and domination.
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5.4 Humans

Climate change is a major threat to human existence. It has multiple deleterious 
health consequences leading to increased morbidity and mortality [1–3, 5, 8, 29–37].

5.4.1 Temperature

The human core temperature averages 37.0°C and is tightly controlled within 
a range of 33.2°C and 38.2°C to ensure optimal physiological function. Extreme 
deviations from the normal core temperature, i.e., a decrease below 27.0°C (hypo-
thermia) or an increase above 42.0°C (hyperthermia) can be fatal [5]. Climate 
change is resulting in increased exposures to intense heat in many parts of the 
world. With increase temperature, there are physiological reactions in humans 
creating risks for some organs and exposing individuals to increased morbidity 
and mortality (e.g., reduced performance and work productivity, behavioral 
changes, heat exhaustion, heat stroke, respiratory failure, myocardial infarction, 
stroke, and death) (Figure 15) [5, 29–31]. The reduced work productivity (up to 
10% in some hot areas) has large economic consequences. Without adaptation, 
the economic losses of reduced work productivity could be more than 20% of the 
gross domestic product by 2100. Children, elderly people, poor people, outdoor 
workers, workers required to wear protective clothing and/or personal protective 
equipment, and subjects with chronic health conditions are at higher risk when 
facing heat stress. In the USA, the annual heat-related death is approximately 
1,500. The European heat wave during the summer of 2003 caused as many as 
70,000 deaths.

On the upside, increased temperatures by allowing milder winters can lower the 
incidence and mortality of some winter-related events such as myocardial infarc-
tion and stroke. Also, hotter and drier conditions can reduce the incidence of some 
infectious diseases (e.g., malaria).

5.4.2 Nutrition

Climate change creates water and food insecurity/shortage with significant 
impact on hygiene, nutrition, and food safety in several countries (Figure 16) 
[1, 8, 32, 33]. In the absence of proper desalination of drinking water impacted 
by increased salinity following sea-level rise (especially in low-income countries 

Figure 15. 
Climate change through heat wave can cause increased morbidity and mortality.
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like Bangladesh), the high exposure to salt through drinking water, food, and 
bathing can lead to several health problems (e.g., hypertension and skin dis-
eases) [8]. In many regions, food production systems are negatively impacted by 
climate change [1]. According to the International Rice Research Institute in the 
Philippines, 1.0°C rise in night-time temperature can reduce rice yields by 10%. 
With the ocean temperature rise, several fish populations may move to higher 
latitudes, affecting dietary protein supplies of millions of people.

5.4.3 Infection

Climate change through variations in temperature, precipitation/humidity, 
wind, and solar radiation influences the spread of some infectious diseases since 
these variations may impact the survival, reproduction, and distribution of disease 
pathogens and vectors/hosts as well as their transmission environment. Several 
infectious diseases are involved including malaria, dengue, and Lyme disease 
(Figure 17) [3, 34].

Figure 16. 
Climate change can create human undernutrition.

Figure 17. 
Climate change favors spread of infectious diseases.
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5.4.4 Population movement

Climate change by creating unsuitable living conditions (e.g., desertification, 
sea-level rise, decline in freshwater availability, food shortage, health issues) will 
move many people (forced displacement, planned resettlement, migration). Poor 
communities are particularly impacted by the human movement. It is estimated 
that by 2050, up to several hundred million persons will be moved (Figure 18) [32]. 
Population movement will expose countries to multiple challenges (e.g., social, 
health, and financial consequences and violent conflicts).

5.4.5 Vulnerable populations

Overall, children, elderly, indigenous groups, poor individuals, outdoor workers, 
remote populations, and subjects with pre-existing conditions are disproportion-
ately affected by climate change (Figure 19) [1, 2, 5, 30–32, 35–37].

Low-income and geographically vulnerable countries (e.g., Bangladesh) are 
most affected by the health consequences of climate change (at least in its earlier 
stages). However, in higher-income countries (e.g., USA), there is also a high 

Figure 18. 
Climate change causes population movement.

Figure 19. 
Climate change disproportionately impacts vulnerable populations.
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vulnerability in some ethnic and socio-economic groups as demonstrated by 
the Chicago heatwave of 1995 and the New Orleans hurricane Katrina of 2005. 
According to the World Health Organization, the global mortality in 2004 as a 
result of climate change was around 141,000 of which 85% were children. The 
mortality of the European heat wave of 2003 affected mainly the elderly.

6. Climate change adaptation in animals

Adaptive evolution of phenotypes to climate change has been the subject of 
several investigations [26, 39].

Animals react to climate change in three ways: to move, to adapt, or to die. 
Moving to a new territory is not always a simple solution and can create new chal-
lenges (e.g., interaction with unfamiliar species and more competition for food).

Some animals can adapt to changing conditions. An interesting example of 
adaptation to climate change is the case of polar bears. With the change in climate, 
polar bears who usually used seal pubs and other marine mammals as food, have 
started hunting animals available on land (e.g., snow geese and caribou). However, 
there is no proof that the change in diet can support the polar bear population in the 
long run. Another example of adaptation to climate change is with migrating birds. 
As spring arrives earlier, insects emerge earlier. Some migrating birds are laying 
their eggs earlier to match insect availability for their young.

7. Climate change adaptive and preventive strategies

Adaptation to deleterious consequences of climate change and prevention of 
aggravation of climate change are important components of the global response of 
the society [1–3, 5, 16, 18, 31, 32, 35–37, 40].

Adaptation (spontaneous or planned) is especially important in developing 
countries. Policymakers must implement personalized adaptive strategies, espe-
cially in the vulnerable populations. The risk control to population health cannot 
be implemented efficiently at the local level alone. It requires coordinated interna-
tional policy. Human beings rely on biodiversity and functioning ecosystems for 
water, food, and health. If other species are unable to adapt to climate change, the 
consequences for humans could be extremely serious. Adaptive strategies require 
investment and skills. Society needs to implement strategies to help wildlife adapt 
to the impacts of climate change (e.g., wildlife overpass and drinking stations). 
Identification of traits contributing to resilience and vulnerability of species will 
allow the development of efficient conservation action plans.

Prevention (long-term strategies) is a key approach. To spare species and protect 
humans, the greenhouse gas emissions should be reduced as soon as possible. If we 
drastically reduce greenhouse gas emissions, our climate may reach a new and poten-
tially acceptable equilibrium. Development and deployment of low-carbon energy 
technologies, policies to reduce fossil fuel burning, forest preservation, and reforesta-
tion should be promoted. Carbon sequestration, by capturing and storing atmospheric 
carbon dioxide, can decrease the amount of carbon dioxide in the atmosphere and 
reduce climate change. More energy-efficient homes and vehicles using alternative 
energies from sun, wind, and waves are needed. Increased use of public transporta-
tion, cycling, and walking should be promoted. It is also helpful if humans could 
reduce the consumption of animal-based food (red meat) and switch to plant-based 
diet (fruits and vegetables). This type of dietary change can have multiple health, 
environmental, and economic benefits.
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Numerous countries work together under the umbrella of the United Nations 
Framework Convention on Climate Change. The recommendation of the IPCC is to 
keep the global warming below 1.5°C to avoid irreversible damages. Unfortunately, 
in some countries, extensive political lobbying denying the contribution of humans 
to climate change and creating political barrier to pro-environmental policies has 
emerged. In 2015, all United Nations countries negotiated the Paris Agreement aim-
ing to keep global warming well below 2.0°C [41]. Almost all countries signed the 
treaty. However, in 2017, the USA decided to withdraw from the Paris Agreement.

8. Climate change cost

Climate change, through its multiple consequences, has a very high cost for the 
society and significantly affects the economic growth.

The estimates of total direct damage of hurricane Katrina were up to $125 billion 
and the cost of California wildfires of 2017 and 2018 exceeded $40 billion. It is 
estimated that the cost of climate change for USA economy can reach hundreds of 
billions of dollars a year by 2090.

Adaptive and preventive strategies need important financial investments. The 
cost of halting global warming and reducing greenhouse gas emission to very low 
levels by 2050 will be around $50 trillion. At the current greenhouse gas emission 
rate, the budget for keeping the global warming below 1.5°C would be exhausted 
by 2028.

9. Climate change and future of life on planet Earth

Climate change is a serious threat for our planet. The number of relatively 
undisturbed ecosystems is decreasing rapidly. Climate change seriously affects the 
viability of many plant and animal species, and human health. Climate change may 
become one of the major drivers of species extinction in the 21st century.

The Intergovernmental Science-Policy Platform on Biodiversity and Ecosystem 
Services (IPBES) releases regular reports on biodiversity written by hundreds 
of experts from all regions of the world. The reports found that biodiversity is 
declining in every region of the world, endangering economies, livelihoods, food 
security, and quality of life. In the words of the IPBES chair, “the time for action 
was yesterday or the day before”.

According to scientists, we have approximately a decade to keep carbon dioxide 
from reaching catastrophic levels that can cause irreversible damages. If no efficient 
preventive action is undertaken, by the year 2050, 15 to 37% of existing plant and 
animal species are predicted to become extinct and by the year 2100, half of all 
species may experience extinction.

10. Conclusions

It is widely accepted that the climate is changing in an accelerating pace. Climate 
change is affecting every aspect of life. It is recognized as a serious threat to ecosys-
tem, biodiversity, and health.

Adaptation to health consequences of climate change and prevention of 
aggravation of climate change are key challenges for the society. The health sector 
should promote research, education (for health personnel), and information 
(for public and policymakers) on climate change and its consequences.
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Adaptation requires multiple measures at various levels. Policymakers 
must implement personalized adaptive strategies, especially in the vulnerable 
populations.

Climate change impacts can be mitigated by reducing greenhouse gas emis-
sions and by enhancing the capacity of Earth’s land surface to absorb greenhouse 
gases from the atmosphere. Long-term investment in renewable energy and energy 
efficiency is urgently needed.
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The estimates of total direct damage of hurricane Katrina were up to $125 billion 
and the cost of California wildfires of 2017 and 2018 exceeded $40 billion. It is 
estimated that the cost of climate change for USA economy can reach hundreds of 
billions of dollars a year by 2090.

Adaptive and preventive strategies need important financial investments. The 
cost of halting global warming and reducing greenhouse gas emission to very low 
levels by 2050 will be around $50 trillion. At the current greenhouse gas emission 
rate, the budget for keeping the global warming below 1.5°C would be exhausted 
by 2028.

9. Climate change and future of life on planet Earth

Climate change is a serious threat for our planet. The number of relatively 
undisturbed ecosystems is decreasing rapidly. Climate change seriously affects the 
viability of many plant and animal species, and human health. Climate change may 
become one of the major drivers of species extinction in the 21st century.

The Intergovernmental Science-Policy Platform on Biodiversity and Ecosystem 
Services (IPBES) releases regular reports on biodiversity written by hundreds 
of experts from all regions of the world. The reports found that biodiversity is 
declining in every region of the world, endangering economies, livelihoods, food 
security, and quality of life. In the words of the IPBES chair, “the time for action 
was yesterday or the day before”.

According to scientists, we have approximately a decade to keep carbon dioxide 
from reaching catastrophic levels that can cause irreversible damages. If no efficient 
preventive action is undertaken, by the year 2050, 15 to 37% of existing plant and 
animal species are predicted to become extinct and by the year 2100, half of all 
species may experience extinction.

10. Conclusions

It is widely accepted that the climate is changing in an accelerating pace. Climate 
change is affecting every aspect of life. It is recognized as a serious threat to ecosys-
tem, biodiversity, and health.

Adaptation to health consequences of climate change and prevention of 
aggravation of climate change are key challenges for the society. The health sector 
should promote research, education (for health personnel), and information 
(for public and policymakers) on climate change and its consequences.
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Adaptation requires multiple measures at various levels. Policymakers 
must implement personalized adaptive strategies, especially in the vulnerable 
populations.

Climate change impacts can be mitigated by reducing greenhouse gas emis-
sions and by enhancing the capacity of Earth’s land surface to absorb greenhouse 
gases from the atmosphere. Long-term investment in renewable energy and energy 
efficiency is urgently needed.
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Chapter 13

Climate Change Implications to 
High and Low Potential Zones of 
Tanzania
Msafiri Yusuph Mkonda

Abstract

This chapter presents the findings from a literature review distinguishing the 
levels of vulnerability and resilience between the people who live in high potential 
zone areas and low potential zone areas. High potential zones are natural-resourced 
areas, while low potential zones are less-resourced areas. The refereed resources 
include fertile soil, water sources, vegetation, and landscape just to mention a few. 
Predictions from global circulation models confirm that global warming will have 
substantial impacts to biodiversity and agricultural systems in the most develop-
ing countries, including Tanzania. These impacts are severe, significant, and more 
pronounced in low potential zones where the poor people always dwell. High 
potential zones are less vulnerable to these impacts due to resources endowments. 
These impacts are mainly exacerbated by anthropogenic activities like overgrazing, 
burning of the ecosystem, and monoculture to mention a few. The increase in stress 
to the already affected areas increases the vulnerability of the poor and thus squeez-
ing the threshold of livelihood options. This chapter focuses on climate change and 
biodiversity (i.e., soil, landscape, and vegetation) and agricultural biodiversity for 
climate change adaptations. Therefore, coping and adaptation strategies, particu-
larly economic and technological adaptations, are relented as they significantly 
reduce the vulnerability of the livelihoods.

Keywords: adaptation, agriculture, biodiversity, climate change, high and low 
potential zones, Tanzania, vulnerability

1. Introduction

This chapter aimed at viewing the differences in vulnerability levels between the 
people living in high potential zones and those living in low potential zones [1, 2]. The 
vulnerability refereed is that caused by stress and shocks caused by the impacts of 
climate change [3]. The global weather change has determined the livelihood setups 
in most developing countries [4]. In the countries with varied ecological gradients 
and agroecological zones, we expect diverse impacts in the livelihood systems [5]. 
Tanzania has seven agroecological zones with different soils, rainfalls, temperatures, 
vegetations, locations, and altitudes just to mention a few [6]. Some of these zones 
are endowed with diverse natural resources (high potential zones) like fertile soil, 
water sources, and favorable climate to mention a few, while other zones are poorly 
endowed (low potential zones). Therefore, the people in diverse zones have different 
entitlements. Their responses to stress are varied depending on the livelihood assets 
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in most developing countries [4]. In the countries with varied ecological gradients 
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endowed (low potential zones). Therefore, the people in diverse zones have different 
entitlements. Their responses to stress are varied depending on the livelihood assets 
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and vulnerability [7]. In this aspect, vulnerability may refer to lack of asset to absorb 
shocks and recover from stress. Some of these assets include human, capital, physical, 
and technology just to mention few. Over the past two decades, most marginal areas 
(low potential areas) have been experiencing regular food insecurity due to poor 
crop yields [8]. This situation has been exacerbated by the rainfall variability, that is, 
change in seasons, erratic rainfalls, and increased droughts, which affects agricultural 
systems and reduces crop yields. According to Afifi et al. [9], climate change contrib-
utes up to 80% of crop failure in most vulnerable agricultural systems in Tanzania.

Since the 1990s, a number of wealth research findings have been done in 
Tanzania to address climate change impacts and its vulnerability. Among these 
studies are the following: Ahmed et al. [1], Paavola [3], Rowhani et al. [4], Yanda [5], 
Agrawala et al. [2], Mkonda and He [8], and Afifi et al. [9]. Despite addressing the 
temporal and spatial variability of climate change, most of these studies have limited 
focus on the ground exploration between the people living in low potential zones and 
those in high potential zones. The studies generally execute on how these impacts 
affect livelihoods but with little magnitudes on the comparison between groups. 
Climate change is expected to affect African countries in a variety of ways. For 
example, temperatures in Tanzania and the whole East African region are expected 
to rise by between 2 and 4°C by 2100, thus shifting agroecological zones in most 
areas [5, 10]. However, the impacts will be more pronounced in the already affected 
areas, especially in the semiarid agroecological zones and other marginal areas.

Predictions from global circulation models confirm that global warming will 
have a substantial impact on biodiversity and agricultural systems in Tanzania [11]. 
The changing weather patterns such as less predictable seasons, increasing events 
of erratic rainfall, and prolonged drought will stress on the already stressed areas 
and will threaten the sustainability of agriculture and food security in most parts 
of Tanzania [12]. Tanzanian rainfall is predicted to increase in areas with bimodal 
rainfall pattern from 5 to 45%, while decreasing in those with unimodal rainfall pat-
terns from 5 to 15% [4, 13].

The vulnerability is going to increase in areas experiencing decreased rainfall, 
thus affecting livelihood systems of the dwellers [14, 15]. Soil replenishment 
through organic matter decomposition cannot simply take place in these areas [16]. 
Some areas with increasing rainfall may experience temporary floods and loss of soil 
fertility through leaching and runoff [5]. Under normal conditions, most of the poor 
people are squeezed in low potential zones due to entitlement failure [17]. As a liveli-
hood strategy, some of these people living in marginal areas migrate to other areas.

They migrate (some with their herds of cattle) to areas with suitable agricultural 
systems and economic diversification [6, 18–20]. A good example is Usangu valleys 
(alluvial plain agroecological zone) which act as a destination of different people, 
especially pastoralists from other region with stressed environments.

Although the impacts of climate change have been globally established, there 
is a need to assess the magnitude of these effects in local conditions and diverse 
ecological gradients. Therefore, this chapter establishes the differential resiliences 
to climate impacts based on high and low potential zones. This will even enable 
climate practitioners and policy analysts to estimate the level of adjustments needed 
to curb climate impacts [21].

2. Location

Tanzania is located on the eastern coast of Africa, south of the equator, between 
latitudes 1° 00′ S and 11° 48′ S and longitudes 29° 30′ E and 39°45′. The eastern 
side of Tanzania is a coastline of about 800 km long marking the western side of 

221

Climate Change Implications to High and Low Potential Zones of Tanzania
DOI: http://dx.doi.org/10.5772/intechopen.93384

Zo
ne

Su
b-

zo
ne

s
So

il 
an

d 
to

po
gr

ap
hy

A
lti

tu
de

R
ai

nf
al

l (
m

m
/y

r)
G

/s
ea

so
n

1.
 C

oa
st

N
or

th
: T

an
ga

 (e
xc

ep
t L

us
ho

to
),

 C
oa

st
, 

an
d 

D
ar

es
 S

al
aa

m
In

fe
rt

ile
 sa

nd
s o

n 
ge

nt
ly

 ro
lli

ng
 u

pl
an

ds
A

llu
vi

al
 so

ils
 in

 R
uf

uj
i s

an
d 

an
d 

in
fe

rt
ile

 so
ils

U
nd

er
 3

00
0 

m
N

or
th

: b
im

od
al

, 
75

0–
12

00
 m

m
N

or
th

: O
ct

ob
er

–
D

ec
em

be
r a

nd
 

M
ar

ch
–J

un
e

So
ut

h:
 ea

st
er

n 
Li

nd
i a

nd
 M

tw
ar

a (
ex

ce
pt

 
M

ak
on

de
 p

la
te

au
)

Fe
rt

ile
 cl

ay
s o

n 
up

la
nd

s a
nd

 ri
ve

r f
lo

od
 p

la
in

s
So

ut
h:

 u
ni

m
od

al
, 

80
0–

12
00

 m
m

So
ut

h:
 

D
ec

em
be

r–
A

pr
il

2.
 A

rid
 la

nd
s

N
or

th
: S

er
en

ge
ti,

 N
go

ro
go

ro
 P

ar
ks

, a
nd

 
pa

rt
 o

f M
as

ai
la

nd
N

or
th

: v
ol

ca
ni

c a
sh

 an
d 

se
di

m
en

ts
. S

oi
ls 

ar
e v

ar
ia

bl
e 

in
 te

xt
ur

e a
nd

 v
er

y 
su

sc
ep

tib
le

 to
 w

at
er

 er
os

io
n

N
or

th
: 

13
00

–1
80

0 
m

N
or

th
: u

ni
m

od
al

, 
un

re
lia

bl
e,

 50
0–

60
0 

m
m

M
ar

ch
–M

ay

M
as

ai
 S

te
pp

e,
 T

ar
an

gi
re

 P
ar

k,
 M

ko
m

az
i 

Re
se

rv
e,

 P
an

ga
ni

, a
nd

 E
as

te
rn

 D
od

om
a

So
ut

h:
 ro

lli
ng

 p
la

in
s o

f l
ow

 fe
rt

ili
ty

 su
sc

ep
tib

le
 to

 
w

at
er

 er
os

io
n

Pa
ng

an
i r

iv
er

 fl
oo

d 
pl

ai
n 

w
ith

 sa
lin

e a
nd

 al
ka

lin
e s

oi
l

So
ut

h:
 

50
0–

15
00

 m
So

ut
h:

 u
ni

m
od

al
 an

d 
un

re
lia

bl
e,

 4
00

–6
00

 m
m

3.
 S

em
ia

rid
 

la
nd

s
Ce

nt
ra

l D
od

om
a,

 S
in

gi
da

, N
or

th
er

n 
Ir

in
ga

, s
om

e o
f A

ru
sh

a,
 an

d 
Sh

in
ya

ng
a

Ce
nt

ra
l: 

un
du

la
tin

g 
pl

ai
ns

 w
ith

 ro
ck

y 
hi

lls
 an

d 
lo

w
 

sc
ar

ps
. W

el
l-d

ra
in

ed
 so

ils
 w

ith
 lo

w
 fe

rt
ili

ty
. A

llu
vi

al
 

ha
rd

pa
n 

an
d 

sa
lin

e s
oi

ls 
in

 ea
st

er
n 

rif
t v

al
le

y 
an

d 
La

ke
 E

ya
si

Bl
ac

k 
cr

ac
ki

ng
 so

ils
 in

 S
hi

ny
an

ga

Ce
nt

ra
l: 

10
00

–1
50

0 
m

Ce
nt

ra
l: 

un
im

od
al

 an
d 

un
re

lia
bl

e: 
50

0–
80

0 
m

m
D

ec
em

be
r–

M
ar

ch

So
ut

he
rn

: M
or

og
or

o 
(e

xc
ep

t K
ili

om
be

ro
 

an
d 

W
am

i B
as

in
s a

nd
 U

lu
gu

ru
 M

ts
.) 

an
d 

al
so

 L
in

di
 a

nd
 S

ou
th

w
es

t M
tw

ar
a

So
ut

he
rn

: f
la

t o
r u

nd
ul

at
in

g 
pl

ai
ns

 w
ith

 ro
ck

y 
hi

lls
, m

od
er

at
e f

er
til

e l
oa

m
s a

nd
 cl

ay
s i

n 
So

ut
h 

(M
or

og
or

o)
, a

nd
 in

fe
rt

ile
 sa

nd
 so

ils
 in

 ce
nt

er

So
ut

he
as

te
rn

: 
20

0–
60

0 
m

So
ut

he
as

te
rn

: u
ni

m
od

al
: 

60
0–

80
0 

m
m

4.
 P

la
te

au
x

W
es

te
rn

: T
ab

or
a,

 R
uk

w
a (

no
rt

h 
an

d 
ce

nt
er

),
 an

d 
M

be
ya

W
es

te
rn

: w
id

e s
an

dy
 p

la
in

s a
nd

 ri
ft

 v
al

le
y 

sc
ar

ps
80

0–
15

00
 m

W
es

te
rn

: u
ni

m
od

al
, 

80
0–

10
00

 m
m

N
ov

em
be

r–
A

pr
il

N
or

th
: K

ig
om

a,
 p

ar
t o

f M
ar

a
Fl

oo
de

d 
sw

am
ps

 o
f M

al
ag

ar
as

i a
nd

 U
ga

lla
 ri

ve
rs

 
ha

ve
 cl

ay
 so

il 
w

ith
 h

ig
h 

fe
rt

ili
ty

So
ut

he
rn

: R
uv

um
a a

nd
 S

ou
th

er
n 

M
or

og
or

o
So

ut
he

rn
: u

pl
an

d 
pl

ai
ns

 w
ith

 ro
ck

 h
ill

s
Cl

ay
 so

ils
 o

f l
ow

 to
 m

od
er

at
e f

er
til

ity
 in

 so
ut

h,
 an

d 
in

fe
rt

ile
 sa

nd
s i

n 
no

rt
h

So
ut

he
rn

: u
ni

m
od

al
, v

er
y 

re
lia

bl
e,

 9
00

–1
30

0 
m

m



Environmental Issues and Sustainable Development

220

and vulnerability [7]. In this aspect, vulnerability may refer to lack of asset to absorb 
shocks and recover from stress. Some of these assets include human, capital, physical, 
and technology just to mention few. Over the past two decades, most marginal areas 
(low potential areas) have been experiencing regular food insecurity due to poor 
crop yields [8]. This situation has been exacerbated by the rainfall variability, that is, 
change in seasons, erratic rainfalls, and increased droughts, which affects agricultural 
systems and reduces crop yields. According to Afifi et al. [9], climate change contrib-
utes up to 80% of crop failure in most vulnerable agricultural systems in Tanzania.

Since the 1990s, a number of wealth research findings have been done in 
Tanzania to address climate change impacts and its vulnerability. Among these 
studies are the following: Ahmed et al. [1], Paavola [3], Rowhani et al. [4], Yanda [5], 
Agrawala et al. [2], Mkonda and He [8], and Afifi et al. [9]. Despite addressing the 
temporal and spatial variability of climate change, most of these studies have limited 
focus on the ground exploration between the people living in low potential zones and 
those in high potential zones. The studies generally execute on how these impacts 
affect livelihoods but with little magnitudes on the comparison between groups. 
Climate change is expected to affect African countries in a variety of ways. For 
example, temperatures in Tanzania and the whole East African region are expected 
to rise by between 2 and 4°C by 2100, thus shifting agroecological zones in most 
areas [5, 10]. However, the impacts will be more pronounced in the already affected 
areas, especially in the semiarid agroecological zones and other marginal areas.

Predictions from global circulation models confirm that global warming will 
have a substantial impact on biodiversity and agricultural systems in Tanzania [11]. 
The changing weather patterns such as less predictable seasons, increasing events 
of erratic rainfall, and prolonged drought will stress on the already stressed areas 
and will threaten the sustainability of agriculture and food security in most parts 
of Tanzania [12]. Tanzanian rainfall is predicted to increase in areas with bimodal 
rainfall pattern from 5 to 45%, while decreasing in those with unimodal rainfall pat-
terns from 5 to 15% [4, 13].

The vulnerability is going to increase in areas experiencing decreased rainfall, 
thus affecting livelihood systems of the dwellers [14, 15]. Soil replenishment 
through organic matter decomposition cannot simply take place in these areas [16]. 
Some areas with increasing rainfall may experience temporary floods and loss of soil 
fertility through leaching and runoff [5]. Under normal conditions, most of the poor 
people are squeezed in low potential zones due to entitlement failure [17]. As a liveli-
hood strategy, some of these people living in marginal areas migrate to other areas.

They migrate (some with their herds of cattle) to areas with suitable agricultural 
systems and economic diversification [6, 18–20]. A good example is Usangu valleys 
(alluvial plain agroecological zone) which act as a destination of different people, 
especially pastoralists from other region with stressed environments.

Although the impacts of climate change have been globally established, there 
is a need to assess the magnitude of these effects in local conditions and diverse 
ecological gradients. Therefore, this chapter establishes the differential resiliences 
to climate impacts based on high and low potential zones. This will even enable 
climate practitioners and policy analysts to estimate the level of adjustments needed 
to curb climate impacts [21].

2. Location

Tanzania is located on the eastern coast of Africa, south of the equator, between 
latitudes 1° 00′ S and 11° 48′ S and longitudes 29° 30′ E and 39°45′. The eastern 
side of Tanzania is a coastline of about 800 km long marking the western side of 
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the Indian Ocean. Tanzania has a total of 945,087 km2, and out of this area, water 
bodies cover 61,495 km2 which is equivalent to 6.52% of the total area.

The country has about 44 million hectares of arable land. Tanzania has seven 
agroecological zones (Table 1). Eastern plateau and mountain blocks; southern 
highlands; northern highlands/northern rift valley and volcanic high lands, arid 
lands/central plateau; alluvial Plains/Rukwa-Ruaha rift zone; and semiarid lands/
inland sedimentary plateau.

Therefore, this study aimed to distinguish the level of vulnerability and proper 
adaptation strategies between the high and low potential areas of Tanzania [14].

3. Climate change and biodiversity

It is obvious that the impact of climate change will continue to affect the bio-
diversity in most developing countries [22]. These effects are more pronounced 
and significant in vulnerable agro-biodiversity. IPCC 2014 reports that Tanzania is 
among the 13 countries in the world which are affected and most vulnerable to the 
impact of climate change [23]. This is evidenced by the reality seen on the ground. 
In this sense, climate change has impacted crop production, forest ecology, fishery 
industry, and livestock just to mention a few [4, 20–22].

Furthermore, climate change has affected crop genetics, the functioning of the 
soil microbial (due to drought), landscape, and the entire livelihood systems of 75% 
of the Tanzanian population (i.e., farmers). Basing on our discussion, the people 
and biodiversity found in low/marginal areas are more stressed than those in high 
potential zones. The livelihood options of the poor people in the marginal areas are 
too limited as they entirely depend on the environment [5].

Currently, the environment is stressed and has failed to support the people, thus 
the people are further subjected into distress. Prospectively, climate change will 
affect the ecosystem services and agricultural biodiversity, and the magnitude of the 
impacts will differ according to biophysical characteristics of the particular area [13].

3.1 Climate change impact on crop production

The increase in temperature and decrease in rainfall (including the shift of rain-
fall pattern) have significant impact to crop production in most developing coun-
tries [1–5]. In most areas of the country, there is significant correlation between the 
trend of crop production and that of rainfall [3–5]. In the years with poor yields, 
there have been incidences of low rainfall.

Agricultural systems are affected by drought and erratic rainfall, and therefore, 
the condition cannot support crop production. Specifically, crop failure has been 
more pronounced in the semiarid (i.e., Dodoma, Singida, Tabora, Manyara, and 
Shinyanga regions) due to prolonged drought and poor soil replenishment [2, 13]. 
Therefore, semiarid is among the marginal areas with excessive drought, crop 
failure, and food insecurity [3, 24]. As adaptation measure, farmers are advised 
to use drought-resistant crops and diverse crop varieties which are tolerant to 
drought [7, 14].

For example, SARO 5 rice varieties have been adopted in some rice-producing 
areas (such as Kilombero and parts of Kilosa districts) that face frequent droughts. 
Agronomic practices done in most marginal areas provide insights on how to 
optimize climate resilience in these areas. The dominant agricultural systems in 
these areas are monoculture, shifting cultivation, and extensive livestock rearing 
just to mention a few [21]. These practices have significant impacts to soil and its 
ingredients [21, 22, 24, 25].
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the Indian Ocean. Tanzania has a total of 945,087 km2, and out of this area, water 
bodies cover 61,495 km2 which is equivalent to 6.52% of the total area.

The country has about 44 million hectares of arable land. Tanzania has seven 
agroecological zones (Table 1). Eastern plateau and mountain blocks; southern 
highlands; northern highlands/northern rift valley and volcanic high lands, arid 
lands/central plateau; alluvial Plains/Rukwa-Ruaha rift zone; and semiarid lands/
inland sedimentary plateau.

Therefore, this study aimed to distinguish the level of vulnerability and proper 
adaptation strategies between the high and low potential areas of Tanzania [14].

3. Climate change and biodiversity

It is obvious that the impact of climate change will continue to affect the bio-
diversity in most developing countries [22]. These effects are more pronounced 
and significant in vulnerable agro-biodiversity. IPCC 2014 reports that Tanzania is 
among the 13 countries in the world which are affected and most vulnerable to the 
impact of climate change [23]. This is evidenced by the reality seen on the ground. 
In this sense, climate change has impacted crop production, forest ecology, fishery 
industry, and livestock just to mention a few [4, 20–22].

Furthermore, climate change has affected crop genetics, the functioning of the 
soil microbial (due to drought), landscape, and the entire livelihood systems of 75% 
of the Tanzanian population (i.e., farmers). Basing on our discussion, the people 
and biodiversity found in low/marginal areas are more stressed than those in high 
potential zones. The livelihood options of the poor people in the marginal areas are 
too limited as they entirely depend on the environment [5].

Currently, the environment is stressed and has failed to support the people, thus 
the people are further subjected into distress. Prospectively, climate change will 
affect the ecosystem services and agricultural biodiversity, and the magnitude of the 
impacts will differ according to biophysical characteristics of the particular area [13].

3.1 Climate change impact on crop production

The increase in temperature and decrease in rainfall (including the shift of rain-
fall pattern) have significant impact to crop production in most developing coun-
tries [1–5]. In most areas of the country, there is significant correlation between the 
trend of crop production and that of rainfall [3–5]. In the years with poor yields, 
there have been incidences of low rainfall.

Agricultural systems are affected by drought and erratic rainfall, and therefore, 
the condition cannot support crop production. Specifically, crop failure has been 
more pronounced in the semiarid (i.e., Dodoma, Singida, Tabora, Manyara, and 
Shinyanga regions) due to prolonged drought and poor soil replenishment [2, 13]. 
Therefore, semiarid is among the marginal areas with excessive drought, crop 
failure, and food insecurity [3, 24]. As adaptation measure, farmers are advised 
to use drought-resistant crops and diverse crop varieties which are tolerant to 
drought [7, 14].

For example, SARO 5 rice varieties have been adopted in some rice-producing 
areas (such as Kilombero and parts of Kilosa districts) that face frequent droughts. 
Agronomic practices done in most marginal areas provide insights on how to 
optimize climate resilience in these areas. The dominant agricultural systems in 
these areas are monoculture, shifting cultivation, and extensive livestock rearing 
just to mention a few [21]. These practices have significant impacts to soil and its 
ingredients [21, 22, 24, 25].
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However, there are limited soil management practices that are sustainably 
done in these areas [3]. Comparatively, the high potential zones experience little 
impacts than their counterparts. According to IPCC 2014, Tanzania will experience 
diverse impacts of climate change in the agriculture sector [23]. It is predicted that 
rainfall will increase in bimodal rainfall pattern (high potential zone) and decrease 
in unimodal rainfall pattern (low potential zone), therefore affecting the already 
stressed areas (low potential zone). In the high potential zone, especially in Eastern 
Arc Mountain and alluvial plain just to mention few, the natural replenishment of 
soil fertility through litter and/or organic matter decomposition is high because the 
microbial processes such as mycorrhizae can adequately perform their functions 
[26, 27]. Subsequently, carbon sequestration seems to be more significant in these 
areas [28, 29]. Therefore, these areas become potential for crop production and 
other livelihood patterns as they support diverse production systems.

3.2 Climate change impact on the soil

Climate is among the significant factors in the formation of the soil. Specifically, 
temperature, rainfall, and atmospheric carbon have specific function in the decom-
position of litter and other plant biomass to organic matter [30]. The concentration 
of atmospheric CO2 increases the growth rate and water-use efficiency of crops and 
natural vegetation [5]. Subsequently, the increased microbial activity in the soil 
always leads to the increase in the rates of plant nutrient release (e.g., C, K, Mg, and 
trace nutrients just to mention a few) from weathering of soil minerals. Similarly, 
the mycorrhizal activity leads to better phosphate uptake [31].

Subsequently, the increase in soil temperature creates a favorable condition for 
microbial activity. In turn, this increases the rate of organic matter and litter decom-
position for forming soil fertility. Among the soil nutrients formed in this process are 
soil organic carbon, total nitrogen, and soil Olsen-P [27, 30, 31]. These nutrients are 
significant for plant uptake for growth and increased production. These processes 
are more pronounced in the high potential zone than in the low potential zone [5–7].

Therefore, high potential zones can produce more crop yields than low potential 
zones and therefore, the peoples’ livelihoods in these areas are potentially better 
[3–8]. For instance, in the northern highland of Tanzania, granite soil is dominant, 
and this soil is useful for plant growth and improvement of agricultural systems in 
those areas. Therefore, these two zones have distinct characteristics and they offer 
diverse livelihood options [15].

3.3 Effects of rainfall on the landscape

The increase and decrease in rainfall have diverse impacts to different land-
scapes. This brings insight that different landscapes may have different ways 
to adapt to climate change impacts [7–9]. Geographically, highland areas have 
different biophysical characteristics from lowland areas. It is noted that landscape 
determines the flow of water runoff and infiltration [6]. It is expected that in 
plain areas with well-drained soil, there will be loss of soil nutrient through 
infiltration, while in steep slope with compact soil, nutrient will get lost through 
water runoff [5–10].

This scenario is expected to be significant in bimodal rainfall where rainfall 
is expected to increase [6]. In Mvomero and Kilosa districts of Morogoro region, 
there have been frequent occurrences of floods due to heavy rains [5]. This hazard 
is propagated by the characteristics of the landscape, that is, highland and low-
land. Similarly, landslides and mudflow have been occurring and are significantly 
expected to occur in these areas [5].
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Besides, drought is expected to be pronounced in areas with unimodal rainfall 
pattern [6]. And this will pose effects depending on the landscape of the area. In 
this aspect, steep slope will experience poor soil formation and thus the area is not 
favorable for agriculture. Lowland areas may experience less impacts of drought 
than highland areas [5]. And this brings insights that agricultural potentials may 
differ between the two areas.

Basing on the potentiality of the area (high and low potential zones), lowland 
areas often receive nutrients and water from highland areas through runoff and 
therefore improve the agricultural systems of the locality [1–3]. Highland and 
steep slope areas might be vulnerable to environmental stress, thus providing less 
potentials in agricultural systems unless there are other sources of resources, that is, 
water and soil fertility [6–10]. To control this, some farmers and institutions have 
been practicing some farming systems that are ecologically significant to adapt to 
climate change and impacts related to environmental stresses [1–6]. Preferably, 
conservation agriculture has been opted as a possible absorber of these stresses and 
shocks. The “Matengo” farming systems in Ruvuma region and the “Ngitiri” pasture 
farming in Shinyanga, just to mention a few, are some good examples of the men-
tioned conservation agriculture [5–9].

3.4 Climate change impact on agricultural systems

The increase in temperature at both global and local levels is predicted to impact 
a wide range of biodiversity, including the extinction of some animals and plant 
species [7]. The predicted increase in temperature by 1.5–2.5°C will increase the 
concentration of atmospheric carbon dioxide and eventually affect the ecosystem 
functions, biotic species, ecological interactions, and water supply. IPCC 2014 
predicts that by 2100, the threshold of resilience of most ecosystems is going to be 
reduced and narrowed naturally [23].

Agricultural systems (animal and crop production) are most concerned in this 
case. Temperature will increase incidences of drought, flooding, wildfire, ocean 
acidification, eutrophication (especially in Lake Victoria), and pollution just 
to mention a few. As a response to this, farmers engage in land-use changes and 
overexploitation of resources to meet their needs [6].

Besides, ecosystem services, particularly sources, will be severely affected. 
However, the magnitude of these impacts will differ depending on the level of 
vulnerability, that is, high and low potential zones [10]. There will be relief to 
some agroecological zones (with high potentials) and severe impacts to low 
potential zones [12–16]. This will also be based on the ecological gradient and 
landscape of the area. Losses of biodiversity (agroecological systems) will auto-
matically affect food security and socioeconomic challenges caused by ecological 
challenges.

Livestock rearing, on the other hand, will experience similar impacts. Some 
genetic breeds which are vulnerable to climate change impacts will be substituted 
by drought-resistant breeds. In most drought areas of Tanzania, drought-resistant 
animals have been replacing the vulnerable ones. Camels (i.e., though few) have 
been adopted instead of goat, sheep, and cow just to mention a few.

Basing on the actual and potential impacts of climate change on resources, some 
adaptation strategies and mechanisms have been adopted to reduce the magnitude 
of the impacts [3]. Similarly, landscapes have been determining the best use of 
the land [3–8]. Previously, highland areas (southern highland of Tanzania) have 
been used for tea and coffee plantations. However, due to the changing climate, 
these areas have become warmer than before and therefore are not conducive for 
these crops.
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However, there are limited soil management practices that are sustainably 
done in these areas [3]. Comparatively, the high potential zones experience little 
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plain areas with well-drained soil, there will be loss of soil nutrient through 
infiltration, while in steep slope with compact soil, nutrient will get lost through 
water runoff [5–10].
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land. Similarly, landslides and mudflow have been occurring and are significantly 
expected to occur in these areas [5].
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Instead, maize, beans, and other moderate crops have been grown in these areas 
as paradigm shift [3–6]. And thus, coffee, tea, and pyrethrum have been grown in 
small scale or are totally redundant due to change of weather.

4. Agricultural biodiversity for climate change adaptation

Adaptive capacity to climate change impacts is varied over space and time. 
People have diverse capacity to adapt to climate change impacts [15–20]. Some are 
vulnerable, while others are resilient and they can recover soon from the impacts. 
Similarly, the thresholds of adaptive capacity is subject among other things to 
resource entitlements, that is, human asset, financial asset, physical asset, and 
technological asset just to mention a few [21, 22, 24].

Tanzania has identified a wide range of adaptation strategies through National 
Adaptation Program for Action [6]. The identified adaptations were based on 
location (ecological gradients), resource endowments, livelihood options, financial 
assets, and agroecological zone just to mention a few.

Altitude and climate were among the other significant factors in this chapter. 
The main aim of the program was to identify and recommend proper adaptation 
strategies that would reduce the vulnerability and increase the resilience of the 
farmers. Meanwhile, the program comes up with the wide range of adaptation 
option based on the aforementioned factors [24–26].

The recommended adaptation strategies include the growing of drought-resistant 
crops such as cassava (Manihot esculenta C.), sesame (Sesamum indicum L.), sweet 
potatoes (Ipomea Batatas L.), and pigeon peas (Cajanus cajan L.). Further, crop 
diversification was another adaptation strategy. This involved the growth of differ-
ent types of crops (both food and cash crops) in order to avoid total loss.

Modern farming techniques, changing cropping calendar, and involvement 
of nonfarming activities were other adaptation strategies. All these are done to 
curb food security in the country [5–8]. Subsequently, the program report shows 
that there is spatial and temporal variation of onset and cessation of rain and dry 
seasons [15–18]. The trend of rainfall and dry season during 1980–2010 shows that 
it is not statistically significant different (P > 0.05). Thus, erratic rainfall and rain 
patterns are significant in determining climate impacts.

Similarly, agricultural and research institutes are responsible to review on the 
current changes and current recommended adaptation strategies. Policies, plans, 
frameworks, and projects related to agriculture and environment are keen to 
accommodate adaptation strategies in their action and implementation for sus-
tainable development of both agriculture and environment. Likewise, enhancing 
ecosystem services (management and payment of ecosystem services) is a suitable 
approach of strengthening the adaptation strategies [5–8].

Both abiotic and biotic factors need to be well accommodated in the planning in 
order to reduce the magnitudes of climate change impacts [26–29]. Abiotic factors 
may range from heat, salinity, floods, and drought to mention a few, while biotic 
factors are all aspects of living organisms found in the environment [6–8]. For 
more explanation, see the subsections below which describe specific adaptation 
approaches.

4.1 Animal genetic resource

About 30% of the Tanzanian land is under arid and semiarid climates, of which 
its main activities are extensive livestock keeping and some mixed farming [6, 13]. 
Therefore, livestock is among the major livelihoods and is a tool of increasing resilience 
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from the stress caused by climate change [21]. However, the impacts of climate change 
have subjected livestock into stress and will continue affecting it. This is more pro-
nounced in most central regions of Tanzania.

This situation dries water sources and affects grasses in the pasture and range land 
required for animal grazing [26–29]. In turn, the situation affects most animals, and 
most of them die due to shortage of pasture and water. From 2008 to date, thousands 
of animals have died in Manyara (i.e., Kiteto District), Arusha, Shinyanga, Dodoma, 
and Singida regions due to drought [13–18]. In this stance, evidences show that cows 
have been more vulnerable than goats and sheep. Similarly, the increase in tempera-
ture stresses the already affected areas and catalyzes the outbreak of disease and pests 
which affect the animals [5–10]. As a result, a number of animals have been dying due 
to diseases and pest [6–8]. The effects have been more severe to some types of animal 
breeds/or and species due to differences of the level of tolerance.

Some measures have been taken by the government and local people to adjust to 
stress. The government has been advocating intensive livestock keeping for the pur-
pose of increasing quality and quantity of the product and reducing overgrazing on 
the already stressed areas [6, 13]. Pastoralists have been shifting from the stressed 
environment (low potential zone) to areas with pasture and water (high potential 
zone). The Usangu valley in Mbeya region (high potential zone) has been the actual 
and potential destination of most pastoral societies [6–10].

These pastoralists are after water and pasture for feeding their herds. Therefore, 
planners and policy makers need to integrate this challenge in order to rescue envi-
ronmental degradation by pastoral societies as well as to reduce the disturbances to 
pastoralists.

4.2 Crop genetic resources

It is obvious that crop production can be the most affected sector by stresses 
and shocks of climate change [5–8]. Increased incidences of drought have reduced 
crop yield massively. A number of studies show that crop production has been 
significantly affected by climate change impacts [3–5]. Crop species that need more 
moisture are more vulnerable than those which need little. Hybrid maize is among 
those which are less resistant to drought due to that factor.

Therefore, a number of crop species have been lost because they can no longer 
tolerate to the present climate change impacts. As adaptation strategies, resistant 
crops such as SARO 5 rice species have been adopted to reduce the vulnerability 
of rice crop [7–10]. Otherwise, irrigation agriculture has been recommended as a 
solution to accommodate a wide threshold of crop species.

In Kilombero, Mtibwa, Usangu, and Ruvu Basin, rice production has been grow-
ing due to irrigation. However, only 2% of the Tanzanian land potential for irriga-
tion agriculture has been harnessed. Therefore, the vulnerability of crop species 
varies depending on where it is grown. In high potential zones, the crop breed may 
have a wide chance to survive than in low potential zones [15].

4.3 Adaptation in agricultural systems

Agriculture provides full livelihoods to more than 75% of the Tanzanians and 
most of them are living in rural areas [5–8]. Therefore, it is very important to make 
sure that adaptation strategies and coping mechanisms to the impacts of climate 
change are taken into full consideration [1–4]. Different agroecological zones may 
have diverse adaptation measures depending on the climate, soil, financial asset, and 
human asset just to mention a few. It is obvious that low potential areas are the most 
fragile ecosystems and when mismanaged even the little potentials may get lost [5–8].
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crop yield massively. A number of studies show that crop production has been 
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Therefore, a number of crop species have been lost because they can no longer 
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crops such as SARO 5 rice species have been adopted to reduce the vulnerability 
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Agriculture provides full livelihoods to more than 75% of the Tanzanians and 
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Therefore, a wide range of adaptation measures are considered in various areas 
of the country [5–10]. Some of the general adaptation measures taken across the 
country includes shifting cultivation (to more potential areas), adopting drought-
resistant crops like cassava (Manihot esculenta C.), sesame (Sesamum indicum L.), 
and sweet potatoes (Ipomea Batatas L.), rice (Oryza sativa L.), banana (Musa Spp.), 
and maize (Zea mays L.) should be incorporated in irrigation agriculture to reduce 
their vulnerability and increase yields [31–33].

Another adaptation related to agricultural system is the change of agronomic 
practices [5–12]. In this aspect, the adaptation of conservation agricultural prac-
tices such as agroforestry, better crop rotation, mixed farming, and intercropping 
[15–20] will help to improve organic soil fertility, preferably soil carbon. This 
will increase crop yields and carbon sequestration of greenhouse gases. This goes 
together with the adoption of modern farming techniques, particularly irrigation 
[21, 22, 24–26]. Tanzania has done very little in irrigation agriculture because it has 
harnessed only 2% of the total irrigable land.

Therefore, there is a need to work on it and increase the land under irrigation 
in order to curb all aspects of food insecurity in the country and increase the 
export of agricultural products. Similarly, early planting is adopted to curb the 
variation of onset and cessation of both rainy and dry seasons [26–29]. Erratic 
rainfall and the shift of onset has been a key problem in most areas in the country 
[15–18]. Despite the prediction that rainfall will increase in areas with bimodal 
rainfall pattern, these areas suffer the same problem of paradigm shift of the 
growing season.

In has been noted that most of the bimodal rainfall pattern have been experienc-
ing unimodal rainfall with a great shift [4–8]. Meanwhile, experience from the field 
shows that the amount of rainfall has been changing in a roughly regular pattern. 
There have been roughly rotating patterns, that a year with low rainfall is followed 
by the year with high rainfall and vice versa [15–20]. Therefore, further adapta-
tion strategies are needed to be accommodated as climate continues to change. We 
need to incorporate strong adaptation measures in the policy in order to curb food 
insecurity in the country.

Nonfarming practices can also help to strengthen the resilience of the people 
[26–29]. Diversified sectors such as commercial enterprises and employment just to 
mention a few, can help to reduce the dependence on the already stressed agroeco-
systems [30–33]. Therefore, diversification will enable the replenishment of the soil 
resources tenable for crop production.

4.4 Changes in agricultural practice

Traditional agriculture has been in practice even before the Tanzanian 
independence [5–8]. Indigenous knowledge has been limited to solve complex 
challenges posed by climate change. It is obvious that the number of people has 
been increasing every year and the demand of food has been accruing too [8–11]. 
Sustainable agriculture is currently advocated in order to get duo benefits (envi-
ronmental conservation and increased crop yields) at the same time [1–6]. It is a 
great challenge for the country with about 44 million hectares of fertile land; less 
than 24% of this resource is harnessed while the country experiences usual food 
shortage [6–8].

The adoption of modern farming methods especially irrigation agriculture can 
increase crop yield to curb food insecurity. Agroforestry system is less adopted in 
the country, compared to its needs. The Eastern Arc Mountain in Tanzania has the 
potential for agroforestry but it is least harnessed [27].
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In addition, Tanzania has a number of hydroecological zones such as the Ruaha, 
Rufiji, Ruvu, Wami, Ruvuma, Usangu, Pangani, Kilombero, and Malagarasi valleys 
just to mention a few [6–10]. These areas have potential for irrigation agriculture, 
but the actual situation reveals that there is underutilization and mismanagement 
of these resources [6]. Instead, these valleys have been sources of conflicts between 
resource users, therefore posing no or little benefit to users [3–8].

Therefore, good agricultural practices need to be adopted to increase crop yields 
in various areas. It has been obvious that traditional, rain-fed agriculture is a major 
production technique to the people [27–30]. Rain-fed agriculture has been vulner-
able to the impact of climate change since the 1980s to date [31–33]. The adoption 
of sustainable agriculture countrywide can help to reduce the vulnerability and 
calibrate a quick recovery of the affected areas.

5. Conclusion

Tanzanian agroecological zones (i.e., high and low potential zones) experience 
the impacts of climate change differently. Semiarid areas experience the impacts 
of climate change more severely than the alluvial plains. This happens because the 
former is a low potential zone while the latter is a high potential zone. The vulner-
ability of the people also depends on the resource entitlements and assets they 
possess. Overall, poor people have little options than the rich people.

The two categories are differentiated by financial assets. It has been obvious that 
the poor always live in the low potential zone where they get more challenges and 
therefore they need a quick rescue; otherwise, their livelihood options are limited. 
Similarly, they can seek livelihood options by inserting more stress to the already 
affected environments. They move from the stressed areas to other areas where they 
end up degrading too.

This study recommends that farmers with weak adaptive capacity should be 
carefully and immediately attended to; otherwise, their livelihood options can 
further destroy the environment. The increase in awareness to local farmers in 
searching for sustainable livelihood options would be more secure to the environ-
ment. Similarly, relevant policies should clearly include practical adaptations of the 
vulnerable societies.
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mention a few, can help to reduce the dependence on the already stressed agroeco-
systems [30–33]. Therefore, diversification will enable the replenishment of the soil 
resources tenable for crop production.

4.4 Changes in agricultural practice

Traditional agriculture has been in practice even before the Tanzanian 
independence [5–8]. Indigenous knowledge has been limited to solve complex 
challenges posed by climate change. It is obvious that the number of people has 
been increasing every year and the demand of food has been accruing too [8–11]. 
Sustainable agriculture is currently advocated in order to get duo benefits (envi-
ronmental conservation and increased crop yields) at the same time [1–6]. It is a 
great challenge for the country with about 44 million hectares of fertile land; less 
than 24% of this resource is harnessed while the country experiences usual food 
shortage [6–8].

The adoption of modern farming methods especially irrigation agriculture can 
increase crop yield to curb food insecurity. Agroforestry system is less adopted in 
the country, compared to its needs. The Eastern Arc Mountain in Tanzania has the 
potential for agroforestry but it is least harnessed [27].
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In addition, Tanzania has a number of hydroecological zones such as the Ruaha, 
Rufiji, Ruvu, Wami, Ruvuma, Usangu, Pangani, Kilombero, and Malagarasi valleys 
just to mention a few [6–10]. These areas have potential for irrigation agriculture, 
but the actual situation reveals that there is underutilization and mismanagement 
of these resources [6]. Instead, these valleys have been sources of conflicts between 
resource users, therefore posing no or little benefit to users [3–8].

Therefore, good agricultural practices need to be adopted to increase crop yields 
in various areas. It has been obvious that traditional, rain-fed agriculture is a major 
production technique to the people [27–30]. Rain-fed agriculture has been vulner-
able to the impact of climate change since the 1980s to date [31–33]. The adoption 
of sustainable agriculture countrywide can help to reduce the vulnerability and 
calibrate a quick recovery of the affected areas.

5. Conclusion

Tanzanian agroecological zones (i.e., high and low potential zones) experience 
the impacts of climate change differently. Semiarid areas experience the impacts 
of climate change more severely than the alluvial plains. This happens because the 
former is a low potential zone while the latter is a high potential zone. The vulner-
ability of the people also depends on the resource entitlements and assets they 
possess. Overall, poor people have little options than the rich people.

The two categories are differentiated by financial assets. It has been obvious that 
the poor always live in the low potential zone where they get more challenges and 
therefore they need a quick rescue; otherwise, their livelihood options are limited. 
Similarly, they can seek livelihood options by inserting more stress to the already 
affected environments. They move from the stressed areas to other areas where they 
end up degrading too.

This study recommends that farmers with weak adaptive capacity should be 
carefully and immediately attended to; otherwise, their livelihood options can 
further destroy the environment. The increase in awareness to local farmers in 
searching for sustainable livelihood options would be more secure to the environ-
ment. Similarly, relevant policies should clearly include practical adaptations of the 
vulnerable societies.
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Chapter 14

Impact of Climate Change on 
Maize and Pigeonpea Yields in 
Semi-Arid Kenya
Kizito Musundi Kwena, G.N. Karuku, F.O. Ayuke  
and A.O. Esilaba

Abstract

The objective of this study was to assess the impact of climate change on intercrops 
of maize and improved pigeonpea varieties developed. Future climate data for 
Katumani were downscaled from the National Meteorological Research Centre 
(CNRM) and Commonwealth Scientific and Industrial Research Organization 
(CSIRO) climate models using the Statistical Downscaling Model (SDSM) version 
4.2. Both models predicted that Katumani will be warmer by 2°C and wetter by 
11% by 2100. Agricultural Production Systems Simulator (APSIM) model version 
7.3 was used to assess the impact of both increase in temperature and rainfall on 
maize and pigeonpea yield in Katumani. Maize crop will increase by 141–-150% 
and 10–-23 % in 2050 and 2100, respectively. Intercropping maize with pigeonpea 
will give mixed maize yield results. Pigeonpea yields will decline by 10–20 and 
4–9% by 2100 under CSIRO and CNRM models, respectively. Intercropping short 
and medium duration pigeonpea varieties with maize will reduce pigeonpea yields 
by 60–80 and 70–90% under the CSIRO and CNRM model, respectively. There 
is a need to develop heat and waterlogging-tolerant pigeonpea varieties to help 
farmers adapt to climate change and to protect the huge pigeonpea export market 
currently enjoyed by Kenya.

Keywords: climate change impacts, semi-arid, adaptation, maize yields,  
pigeonpea varieties

1. Introduction

Kenya is the world’s fourth largest producer of pigeonpea after India, Myanmar 
and Malawi, of which 99% is produced in semi-arid eastern Kenya, especially 
Machakos, Kitui, Makueni, Meru, Lower Embu, and Tharaka-Nithi Counties. It 
is also grown in the drier parts of Kirinyaga, Murang’a, and Kiambu Counties in 
Central Kenya; and some parts of Lamu, Kilifi, Kwale, Tana River, and Taita-Taveta 
Counties at the Coast; mainly by small-scale resource-poor farmers [1–6]. Most 
farmers intercrop pigeonpea with maize or sorghum on the same land, either in 
alternate or multiple rows, as a form of security against total crop failure [7].

Pigeonpea provides multiple benefits to the rural poor. Firstly, its protein-rich 
grain can be consumed both fresh and dry and provides a cheap source of protein 
for the poor farmers in the drylands. Secondly, its leaves and hulls are used as 
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livestock feeds and the stem as fuelwood. Thirdly, it has the ability to enrich the 
soil through di-nitrogen fixation [8], litter fall and being a deep-rooted crop, to 
mobilize nutrients, particularly phosphorus, from the deep soil horizons [9–11]. 
Fourthly, intercropping pigeonpea with cereals enhances soil coverage, reduces 
soil erosion, and boosts cereal yields [9, 10]. Finally, the crop provides an assured 
source of income for farm families and foreign exchange for Kenya. About 7000 ton 
of dhal (dehulled pigeonpea) and 15,000 ton of whole grain are exported annually 
to Europe, North America, the Middle East, and India, but this figure represents 
just 30% of Kenya’s export potential [1, 4–6, 12]. Thus, pigeonpea has immense 
untapped potential which if fully exploited could transform the lives of many com-
munities and economies of many countries in the East African region. Maize on the 
other hand is the staple food for over 90% of Kenya’s population and accounts for 
56% of cultivated land in Kenya [13].

Despite the importance of maize-pigeonpea intercropping system in semi-arid 
Kenya and elsewhere in the region, their productivity has continued to decline. 
Maize and pigeonpea yields on farmers’ fields are low, averaging 300–500 kg ha−1 
against a yield potential of 2.5 t ha−1, mainly due to non-use of improved variet-
ies and poor farming practices, low soil fertility and climate variability [2, 6, 14]. 
The situation is bound to worsen in future with the expected change in climate. 
Temperatures and rainfall in Kenya and the rest of East Africa are expected to 
increase by about 2°C and 11%, respectively, by 2050 due to climate change [15–18]. 
However, the rise in temperature may cause a substantial increase in evaporation 
rates, which are likely to balance and exceed any benefit from the predicted increase 
in precipitation [19]. Thus, if not checked, climate change will undermine agricul-
tural productivity and expose millions of people to hunger and poverty, especially 
in semi-arid areas where temperatures are already high and rainfall low and unreli-
able, agriculture is predominantly rain-fed and adoption of modern technologies is 
low [20, 21].

A lot of work has been done to quantify some of the agricultural impacts associ-
ated with projected changes in future climate using a variety of simulation models, 
but most of it has been carried out at global, regional and country levels hence not 
applicable to community-based adaptation planning [20, 22–24]. Similarly, despite 
the importance of pigeonpea in Kenya and elsewhere in the region, few studies 
have assessed the impact of climate change on its performance. Most studies have 
focused on staple and commercial crops such as maize, tea, wheat, rice, beans and 
groundnuts [20, 21, 25–27], and tomatoes [28]. There is a need for more detailed 
information on the impacts of climate change on pigeonpea-maize intercropping 
systems to guide in formulating appropriate adaptation measures that will increase 
their productivity, ensure food security in future, and safeguard pigeonpea’s niche 
markets. Therefore, the objective of this study was to assess the impact of climate 
change under a range of scenarios on intercrops of maize and improved pigeonpea 
varieties developed and released in Kenya in recent times.

2. Materials and methods

2.1 Study area

The study was conducted at the Kenya Agricultural and Livestock Research 
Organization (KALRO) Katumani Research Centre in Machakos County, 80 km 
south-east of Nairobi (37°14′E and 1°35′S). Katumani has bimodal rainfall pattern 
and receives an average of 711 mm annually. The long rains (LR) occur from March 
to May and the short rains (SR) from October to December with peaks in April 
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and November, respectively [7, 29]. Inter-seasonal rainfall variation is large with 
coefficient of variation ranging between 45 and 58% [30]. Temperatures range 
between 17 and 24°C with February and September being the hottest months. 
The mean annual temperature is 20°C. Evaporation rates are high and exceed the 
amount of rainfall, most of the year, except in the month of November. The mean 
potential evaporation is in the range of 1820–1840 mm per year whilst evapo-
transpiration is estimated at 1239 mm [31] giving an r/ETo ratio of 0.57. Katumani 
is 1600 m asl and the terrain ranges from flat to hilly with slopes varying from 2 to 
20% [32]. It falls under agro-climatic zone IV which has a low potential for rain-fed 
agriculture [29]. The dominant soils are chromic Luvisols [33, 34], which are low in 
organic C, highly deficient in N and P and to some extent Zinc and generally have 
poor structure [35].

Mixed farming systems involving food crops and livestock are characteristic of 
the region. Crops grown are predominantly drought-escaping or early maturing 
varieties of pigeonpea, maize, beans, sorghum, and millet [29]. Due to the erratic 
nature of rainfall, most farmers around Katumani and the larger semi-arid Eastern 
Kenya prefer to intercrop maize with at least a legume (pigeonpea, beans, or cow-
peas) on the same land. This is often done either in alternate or multiple rows and is 
seen by many farmers as a form of security against total crop failure [7]. Long dura-
tion pigeonpea is normally planted during SR in October–November and harvested 
in August–September the following year. Medium and short duration varieties can 
be planted and harvested in one season. Crop combinations, planting patterns, and 
plant populations of pigeonpea and other crops vary considerably, depending on the 
soil type, climate, and farmer’s preferences. However, dominant pigeonpea crop-
ping systems practiced in the region include: pigeonpea intercropped with maize, 
sorghum, millets, cowpea and green gram; pigeonpea and cowpea intercrops; and 
maize/bean/pigeonpea intercrops [1, 4–6].

2.2 Long-term simulation

Agricultural Production Systems Simulator (APSIM) version 7.3 was used 
to predict the impact of climate change on maize and pigeonpea yields in 
Katumani and similar areas in eastern Kenya. APSIM was preferred due to its 
user-friendliness, widespread application in the region and ability to make highly 
precise simulations/predictions once properly initialized [16, 36–40]. The APSIM 
has the capacity to predict the outcome of diverse range of farming systems and 
management practices under variable climatic conditions, both short and long 
term [39, 41–44]. It also simulates growth and yield of a range of crops in response 
to a variety of management practices, crop mixtures, and rotation sequences, 
including pastures and livestock [44]. The model runs with a daily time step and 
has four key components: (1) a set of biophysical modules that simulate biological 
and physical processes in farming systems, (2) a set of management modules that 
allow the user to specify the intended management rules that characterize the 
scenario being simulated and controls the conduct of the simulation, (3) various 
modules that facilitate data input and output to and from the simulation, and  
(4) a simulation engine that drives the simulation process and controls all mes-
sages passing between the independent modules [44, 45]. It has a user interface 
which allows selection of input data (climate, soil, crop, and management), 
output data from modules of interest (e.g., water balance, carbon, nitrogen and 
phosphorus balances, and crop growth and yield) management of simulation 
scenarios (saving, running, retrieving, and deleting), error checking (summary of 
scenario set-up inputs and run time operations), and output analysis via software 
links for viewing output data in text file, Excel, or graphs [44].



Environmental Issues and Sustainable Development

236

livestock feeds and the stem as fuelwood. Thirdly, it has the ability to enrich the 
soil through di-nitrogen fixation [8], litter fall and being a deep-rooted crop, to 
mobilize nutrients, particularly phosphorus, from the deep soil horizons [9–11]. 
Fourthly, intercropping pigeonpea with cereals enhances soil coverage, reduces 
soil erosion, and boosts cereal yields [9, 10]. Finally, the crop provides an assured 
source of income for farm families and foreign exchange for Kenya. About 7000 ton 
of dhal (dehulled pigeonpea) and 15,000 ton of whole grain are exported annually 
to Europe, North America, the Middle East, and India, but this figure represents 
just 30% of Kenya’s export potential [1, 4–6, 12]. Thus, pigeonpea has immense 
untapped potential which if fully exploited could transform the lives of many com-
munities and economies of many countries in the East African region. Maize on the 
other hand is the staple food for over 90% of Kenya’s population and accounts for 
56% of cultivated land in Kenya [13].

Despite the importance of maize-pigeonpea intercropping system in semi-arid 
Kenya and elsewhere in the region, their productivity has continued to decline. 
Maize and pigeonpea yields on farmers’ fields are low, averaging 300–500 kg ha−1 
against a yield potential of 2.5 t ha−1, mainly due to non-use of improved variet-
ies and poor farming practices, low soil fertility and climate variability [2, 6, 14]. 
The situation is bound to worsen in future with the expected change in climate. 
Temperatures and rainfall in Kenya and the rest of East Africa are expected to 
increase by about 2°C and 11%, respectively, by 2050 due to climate change [15–18]. 
However, the rise in temperature may cause a substantial increase in evaporation 
rates, which are likely to balance and exceed any benefit from the predicted increase 
in precipitation [19]. Thus, if not checked, climate change will undermine agricul-
tural productivity and expose millions of people to hunger and poverty, especially 
in semi-arid areas where temperatures are already high and rainfall low and unreli-
able, agriculture is predominantly rain-fed and adoption of modern technologies is 
low [20, 21].

A lot of work has been done to quantify some of the agricultural impacts associ-
ated with projected changes in future climate using a variety of simulation models, 
but most of it has been carried out at global, regional and country levels hence not 
applicable to community-based adaptation planning [20, 22–24]. Similarly, despite 
the importance of pigeonpea in Kenya and elsewhere in the region, few studies 
have assessed the impact of climate change on its performance. Most studies have 
focused on staple and commercial crops such as maize, tea, wheat, rice, beans and 
groundnuts [20, 21, 25–27], and tomatoes [28]. There is a need for more detailed 
information on the impacts of climate change on pigeonpea-maize intercropping 
systems to guide in formulating appropriate adaptation measures that will increase 
their productivity, ensure food security in future, and safeguard pigeonpea’s niche 
markets. Therefore, the objective of this study was to assess the impact of climate 
change under a range of scenarios on intercrops of maize and improved pigeonpea 
varieties developed and released in Kenya in recent times.

2. Materials and methods

2.1 Study area

The study was conducted at the Kenya Agricultural and Livestock Research 
Organization (KALRO) Katumani Research Centre in Machakos County, 80 km 
south-east of Nairobi (37°14′E and 1°35′S). Katumani has bimodal rainfall pattern 
and receives an average of 711 mm annually. The long rains (LR) occur from March 
to May and the short rains (SR) from October to December with peaks in April 

237

Impact of Climate Change on Maize and Pigeonpea Yields in Semi-Arid Kenya
DOI: http://dx.doi.org/10.5772/intechopen.93321
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between 17 and 24°C with February and September being the hottest months. 
The mean annual temperature is 20°C. Evaporation rates are high and exceed the 
amount of rainfall, most of the year, except in the month of November. The mean 
potential evaporation is in the range of 1820–1840 mm per year whilst evapo-
transpiration is estimated at 1239 mm [31] giving an r/ETo ratio of 0.57. Katumani 
is 1600 m asl and the terrain ranges from flat to hilly with slopes varying from 2 to 
20% [32]. It falls under agro-climatic zone IV which has a low potential for rain-fed 
agriculture [29]. The dominant soils are chromic Luvisols [33, 34], which are low in 
organic C, highly deficient in N and P and to some extent Zinc and generally have 
poor structure [35].

Mixed farming systems involving food crops and livestock are characteristic of 
the region. Crops grown are predominantly drought-escaping or early maturing 
varieties of pigeonpea, maize, beans, sorghum, and millet [29]. Due to the erratic 
nature of rainfall, most farmers around Katumani and the larger semi-arid Eastern 
Kenya prefer to intercrop maize with at least a legume (pigeonpea, beans, or cow-
peas) on the same land. This is often done either in alternate or multiple rows and is 
seen by many farmers as a form of security against total crop failure [7]. Long dura-
tion pigeonpea is normally planted during SR in October–November and harvested 
in August–September the following year. Medium and short duration varieties can 
be planted and harvested in one season. Crop combinations, planting patterns, and 
plant populations of pigeonpea and other crops vary considerably, depending on the 
soil type, climate, and farmer’s preferences. However, dominant pigeonpea crop-
ping systems practiced in the region include: pigeonpea intercropped with maize, 
sorghum, millets, cowpea and green gram; pigeonpea and cowpea intercrops; and 
maize/bean/pigeonpea intercrops [1, 4–6].

2.2 Long-term simulation

Agricultural Production Systems Simulator (APSIM) version 7.3 was used 
to predict the impact of climate change on maize and pigeonpea yields in 
Katumani and similar areas in eastern Kenya. APSIM was preferred due to its 
user-friendliness, widespread application in the region and ability to make highly 
precise simulations/predictions once properly initialized [16, 36–40]. The APSIM 
has the capacity to predict the outcome of diverse range of farming systems and 
management practices under variable climatic conditions, both short and long 
term [39, 41–44]. It also simulates growth and yield of a range of crops in response 
to a variety of management practices, crop mixtures, and rotation sequences, 
including pastures and livestock [44]. The model runs with a daily time step and 
has four key components: (1) a set of biophysical modules that simulate biological 
and physical processes in farming systems, (2) a set of management modules that 
allow the user to specify the intended management rules that characterize the 
scenario being simulated and controls the conduct of the simulation, (3) various 
modules that facilitate data input and output to and from the simulation, and  
(4) a simulation engine that drives the simulation process and controls all mes-
sages passing between the independent modules [44, 45]. It has a user interface 
which allows selection of input data (climate, soil, crop, and management), 
output data from modules of interest (e.g., water balance, carbon, nitrogen and 
phosphorus balances, and crop growth and yield) management of simulation 
scenarios (saving, running, retrieving, and deleting), error checking (summary of 
scenario set-up inputs and run time operations), and output analysis via software 
links for viewing output data in text file, Excel, or graphs [44].
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APSIM requires site-specific data on latitude and longitude, soil texture and 
depth (m), slope (%) and slope length (m); climate (daily maximum and minimum 
temperature [°C], daily solar radiation [MJ/m2] and daily rainfall [mm]); crop 
growth and phenology (crop type and cultivar name, maturity type, date of 50% 
flowering and total number of leaves, total biomass at harvest (kg ha−1), grain yield 
(kg ha−1), final plant population (plts m−2), N and P contents of plant parts, bio-
mass at anthesis (kg ha−1), population at thinning (plts m−2), date of physiological 
maturity (black layer) and maximum leaf area index (LAI); soil water, nitrogen and 
phosphorus; residues and manure (crop and manure type, dry weight [kg ha−1], 
N, C and P content [%], ash content, and ground cover [%]); and management 
(date of all operations e.g. sowing, harvest, thinning, weeding, tillage and fertilizer 
applications, sowing depth and plant population, type, rate and depth of fertilizer 
application, and type (hoe, disc, harrow, etc.) and depth of tillage) to run. These 
data can be obtained from field trials or secondary sources. However, this study 
used the APSIM that had been calibrated and validated for Katumani semi-arid area 
by Okwach and Simiyu [46] and Okwach [47].

Daily minimum and maximum temperature, solar radiation and rainfall 
data for Katumani for the near (2050) and far (2100) future scenarios were 
downscaled from the National Meteorological Research Centre (CNRM) and 
Commonwealth Scientific and Industrial Research Organization (CSIRO) climate 
models using the Statistical Downscaling Model (SDSM) version 4.2 [48] and 
uploaded in APSIM. Both models, CNRM and CSIRO, have predicted a 1–2.5°C 
and 10% increase in temperature and rainfall, respectively, by the end of the 
century (2100) which is consistent with the Intergovernmental Panel on Climate 
Change (IPCC)‘s prediction of 3.2°C and 11% rise in temperature and rainfall, 
respectively, for Kenya and the rest of East Africa by 2100. SDSM is a decision 
support tool for assessing local climate change impacts using a robust statistical 
downscaling technique. It is a hybrid of a stochastic weather generator and 
regression-based downscaling methods and facilitates the rapid development of 
multiple, low-cost, single-site scenarios of daily surface weather variables under 
current and future climate [49]. The tool has been used extensively with remark-
able success [49–55].

The following eight cropping systems were simulated using the downscaled 
climate data: (1) Sole short duration maize crop, (2) Sole short duration pigeon-
pea crop, (3) Sole medium duration pigeonpea crop, (4) Sole long duration 
pigeonpea crop, (5) Short duration pigeonpea-maize intercrop, (6) medium 
duration pigeonpea-maize intercrop and (8) long duration pigeonpea-maize 
intercrop. The model was run to simulate 50 and 100 years under these cropping 
systems. The growing season was defined to start after 5 consecutive days with 
volumetric soil water content in the top 100 cm above 70%. The end of the season 
was deemed to occur when soil water content fell below 50% for 8 consecutive 
days. KDVI maize variety was used to represent all early maturing (120–150 days 
to mature) and high yielding maize varieties recommended for semi-arid condi-
tions. Similarly, Mbaazi I, Kat 60/8 and Mbaazi II pigeonpea varieties were used 
to represent short (100 days to mature), medium (150 days to mature) and long 
(180–220 days to mature) duration pigeonpea varieties, respectively. Pigeonpea 
was planted at spacings of 90 cm × 60 cm, 75 cm × 30 cm and 50 cm × 25 cm for 
the long, medium and short duration varieties, respectively, whilst maize was 
planted with Triple Super Phosphate (TSP) fertilizer at the recommended rate 
of 40 kg P2O5 ha−1 at spacing of 90 cm × 30 cm. Other agronomic practices were 
adopted as currently practiced by farmers such as early planting, timely weeding 
and thinning.
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3. Results and discussion

3.1 Maize yields

Long-term yields of maize under variable and changing climate in Katumani are 
presented in Figure 1. Prospects for increased maize production under sole maize 
crop in Katumani (Machakos County) are high, both in the near (by 2050) and far 
(2100) future scenarios under the two climate models, CNRM and CSIRO models. 
Relative to baseline yield of 500 kg ha−1, maize yields are expected to increase by 
141 and 10% in 2050 and 2100, respectively, under the CSIRO model. The CNRM 
model was more optimistic and predicted maize yield increases of 150 and 23% in 
2050 and 2100, respectively, under maize sole crop. The increase in yield could be 
attributed to the projected increase in rainfall of 20–40 mm per year by 2100. The 
predictions corroborate reports by Waithaka et al. [56] that Kenya’s bread basket 
could shift from the Rift Valley to semi-arid eastern and north-eastern Kenya by 
2050. Intercropping maize with pigeonpea will give mixed results. According to the 
CSIRO model, maize yield will increase by 18 and 15% under maize/Mbaazi I and 
maize/Mbaazi II intercrops, respectively, in 2050. However, yields under maize/
Kat 60/8 intercrop will decline by 4% in the same period. A similar trend will be 
observed in 2100 where intercropping maize with pigeonpea will reduce maize 
yields by 10–20% under the CSIRO model. The projected decline in maize yield 
could be attributed to high evapotranspiration due to anticipated rise in tempera-
ture. According to Thornton et al. [18], high evapotranspiration is bound to cause 
water scarcity which will adversely affect maize growth. These results agree with 
Herrero et al. [20] who predicted maize yield losses of upto 50% in the ASALs due 
to climate change, albeit under the Hadley model. Thornton et al. [18], Jones and 
Thornton [25], and Downing [57] have also predicted a significant decline in yields 
of maize and other food crops in the East African region due to the same phenom-
enon. However, the decline in maize yield could be arrested by encouraging farmers 
to adopt irrigation, conservation agriculture, seed priming, and in-situ water 
harvesting among other adaptation measures [58].

Conversely, according to the CNRM model, intercropping will increase maize 
yields by 28 and 11% under maize/short duration pigeonpea and maize/medium 

Figure 1. 
Long-term effect of pigeonpea on maize yield in Katumani under variable and changing climate.
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duration pigeonpea intercrops, respectively, by 2050. Maize yields under maize/long 
duration pigeonpea intercrop will declined by 16%. However, maize yields will increase 
by 18, 13, and 4% under maize/short duration pigeonpea, maize/medium duration 
pigeonpea and maize/long duration pigeonpea intercrops, respectively, in the far future 
(2100). Because of these conflicting results, it is difficult to generalize the impacts of 
climate change on maize yields from maize/pigeonpea intercrops in Katumani and 
similar areas in the country. Further simulations involving many GCM model X sce-
nario combinations are therefore required to establish the correct direction of change in 
maize yields under these systems, whether they will increase or decrease. Meanwhile, 
the results corroborate observation by Herrero et al. [20] that climate change impacts 
on maize yields depend on the emission scenario, crop model and the Global Climate 
Change Model (GCM) used.

3.2 Pigeonpea yields

Long-term yields of pigeonpea under variable and changing climate in Katumani 
are presented in Figure 2. Unlike maize, both CSIRO and CNRM models predicted 
decreased pigeonpea yields in Katumani in the near and far future. Yields from sole 
pigeonpea crop will decline by 10–20% and 4–9% under CSIRO and CNRM models, 
respectively, by 2100. Intercropping short and medium duration pigeonpea varieties 
with maize will reduce pigeonpea yields by 60–80% and 70–90% under the CSIRO 
and CNRM model, respectively. However, long duration varieties will yield highest 
under the two Global Climate Change Models (GCMs) irrespective of the cropping 
system, but the yields will be much lower than the potential yield of over 2 t ha−1 
obtained from research experiments and large-scale commercial farms in the region. 
The decline in pigeonpea yields could be attributed to the projected 2°C and 11% 
increase in temperature and rainfall, respectively. Pigeonpea is a Carbon-3 (C3) 
plant and is highly sensitive to waterlogging; therefore, existing pigeonpea varieties 
may not thrive in the predicted hotter and wetter conditions [59, 60]. High tempera-
tures reduce the rate of photosynthesis in legumes due to their C3 photosynthesis 
cycle leading to low yields [61, 62]. Waterlogging blocks oxygen supply to roots 
which hamper permeability [63], delays flowering and reduces vegetative growth, 
photosynthetic rate, biomass and grain yield in pigeonpea [64, 65]. Short duration 
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pigeonpea varieties like Mbaazi I are more prone to the risk of yield reduction due to 
waterlogging compared to the medium and long duration varieties such as Kat 60/8 
and Mbaazi II, respectively [66]. Therefore, farmers in Katumani and similar areas 
in the country may have to rethink their dependence on pigeonpea going into the 
future. Scientists also need to start breeding for more heat and waterlogging-tolerant 
varieties to save the livelihoods of thousands of resource-poor households in ASALs 
and safeguard the huge pigeonpea export market that Kenya currently commands.

4. Conclusion

Prospects for growing maize in Katumani are high both in the near (2050) and 
far (2100) future. However, pigeonpea production will be negatively affected by 
climate change going forward due to pigeonpea’s susceptibility to high temperatures 
and waterlogging. Therefore, farmers in the ASALs need to rethink their dependence 
on pigeonpea while national plant breeding programs need to start developing heat 
and waterlogging-tolerant varieties to help thousands of resource-poor households 
in ASALs to adapt to climate change and protect the huge pigeonpea export market 
that Kenya currently enjoys.
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Chapter 15

Spatial Carrying Capacity and 
Sustainability: Cities, Basins, 
Regional Transformation
Tao Ma, Nairong Tan, Xiaolei Wang, Fanfan Zhang  
and Hui Fang

Abstract

This chapter focuses on the spatial carrying capacity of different types of 
space units. Based on the characteristics of different units, it discusses how 
resource carrying capacity, environmental carrying capacity, ecological carrying 
capacity, and infrastructure carrying capacity together affect the spatial carrying 
capacity and allocation efficiency of space units. Cities need agglomeration of 
economic and demographic elements to expand the scale of spatial carrying 
capacity. Basins need to allocate water resources rationally under the condition of 
limited water resources for the sustainable development of river basin ecosystem. 
Regions need to explore regional comparative advantages and transformation 
paths from regional industries. The case studies discuss how the spatial carrying 
capacity of cities, river basins, and regional transformation adapt to environ-
mental changes and the direction of carrying capacity improvement.

Keywords: spatial carrying capacity, cities, basin, regional transformation

1. Introduction

Environmental change is having a huge impact on human society, how to optimize, 
adjust and reconstruct the interaction between human and natural systems, and how 
to provide urban residents with a high-quality living environment [1], has become the 
critical issues faced by human society. At present, it has exceeded that China’s popula-
tion is more than 1.5 billion, and in the future, economic and demographic factors 
will continue to gather in the medium and long term. Meanwhile, a series of issues 
such as food security, water resource security, ecological load, and air pollution will be 
highlighted. From the perspective of the relationship between spatial carrying capacity 
and sustainability in China, cities, basins and regions are not adapted to resource 
and environmental carrying capacity. The economically dense megacities such as 
the Beijing-Tianjin-Hebei Region, Yangtze River Delta, and Guangdong-Hong Kong-
Macao Greater Bay Area are closed to or exceed their carrying capacity. It is necessary 
to coordinate and improve the comprehensive carrying capacity of upper and lower 
reaches about the river basins [2], due to the Yangtze River, Yellow River, Pearl River, 
and other river basins connect ecologically fragile highly dense economic areas to 
many provinces and cities in in China.
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This chapter focuses on the relationship between the carrying capacity of 
different types of space and sustainability, taking the spatial carrying capacity of 
Chinese cities, river basins and regions under the influence of changes in resource 
and environmental elements as the research object, and discussing the direction on 
the improvements on different units adapted to environmental changes.

2. Spatial carrying capacity and sustainability

2.1 The analytical framework of spatial carrying capacity

Carrying capacity originally refers to the mechanical or engineering charac-
teristics of manufactured objects or systems. It appears in the shipping field with 
steam power as a sign, and is used to evaluate wind and steam power [3]. In the 
1870s, when carrying capacity was first applied to biological and natural systems, 
it was used to measure the maximum amount of animals and food from natural 
system extremes. The evolution of carrying capacity is the inevitable result of 
human transformation and development in nature. From the initial biosphere 
consideration of the maximum of individuals or populations to the planet-scale 
development, sustainability research on carrying capacity is playing an increasingly 
important role under the constraints of global environmental change.

China is one of the most populous countries in the world. The degree of gov-
ernance of climate change and environmental degradation has a profound impact 
on the process of global sustainable development. Therefore, the establishment of 
carrying capacity as the core analysis tool selects three levels of cities, basins and 
regions, and through multi-scale and multi-level element coupling, respectively 
proposes promotion strategies and spatial layout models, in order to achieve the 
realization of China’s economic society sustainable development goals. Cities 
are relatively small carrying capacity units, river basins are secondary carrying 
capacity units. The basic urban units constitute the spatial carrying capacity unit 
at the basin scale. The basin carrying capacity unit belongs to the regional carrying 
capacity unit.

2.2 The spatial carrying capacity of cities

A city is a multi-dimensional carrying space consisting of resources, environ-
ment, ecology, population, economy, and society, which are the foundation of sus-
tainability. A city is an important carrying space not only consisting of population, 
ecosystems, industrial clusters, but also for resource consumption and environmen-
tal pollution. The space provided by the urban unit is a construction and industrial 
development space, such as economic output, city scale, traffic capacity, land 
resources, etc. The spatial scale and growth boundary are affected by the interac-
tion of resources, environment and technology, human activity and environmental 
sustainability, which is coordinated to the ultimate goal, so that it can be protected 
and improved the resources for the survival of humans.

The preconditions oriented in multi-element expansion of urban space are 
spatial carrying capacity for the development of sustainable. Sustainability of urban 
units is the foundation of social economic development, which lie both in regional 
and higher levels of units. They are the fundamental area for various aggregation 
factors of production, which carry more and more efficient production through the 
expansion of space scale, population size, industry, transportation and urban infra-
structures. Despite that, sustainability is the precondition for expansion of units, 
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setting goals within the boundaries of spatial carrying capacity and taking baseline 
of resources and environment, in such a way as to facilitate comprehensive benefits.

2.3 The spatial carrying capacity of River Basin

Basin scale is a spatial unit divided by natural geographical ecosystem. Due to 
the sharing of water resources in the basin, the upstream and downstream water 
resources competition is fierce, and the water resources carrying capacity of each 
city forms a common support and constraint, the total amount is fixed, and the 
relationship between this and the other changes. It is characterized by linking 
different administrative units and stakeholders through water resources. The 
sustainable development of river basin mainly focuses on the rational allocation 
of water resources and maximizes the economic, social and ecological conditions 
within the threshold value of water resources carrying capacity.

The basin carrying capacity should be innovated in management mode in 
upstream and downstream. In the new stage of coordinated development of river 
basin, it is necessary to take full account of the disharmonious separation of basin 
units, the limited overall development space of the basin, the enhancement of the 
correlation between the development activities of different units in the same basin 
and the constraint of the total amount threshold of the carrying capacity of resources 
and environment, so it is necessary to carry out fine management of water resources 
in the basin. The current basin development model still has many problems, such as 
low efficiency of water resources utilization, fierce competition between upstream 
and downstream water resources, and low overall water quality. Therefore, it is nec-
essary to coordinate the cooperation among different units in the basin to enhance 
the overall carrying capacity of the basin.

2.4 The comprehensive carrying capacity of regional function division

The comprehensive carrying capacity of a region is different in space and 
changes dynamically with time. The comprehensive carrying capacity of the region 
is the sum of all resources in a specific space (material resources, energy resources, 
information resources, space resources, human resources, social resources, etc.), 
which can provide the comprehensive development capacity of the region. On 
one hand, Because of the difference of economic development level and resource 
endowment in each region, the comprehensive carrying capacity of each region 
is different. On the other hand, the spatial carrying capacity of a region changes 
dynamically with time. In some resource-based urban areas, the development of 
natural resources will generally promote the development of industry and the 
growth of population, bringing about the improvement of carrying capacity. 
However, When the stock of natural resources to reduce or dried up, there will be a 
leading industry gradually decline, the ecological environment is destroyed, social 
problems highlight contradictions.

To promote the coordinated development of regions, it is necessary to concen-
trate population and economic activities in regions with high carrying capacity 
according to the differences of core functions of each region, while reducing the 
scale of population aggregation and economic activities in ecologically fragile 
regions. The connotation of regional coordinated development is to comprehen-
sively coordinate the relationship among economy, society, population, resources 
and environment, and guide the economic layout and population distribution to 
adapt to the carrying capacity of resources and environment. In order to reduce 
the imbalance of regional development is to promote regional harmonious 
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setting goals within the boundaries of spatial carrying capacity and taking baseline 
of resources and environment, in such a way as to facilitate comprehensive benefits.

2.3 The spatial carrying capacity of River Basin

Basin scale is a spatial unit divided by natural geographical ecosystem. Due to 
the sharing of water resources in the basin, the upstream and downstream water 
resources competition is fierce, and the water resources carrying capacity of each 
city forms a common support and constraint, the total amount is fixed, and the 
relationship between this and the other changes. It is characterized by linking 
different administrative units and stakeholders through water resources. The 
sustainable development of river basin mainly focuses on the rational allocation 
of water resources and maximizes the economic, social and ecological conditions 
within the threshold value of water resources carrying capacity.

The basin carrying capacity should be innovated in management mode in 
upstream and downstream. In the new stage of coordinated development of river 
basin, it is necessary to take full account of the disharmonious separation of basin 
units, the limited overall development space of the basin, the enhancement of the 
correlation between the development activities of different units in the same basin 
and the constraint of the total amount threshold of the carrying capacity of resources 
and environment, so it is necessary to carry out fine management of water resources 
in the basin. The current basin development model still has many problems, such as 
low efficiency of water resources utilization, fierce competition between upstream 
and downstream water resources, and low overall water quality. Therefore, it is nec-
essary to coordinate the cooperation among different units in the basin to enhance 
the overall carrying capacity of the basin.

2.4 The comprehensive carrying capacity of regional function division

The comprehensive carrying capacity of a region is different in space and 
changes dynamically with time. The comprehensive carrying capacity of the region 
is the sum of all resources in a specific space (material resources, energy resources, 
information resources, space resources, human resources, social resources, etc.), 
which can provide the comprehensive development capacity of the region. On 
one hand, Because of the difference of economic development level and resource 
endowment in each region, the comprehensive carrying capacity of each region 
is different. On the other hand, the spatial carrying capacity of a region changes 
dynamically with time. In some resource-based urban areas, the development of 
natural resources will generally promote the development of industry and the 
growth of population, bringing about the improvement of carrying capacity. 
However, When the stock of natural resources to reduce or dried up, there will be a 
leading industry gradually decline, the ecological environment is destroyed, social 
problems highlight contradictions.

To promote the coordinated development of regions, it is necessary to concen-
trate population and economic activities in regions with high carrying capacity 
according to the differences of core functions of each region, while reducing the 
scale of population aggregation and economic activities in ecologically fragile 
regions. The connotation of regional coordinated development is to comprehen-
sively coordinate the relationship among economy, society, population, resources 
and environment, and guide the economic layout and population distribution to 
adapt to the carrying capacity of resources and environment. In order to reduce 
the imbalance of regional development is to promote regional harmonious 
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development, according to different regional development potential and the 
resource environmental carrying capacity, according to the regional division of 
labor and coordinated development of the principle of overall consideration the 
future population distribution, economic layout, land use and urbanization pattern, 
reverse the regional resources excessive development for a long time, the regional 
ecological environment has become increasingly serious phenomenon.

3. Environmental changes and sustainable development of cities

3.1 The impact of environmental changes on spatial carrying capacity of cities

Natural resource and environment are the basic elements of urban spatial carrying 
capacity, which determine the degree of urban industrialization and expansion. 
Understanding the great changes in the spatial and material relationship between 
human and nature are the key determinant factor of sustainable development [4]. 
The natural environment can provide humans with the greatest degree of carrying 
capacity, and the environmental resource basing on which all human economic 
activities ultimately depend include ecosystems that produce various services [5]. As 
a result of the interaction between human activities and the natural environment, 
different natural landscapes, economic patterns, and temporal and spatial dynamic 
characteristics are produced. It can examine the maximum carrying capacity 
under the action of man-land relationship, including the upper limit of popula-
tion, natural resource (water, atmosphere, animals and plants, minerals), and the 
characteristics of the dynamic changes on the spatial and temporal scales. There has 
a significant impact on social and economic activities about geographical environ-
ment and climatic conditions. China has abundant natural resources, including 
coal, crude oil, natural gas, pyrite, bauxite, copper, etc., which have promoted the 
development of manufacturing in coastal and inland area. The difference in factor 
supply brought by regional resource endowments, which the fundamental reason 
that determines the continuous development and spatial expansion. Furthermore, 
the development of urban spatial carrying capacity has gradually shifted to regional 
division of labor basing on comparative advantages, the man-land relationship 
shifts to a larger-scale study of the ecological environment, economy and society.

The carrying capacity dominated by environmental changes is transformed into a 
spatial constraint factor as the urban expansion reaches to the certain threshold. The 
urban spatial carrying capacity under the background of environmental changes 
focuses on physical geography, resource endowment, and extreme carrying limit. 
However, when the urban expansion approaches the carrying threshold, the laws of 
ecological economy such as total withdrawal, structural optimization, and restora-
tion of ecological system functions begin to affect the efficiency of urban economic 
and social development, and the ecological carrying function is transmitted to the 
ecological restraint function. At this time, the spatial carrying capacity should be 
expanded from the original regional scale to the planetary boundary frame below 
the global scale, emphasizing that the urban economic and social activities should 
maintain a sufficient safe distance from the threshold of the earth’s ecosystem 
[6]. The concept of planetary boundaries provides a starting point to understand 
the natural resources and processes on which human sustainable development 
depends [7], and set up ecological carrying functions of different regions and scales 
through a global top-down perspective. Based on this, with the development of 
urban land resources and the expansion of urban space in China, the ecosystem and 
ecological environment has gradually become the constraining functional bearer 
of sustainable urban development. Because of negative economic-environmental 
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externalities, when the threshold is approaching, the urban expansion and 
efficiency increase gradually show rigid constraints.

3.2 The unsustainable problems in urban development

The unsustainable problems in the process of urban development are mainly 
embodied in the spatial carrying capacity of economic society, population, resource 
endowments, environmental capacity and various urban service facilities. With the 
continuous expansion of cities and the rapid growth of population, the carrying 
capacity on resources and environment has gradually attracted widespread atten-
tion. In the process of large-scale industrialization and urbanization in China, the 
land element, as the basic element of spatial carrying capacity, is the direct element 
of population, industry and life community of mountains, rivers, forests, fields, 
lakes and grasses. Due to rapid consumption of land resources, the supply structure 
and allocation efficiency of land resources show long-term flexibility. China has a 
large number of resource-based cities dominated by coal, steel, and oil. At the same 
time, Beijing and Shanghai are also core cities with severe water shortages. In the 
long run, the structural scarcity of land resources, water resources, and mineral 
resources will further affect the sustainable development of cities. In the process 
of urbanization, a large number of populations have been concentrated, especially 
in rapidly developing global cities in China, where the floating population is huge, 
consequently a large number of resource consumption, energy consumption, and 
environmental pollution problems arise. The urban environmental capacity is 
close to saturation, smog and automobile exhaust pollution, which also common 
problems in the process of urban development. In addition, the allocation of urban 
infrastructure and public service facilities are unreasonable, especially the vari-
ous urban service facilities of large cities have been overloaded, which are also an 
important issue that restricts the sustainable development.

3.3  Improvement of cities carrying capacity under the sustainable development 
goals

The spatial carrying capacity transmitted from the planetary boundary scale 
to the national downscaling is increased to achieve the sustainable development 
goals. Sustainable development requires the use of natural resources by humans to 
be kept within environmental limits [8], this means that on the basis of recognizing 
that human activities continue to cause major global environmental changes. As a 
criterion and important influencing factor of carrying capacity, it is necessary to 
fully account for the various public, exclusive and irreversible risks arising from the 
ever-increasing global climate change, water resource changes, and the fragility of 
ecosystems. In particular, the global climate change caused by the spatial diffusion 
of carbon dioxide-based greenhouse gases, which determining to environmental 
governance should shift from the original biosphere level to the global level planetary 
scale. The sustainable development and other national decomposition of goals can 
be achieved to need a multi-scale systematic approach [9]. Downscaling transmis-
sion from the planetary boundary scale to the national level can be realized by 
means of consume of good and services basing on carbon footprint [10].

The coordinated resource and environmental carrying capacity provide best 
standards of practice for China. In 2019, the “Several opinions on establishing spa-
tial planning system and supervising its implementation” clarified the basic role of 
the evaluation of “resources and environmental carrying capacity and spatial suit-
ability” based on bottom-line management and control [11]. In 2020, “Resources 
and Environment Carrying Capacity and Space Development Suitability Evaluation 
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development, according to different regional development potential and the 
resource environmental carrying capacity, according to the regional division of 
labor and coordinated development of the principle of overall consideration the 
future population distribution, economic layout, land use and urbanization pattern, 
reverse the regional resources excessive development for a long time, the regional 
ecological environment has become increasingly serious phenomenon.

3. Environmental changes and sustainable development of cities

3.1 The impact of environmental changes on spatial carrying capacity of cities

Natural resource and environment are the basic elements of urban spatial carrying 
capacity, which determine the degree of urban industrialization and expansion. 
Understanding the great changes in the spatial and material relationship between 
human and nature are the key determinant factor of sustainable development [4]. 
The natural environment can provide humans with the greatest degree of carrying 
capacity, and the environmental resource basing on which all human economic 
activities ultimately depend include ecosystems that produce various services [5]. As 
a result of the interaction between human activities and the natural environment, 
different natural landscapes, economic patterns, and temporal and spatial dynamic 
characteristics are produced. It can examine the maximum carrying capacity 
under the action of man-land relationship, including the upper limit of popula-
tion, natural resource (water, atmosphere, animals and plants, minerals), and the 
characteristics of the dynamic changes on the spatial and temporal scales. There has 
a significant impact on social and economic activities about geographical environ-
ment and climatic conditions. China has abundant natural resources, including 
coal, crude oil, natural gas, pyrite, bauxite, copper, etc., which have promoted the 
development of manufacturing in coastal and inland area. The difference in factor 
supply brought by regional resource endowments, which the fundamental reason 
that determines the continuous development and spatial expansion. Furthermore, 
the development of urban spatial carrying capacity has gradually shifted to regional 
division of labor basing on comparative advantages, the man-land relationship 
shifts to a larger-scale study of the ecological environment, economy and society.

The carrying capacity dominated by environmental changes is transformed into a 
spatial constraint factor as the urban expansion reaches to the certain threshold. The 
urban spatial carrying capacity under the background of environmental changes 
focuses on physical geography, resource endowment, and extreme carrying limit. 
However, when the urban expansion approaches the carrying threshold, the laws of 
ecological economy such as total withdrawal, structural optimization, and restora-
tion of ecological system functions begin to affect the efficiency of urban economic 
and social development, and the ecological carrying function is transmitted to the 
ecological restraint function. At this time, the spatial carrying capacity should be 
expanded from the original regional scale to the planetary boundary frame below 
the global scale, emphasizing that the urban economic and social activities should 
maintain a sufficient safe distance from the threshold of the earth’s ecosystem 
[6]. The concept of planetary boundaries provides a starting point to understand 
the natural resources and processes on which human sustainable development 
depends [7], and set up ecological carrying functions of different regions and scales 
through a global top-down perspective. Based on this, with the development of 
urban land resources and the expansion of urban space in China, the ecosystem and 
ecological environment has gradually become the constraining functional bearer 
of sustainable urban development. Because of negative economic-environmental 
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externalities, when the threshold is approaching, the urban expansion and 
efficiency increase gradually show rigid constraints.

3.2 The unsustainable problems in urban development

The unsustainable problems in the process of urban development are mainly 
embodied in the spatial carrying capacity of economic society, population, resource 
endowments, environmental capacity and various urban service facilities. With the 
continuous expansion of cities and the rapid growth of population, the carrying 
capacity on resources and environment has gradually attracted widespread atten-
tion. In the process of large-scale industrialization and urbanization in China, the 
land element, as the basic element of spatial carrying capacity, is the direct element 
of population, industry and life community of mountains, rivers, forests, fields, 
lakes and grasses. Due to rapid consumption of land resources, the supply structure 
and allocation efficiency of land resources show long-term flexibility. China has a 
large number of resource-based cities dominated by coal, steel, and oil. At the same 
time, Beijing and Shanghai are also core cities with severe water shortages. In the 
long run, the structural scarcity of land resources, water resources, and mineral 
resources will further affect the sustainable development of cities. In the process 
of urbanization, a large number of populations have been concentrated, especially 
in rapidly developing global cities in China, where the floating population is huge, 
consequently a large number of resource consumption, energy consumption, and 
environmental pollution problems arise. The urban environmental capacity is 
close to saturation, smog and automobile exhaust pollution, which also common 
problems in the process of urban development. In addition, the allocation of urban 
infrastructure and public service facilities are unreasonable, especially the vari-
ous urban service facilities of large cities have been overloaded, which are also an 
important issue that restricts the sustainable development.

3.3  Improvement of cities carrying capacity under the sustainable development 
goals

The spatial carrying capacity transmitted from the planetary boundary scale 
to the national downscaling is increased to achieve the sustainable development 
goals. Sustainable development requires the use of natural resources by humans to 
be kept within environmental limits [8], this means that on the basis of recognizing 
that human activities continue to cause major global environmental changes. As a 
criterion and important influencing factor of carrying capacity, it is necessary to 
fully account for the various public, exclusive and irreversible risks arising from the 
ever-increasing global climate change, water resource changes, and the fragility of 
ecosystems. In particular, the global climate change caused by the spatial diffusion 
of carbon dioxide-based greenhouse gases, which determining to environmental 
governance should shift from the original biosphere level to the global level planetary 
scale. The sustainable development and other national decomposition of goals can 
be achieved to need a multi-scale systematic approach [9]. Downscaling transmis-
sion from the planetary boundary scale to the national level can be realized by 
means of consume of good and services basing on carbon footprint [10].

The coordinated resource and environmental carrying capacity provide best 
standards of practice for China. In 2019, the “Several opinions on establishing spa-
tial planning system and supervising its implementation” clarified the basic role of 
the evaluation of “resources and environmental carrying capacity and spatial suit-
ability” based on bottom-line management and control [11]. In 2020, “Resources 
and Environment Carrying Capacity and Space Development Suitability Evaluation 
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Technical Guidelines (Trial Version)” established standards of practice in provinces, 
cities (districts) in China. Delineate urban growth boundaries, baseline of farmland, 
resource and environment through the evaluation system to achieve management 
and control of urban units; through the economic scale, population forecast and 
demand update in urban development, and at the same time integrate ecosystem 
units to achieve urban identity flexible management and control; by responding to 
the spatial layout of various elements in different scales of space, it can be achieved 
to realized the carrying capacity and scale of elements to sustainable development 
nationally.

The technological innovation should be used to improve the carrying capacity 
of resources and environment. A basic assumption of economics is the scarcity 
of resources, as the supply of resources is limited to the needs of human beings, 
mainly including the limitation of quantity, quality, time, space, structure, capital 
and environmental capacity, there is no exception for both natural and social 
resources. However, technological innovation can improve the utilization efficiency 
of resources, which alleviating the scarcity of resources to a certain extent, reducing 
the dependence on natural resources, damaging to the ecological environment, and 
improving the carrying capacity of resources and environment.

4. Environmental change and sustainable development of river basin

As an important typical spatial unit, basin has the characteristics of coordinat-
ing the upstream and downstream subsystems and coordinating the resource 
elements of each unit. There is a close relationship between the fluctuations of 
water resources in the basin. Under the condition that the total amount of water 
resources is fixed, it is of great significance to play the role of overall planning and 
unified allocation for the basin as a whole and each economic unit.

4.1  The impact of environmental change on spatial carrying capacity of River 
Basin

Environmental changes have intensified the vulnerability and instability of the 
whole basin space, and the spatial carrying pressure in the basin is increasing. With 
the continuous development of the resources in the basin, the vulnerability of the 
basin environment is increasing. The reserve of resource elements in the basin has 
become a huge constraint on the carrying capacity of the basin, especially the short-
age of water resources has a great impact on the development of the basin. As an 
important area of ecological security, energy security, food security and economic 
security in China, the Yellow River Basin has serious problems such as low water use 
efficiency, shortage of water resources and serious water pollution in some provinces 
and regions. The imbalance of water supply and demand has become a serious chal-
lenge to the sustainable economic and social development of some provinces [12].

From the perspective of water carrying capacity, the total water load of the 
basin is too large. Gansu, Ningxia, Inner Mongolia. The water carrying capacity 
of Shaanxi and Shanxi provinces is in the state of overload and serious overload. 
Except for Qinghai Province and Gannan Prefecture of Gansu Province, the per 
capita water resources of other cities are in low and very low levels. The water 
consumption of ten thousand yuan industrial added value, groundwater exploita-
tion coefficient and ecological environment water use rate are all in low and very 
low levels. Among them, the groundwater in Inner Mongolia except Alxa League is 
in low and very low level. The exploitation coefficient is above 15. The development 
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and utilization degree of groundwater is very high. The irrigation water takes up 
72.5% of the total water, and the ecological environment water consumption rate is 
only 4.7% [13].

In terms of water quality carrying capacity, the water quality of the middle 
and lower reaches of the Yellow River is poor. The water quality carrying capacity 
of Qinghai Province is mostly in the state of overload, while Xining city is in the 
state of overload; the water quality carrying capacity of some cities in Ningxia, 
Inner Mongolia and Shanxi Province is seriously overloaded, and the water quality 
standard rate and per capita pollutant discharge of water functional areas are in low 
and very low levels.

4.2  The unsustainable problems in the utilization of water resources in River 
Basin

The lower reaches of the Yellow River are frequently cut off, resulting in serious 
water shortage. The Yellow River has been cut off since 1972, and the time and 
frequency of the water cut-off are getting higher and higher. The Yellow River 
almost becomes a seasonal river, and the supply of water resources has exceeded its 
carrying capacity. The Yellow River Basin is a typical monsoon climate region. The 
runoff is mainly formed by rainfall [14]. The temporal and spatial distribution is 
extremely uneven, and the rainfall in flood season is abundant, which makes the 
contradiction between supply and demand of water resources more prominent in 
non-flood season.

The phenomenon of waste and low utilization of water resources is prominent. 
Taking Shandong as an example, the irrigation water from the Yellow River 
accounts for about 90% of the total water diversion in Shandong Province, and the 
main way is flood irrigation and string irrigation. The lining rate of the Yellow River 
diversion channel is only 7.5%. The irrigation area is short of supporting facilities 
and serious leakage. The irrigation water utilization coefficient is only about 0.4, 
compared with 0.7–0.8 in advanced countries, the waste is very serious [15].

The water ecosystem is destroyed, the water quality is deteriorated and the 
function of water body is reduced. With the continuous growth of population and 
the rapid development of industry and agriculture, the amount of sewage discharge 
has increased sharply. The increase of sewage discharge and the discharge of sewage 
exceed the standard, which makes the water pollution of the Yellow River become 
more and more serious. The pollution has developed from the tributary to the main 
stream, and the pollution of the main stream has also spread from the upper reaches 
to the middle and lower reaches.

4.3  Improvement of basin carrying capacity under sustainable development 
goals

The natural ecological background of the Yellow River Basin is fragile and the 
amount of water resources is limited. Due to the sharing of water resources in 
the Yellow River Basin, the water resources carrying capacity of each city forms a 
common support and constraint, the total amount is fixed, and the relationship 
between this and the other is ebb and flow. Ecological protection and high-quality 
development of the Yellow River Basin is a major national strategy. In order to 
implement this strategy, we should give full play to the leading role of central 
cities in the Yellow River Basin, enhance the comprehensive carrying capacity and 
resource allocation efficiency of the Yellow River Basin, and form a regional layout 
with complementary advantages and high-quality development.
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Technical Guidelines (Trial Version)” established standards of practice in provinces, 
cities (districts) in China. Delineate urban growth boundaries, baseline of farmland, 
resource and environment through the evaluation system to achieve management 
and control of urban units; through the economic scale, population forecast and 
demand update in urban development, and at the same time integrate ecosystem 
units to achieve urban identity flexible management and control; by responding to 
the spatial layout of various elements in different scales of space, it can be achieved 
to realized the carrying capacity and scale of elements to sustainable development 
nationally.

The technological innovation should be used to improve the carrying capacity 
of resources and environment. A basic assumption of economics is the scarcity 
of resources, as the supply of resources is limited to the needs of human beings, 
mainly including the limitation of quantity, quality, time, space, structure, capital 
and environmental capacity, there is no exception for both natural and social 
resources. However, technological innovation can improve the utilization efficiency 
of resources, which alleviating the scarcity of resources to a certain extent, reducing 
the dependence on natural resources, damaging to the ecological environment, and 
improving the carrying capacity of resources and environment.

4. Environmental change and sustainable development of river basin

As an important typical spatial unit, basin has the characteristics of coordinat-
ing the upstream and downstream subsystems and coordinating the resource 
elements of each unit. There is a close relationship between the fluctuations of 
water resources in the basin. Under the condition that the total amount of water 
resources is fixed, it is of great significance to play the role of overall planning and 
unified allocation for the basin as a whole and each economic unit.

4.1  The impact of environmental change on spatial carrying capacity of River 
Basin

Environmental changes have intensified the vulnerability and instability of the 
whole basin space, and the spatial carrying pressure in the basin is increasing. With 
the continuous development of the resources in the basin, the vulnerability of the 
basin environment is increasing. The reserve of resource elements in the basin has 
become a huge constraint on the carrying capacity of the basin, especially the short-
age of water resources has a great impact on the development of the basin. As an 
important area of ecological security, energy security, food security and economic 
security in China, the Yellow River Basin has serious problems such as low water use 
efficiency, shortage of water resources and serious water pollution in some provinces 
and regions. The imbalance of water supply and demand has become a serious chal-
lenge to the sustainable economic and social development of some provinces [12].

From the perspective of water carrying capacity, the total water load of the 
basin is too large. Gansu, Ningxia, Inner Mongolia. The water carrying capacity 
of Shaanxi and Shanxi provinces is in the state of overload and serious overload. 
Except for Qinghai Province and Gannan Prefecture of Gansu Province, the per 
capita water resources of other cities are in low and very low levels. The water 
consumption of ten thousand yuan industrial added value, groundwater exploita-
tion coefficient and ecological environment water use rate are all in low and very 
low levels. Among them, the groundwater in Inner Mongolia except Alxa League is 
in low and very low level. The exploitation coefficient is above 15. The development 
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and utilization degree of groundwater is very high. The irrigation water takes up 
72.5% of the total water, and the ecological environment water consumption rate is 
only 4.7% [13].

In terms of water quality carrying capacity, the water quality of the middle 
and lower reaches of the Yellow River is poor. The water quality carrying capacity 
of Qinghai Province is mostly in the state of overload, while Xining city is in the 
state of overload; the water quality carrying capacity of some cities in Ningxia, 
Inner Mongolia and Shanxi Province is seriously overloaded, and the water quality 
standard rate and per capita pollutant discharge of water functional areas are in low 
and very low levels.

4.2  The unsustainable problems in the utilization of water resources in River 
Basin

The lower reaches of the Yellow River are frequently cut off, resulting in serious 
water shortage. The Yellow River has been cut off since 1972, and the time and 
frequency of the water cut-off are getting higher and higher. The Yellow River 
almost becomes a seasonal river, and the supply of water resources has exceeded its 
carrying capacity. The Yellow River Basin is a typical monsoon climate region. The 
runoff is mainly formed by rainfall [14]. The temporal and spatial distribution is 
extremely uneven, and the rainfall in flood season is abundant, which makes the 
contradiction between supply and demand of water resources more prominent in 
non-flood season.

The phenomenon of waste and low utilization of water resources is prominent. 
Taking Shandong as an example, the irrigation water from the Yellow River 
accounts for about 90% of the total water diversion in Shandong Province, and the 
main way is flood irrigation and string irrigation. The lining rate of the Yellow River 
diversion channel is only 7.5%. The irrigation area is short of supporting facilities 
and serious leakage. The irrigation water utilization coefficient is only about 0.4, 
compared with 0.7–0.8 in advanced countries, the waste is very serious [15].

The water ecosystem is destroyed, the water quality is deteriorated and the 
function of water body is reduced. With the continuous growth of population and 
the rapid development of industry and agriculture, the amount of sewage discharge 
has increased sharply. The increase of sewage discharge and the discharge of sewage 
exceed the standard, which makes the water pollution of the Yellow River become 
more and more serious. The pollution has developed from the tributary to the main 
stream, and the pollution of the main stream has also spread from the upper reaches 
to the middle and lower reaches.

4.3  Improvement of basin carrying capacity under sustainable development 
goals

The natural ecological background of the Yellow River Basin is fragile and the 
amount of water resources is limited. Due to the sharing of water resources in 
the Yellow River Basin, the water resources carrying capacity of each city forms a 
common support and constraint, the total amount is fixed, and the relationship 
between this and the other is ebb and flow. Ecological protection and high-quality 
development of the Yellow River Basin is a major national strategy. In order to 
implement this strategy, we should give full play to the leading role of central 
cities in the Yellow River Basin, enhance the comprehensive carrying capacity and 
resource allocation efficiency of the Yellow River Basin, and form a regional layout 
with complementary advantages and high-quality development.
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Central cities play an important role in promoting regional development. 
Central cities and urban agglomerations have become the main spatial forms of 
carrying development elements. For example, with its unique geographical loca-
tion, Jinan will play an important strategic role in the development of the central 
city of the Yellow River Basin, whether it is ecological protection and high-quality 
development of the Yellow River Basin or energy conversion, and its development 
vision will be highly consistent with the direction and implication of the national 
strategy. Therefore, it is an important way to promote the development of the 
carrying capacity of the Yellow River Basin. We should make use of the central city 
construction to improve the spatial ecological governance pattern of the Yellow 
River Basin. Taking the central city as the core, through coordinating the develop-
ment orientation of the city, we can form an orderly urban development pattern and 
establish a multi-centers, network-based regional ecological governance structure. 
In this regional ecological governance structure, each region not only seeks its own 
interests independently, but also adjusts and adapts to each other under the frame-
work of economic zone, realizing the coordination of economic boundary and 
governance boundary, thus promoting the optimization of spatial water resources 
governance pattern in the Yellow River Basin.

To promote the cooperation and linkage between the upper and lower reaches 
of the Yellow River Basin, and promote the urban water resources carrying capacity 
of the Yellow River Basin. We should strengthen the scientificity of the land and 
space planning of the central cities in the Yellow River Basin, make full use of 
the water resources to study and judge the future development direction of the 
city, promote the rational distribution of industry and population in the central 
city, and effectively play the role of scientific guidance and macro-control of 
urban planning. Promote the integration of multiple plans and establish a unified 
urban space planning system. In addition, it is also necessary to carry out accu-
rate policies on the classification of different main functional areas such as key 
development areas, prohibited development areas and ecologically fragile areas, 
so as to continuously improve the spatial governance pattern of water resources 
in the Yellow River Basin. We should adhere to the principle of determining the 
city by water, land, people and production by water. The middle reaches of the 
region should further enhance the ability of energy development, utilization and 
allocation, strengthen the ecological environment governance and restoration, 
and actively cultivate the continuous alternative industries. The downstream 
areas should adhere to the intensive development, continuously transform the 
development momentum, and enhance the carrying capacity of population and 
industry. It is important to note, however, that the effectiveness of multi-level 
governance depends on the smooth realization of collaboration between govern-
ments and between governments and external actors, but there is a lack of analysis 
of how vertical and horizontal governance models empower each other rather than 
constrain each other.

5.  Environmental change and sustainable development of regional 
function division

5.1  The impact of resource and environment changes on regional comprehensive 
carrying capacity

Many resource-based cities are facing the problem of resource exhaustion. 
According to the National Sustainable Development Plan for Resource-based Cities 
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(2013–2020), there are 262 resource-based cities in China. Among them, there are 
126 prefecture-level administrative regions, 62 county-level cities, 58 counties and 
16 municipal districts. In Northeast China, the industry started earlier and concen-
trated about one-sixth of the country’s resource-based cities (21 prefecture-level 
cities in the three northeastern provinces). Many of these resource-based cities 
are facing the risk of resource depletion. Economic development in these regions 
is lagging behind, people’s livelihood problems are prominent, and the ecological 
environment is under great pressure. Take Heilongjiang Province as an example. 
With the depletion of natural resources in Heilongjiang Province, 16 of the 33 major 
mines in the province have been depleted. The available resources of the forest 
industry system are only 19 million cubic meters, down 97.3% compared with the 
early days of the People’s Republic of China. There are 40 forestry bureaus in the 
province, 2/3 of which have no forest to harvest. The Daqing oilfield has only 30 per 
cent of recoverable reserves.

Resource-exhausted cities bring about the reduction of population and industrial 
carrying capacity. For cities in northeast China, from 2014 to 2018, the urban popula-
tion of some cities has decreased significantly, such as Anshan city by 19,700, Fushun 
city by 104,700, Daqing city by 91,400 and Benxi city by 89,000. Among the 19 
resource-based cities available (the data of Greater Khingan Mountains and Yanbian 
Korean Autonomous Prefecture are not available among the 21 prefecture-level 
cities mentioned above), the urban population of 13 cities is decreasing, with a total 
decrease of 662,400 people [16]. On the whole, the population of resource-based 
cities in Northeast China is decreasing. Among the 19 prefecture level cities, only 
Daqing City (5.21%), Heihe City (0.38%) and Yichun City (0.16%) increased the 
proportion of mining industry employees in the whole city. The proportion of mining 
industry employees in other cities decreased, especially Qitaihe City (down 20.11%), 
Fuxin City (down 18.15%), Jixi City (down 13.31%). The employment proportion of 
mining industry in the city decreased the most.

5.2 The unsustainable problems in the current regional function division

The industry is relatively simple and the economic transformation is difficult. 
The economic decline of northeast China in recent years is closely related to the 
“single structure” of northeast China’s industries. The proportion of energy and raw 
materials industries is too large, and modern manufacturing and modern service 
industries are underdeveloped. Due to the oversupply of bulk products in the 
international market, the domestic production of bulk product industry has been 
affected. Therefore, although there are many reasons for the economic downturn 
in northeast China, the “single structure” of the industry is undoubtedly one of the 
important reasons.

Excessive exploitation of resources results in serious environmental damage. 
Large-scale and extensive exploitation of natural resources is bound to cause serious 
damage to the ecological environment. In pursuit of wealth accumulation and 
economic growth, mining enterprises in areas with good resource endowments 
have risen to prominence, forming a large-scale, high-intensity and group-oriented 
resource development situation. Many resource-based cities thrive on mining, with 
cities built on top of mines and mining under cities. In recent years, the externalities 
of resource-based industries, such as environmental pollution, ecological decline 
and resource depletion, have become prominent. In particular, the process of 
resource utilization will cause environmental deterioration of atmosphere, water 
and soil, and at the same time, it will also give rise to a series of ecological environ-
mental problems.
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Central cities play an important role in promoting regional development. 
Central cities and urban agglomerations have become the main spatial forms of 
carrying development elements. For example, with its unique geographical loca-
tion, Jinan will play an important strategic role in the development of the central 
city of the Yellow River Basin, whether it is ecological protection and high-quality 
development of the Yellow River Basin or energy conversion, and its development 
vision will be highly consistent with the direction and implication of the national 
strategy. Therefore, it is an important way to promote the development of the 
carrying capacity of the Yellow River Basin. We should make use of the central city 
construction to improve the spatial ecological governance pattern of the Yellow 
River Basin. Taking the central city as the core, through coordinating the develop-
ment orientation of the city, we can form an orderly urban development pattern and 
establish a multi-centers, network-based regional ecological governance structure. 
In this regional ecological governance structure, each region not only seeks its own 
interests independently, but also adjusts and adapts to each other under the frame-
work of economic zone, realizing the coordination of economic boundary and 
governance boundary, thus promoting the optimization of spatial water resources 
governance pattern in the Yellow River Basin.

To promote the cooperation and linkage between the upper and lower reaches 
of the Yellow River Basin, and promote the urban water resources carrying capacity 
of the Yellow River Basin. We should strengthen the scientificity of the land and 
space planning of the central cities in the Yellow River Basin, make full use of 
the water resources to study and judge the future development direction of the 
city, promote the rational distribution of industry and population in the central 
city, and effectively play the role of scientific guidance and macro-control of 
urban planning. Promote the integration of multiple plans and establish a unified 
urban space planning system. In addition, it is also necessary to carry out accu-
rate policies on the classification of different main functional areas such as key 
development areas, prohibited development areas and ecologically fragile areas, 
so as to continuously improve the spatial governance pattern of water resources 
in the Yellow River Basin. We should adhere to the principle of determining the 
city by water, land, people and production by water. The middle reaches of the 
region should further enhance the ability of energy development, utilization and 
allocation, strengthen the ecological environment governance and restoration, 
and actively cultivate the continuous alternative industries. The downstream 
areas should adhere to the intensive development, continuously transform the 
development momentum, and enhance the carrying capacity of population and 
industry. It is important to note, however, that the effectiveness of multi-level 
governance depends on the smooth realization of collaboration between govern-
ments and between governments and external actors, but there is a lack of analysis 
of how vertical and horizontal governance models empower each other rather than 
constrain each other.

5.  Environmental change and sustainable development of regional 
function division

5.1  The impact of resource and environment changes on regional comprehensive 
carrying capacity

Many resource-based cities are facing the problem of resource exhaustion. 
According to the National Sustainable Development Plan for Resource-based Cities 
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5.3  Improvement of regional carrying capacity under sustainable development 
goals

Use comparative advantage, guide population and industry to move to the 
area with higher carrying capacity. Northeast China is rich in resources and has 
the resource base to develop the primary industry and the secondary industry. 
However, after the service industry of the tertiary industry has become the main 
engine of economic development, most areas in northeast China are affected 
by natural and climatic conditions, which makes it difficult for them to gather 
and attract more population and industries, and resource-based cities that used 
to absorb a large number of jobs are gradually facing the pressure of population 
outflow. In the future, it needs to guide the migration of population and industries 
to the big cities in northeast China, improve the core carrying capacity of big 
cities, and develop the industries of higher education, scientific research, military 
industry and heavy industry with northeast characteristics in big cities. In other 
large areas, at least in the short term, resource-based cities in northeast China, as 
an important energy supply base, still need to continue to assume the responsibility 
and pressure of supplying resources and energy in order to ensure the rigid demand 
for resources and energy and national strategic security.

In the long run, we should strengthen the endogenous driving force of economic 
growth in resource-exhausted cities by cultivating diversified industrial systems. 
Utilize local advantages to develop diversified industries. Take Fuxin, a coal city in 
Liaoning province, as an example, it has vast land and great agricultural develop-
ment potential, and the agricultural products processing industry is booming. Fuxin 
is rich in fluorite resources, and the fluorine chemical industry based on this raw 
material has begun to develop. Taking coal gangue produced in coal mining process 
as raw material, a number of building materials enterprises are emerging gradually. 
In view of the increasingly depleted resources, we should plan ahead to promote the 
development of emerging industries. For example, Volvo’s plant in Daqing, is a model 
for the introduction of new industries. Daqing, which has no automobile industry 
base at all, has initially set up a high-end automobile factory, injecting new vitality 
into this increasingly exhausted resource-based city. In 2017, Daqing exported more 
than 25,000 vehicles, with an export volume of $897 million, accounting for 74% of 
the city’s total exports. Therefore, it is feasible to construct capital intensive indus-
tries such as automobiles in remote, cold and remote areas due to their low labor cost, 
high degree of automation and low transportation cost.

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Chapter 16

Sustainability and Livelihoods
Chinta Srinivas

Abstract

The word environmental sustainability of late has been used as catch word for 
illustrating the climate change and subsequent sequential impact of various aspects 
of environmental landscape that include soil management, gaseous exchange, 
nutrient cycling, carbon emission, rainfall etc., Interpretation of environmental 
changes are interpreted based on very few trends which need not necessarily cause 
short term or long term impacts. The impact assessment of a region fundamentally 
depends on region specific history of habitat management, human interference, 
agricultural practices, Economic livelihood activities which depend on available 
natural resources and seasonality of intensity of activities. In the present study 
efforts are made to indentify the major NTFP based livelihood economic activities 
and relate the habitat management aspects along with commercial invasion that 
became detrimental to environmental threshold to call for sustainability alarm. The 
livelihoods in various developing economies have different environmental impacts. 
Such assessment of economic activities have any real environmentally detrimental 
consequences or is it being essentially over emphasizing to create such fears have 
been analyzed.

Keywords: sustainability, ecology, non timber forest economic activities, threshold

1. Introduction

Rural economic development being the focal point of many of the developing 
economies all over the world, livelihood opportunities is an inseparable entity. 
Livelihoods comprise the capabilities, assets (including both material and social 
resources) and activities for means of living [1]. A Livelihood is well-defined as the 
events, assets and the admittance which together defines the living multiplied by a 
single individual or family [2]. The three essential elements of life i.e. food, shelter 
and clothing are to be sourced or earned by any human being for sustaining his life 
and his family members. Therefore all such activities that involves means of find-
ing food, water, shelter, clothing for self and his dependants can be referred to as 
livelihoods.

United Nations Sustainability Goals are to be addressed of which goal ending 
everywhere in all forms we see poverty. Culmination of starvation, accomplish-
ing food security and better-quality Nutrition in addition to support and uplift 
Sustainable agriculture. Safeguard, renovate and encourage sustainable usage of 
earthly networks, sustainably be able to manage forests, fight against desertification 
as well as converse land degradation and halt biodiversity loss are the major direct 
impactful goals that can be addressed while indirectly combat the other sustain-
able goals during this study. Various studies have been reported on livelihood and 
sustainability [3], defined livelihood as a wealth of attainment of living. United 
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Kingdom’s Department of International Development (DFID) and the United States 
agency for International Development (USAID, 2005), more appropriately defines 
“Livelihoods are the means by which households obtain and maintain admittance 
to the possessions essential to ensure their immediate and long term survival”. 
Approximately 90% of farming activities are carried by rural of rural families [4]. 
Whereas in Africa, 70% of income is achieved through farming activities. And 
in Asia and Latin America, 50% of the household income is achieved by farming 
[4]. Among these the rural populace practice fishery, livestock raising and also 
small-scale farming activities apart from these other non-farming activities for 
their survival and for source of income (Figure 1). Many studies are being carried 
through various angles on the livelihoods worldwide. The village studies tradition, 
dominated by economists, but not exclusively so, was an important, empirically-
based alternatives to other economic analyses of rural situation [5]. In India, studies 
were made on diverse impacts of Green revolution [6, 7].

Studies on classic examination of rural change in Nigeria have been carried and 
also had studied the livelihood strategies in Zambia. Different people respond to 
changes in livelihoods differently, but the most common response seems to be that 
individuals and nations buoy their access to resources thus creating conditions for 
competition and conflict over those scare resources. The present paper enumer-
ates the status of native population and various influencing factors in divergence 
ineffective sustainable development strategies compromising the livelihoods of 
indigenous people. This paper addresses the limitations of governmental imposition 
of laws and break-even point for co-existence of indigenous habitants to harness 
available resources for their own sustenance.

2. NTFP trade

Livelihoods while traversing over a long period has attained commercial 
proportions globally. Demand and supply determines the dynamics of production 
for example forest wood is estimated at 3469 million M3 in 2011, of which 1891Mn 
Cu.m is fuel wood and 1578 Mn cu.m is industrial round wood. Of the Forest fuel 
wood produced apart from consumption for domestic use, about 10 percent of 
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(115 Mn cu.m) is marketed internationally. Similarly of the 406 Mn cu.m sawn 
wood produced, 120 Mn cu.m internationally marketed throughout the world. 
Similarly such higher consumption patterns have been observed globally for 
various other forest products such as wood panels 288 Mn cu.m, of which 71 Mn 
cu.m is traded globally. Paper and Paperboard production out of 403 Mn cu.m 
of which 112 Mn cu.m was exported into global markets. Estimated value of $ 
US 246 billion forest products are globally traded in 2011 FAO (FAOSTAT, 2013). 
Production of tropical industrial logs of round wood among ITTO member coun-
tries increased from 40.4 million m3 in 2009 to 141.4 million m3 in 2010, which 
dropped to 137.7 million m3 in 2011. Indonesia, Brazil, India and Malaysia are the 
four major countries that accounted for almost three quarters of total production 
in 2010 and an estimated 63 percent of production was in the Asia Pacific, reduc-
tion of production by over 18% by Malaysia resulted in drastic decline in produc-
tion [8]. It is also reported that Forestry & logging contributes to 1.2% of India’s 
GDP (Economic Survey, Ministry of Finance, 2011). At the rate of 5.5 (CAGR) 
between 2007 and 2011 the Indian forest products industry had total revenue of 
$65,844.6 million in 2011 similarly Consumption by industries in terms of vol-
ume, increased at the rate of CAGR of 0.2 percent between 2007–2011, to reach 
a total of 355.4 million cubic meters in 2011. Projection based on performance of 
the industry is to accelerate, with an anticipated CAGR of 7.7 percent for the five-
year period 2011–2016, which is expected to value US $ 95,467 million industry by 
the end of 2016. With the demand growth for forest based raw materials, resulting 
in drastic increase in harvest at a rate of CAGR of 5.5 percent calls for restraint 
and stricter forest policy and efforts to escalate sustainability to protect the liveli-
hoods of generations to come while evolving strategies forest succession based on 
natural habitat supporting diverse products.

The trades between South East countries are given below as on 2011 (Table 1).

2.1 Supply chain of NTFP

The general pathways of supply chain of NTFP will illustrate the intricacies of 
each segment of raw material base. Figure 2 depicts the schematic representation 
of supply chain of NTFP. Market access and strategic market interventions would 
determine the vertical and horizontal expansion of successful business enterprise. 
This can be achieved by facilitating through governmental interventions through its 
network of stakeholders and collaborating with national and international agencies 
as well as development projects [9, 10], however, demand for such forest based non-
timber products will only be viable in which suitable initiatives would be beneficial 

South – East Asia – NTFPs Trade

Country Number of 
enterprises

Number 
employed

Number of 
villages

Sales (in 
Euros)

India 27 2232 370 181594

Indonesia 29 1452 58 99838

Phillipines 64 1946 68 88417.8

Cambodia 38 7400 81 38344.2

Total 163 7400 600 408196

Source: NTFF’S ANNUAL REPORT 2011.

Table 1. 
Comparative trade pattern among the south East Asian countries and their share in total NTFP trade.
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US 246 billion forest products are globally traded in 2011 FAO (FAOSTAT, 2013). 
Production of tropical industrial logs of round wood among ITTO member coun-
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the end of 2016. With the demand growth for forest based raw materials, resulting 
in drastic increase in harvest at a rate of CAGR of 5.5 percent calls for restraint 
and stricter forest policy and efforts to escalate sustainability to protect the liveli-
hoods of generations to come while evolving strategies forest succession based on 
natural habitat supporting diverse products.

The trades between South East countries are given below as on 2011 (Table 1).

2.1 Supply chain of NTFP

The general pathways of supply chain of NTFP will illustrate the intricacies of 
each segment of raw material base. Figure 2 depicts the schematic representation 
of supply chain of NTFP. Market access and strategic market interventions would 
determine the vertical and horizontal expansion of successful business enterprise. 
This can be achieved by facilitating through governmental interventions through its 
network of stakeholders and collaborating with national and international agencies 
as well as development projects [9, 10], however, demand for such forest based non-
timber products will only be viable in which suitable initiatives would be beneficial 
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to the livelihoods of people who depend on such products. High demand is a pre-
requisite for NTFP business establishment, as seen for instance for Tropical Tasar 
silkworm rearing on Terminalia arjuna trees and Temperate Tasar Silkworm rearing 
on Quercus serrata and Quercus accutissima or oak trees the cocoons of which are the 
raw material for silk industry in India, charcoal [11], brooms [12], amarula products 
[13] or agar oil. Renewed exerted pressure for demand often invites professional 
and intense marketing strategies, in particular for exceptionally innovative prod-
ucts introduced into international markets [14, 15], funds for which are frequently 
not freely available. Nevertheless, studies have demonstrated that demand potential 
for NTFP products can be considerable, with quality and environmental friendli-
ness being the most important attributes [16, 17].

Business enterprises and projects based on NTFP business development mod-
els without considering the market consumption of product may fail since the 
increased supply of products cannot be absorbed, resulting in low prices of the 
products [10, 14, 18–21]. Markets and Prices being dynamic and volatile, NTF 
products will have to face hurdles in gaining foothold many a times [18, 22, 23], 
like many other commercial products, market slump and boom-bust cycles, or the 
sudden hibernation and limited or few buyers [13, 14] under such conditions, small-
scale producers should be skillfully equipped with product diversification options 
readily in place within the NTFP enterprises and forsake other income-generating 
opportunities [24].

Certain value chain setups have been demonstrated to fetch larger benefits 
for NTFP-processing enterprises. Short value chains are seen as beneficial, since 
the role of middlemen is restricted and producers can potentially obtain higher 
prices [1, 21, 25]. Furthermore, shorter chains may also ease implementation and 
control of standards [14]. The unorganized nature of NTFP becomes vulnerable to 
exploitative role of intermediaries, who misappropriate accrued benefits that have 
a cascading effect contributing towards poor marketing margins for producers has 
often been demonstrated [24, 26, 27]. However, lack of market information, poor 
infrastructure and financial constraints, intermediaries may sometimes be the only 
pathway for producers to market their products. The NTFP when takes the shape of 

Figure 2. 
Schematic representation supply Chain of NTFP.
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organized and structured system, the value chains with close cooperation among 
members are also commonly associated with economic benefits. Close networking 
and cooperation between collectors and processors might result in cost effectiveness 
and ensure that high-quality raw material is sourced through integrating modern 
technological interventions, for instance, via setup of collection centers, buyer–
seller meets or pick-up events [1, 28]. With modern technologies of SMS services 
Market, product and prices are available on finger tips. Such information dissemi-
nation services and networking among NTFP collectors can also provide collectors 
with assured market openings [29] via contracts; linkage of producers of limited 
capacity to international markets with higher profitable prices would improve their 
income [14, 30]. Such mutually co-existing cooperative system may also occur via 
groups of informal social norms, integrating value added supply chain members 
together, and providing accrued benefits.

Though, partnership among value chain members should not be seen as a highly 
lucrative proposition, but are inter-dependant mutualism depends on the respec-
tive posturing. For example, small-scale producers may be limited in their financial 
flexibility that allow economic freedom and are relegated to disadvantageous 
position depending on the conditions existing or set [18]. Furthermore, they may be 
restricted with little elbow room to exhibit higher value addition without scope for 
value-added NTFP development, whereas groups further downstream may accrue 
higher profits [20]. The livelihoods thus sustained by means of the NTFP are to 
be used judiciously to uphold the balance of harvesting and regeneration of forest 
resources made available for consumption on its own over a period of time.

The increased rate of demand and supply increasing at the rate of 5.5% have 
implications on, the imminent danger of depletion of NTFP and its cascading effect on 
livelihoods and unemployment. The rights of livelihoods and employment are under-
mined of aboriginals or actual inhabitants of the forest areas. The sustainability backed 
by stringent forest laws has implicit political maneuvering to displace original inhabit-
ants with settlers resulting in ethnic conflict as observed in north eastern India.

2.2 Aboriginals and livelihoods

Forest deprivations as well as deforestation are serious threats to sustainable 
development; their exponential rate of growth poses a severe risk to the world’s 
ecosystems. Forests are common property resources in many parts of the world. As 
[31] argued, open access to forests, without restriction, can be subjected to indis-
criminate harvesting leading to degradation of forests. Various non-timber forest 
products (NTFPs) manufactures drive their operations in unbarred or with limited 
self -restraint access systems of resource occupancy, resulting in misuse of NTFPs 
[12]. Aimed at the imperishable harvest of NTFPs, land and resource occupancy 
are crucial [32] quick expansion of market of NTFP products with little or no 
proprietorship security leads to over-harvesting [33]. However, the institutional 
interventions, policies, and law enforcement at the various levels both at local and 
international strata could help reduce the cataclysm of multitudes [14] and lead to 
the judicious utilization of quotidian resources.

Millions of people who depend directly or indirectly on forests for their liveli-
hoods or forest produces either entirely or partially along the entire segments of 
supply chain for either goods or service facilities at regional or international level 
will critically get affected due to forest degradation (FAO, 2011). The impact of 
forest degradation which result in reduced forest productivity which has a cascad-
ing detrimental effect on the livelihood of forest-dependent communities. The 
reasons for forest degradation often is attributed intricate complex interplay between 
forces of direct influences functioning at the local or provincial levels and ancillary 
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ness being the most important attributes [16, 17].
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els without considering the market consumption of product may fail since the 
increased supply of products cannot be absorbed, resulting in low prices of the 
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products will have to face hurdles in gaining foothold many a times [18, 22, 23], 
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scale producers should be skillfully equipped with product diversification options 
readily in place within the NTFP enterprises and forsake other income-generating 
opportunities [24].

Certain value chain setups have been demonstrated to fetch larger benefits 
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the role of middlemen is restricted and producers can potentially obtain higher 
prices [1, 21, 25]. Furthermore, shorter chains may also ease implementation and 
control of standards [14]. The unorganized nature of NTFP becomes vulnerable to 
exploitative role of intermediaries, who misappropriate accrued benefits that have 
a cascading effect contributing towards poor marketing margins for producers has 
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organized and structured system, the value chains with close cooperation among 
members are also commonly associated with economic benefits. Close networking 
and cooperation between collectors and processors might result in cost effectiveness 
and ensure that high-quality raw material is sourced through integrating modern 
technological interventions, for instance, via setup of collection centers, buyer–
seller meets or pick-up events [1, 28]. With modern technologies of SMS services 
Market, product and prices are available on finger tips. Such information dissemi-
nation services and networking among NTFP collectors can also provide collectors 
with assured market openings [29] via contracts; linkage of producers of limited 
capacity to international markets with higher profitable prices would improve their 
income [14, 30]. Such mutually co-existing cooperative system may also occur via 
groups of informal social norms, integrating value added supply chain members 
together, and providing accrued benefits.

Though, partnership among value chain members should not be seen as a highly 
lucrative proposition, but are inter-dependant mutualism depends on the respec-
tive posturing. For example, small-scale producers may be limited in their financial 
flexibility that allow economic freedom and are relegated to disadvantageous 
position depending on the conditions existing or set [18]. Furthermore, they may be 
restricted with little elbow room to exhibit higher value addition without scope for 
value-added NTFP development, whereas groups further downstream may accrue 
higher profits [20]. The livelihoods thus sustained by means of the NTFP are to 
be used judiciously to uphold the balance of harvesting and regeneration of forest 
resources made available for consumption on its own over a period of time.

The increased rate of demand and supply increasing at the rate of 5.5% have 
implications on, the imminent danger of depletion of NTFP and its cascading effect on 
livelihoods and unemployment. The rights of livelihoods and employment are under-
mined of aboriginals or actual inhabitants of the forest areas. The sustainability backed 
by stringent forest laws has implicit political maneuvering to displace original inhabit-
ants with settlers resulting in ethnic conflict as observed in north eastern India.

2.2 Aboriginals and livelihoods

Forest deprivations as well as deforestation are serious threats to sustainable 
development; their exponential rate of growth poses a severe risk to the world’s 
ecosystems. Forests are common property resources in many parts of the world. As 
[31] argued, open access to forests, without restriction, can be subjected to indis-
criminate harvesting leading to degradation of forests. Various non-timber forest 
products (NTFPs) manufactures drive their operations in unbarred or with limited 
self -restraint access systems of resource occupancy, resulting in misuse of NTFPs 
[12]. Aimed at the imperishable harvest of NTFPs, land and resource occupancy 
are crucial [32] quick expansion of market of NTFP products with little or no 
proprietorship security leads to over-harvesting [33]. However, the institutional 
interventions, policies, and law enforcement at the various levels both at local and 
international strata could help reduce the cataclysm of multitudes [14] and lead to 
the judicious utilization of quotidian resources.

Millions of people who depend directly or indirectly on forests for their liveli-
hoods or forest produces either entirely or partially along the entire segments of 
supply chain for either goods or service facilities at regional or international level 
will critically get affected due to forest degradation (FAO, 2011). The impact of 
forest degradation which result in reduced forest productivity which has a cascad-
ing detrimental effect on the livelihood of forest-dependent communities. The 
reasons for forest degradation often is attributed intricate complex interplay between 
forces of direct influences functioning at the local or provincial levels and ancillary 
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influencing forces functioning at the local, regional, national and international 
levels [7]. In general reasons for forest degradation is primarily attributed to interfer-
ence of extreme anthropogenic factors in developing countries, while in developed 
countries natural events are usually the reasons for genesis of degradation (FAO, 
2011). Fuel wood collection, charcoal making, and timber logging are the most 
severe problems fostering forest degradation in Africa and subtropical Asia, while 
timber logging and uncontrolled fires are the main drivers of degradation in Latin 
America [34, 35].

The main direct drivers of forest degradation in Myanmar are illegal logging, 
overexploitation of forest resources, fuel wood collection, and shifting cultiva-
tion [35]. Conventionally, the major contributing factor for forest degradation in 
Myanmar is attributed to excessive human infringement and exploitative activities, 
specifically the overexploitation of forest resources. However, very little is known 
about the reasons behind these activities driving forest degradation. It is of utmost 
importance to understand the degree of needs for survival of local population 
on forest resources of NTFPs and to recognize the contributing factors affecting 
this dependence. Reducing Emissions from Deforestation and Forest Degradation 
(REDD+) is an international voluntary mechanism under the United Nations 
Framework Convention on Climate Change (UNFCCC) designed to mitigate climate 
change by reducing greenhouse gases (GHG) emissions (UNFCCC Report, 2007).

The influencing factors which are attributed to forest degradation as well as 
deforestation by considering both social and natural systems are at the funda-
mental base by understanding the underlying mechanisms behind the forces of 
forest degradation is imperative to achieve the UN sustainable development goals. 
Utilization of forest resources in excess resulting from over dependence of the com-
munities are the causative attributes which mainly lead to forest degradation. Thus, 
by understanding influences of critical factors of survival on NTFPs would help 
blueprint and/or strategize to constitute to inscription on impediments on various 
characteristics by analyzing NTFPs for their livelihoods of such forest-dependent 
communities and their potential for developing policies and strategic interventions 
or measures (PAMs) that could mitigate in reducing forest degradation and restore 
or otherwise reestablish and improved forest management techniques. Policies 
measures thus enacted by countries undertake to address the grounds for deforesta-
tion and forest degradation nationally to mitigate the dangers of emerging environ-
mental issues [32, 36]. Multipronged approach of in combinations of new policy 
and measures from different sources are required to collectively address priority 
issues confronting the region specific measures to implementation, in a coherent 
way [REDD+ Programme. 2018). Depending on the country specific (i.e., priority, 
political preference, capacity, and stakeholders involved), policy measures may 
be a mixture of legal and institutional reforms, regulatory measures, and incen-
tives taking social and environmental safeguards into account as well as capacity 
building [37]. Strategically South Asian countries need to ensure policy measures 
that address the priority drivers of forest degradation and deforestation and also to 
overcome the barriers to the sustainable management of forests (REDD+ Program. 
2017). A balance needs to be made when Policy measures being contemplated, such 
as legal or regulatory reform need to be implemented at the national level while 
some should be implemented at the local level (REDD+ Programme, 2017). This 
present status underscores the need to further assess the fundamental rationale of 
depletion of forests and forest degradation and the dependency of local population 
on forest resources when the REDD+ plan is executed in a specific region. Strategies 
to reduce excessive exploitation of NTFPs, a policy structure could be evolved based 
on a close evaluation of the issues that affect aboriginal community dependent on 
Non-Timber Forest Products (NTFPs).
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The term Indigenous peoples, besides recognized in some areas as First 
peoples, First Nations, Aboriginal peoples or Native peoples or autochthonous 
peoples, are ethnic groups who are the original or earliest known inhabitants of an 
area, Groups usually are described as indigenous when they practice and continue 
to practice same traditions or other characteristics of an initial culture that is 
associated with a designated region. Many indigenous people do not practice this 
characteristic, as most people have imbibed substantial components of a colonial 
culture, such as attires, religious beliefs or languages and dialects. Indigenous 
peoples may have adopted themselves in a given region (sedentary) or might have 
relocating lifestyle across a large territory, but they generally establish linkages to 
their ancestry by descent co-existing with a specific region on which they dwell. 
Indigenous societies are found in every inhabited climate zone and continent of 
the world where human settlements are known to exist. The inter-relationship 
of habitants and their means of living have been debated in many international 
forums and commissions. It was specified that four criterions must be fulfilled in 
order to qualify for aboriginal subsistence whaling as part of International Whaling 
Commission proceedings [35]. The descendant of the first known inhabitants of an 
area, be of any origin, be dominated politically by out-siders and depend on simple 
technologies without being properly involved in the world economy.

The studies and surveys conducted in the tribal areas of Chhattisgarh state 
of India where forest stands are utilized by the aboriginal population for their 
livings are conserved by means of apportioning the available resources for self 
sustenance and for small portion of the products for commercial purposes to earn 
money for their living. The sustainability concept is inherent in their life style 
and religiosity attached to the nature by the aboriginals has gone a long way in 
protecting their livelihoods as well as the produce that they depend on for their 
survival. Depicting and showcasing native people in scantily clad, feathers in 
their head gear in international events are the norms in several parts of the world 
forums. Such show casing of exhibits of indigenous people was important for 
NGOs “Fund Raising, Eco Factories, environmental activists in the name of eco-
tourists are fundamentally thrusting their limited knowledge on locally solvable 
issues into politically and socially squeezable entities. The most aptly the phrase 
of [21] “Think Locally, Act Globally” is relevant to the present scenario for many 
developing economies where forest resources such as Amazonian, Australian, 
South African, Asian countries like India, Nepal, Vietnam and many more needs 
to adopt strategies to conserve the aboriginal evidence of people who are depen-
dent on the indigenous resources. The focuses of development politics by colonial 
and post colonial governments have not only been economically unsuccessful 
more often than not, but they have also frequently been harmful to the environ-
ment. A schematic representation depicting different economic activities of 
Income generation in a tribal family is given in Figure 3.

More than 50% of the income generated in a tribal family is from Non-timber 
Forest Produce while Agriculture other employments contributes (18%) each and 
cattle breeding 14% respectively. In such a scenario, the value system for preserva-
tion and sustained production chain is inherent to the indigenous habitants of the 
region. Generally prevailing scheme of natural resources and operating mechanism 
worldwide is shown in the Figure 4. NTFP resources are under the control of 
government is managed through Forest Department by inviting highest bidder 
the harvesting rights permitted by the local government authority. The agents of 
bidder and sub – agents in turn assign the task to Tribal collector. The over har-
vesting and exploitation and chain of corruption initiated in the process becomes 
detrimental to the livelihoods of the local people as the commercial exploitation 
set in through this process resulting in pushing the indigenous and poor people to 
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influencing forces functioning at the local, regional, national and international 
levels [7]. In general reasons for forest degradation is primarily attributed to interfer-
ence of extreme anthropogenic factors in developing countries, while in developed 
countries natural events are usually the reasons for genesis of degradation (FAO, 
2011). Fuel wood collection, charcoal making, and timber logging are the most 
severe problems fostering forest degradation in Africa and subtropical Asia, while 
timber logging and uncontrolled fires are the main drivers of degradation in Latin 
America [34, 35].

The main direct drivers of forest degradation in Myanmar are illegal logging, 
overexploitation of forest resources, fuel wood collection, and shifting cultiva-
tion [35]. Conventionally, the major contributing factor for forest degradation in 
Myanmar is attributed to excessive human infringement and exploitative activities, 
specifically the overexploitation of forest resources. However, very little is known 
about the reasons behind these activities driving forest degradation. It is of utmost 
importance to understand the degree of needs for survival of local population 
on forest resources of NTFPs and to recognize the contributing factors affecting 
this dependence. Reducing Emissions from Deforestation and Forest Degradation 
(REDD+) is an international voluntary mechanism under the United Nations 
Framework Convention on Climate Change (UNFCCC) designed to mitigate climate 
change by reducing greenhouse gases (GHG) emissions (UNFCCC Report, 2007).

The influencing factors which are attributed to forest degradation as well as 
deforestation by considering both social and natural systems are at the funda-
mental base by understanding the underlying mechanisms behind the forces of 
forest degradation is imperative to achieve the UN sustainable development goals. 
Utilization of forest resources in excess resulting from over dependence of the com-
munities are the causative attributes which mainly lead to forest degradation. Thus, 
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communities and their potential for developing policies and strategic interventions 
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measures thus enacted by countries undertake to address the grounds for deforesta-
tion and forest degradation nationally to mitigate the dangers of emerging environ-
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issues confronting the region specific measures to implementation, in a coherent 
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political preference, capacity, and stakeholders involved), policy measures may 
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tives taking social and environmental safeguards into account as well as capacity 
building [37]. Strategically South Asian countries need to ensure policy measures 
that address the priority drivers of forest degradation and deforestation and also to 
overcome the barriers to the sustainable management of forests (REDD+ Program. 
2017). A balance needs to be made when Policy measures being contemplated, such 
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lowest socioeconomic strata. Such experiences are recorded in a number of studies 
[13] studied in Northern Mexico, [14] in Khunjerab National Park (KNP) where 
he highlights the “exclusionary principle is neither new nor the environmental 
agencies and NGOs intervention, part of the blame for the failure of the KNP 
must fall on IUCN, the WWF and other organizations whose global mission for 
protecting wildlife could not contain or tackle the needs of local people who mostly 
involuntarily become involved in wildlife conservation. [38] while analyzing the 
Ngorongoro Conservation Area (NCA) in northern Tanzania in which International 

Figure 3. 
A schematic representation of economic activities in a tribal family.

Figure 4. 
Flow chart of process of NTFP allocation.
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Wildlife Conservation lobby was expelling huge number of pastoralists and their 
livestock because of environmental degradation and their impact on conservation 
values. Similarly [5] described the shortcomings in attending the combination of 
pastoral development and wildlife conservation using the case of the Amboseli Park 
in southern Kenya. In the present studies conducted in India exhibited over harvest-
ing, over stocking and exploitation resulting in desertification and diminishing eco-
nomic returns over a period of 5–10 years for a particular Forest Produce. Similar 
observations were also made, where overstocking, over grazing and desertifications 
have become self –reinforcing concepts, and the general rangelands have been 
expropriated for exclusive wild life conservation use [38]. The universal applicabil-
ity of the concepts of overgrazing and desertification has been seriously questioned. 
[39], shows convincingly how an opportunistic strategy in tropical Savannah areas 
is economically more efficient in terms of returns to farmers, than a governmental 
strategy based on the concept of carrying capacity. He concludes that evaluations 

Figure 5. 
Flow chart of loss of material loss.
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of conflicting perspectives thus becomes both political and technical and demands 
that more serious consideration is given to farmer’s knowledge.

Drastic commercialization and greed for quick buck coupled with amassing 
wealth in the shortest possible time, the livelihood resources mostly of NTFPs 
are harvested rapidly rendering depletion of basic material for rejuvenation and 
succession of plant biomass in different strata of forests. A study conducted in 
India indicates substantial loss of natural resources at various stages of supply 
chain which is depicted in the Figure 5. It may be observed that the highest loss of 
harvested product loss is in the first phase of product collection itself (20–30%). 
The impact of such a huge loss has a cascading effect on the rejuvenation of forests 
and their succession in the long run. However, frequency of harvesting activi-
ties should not deplete the resource base, should have minimal or no immediate 
environmental impact. Livelihood of local population should not be compromised 
by NTFP harvesting at commercial magnitude [40]. Unfortunately, resource 
extracted in excess resulting depletion and unsustainable scavenging practices is 
predominantly a common system in the sector. Although the thrust of the article 
identified other than environmental implications of NTFP harvesting and pro-
cessing, over 40% broach negative ecological effects most commonly, over exploi-
tation of the resource that become scarce. Uncontrolled and excessive harvesting 
due to high demand of the resource and unsustainable and primitive techniques 
of harvesting which leads to destructive harvesting [7, 41] or harvesting before 
sexual reproduction is reached [42], can lead to an overall of the resource crunch 
and a lower rate of forest regeneration and productivity of the NTFP species. 
The aggravated harvesting pressure leads to likely considerable post-harvest 
losses caused by a lack of or inadequate storage facilities which may lead to insect 
infestation or microbiological and fungal contamination. Indirect negative 
environmental implications can occur as well, such as the need for other natural 
resources, in particular firewood, for processing activities [43] or pollution and 
hunting during NTFP harvesting process [36] leading to further environmental 
degradation.

3. Threshold indicator

Critical analysis of degraded forests is essential to know if forests are being 
degraded and, if so, the reasons and the measures that could be taken to stop 
and restore the process forests regeneration has be put in place. Comprehensive 
knowledge on forest status and the degree of damage inflicted on forest resulting 
in degradation essentially is required to prioritize manual work force and financial 
resources to arrest further deterioration of inflicted damage and to re-establish and 
rehabilitate degraded forests.

The level and status of forest degradation can be categorized as either degraded 
or non-degraded and a process where the forests are at a threshold along a stretch 
of continuum of such degradation. Thresholds or reference points are needed to 
estimate the status of a forest, or the magnitude of disturbance caused along a 
sequence, and they may vary between countries and even within countries. Forests 
continuum changes due to natural procedure and human activity. However, when 
a boundaries of forests change modifying beyond a certain limit or amount, the 
forests may be classified to be degraded. Tipping point is another word used similar 
to the concept of threshold to describe the point at which the activity of degradation 
mortification becomes unrepairable (without intervention), leading to the changes 
to a permanent state.
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3.1 Components of SFM

We can deduce a few thematic components of SFM, such as the quantum of 
forest resources dimension; biological diversity within the forest ecosystem; forest 
robustness and exuberance; resource productivity and functional attributes of 
forest; Safeguarding responsibility of forest resources; socio-economic concomitant 
of forests; and legal, policy and organizational scaffolding (United Nations, 2007). 
A thematic variables component, or variations of them, stands the grounds for all 
the forest-related regional and international Criteria & Indicator (C&I) processes 
(FAO, 2003). Forests monitoring and reporting and appraising the status of for-
est management practices are fundamentally governed by the C&I designed and 
developed solely for this purpose. The C & I processes can be employed to audit 
purpose of evaluation SFM at different levels like national, sub-national and forest 
management unit (FMU) levels. They also provide suitable structural boundaries 
for critical analysis of status of forest degradation (FAO, 2009).

In a larger context, the SFM components circumscribe advantages placed on 
forest resources; therefore, forest degradation can be evaluated in terms of the 
amplitude of a forest to bestow those economic advantages. The major impedi-
ment in quantifying forest degradation is the inexplicit, conglomerate and often 
prejudiced interpretations of the concept (FAO, 2009). Any suggested procedure 
or technique must prescribe for and recognize various perceptions of it. Four key 
selection criteria have been used from the SFM components based on the indica-
tors identified for each and that they are quantifiable. The four criteria are: forest 
biological diversity; biomass, growing stock and carbon; assessing forest degrada-
tion 6 productive functions; protective functions. However SFM criterion of ‘legal, 
policy, and institutional framework’, indicators of forest degradation have proven 
less uncomplicated to identify. The applicability of the criterion ‘proportion of 
forest resources’ was ambiguous; therefore, neither of these is talked about in this 
analytical review. To some portion, the criterion ‘socio-economic functionality 
of forests’ is covered by the criterion ‘productive functional attributes of forest 
resources’ as loss of forest productivity would have profuse bearing for many of the 
socio-economic linked benefits of forests. Hence, this indicator has been included, 
for forest produces. On the other hand, it was considered that the quantified mea-
surement of all forest services is a very complex process it would be inappropriate 
and comprehensive detailing is beyond the scope of this paper. Since many forest 
benefits are of directly derived, such direct benefits could be measured in quanti-
fied terms with the changes in the supply of forest goods, while many services can 
only be measured indirectly. Plant Biomass, Net Primary Productivity resulting 
growing stock and carbon can be grouped separately where its impact or changes 
can measured in quantified terms that can feature as an indicator. Enumerating the 
biomass in quantified terms and its importance being recognized can be obtained 
through the measurement of growing stock or directly through biomass measures, 
and measures of carbon storage can be obtained using such as Vegetation carbon 
storage estimates, soil carbon storage estimation and litter carbon storage estimate 
are some standard methods adopted. Soil health or status as an indicator presents 
the condition of soil erosion as factor that impacts and regulates the sustained 
supply of forest goods and services that requires stable and fertile soils. The other 
determining factors such as soil salinity, soil structural variations or modifications, 
loss of organic matter, aspects of soil degradation, such as salinization, soil struc-
ture decline, organic matter loss, soil nutrient status and contamination are some 
of the other edaphic factors that determine sustainability of forests which are not 
considered within the scope of this paper.
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4. Conclusion

The importance of NTFPs in rural sustainable livelihoods are directly 
proportional to the conservation interventions of forest wealth which in turn 
have an impact on poverty reduction. The communities engaged in doing NTFPs 
value addition as an enterprise will be benefited with uninterrupted supply of 
raw materials thus strengthening the NTFP raw material base, simultaneously 
the processing units of these NTFPs quality will improve which have a cascading 
effect on rural livelihoods. But they people benefiting from the NTFP dependent 
enterprises should know and mitigate the negative impact on environment. 
Evolve and reinforce efforts of various projects and programs to achieve food 
security, escalate cash flow through income and conserve forests through NTFP 
related interventions. To achieve the UN Development goals during the course 
of present investigation, a comprehensive approach to have to be adopted which 
are enumerated as follows;

a. Using the present technology of satellite imaging mapping the of deforested 
areas that are to be restored, forest areas that put under the danger of destruc-
tion and lands which have degraded and are catchment areas which needs to 
be sustained for mitigating climate change should be made a priority for each 
country by the UNEP and mandatory for every country to follow.

b. National level Forest inventory of NTFPs are to be made and categorizing the 
consumption pattern of NTFPs such as (i) high commercial value products and 
high demand, (ii) moderate value season based demand (iii) high value but low 
demand products.

c. High commercial value and high in demand NTFPs should be shifted to 
cultivable category in degraded zones so that the supply of products would not 
be affected and employment is generated to the native population away from 
conservation areas. For example in India Temperate and Tropical Tasar silk-
worms feeding on Terminalia arjuna, Terminalia tomentosa, Quercus  accutissima, 
Quercus serrata which are basically product of non-timber forest based activity 
has been now made a commercially viable income generating activity forest 
dwelling of the based on volume of production and demand for silk yarn 
production.

d. The conservation along with native biodiversity should invariably brought 
under the irrigated forest land without access for a longer durations not less 
than five years except for native population who have land tending rights to 
maintain those irrigated forest land. Such delimitation would safeguard the 
sustenance rights of the local population by cultivating the high value – high 
demand product on commercial scale while protecting the forest lands for 
conservation would enable succession of forests in their natural form. The 
rejuvenation of such forest should be expanded slowly to contiguous areas so 
that the impact of deforestation and climate change can be mitigated faster 
without sacrificing the living rights of local population without compromising 
the environmental safety and balance of climate changes.

Such comprehensive and broader efforts globally could escalate and impact on 
achieving sustainability goals and reinforce the national and international conglom-
eration to respond proactively to contain poverty and secure livelihoods of local 
communities of their respective countries as a responsible welfare state.
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Chapter 17

How to Design Sustainable
Structures
Kazutoshi Fujihira

Abstract

Achieving sustainability is the ultimate goal-oriented challenge. Control science
can be applied to all goal-oriented tasks. Accordingly, utilizing control science, we
have been progressing in research on sustainability and sustainable design. Here this
chapter illustrates the methodology for designing sustainable structures with two
examples. In this context, “structures” include various city components, such as
buildings, roads, and parks, as well as the whole city. First, this chapter illustrates the
control system for promoting sustainable structure design. Next, it shows the process
of producing and revising sustainable structure design guidelines. Based on this pro-
cess, Section 4 demonstrates how to produce and revise sustainable housing design
guidelines, with the completed guidelines’ extracts. Moreover, Section 5 outlines a way
of producing sustainable urban design guidelines. Designing the whole city needs
extensive spatial planning; therefore, the guidelines consist of three parts: (1) devel-
opment allowable areas, (2) spatial relationships among city components, (3) princi-
ples of designing city components. This methodology’s characteristics include
visualization of the whole picture for promoting sustainable design, user-friendliness,
comprehensiveness, and adaptability to different and changing situations.

Keywords: sustainable structure, system control, design guidelines, housing design,
urban design, sustainable design, climate change

1. Introduction

Cities are becoming increasingly related to environmental change and sustainabil-
ity. Since 2007, more than half of theworld’s population has been living in urban areas;
that share is projected to rise 60% by 2030 [1]. A vast number of buildings, transport
systems, and other facilities occupy cities, where intense socio-economic activities are
performed. On the other hand, there have been various urban problems, including
sprawl, traffic congestion, environmental pollution, waste, unemployment, and
crimes.World cities are responsible for up to 70% of harmful greenhouse gases [2].
Furthermore, cities lie near waters, such as seas and rivers; therefore, urban areas are
at increased risk from flooding and sea-level rise caused by climate change.

Cities, as well as various city components, need to be designed and implemented
toward sustainability. The Sustainable Development Goals (SDGs) set by the United
Nations in 2015 also refer to cities, housing, and infrastructure. Typically, Goal 11
demands to make cities and human settlements inclusive, safe, resilient, and sus-
tainable. Meanwhile, Goal 9 requires people to build resilient infrastructure [3].

As the term “goal” indicates, achieving sustainability is the ultimate goal-
oriented challenge. The science of control can be applied to all goal-oriented tasks

277



Environmental Issues and Sustainable Development

276

[33] Alcorn, J.B. Economic Botany, 
Conservation, and Development: What’s 
the Connection? Ann. Missouri Bot. 
Gard. 1995, 82, 34-46.

[34] Hosonuma, N.; Herold, M.; De 
Sy, V.; De Fries, R.S.; Brockhaus, M.; 
Verchot, L.; Angelsen, A.; Romijn, E. 
An assessment of deforestation and 
forest degradation drivers in developing 
countries. Environ. Res. Lett. 2012, 
7, 4009.

[35] Kalland, A. 1993. Whale politics and 
Green Legitimacy. A Critique of anti-
whaling campaign. Anthropology Today 
9(2): 3-7.

[36] Matias, D.M.S.; Tambo, J.A.; 
Stellmacher, T.; Borgemeister, C.; 
von Wehrden, H. Commercializing 
traditional non-timber forest products: 
An integrated value chain analysis 
of honey from giant honey bees in 
Palawan, Philippines. For. Policy Econ. 
2018, 97, 223-231.

[37] Hugel, B.; Devalue, K.; Scriven, 
J.; Halverson, L.; Labbate, G.; Hicks, 
C.; Walcott, J.; Chiu, M.; Vickers, B.; 
Eggerts, E. Redd+ Academy Learning 
Journal, Module 7: Policies and Measures 
for REDD+ Implementation, 2; United 
Nations Enviornment Program, 
Châtelaine: Geneva, Switzerland, 2017; 
ISBN 9789280736472.

[38] Homewood, K. and Rodgers, W.A. 
1987. Pastoralism, Conservation and the 
overgrazing controversy. In D. Anderson 
& R. Grove (eds.). Conservation in 
Africa: People, Policies and Practice. 
Cambridge: Cambridge university press

[39] Stanford, S. 1983. Management of 
pastoral Development in the third world 
Chichester John willey & Son.

[40] Buchmann, C., Prehsler, S., Hartl, 
A., Vogl, C.R., The Importance of 
Baobab (Adansonia digitata L.) in 
Rural West African Subsistence—
Suggestion of a Cautionary Approach to 

International Market Export of Baobab 
Fruits. Ecol. Food Nutr. 2010, 49, 
145-172.

[41] Runk, J.V. Wounaan and Emberá 
use and management of the fiber 
palm Astrocaryum standleyanum 
(Arecaceae) for basketry in eastern 
Panamá. Econ. Bot. 2001, 55, 72-82. 
[CrossRef] .

[42] Delgado-Lemus, A., Casas, A., 
Téllez, O. Distribution, abundance 
and traditional management of 
Agave potatorumin the Tehuacán 
Valley, Mexico: Bases for sustainable 
use of non-timber forest products. J. 
Ethnobiol. Ethnomed. 2014, 10, 63.

[43] Jasaw, G.S.; Saito, O.; Takeuchi, 
K. Shea (Vitellaria paradoxa) Butter 
Production and Resource Use by 
Urban and Rural Processors in 
Northern Ghana. Sustainability 2015, 7, 
3592-3614.

Chapter 17

How to Design Sustainable
Structures
Kazutoshi Fujihira

Abstract

Achieving sustainability is the ultimate goal-oriented challenge. Control science
can be applied to all goal-oriented tasks. Accordingly, utilizing control science, we
have been progressing in research on sustainability and sustainable design. Here this
chapter illustrates the methodology for designing sustainable structures with two
examples. In this context, “structures” include various city components, such as
buildings, roads, and parks, as well as the whole city. First, this chapter illustrates the
control system for promoting sustainable structure design. Next, it shows the process
of producing and revising sustainable structure design guidelines. Based on this pro-
cess, Section 4 demonstrates how to produce and revise sustainable housing design
guidelines, with the completed guidelines’ extracts. Moreover, Section 5 outlines a way
of producing sustainable urban design guidelines. Designing the whole city needs
extensive spatial planning; therefore, the guidelines consist of three parts: (1) devel-
opment allowable areas, (2) spatial relationships among city components, (3) princi-
ples of designing city components. This methodology’s characteristics include
visualization of the whole picture for promoting sustainable design, user-friendliness,
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1. Introduction

Cities are becoming increasingly related to environmental change and sustainabil-
ity. Since 2007, more than half of theworld’s population has been living in urban areas;
that share is projected to rise 60% by 2030 [1]. A vast number of buildings, transport
systems, and other facilities occupy cities, where intense socio-economic activities are
performed. On the other hand, there have been various urban problems, including
sprawl, traffic congestion, environmental pollution, waste, unemployment, and
crimes.World cities are responsible for up to 70% of harmful greenhouse gases [2].
Furthermore, cities lie near waters, such as seas and rivers; therefore, urban areas are
at increased risk from flooding and sea-level rise caused by climate change.

Cities, as well as various city components, need to be designed and implemented
toward sustainability. The Sustainable Development Goals (SDGs) set by the United
Nations in 2015 also refer to cities, housing, and infrastructure. Typically, Goal 11
demands to make cities and human settlements inclusive, safe, resilient, and sus-
tainable. Meanwhile, Goal 9 requires people to build resilient infrastructure [3].

As the term “goal” indicates, achieving sustainability is the ultimate goal-
oriented challenge. The science of control can be applied to all goal-oriented tasks
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[4]. Besides, control science has produced remarkable results in many fields, par-
ticularly engineering [4]. Accordingly, utilizing control science, we have been
progressing in research on sustainability and sustainable design.

Based on our accomplished research results, this chapter illustrates the method-
ology for designing sustainable structures with two examples. First, it shows the
“control system for promoting sustainable structure design” and “process of pro-
ducing and revising sustainable structure design guidelines.” Following these basic
schemes, Section 4 demonstrates a way of producing and revising sustainable
housing design guidelines. Furthermore, Section 5 outlines how to produce
sustainable urban design guidelines.

2. Control system for promoting sustainable structure design

The “control system for promoting sustainable structure design” is demon-
strated in Figure 1. The upper and lower areas divided by the dotted line represent
the “theoretical world” and the “practical world,” respectively.

In this control system, “controlled objects” are structures, which include both
new and existing structures. In this context, “structures” include various city com-
ponents, such as houses, other buildings, roads, and parks, as well as the whole city.

“Disturbances”mean harmful influences on controlled objects resulting from envi-
ronmental, social, or economic problems. Instances of the disturbances are adverse
effects due to environmental pollution and a variety of impacts caused by climate
change. The course from “disturbances” to “sustainability”means “adaptation.” This
course has been added, on the basis of the current scientific understanding that achiev-
ing sustainability also needs adaptation measures to climate change impacts [5–8].

The purpose of control is the accomplishment of “sustainability.” The model of
sustainability (Figure 2) demonstrates that sustainability requires both fundamental
stability and internal stability, to achieve the long-termwell-being of all humankind,
within the finite global environment and natural resources [9]. Fundamental stability
means environmental stability and a stable supply of necessary goods; the conditions for
fundamental stability are “environmental preservation” and “sustainable use of natural
resources” [9]. Meanwhile, internal stability is social and economic stability; the

Figure 1.
Control system for promoting sustainable structure design.
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conditions for internal stability are “health,” “safety,” “mutual help,” and
“self-realization,”which are essential for the humans’well-being [9].

“Controlled variables” mean the variables that relate to controlled objects and
are necessary to be controlled for chiefly solving or preventing the problems or
adapting to disturbances [10, 11]. On the other hand, “desired values” are extracted
from the purpose of control, that is, sustainability. The control objective of this
control system is to adjust the controlled variables to their desired values.

In the practical world, the subjects of control are “people involved in design.”
The subjects vary depending on types of structures. For example, if controlled
objects are houses, people involved in design are homeowners, architects, designers,
and homebuilders. Meanwhile, in case of the whole city, people involved include
city planners, administrative staff, and representatives of the city residents.

In this control system, people involved in design adjust the controlled variables
to their desired values, by using the “sustainable design guidelines” and “sustain-
ability checklist.” The design guidelines and checklist have nearly the same expres-
sions, that is, elements, variables, and desired values. But the checklist is formed to
smoothly compare measured or estimated variables to the desired values and search
for controlled variables [10, 11].

When new structures are objects, information about the desired values first
reaches “people involved in design” through the “sustainable design guidelines.”
People involved prepare “drawings and specifications,” so that the variables of
structure’s elements can satisfy their desired values to the maximum. At significant
phases in the design process, people involved in design check the drawings and
specifications by seeing the “sustainability checklist” [10, 11].

In the case where objects are existing structures, the design process starts with
“inspection” on the structure as an object. Referring to the “sustainability check-
list,” the “people involved in design” measure or estimate each element’s variables
of that structure. After finishing the inspection, the people involved mostly prepare
“drawings and specifications” for improvement, so that controlled variables meet
their desired values to full potential [10, 11].

3. Process of producing and revising sustainable structure design
guidelines

The process of producing and revising the sustainable structure design guide-
lines and sustainability checklist is demonstrated in Figure 3. The upper area of the
figure is the theoretical world; the lower area is the practical world.

Figure 2.
Model of sustainability [9].
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[4]. Besides, control science has produced remarkable results in many fields, par-
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ducing and revising sustainable structure design guidelines.” Following these basic
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housing design guidelines. Furthermore, Section 5 outlines how to produce
sustainable urban design guidelines.
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Figure 1.
Control system for promoting sustainable structure design.
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conditions for internal stability are “health,” “safety,” “mutual help,” and
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People involved prepare “drawings and specifications,” so that the variables of
structure’s elements can satisfy their desired values to the maximum. At significant
phases in the design process, people involved in design check the drawings and
specifications by seeing the “sustainability checklist” [10, 11].

In the case where objects are existing structures, the design process starts with
“inspection” on the structure as an object. Referring to the “sustainability check-
list,” the “people involved in design” measure or estimate each element’s variables
of that structure. After finishing the inspection, the people involved mostly prepare
“drawings and specifications” for improvement, so that controlled variables meet
their desired values to full potential [10, 11].

3. Process of producing and revising sustainable structure design
guidelines

The process of producing and revising the sustainable structure design guide-
lines and sustainability checklist is demonstrated in Figure 3. The upper area of the
figure is the theoretical world; the lower area is the practical world.
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The middle part shows the route of preparing and utilizing the “sustainable
design guidelines” and “sustainability checklist.” System designers first produce or
revise the design guidelines and checklist through the process of three stages. After
that, system users employ the design guidelines and checklist. Subsequently, struc-
ture users utilize the completed structures that have been designed with the guide-
lines and checklist.

The four blocks on the left side demonstrate the items to check when producing
or revising the design guidelines and checklist. The contents of these four blocks can
change over time. On the other hand, the two blocks at the lower right demonstrate
the items to check when revising the systems, on the basis of the feedbacks from the
guidelines/checklist users and the structure users.

3.1 Production process of the design guidelines and checklist

The production process of the design guidelines and checklist is composed of
three stages: (1) identification of environmental, social, and economic problems
related to the relevant structures, (2) identification of the requirements for sustain-
able design of the relevant structures, (3) determination of elements, variables, and
their desired values in the design guidelines and checklist [12].

Figure 3.
Process of producing and revising the sustainable structure design guidelines and sustainability checklist.
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3.1.1 Identification of problems related to the relevant structures

In the first stage, system designers identify environmental, social, and economic
problems related to the relevant structures, while observing trends in understand-
ing such problems. The basis for the identification is that the problems affect the
total six stability conditions shown in Figure 2, such as health, safety, and environ-
mental preservation. When identifying problems, system designers take up
local/particular problems in their country or region, in addition to global/general
problems [12].

3.1.2 Identification of the requirements for sustainable design

Next, based on the specified problems, system designers identify the require-
ments for sustainable design of the relevant structures. For example, if “global
warming and climate change” are specified as problems in the first stage, “energy
saving,” “use of renewable energy,” and “conservation of green spaces” can be
specified as the requirements.

3.1.3 Determination of elements, variables, and their desired values

In the third stage, system designers convert the requirements for sustainable
design into the framework of “element-variable-desired value,” which can be found
in the design guidelines and checklist. The aim of this conversion is the convenience
of system users. The framework of “element-variable-desired value” concretely
shows design targets of each part of the relevant structures; thus, it enables the
system users to quickly find what should be designed and the design courses [12].

First, system designers determine “elements,” considering both the standard
structures and the requirements for sustainable design. Structures in one category
consist of almost the same component parts; accordingly, system designers can
select important parts of the standard structures as elements. Moreover, they may
add necessary elements to cover all of the requirements for sustainable design. For
example, when “use of renewable energy” is identified as one of the requirements,
“equipment for harnessing renewable energy” should be added as an element, even
if it is not common in current ordinary structures [9].

Next, system designers determine “variables” by examining the relationships
between each element and the relevant stability condition(s), as well as the related
requirement(s) for sustainable design. For instance, if “equipment for harnessing
renewable energy” is an element, its relationships with the relevant stability condi-
tions, namely environmental preservation and sustainable use of natural resources,
as well as the related requirement, namely use of renewable energy, should be
examined. Consequently, “harnessed renewable energy” can be determined as its
variable.

After that, system designers set the variables’ “desired values” to meet the
relevant stability conditions. If “harnessed renewable energy” is the variable, its
desired value can be set at “100% or more of the total energy usage.” When
determining “desired values,” system designers also consider trends in technology
and systems related to the relevant structures.

3.2 Revision process of the design guidelines and checklist

The “sustainable design guidelines” and “sustainability checklist” need to be
revised, adjusting to changing situations, and higher user-friendliness and accuracy.
The revision process can be divided into three spheres: (1) changes in the theoretical
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specified as the requirements.
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in the design guidelines and checklist. The aim of this conversion is the convenience
of system users. The framework of “element-variable-desired value” concretely
shows design targets of each part of the relevant structures; thus, it enables the
system users to quickly find what should be designed and the design courses [12].

First, system designers determine “elements,” considering both the standard
structures and the requirements for sustainable design. Structures in one category
consist of almost the same component parts; accordingly, system designers can
select important parts of the standard structures as elements. Moreover, they may
add necessary elements to cover all of the requirements for sustainable design. For
example, when “use of renewable energy” is identified as one of the requirements,
“equipment for harnessing renewable energy” should be added as an element, even
if it is not common in current ordinary structures [9].

Next, system designers determine “variables” by examining the relationships
between each element and the relevant stability condition(s), as well as the related
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renewable energy” is an element, its relationships with the relevant stability condi-
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as well as the related requirement, namely use of renewable energy, should be
examined. Consequently, “harnessed renewable energy” can be determined as its
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After that, system designers set the variables’ “desired values” to meet the
relevant stability conditions. If “harnessed renewable energy” is the variable, its
desired value can be set at “100% or more of the total energy usage.” When
determining “desired values,” system designers also consider trends in technology
and systems related to the relevant structures.

3.2 Revision process of the design guidelines and checklist

The “sustainable design guidelines” and “sustainability checklist” need to be
revised, adjusting to changing situations, and higher user-friendliness and accuracy.
The revision process can be divided into three spheres: (1) changes in the theoretical
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world, (2) changes in the practical world, (3) feedback from the users [12]. After
making preparations from the above three perspectives, system designers modify
the guidelines and checklist tables.

3.2.1 Changes in the theoretical world

Obvious changes over time in the theoretical world need to be reflected into the
design guidelines and checklist [12]. First of all, searching for recent changes in
environmental, social, and economic problems, system designers can modify the list
of problems related to the relevant structures. Based on the modified list of prob-
lems, the system designers can also amend the list of the requirements for sustain-
able design of the relevant structures. When amending these two lists, it is also
necessary to observe the latest trends in “understanding problems related to the
relevant structures” and “understanding about the relevant structures’ sustainabil-
ity.” Subsequently, system designers examine amendments to the “element-
variable-desired value” expressions of the design guidelines and checklist.

3.2.2 Changes in the practical world

Changes over time in the practical world are also necessary to be reflected in the
guidelines and checklist. Changes in the practical world include “changes in tech-
nology related to the relevant structures” and “changes in systems related to the
relevant structure design” [12].

3.2.3 Feedback from the users

“Feedback from the guidelines/checklist users” and “feedback from the struc-
ture users” also need to be examined, as shown at the lower right of Figure 3 [12].
The feedback from the guidelines/checklist users is information on reactions to the
guidelines and checklist, such as comments about the user-friendliness and validity
of these systems. Such information is utilized as a foundation for the improvement
of the systems. On the other hand, the feedback from the structure users is infor-
mation on reactions to the completed structures designed with the guidelines and
checklist. Such information, including comments on the structures’ amenities and
sustainability performance, is also useful for improving the systems.

4. Sustainable housing design guidelines

We produced the sustainable housing design guidelines and sustainability
checklist, mainly for use in Japan. After that, we made revisions on the design
guidelines and checklist. This section briefly explains the process of producing and
revising the sustainable housing design guidelines, anew following the procedure
demonstrated in Figure 3. In addition, this section has been organized based on
Section 4 of our latest study results, “Comprehensive strategy for sustainable
housing design.”

4.1 Sustainable housing design guidelines produced in Japan

4.1.1 Identification of problems related to housing

Producing the design guidelines begins with identifying environmental, social,
and economic problems related to houses. In this case, we selected global/general
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problems and local/particular problems observed in Japan. Significant problems are
shown in the second column of Table 1. Global/general issues include global
warming and climate change, and increased medical and nursing care expenses due
to aging population. Meanwhile, Japan’s local/particular problems include poor
indoor thermal performance, and earthquake damage.

4.1.2 Identification of the requirements for sustainable housing design

After specifying the housing-related problems, we identified the requirements
for sustainable housing design. For instance, “poor indoor thermal performance”
requires “improvement of indoor thermal performance.” In addition, relevant sta-
bility conditions are demonstrated in the right column of Table 1.

4.1.3 Determination of elements, variables, and their desired values

In the third stage, we first specified “elements,” considering both the standard
housing and the requirements for sustainable housing design. When considering the
standard housing, we analyzed two factors: “material” and “space” [10, 11]. “Mate-
rial” regards housing as the complexity of material elements, such as framework,
exterior, thermal insulation, windows and doors, interior, and piping. “Space”
considers housing as the complexity of spatial elements, such as rooms and areas

Type of
problems

Main environmental, social, and
economic problems related to
housing

Requirements for
sustainable housing design

Stability
conditions

Global/
general
problems

• Global warming and climate change • Energy saving
• Use of renewable energy
• Conservation of green

spaces

• Enviro-
preservation

• Sustainable
resources

• Depletion of natural resources
• Waste

• Extension of housing
lifespan

• Use of resource-saving or
waste-prevention
materials

• Sustainable
resources

• Harmful influences caused by
climate change

• Adaptation measures • Health
• Safety

• Flood risks due to rainwater flowing
out

• Water shortage risks

• Rainwater permeation
into the ground

• Water saving
• Use of rainwater

• Enviro-
preservation

• Sustainable
resources

• Health
• Safety

• Increased medical and nursing care
expenses due to aging population

• Accessible and universal
design

• Health
• Safety

Local/
particular
problems
(in Japan)

• Poor indoor thermal performance • Improvement of indoor
thermal performance

• Health
• Enviro-

preservation
• Sustainable

resources

• Earthquake damage • Higher resistance to
earthquakes

• Safety

Table 1.
Problems related to housing and requirements for sustainable housing design identified for the design guidelines
produced in Japan [extracts] [12].
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world, (2) changes in the practical world, (3) feedback from the users [12]. After
making preparations from the above three perspectives, system designers modify
the guidelines and checklist tables.

3.2.1 Changes in the theoretical world

Obvious changes over time in the theoretical world need to be reflected into the
design guidelines and checklist [12]. First of all, searching for recent changes in
environmental, social, and economic problems, system designers can modify the list
of problems related to the relevant structures. Based on the modified list of prob-
lems, the system designers can also amend the list of the requirements for sustain-
able design of the relevant structures. When amending these two lists, it is also
necessary to observe the latest trends in “understanding problems related to the
relevant structures” and “understanding about the relevant structures’ sustainabil-
ity.” Subsequently, system designers examine amendments to the “element-
variable-desired value” expressions of the design guidelines and checklist.

3.2.2 Changes in the practical world

Changes over time in the practical world are also necessary to be reflected in the
guidelines and checklist. Changes in the practical world include “changes in tech-
nology related to the relevant structures” and “changes in systems related to the
relevant structure design” [12].

3.2.3 Feedback from the users

“Feedback from the guidelines/checklist users” and “feedback from the struc-
ture users” also need to be examined, as shown at the lower right of Figure 3 [12].
The feedback from the guidelines/checklist users is information on reactions to the
guidelines and checklist, such as comments about the user-friendliness and validity
of these systems. Such information is utilized as a foundation for the improvement
of the systems. On the other hand, the feedback from the structure users is infor-
mation on reactions to the completed structures designed with the guidelines and
checklist. Such information, including comments on the structures’ amenities and
sustainability performance, is also useful for improving the systems.

4. Sustainable housing design guidelines

We produced the sustainable housing design guidelines and sustainability
checklist, mainly for use in Japan. After that, we made revisions on the design
guidelines and checklist. This section briefly explains the process of producing and
revising the sustainable housing design guidelines, anew following the procedure
demonstrated in Figure 3. In addition, this section has been organized based on
Section 4 of our latest study results, “Comprehensive strategy for sustainable
housing design.”

4.1 Sustainable housing design guidelines produced in Japan

4.1.1 Identification of problems related to housing

Producing the design guidelines begins with identifying environmental, social,
and economic problems related to houses. In this case, we selected global/general
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problems and local/particular problems observed in Japan. Significant problems are
shown in the second column of Table 1. Global/general issues include global
warming and climate change, and increased medical and nursing care expenses due
to aging population. Meanwhile, Japan’s local/particular problems include poor
indoor thermal performance, and earthquake damage.

4.1.2 Identification of the requirements for sustainable housing design

After specifying the housing-related problems, we identified the requirements
for sustainable housing design. For instance, “poor indoor thermal performance”
requires “improvement of indoor thermal performance.” In addition, relevant sta-
bility conditions are demonstrated in the right column of Table 1.

4.1.3 Determination of elements, variables, and their desired values

In the third stage, we first specified “elements,” considering both the standard
housing and the requirements for sustainable housing design. When considering the
standard housing, we analyzed two factors: “material” and “space” [10, 11]. “Mate-
rial” regards housing as the complexity of material elements, such as framework,
exterior, thermal insulation, windows and doors, interior, and piping. “Space”
considers housing as the complexity of spatial elements, such as rooms and areas
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Problems related to housing and requirements for sustainable housing design identified for the design guidelines
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[10, 11]. Moreover, in order to cover all of the requirements for sustainable housing
design, we added necessary elements, such as “equipment for harnessing renewable
energy.”

After specifying the elements, we identified the variables and their desired
values. Choosing one element, namely “thermal insulation,” the rest of this section
explains the details of identifying the variable and its desired value. First of all, we
determined “thermal insulation performance” as the variable, considering two
requirements, that is, “energy saving” and “improvement of indoor thermal per-
formance,” as well as the relevant stability conditions. Higher thermal insulation
performance contributes to “environmental preservation” and “sustainable use of
natural resources” due to a decrease in energy usage for air-conditioning and
heating, as well as residents’ better “health.”

When specifying the desired value, we observed trends in technology and sys-
tems related to housing thermal insulation performance. Japanese housing thermal
performance has traditionally been low. Japan’s building codes have not stipulated
the standards of housing thermal insulation performance. Meanwhile, since 2000, a
national voluntary system, namely the Japan Housing Performance Indication
Standards (JHPIS), have provided four-level thermal insulation performance
grades. Consequently, we determined the desired value to be the highest level in the
thermal insulation performance grades of the JHPIS.

4.2 The latest revision of the design guidelines

The above sustainable housing design guidelines produced in Japan have
recently been revised. This latest revision has dealt with the three aspects as men-
tioned before: (1) changes in the theoretical world, (2) changes in the practical
world, (3) feedback from the users.

4.2.1 Changes in the theoretical world

First of all, observing recent trends in understanding problems related to houses,
we have searched for problems which affect stability conditions. Consequently, as
shown in the second column of Table 2, we have specified additional problems that

Type of
problems

Environmental, social, and economic
problems related to housing

Requirements for
sustainable housing design

Stability
conditions

Global/
general
problems

• Breakdown risks in electricity systems
due to increasing wind and solar
power generation

• Storage of electricity • Sustainable
resources

• Health (in
crises)

• Safety (in
crises)

• Insufficient considerations for
homeworking, telecommuting, and
lifelong learning

• Considerations for
homeworking,
telecommuting, and
lifelong learning

• Self-
realization

Local/
particular
problems
(in Japan)

• Problems resulting from insufficient
communication

• Floor planning suitable for
good communication
among residents

• Mutual
help

• Self-
realization

Table 2.
Additional problems and requirements for sustainable housing design identified for the latest revision of the
design guidelines [extracts] [12].
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should be dealt with. Based on these problems, additional requirements for sustain-
able housing design have also been identified. After that, these additional require-
ments have been incorporated into the framework of “element-variable-desired
value.”

Choosing one requirement, namely “storage of electricity,” the following
describes the essentials of the identification and incorporation processes. In order to
curb global warming, the utilization of renewable energy, particularly wind and
solar power generation, is quickly increasing in many countries [13]. But the quan-
tity of electricity extracted from solar and wind sources varies chiefly with the time
of day, weather, and season. Therefore, a surge in wind and solar power generation
is also raising the risks of power failures [14, 15]. In order to cope with such
changing circumstances, we have added “storage of electricity” as a requirement for
sustainable housing design. Besides, storing electricity leads to securing an emer-
gency power source, which is one of the adaptation measures against climate
change.

When incorporating the “storage of electricity” into the guidelines, we have
added “storage battery” as a new material element. Subsequently, we have identi-
fied two variables of this new element: “type” and “linkage.” The desired value of
“type” has been specified as “stationary battery or electric vehicle battery.” Mean-
while, the desired value of “linkage” has been determined to be “interconnection
with the home electrical system.”

4.2.2 Changes in the practical world

Observing recent trends in housing-related technology and systems, we have
found noticeable changes, mainly in thermal insulation performance. Japanese
housing thermal performance has been gradually improving, due to progress in
technology and requirements for energy saving and occupants’ health. As a result,
recently, a new national voluntary system, the “net-zero energy house (ZEH)
certification standards,” has emerged and shown higher thermal performance
criteria than usual criteria [16]. Recognizing these changes, we have lifted the
desired value of “thermal insulation performance” of the two material elements:
“thermal insulation” and “windows and doors.” To be concrete, we have revised the
desired value from the highest level in the JHPIS’s thermal insulation performance
grades to the relevant criterion stipulated in the ZEH certification standards.

4.2.3 Feedback from the users

After finding a constructive opinion in recent feedback from the system users,
we have determined to include it in the latest revision. This opinion’s gist is that
lighting fixtures utilized in living spaces should be products with brightness and
color adjustment functions, for energy conservation and residents’ health. The
necessary brightness of indoor artificial lighting changes depending on circum-
stances, including residents’ visual comfort and natural lighting through windows.
Meanwhile, exposure to bright lights and blue light before bedtime suppresses
melatonin secretion and can affect sleep and potentially cause diseases [17, 18].
Accordingly, especially in living spaces, lighting fixtures fitted with brightness and
color adjustment functions are beneficial for energy conservation and residents’
health. Therefore, when revising the guidelines this time, we have added an
explanatory note to “LED,” the desired value of lighting fixtures’ type, saying
“lighting fixtures used in the living spaces are fitted with brightness and color
adjustment functions.”
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[10, 11]. Moreover, in order to cover all of the requirements for sustainable housing
design, we added necessary elements, such as “equipment for harnessing renewable
energy.”

After specifying the elements, we identified the variables and their desired
values. Choosing one element, namely “thermal insulation,” the rest of this section
explains the details of identifying the variable and its desired value. First of all, we
determined “thermal insulation performance” as the variable, considering two
requirements, that is, “energy saving” and “improvement of indoor thermal per-
formance,” as well as the relevant stability conditions. Higher thermal insulation
performance contributes to “environmental preservation” and “sustainable use of
natural resources” due to a decrease in energy usage for air-conditioning and
heating, as well as residents’ better “health.”

When specifying the desired value, we observed trends in technology and sys-
tems related to housing thermal insulation performance. Japanese housing thermal
performance has traditionally been low. Japan’s building codes have not stipulated
the standards of housing thermal insulation performance. Meanwhile, since 2000, a
national voluntary system, namely the Japan Housing Performance Indication
Standards (JHPIS), have provided four-level thermal insulation performance
grades. Consequently, we determined the desired value to be the highest level in the
thermal insulation performance grades of the JHPIS.
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The above sustainable housing design guidelines produced in Japan have
recently been revised. This latest revision has dealt with the three aspects as men-
tioned before: (1) changes in the theoretical world, (2) changes in the practical
world, (3) feedback from the users.

4.2.1 Changes in the theoretical world

First of all, observing recent trends in understanding problems related to houses,
we have searched for problems which affect stability conditions. Consequently, as
shown in the second column of Table 2, we have specified additional problems that
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• Insufficient considerations for
homeworking, telecommuting, and
lifelong learning

• Considerations for
homeworking,
telecommuting, and
lifelong learning

• Self-
realization

Local/
particular
problems
(in Japan)

• Problems resulting from insufficient
communication

• Floor planning suitable for
good communication
among residents

• Mutual
help

• Self-
realization

Table 2.
Additional problems and requirements for sustainable housing design identified for the latest revision of the
design guidelines [extracts] [12].
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should be dealt with. Based on these problems, additional requirements for sustain-
able housing design have also been identified. After that, these additional require-
ments have been incorporated into the framework of “element-variable-desired
value.”

Choosing one requirement, namely “storage of electricity,” the following
describes the essentials of the identification and incorporation processes. In order to
curb global warming, the utilization of renewable energy, particularly wind and
solar power generation, is quickly increasing in many countries [13]. But the quan-
tity of electricity extracted from solar and wind sources varies chiefly with the time
of day, weather, and season. Therefore, a surge in wind and solar power generation
is also raising the risks of power failures [14, 15]. In order to cope with such
changing circumstances, we have added “storage of electricity” as a requirement for
sustainable housing design. Besides, storing electricity leads to securing an emer-
gency power source, which is one of the adaptation measures against climate
change.

When incorporating the “storage of electricity” into the guidelines, we have
added “storage battery” as a new material element. Subsequently, we have identi-
fied two variables of this new element: “type” and “linkage.” The desired value of
“type” has been specified as “stationary battery or electric vehicle battery.” Mean-
while, the desired value of “linkage” has been determined to be “interconnection
with the home electrical system.”

4.2.2 Changes in the practical world

Observing recent trends in housing-related technology and systems, we have
found noticeable changes, mainly in thermal insulation performance. Japanese
housing thermal performance has been gradually improving, due to progress in
technology and requirements for energy saving and occupants’ health. As a result,
recently, a new national voluntary system, the “net-zero energy house (ZEH)
certification standards,” has emerged and shown higher thermal performance
criteria than usual criteria [16]. Recognizing these changes, we have lifted the
desired value of “thermal insulation performance” of the two material elements:
“thermal insulation” and “windows and doors.” To be concrete, we have revised the
desired value from the highest level in the JHPIS’s thermal insulation performance
grades to the relevant criterion stipulated in the ZEH certification standards.

4.2.3 Feedback from the users

After finding a constructive opinion in recent feedback from the system users,
we have determined to include it in the latest revision. This opinion’s gist is that
lighting fixtures utilized in living spaces should be products with brightness and
color adjustment functions, for energy conservation and residents’ health. The
necessary brightness of indoor artificial lighting changes depending on circum-
stances, including residents’ visual comfort and natural lighting through windows.
Meanwhile, exposure to bright lights and blue light before bedtime suppresses
melatonin secretion and can affect sleep and potentially cause diseases [17, 18].
Accordingly, especially in living spaces, lighting fixtures fitted with brightness and
color adjustment functions are beneficial for energy conservation and residents’
health. Therefore, when revising the guidelines this time, we have added an
explanatory note to “LED,” the desired value of lighting fixtures’ type, saying
“lighting fixtures used in the living spaces are fitted with brightness and color
adjustment functions.”
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Finally, all of the above revision items have been incorporated into the table of
the “element-variable-desired value” framework. The final revised version of the
guidelines has been shown in Table 3 in our latest study results, “Comprehensive

Element Variable Desired value

Framework Resistance to earthquakes JHPIS 1–1: Grade 2 or over

Durability JHPIS 3.1: Grade 3

Materials CASBEE LRH2 1.1: Level 4 or over

Exterior
(outer wall, roof, etc.)

Fire resistance (outer wall) JHPIS 2–6: Grade 3 or over

Shape and color Consideration for the landscape

Thermal insulation Thermal insulation
performance

Thermal performance criteria stipulated in the
net zero energy house (ZEH) certification

Windows and doors Thermal insulation
performance

Thermal performance criteria stipulated in the
ZEH certification

Sunlight adjustment capability CASBEE QH1 1.1.2: Level 4 or over

Protection of glass against
impacts

With shutters

Piping Measures for maintenance JHPIS 4.1: Grade 3

Lighting fixtures Type of light LED (lighting fixtures used in the living spaces
are fitted with brightness and color adjustment
functions)

Equipment for
harnessing natural
energy

Harnessed natural energy 100% or more of the total energy usage

Storage battery Type Stationary battery or electric vehicle battery

Linkage Interconnection with the home electrical system

Specified bedroom
(Bedroom for elderly
and wheelchair users)

Routes to toilet and bath area,
dining room, kitchen, and
entrance

Accessible without steps

Living/dining room and
kitchen area

Place in the home Between the entrance and private room area

Type of kitchen Open or semi-open

Area(s) for working
and learning

Place(s) in the home In or near the living/dining room and kitchen
area

Areas relating to water
use and hot-water
supply

Areas in the home Placing them closer

Position and area of
windows

Natural ventilation CASBEE QH1 1.2.1: Level 5

Doorways Differences in level No differences

Width 75 cm or more
(Bath: 60 cm or more)

Garden area Ratio of the garden area to the
exterior area

40% or more

(1) Material elements are from “framework” to “storage battery;” spatial elements are from “specified
bedroom” to “garden area.”
(2) JHPIS means the Japan Housing Performance Indication Standards (for new homes).
(3) CASBEEmeans CASBEE forDetachedHouses (for new construction) –TechnicalManual 2018 Edition.

Table 3.
The latest revised version of the sustainable housing design guidelines [extracts] [12].
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strategy for sustainable housing design.” Extracts from this latest revised version
are demonstrated in Table 3. The added and modified descriptions in the latest
revision are written in italics.

5. Sustainable urban design guidelines

This section outlines how to produce sustainable design guidelines for the whole
city. Figure 4 shows the process of producing and revising sustainable urban design
guidelines. This diagram has been drawn based on Figure 3 in Section 3. First, the
descriptions of “relevant structures” in Figure 3 have been replaced with “cities” or
“urban.” Moreover, three items have been added to the box of “Determination of
elements, variables, and their desired values in the design guidelines and checklist.”

5.1 Problems related to cities and requirements for sustainable urban design

5.1.1 Problems related to cities

As shown in the upper central part of Figure 4, producing the design guidelines
starts with identifying environmental, social, and economic problems related to

Figure 4.
Process of producing and revising the sustainable urban design guidelines.

287

How to Design Sustainable Structures
DOI: http://dx.doi.org/10.5772/intechopen.95012



Finally, all of the above revision items have been incorporated into the table of
the “element-variable-desired value” framework. The final revised version of the
guidelines has been shown in Table 3 in our latest study results, “Comprehensive

Element Variable Desired value

Framework Resistance to earthquakes JHPIS 1–1: Grade 2 or over

Durability JHPIS 3.1: Grade 3

Materials CASBEE LRH2 1.1: Level 4 or over

Exterior
(outer wall, roof, etc.)

Fire resistance (outer wall) JHPIS 2–6: Grade 3 or over

Shape and color Consideration for the landscape

Thermal insulation Thermal insulation
performance

Thermal performance criteria stipulated in the
net zero energy house (ZEH) certification

Windows and doors Thermal insulation
performance

Thermal performance criteria stipulated in the
ZEH certification

Sunlight adjustment capability CASBEE QH1 1.1.2: Level 4 or over

Protection of glass against
impacts

With shutters

Piping Measures for maintenance JHPIS 4.1: Grade 3

Lighting fixtures Type of light LED (lighting fixtures used in the living spaces
are fitted with brightness and color adjustment
functions)

Equipment for
harnessing natural
energy

Harnessed natural energy 100% or more of the total energy usage

Storage battery Type Stationary battery or electric vehicle battery

Linkage Interconnection with the home electrical system

Specified bedroom
(Bedroom for elderly
and wheelchair users)

Routes to toilet and bath area,
dining room, kitchen, and
entrance

Accessible without steps

Living/dining room and
kitchen area

Place in the home Between the entrance and private room area

Type of kitchen Open or semi-open

Area(s) for working
and learning

Place(s) in the home In or near the living/dining room and kitchen
area

Areas relating to water
use and hot-water
supply

Areas in the home Placing them closer

Position and area of
windows

Natural ventilation CASBEE QH1 1.2.1: Level 5

Doorways Differences in level No differences

Width 75 cm or more
(Bath: 60 cm or more)

Garden area Ratio of the garden area to the
exterior area

40% or more

(1) Material elements are from “framework” to “storage battery;” spatial elements are from “specified
bedroom” to “garden area.”
(2) JHPIS means the Japan Housing Performance Indication Standards (for new homes).
(3) CASBEEmeans CASBEE forDetachedHouses (for new construction) –TechnicalManual 2018 Edition.

Table 3.
The latest revised version of the sustainable housing design guidelines [extracts] [12].

286

Environmental Issues and Sustainable Development

strategy for sustainable housing design.” Extracts from this latest revised version
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city. Figure 4 shows the process of producing and revising sustainable urban design
guidelines. This diagram has been drawn based on Figure 3 in Section 3. First, the
descriptions of “relevant structures” in Figure 3 have been replaced with “cities” or
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cities. While observing trends in understanding city-related problems, system
designers search for the problems that should be identified. In this section, only
typical global/general problems have been extracted and demonstrated in Table 4.

5.1.2 Requirements for sustainable urban design

In the second stage, based on the selected problems related to cities, system
designers identify the requirements for sustainable urban design. Identified require-
ments for sustainable urban design are demonstrated in the second column of
Table 4. For example, “damage caused by natural disasters” and “harmful influences
caused by climate change” require “exclusion of natural disaster danger areas from
development areas” and “measures for disaster damage prevention and reduction.”

Environmental, social, and economic
problems related to cities (Main
global/general problems)

Requirements for sustainable urban
design

Stability
conditions

• Urban sprawl
• Environmental destruction
• Biodiversity loss

• Prevention of urban sprawl
• Environmental protection
• Biodiversity conservation

• Enviro-
preservation

• Global warming and climate change • Energy saving
• Use of renewable energy
• Conservation of green spaces

• Enviro-
preservation

• Sustainable
resources

• Damage caused by natural disasters
• Harmful influences caused by

climate change

• Exclusion of natural disaster danger areas
from development areas

• Measures for disaster damage prevention
or reduction

• Safety
• Health

• Urban heat island • Increase in green spaces
• Reduction in waste heat from buildings,

vehicles, etc.

• Enviro-
preservation

• Health

• Depletion of natural resources
• Waste
• Environmental pollution

• Extension of the lifespan of constructions
and products

• Use of resource-saving or waste-
prevention materials

• Proper waste management

• Enviro-
preservation

• Sustainable
resources

• Traffic congestion
• Automobile pollution

• Shifts from automobile to mass transit,
walking and biking

• Enviro-
preservation

• Sustainable
resources

• Health

• Lack of physical activity • Inducement to walking and biking
• Safe streets
• Recreational facilities and places

• Health
• Safety

• Sluggish economy
• Less social cohesion
• Crimes

• Consideration for increasing economic
vitality

• Consideration for encouraging social
interaction

• Increase in people’s “eyes on the street”

• Safety
• Mutual help
• Self-

realization

• Increase of medical and nursing care
expenses due to aging population

• Accessible and universal design • Health
• Safety

Table 4.
Main global/general problems related to cities and requirements for sustainable urban design.
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5.2 Sustainable urban design guidelines

In the third stage, the requirements for sustainable urban design are converted
into the “element-variable-desired value” framework of the design guidelines.
When designing the whole city, people involved must consider the extent of land
development areas, the placement of city components, and city components’ design
principles. The requirements in Table 4 also extend over these three spheres.
Therefore, as shown in Figure 4, we have divided the third stage into three steps:
(1) development allowable areas, (2) spatial relationships among city components,
(3) principles of designing city components.

5.2.1 Development allowable areas

The first step focuses on the relationship between land development and natural
features. As demonstrated in Figure 5, a municipal territory can be divided into
development restrictive areas and development allowable areas. “Development
allowable areas” are areas where land development can be permitted.

Table 5 shows the essentials of the first part of the sustainable urban design
guidelines. At first, we have identified “development allowable areas” as the ele-
ment. Next, we have determined its three variables: (1) risk of biodiversity loss, (2)
risk of natural disasters, (3) gradient of the topography. When defining “develop-
ment allowable areas,” it is necessary to select areas where all these three variables
meet their desired values.

Element Variable Desired value Remarks

Development
allowable
areas

Risk of
biodiversity loss

Lower risk of
biodiversity loss

Risk of natural
disasters

Lower risk of
natural disasters

• Examples of natural disasters: flood
damage, landslides, drought damage, and
forest fires.

Gradient of the
topography

Flat or gently-
sloping topography

Table 5.
Sustainable urban design guidelines (1) development allowable areas [essentials].

Figure 5.
Concept diagram for considering sustainable urban design.
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5.2 Sustainable urban design guidelines

In the third stage, the requirements for sustainable urban design are converted
into the “element-variable-desired value” framework of the design guidelines.
When designing the whole city, people involved must consider the extent of land
development areas, the placement of city components, and city components’ design
principles. The requirements in Table 4 also extend over these three spheres.
Therefore, as shown in Figure 4, we have divided the third stage into three steps:
(1) development allowable areas, (2) spatial relationships among city components,
(3) principles of designing city components.

5.2.1 Development allowable areas

The first step focuses on the relationship between land development and natural
features. As demonstrated in Figure 5, a municipal territory can be divided into
development restrictive areas and development allowable areas. “Development
allowable areas” are areas where land development can be permitted.

Table 5 shows the essentials of the first part of the sustainable urban design
guidelines. At first, we have identified “development allowable areas” as the ele-
ment. Next, we have determined its three variables: (1) risk of biodiversity loss, (2)
risk of natural disasters, (3) gradient of the topography. When defining “develop-
ment allowable areas,” it is necessary to select areas where all these three variables
meet their desired values.
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The first variable, “risk of biodiversity loss,” is mainly related to two require-
ments shown in Table 4, namely “environmental protection” and “biodiversity
conservation.” Considering these two requirements and their related stability con-
dition, namely “environmental preservation,” we have determined its desired value
as a “lower risk of biodiversity loss.” This means that areas with a higher risk of
biodiversity loss, such as Key Biodiversity Areas, must be excluded from develop-
ment allowable areas. According to the International Union for Conservation of
Nature (IUCN), Key Biodiversity Areas are sites contributing significantly to the
global persistence of biodiversity [19].

The second variable, “risk of natural disasters,” is connected with another
requirement in Table 4, “exclusion of natural disaster danger areas from develop-
ment areas.” Considering this requirement and its related stability conditions,
“safety” and “health,” we have specified its desired value as a “lower risk of natural
disasters.” Examples of natural disasters are flood damage, landslides, drought dam-
age, and forest fires. When estimating natural disaster risks, system designers should
also consider future risks caused by climate change, in addition to current risks.

Element Variable Desired value Remarks

Residence and
service zones

Facilities placed in the
residence and service
zones

Facilities for people’s
use and related facilities

• Examples of facilities for
people’s use: housing,
buildings for various
services, streets, and parks.

Extent of the residence
and service zone from a
station of passenger
transport

1.Within walking
distance of an
interurban railway
station

• At least one of the two
desired values must be
satisfied.

• Walking distance should be
set at 1000 m or less.

• Short walking distance
should be set at 500 m or
less.

2.Within short
walking distance of a
local transport
(tram/bus) line’s
station

Main streets Layout Well-connection to
essential facilities

• Examples of essential
facilities: interurban railway
stations, and large-scale
public facilities.

Residential
streets

Access to main streets Convenient

Routes of local
public transport
(tram/bus)

Relation with streets On main streets, in
principle

Lots for larger
buildings

Relation with streets Connected to main
streets

Lots for smaller
buildings

Relation with streets Connected to
residential streets

Lots for
frequently used
facilities

Relation with passenger
transport

In close vicinity to
passenger transport
stations

Factory and plant
zones

Facilities placed in the
factory and plant zones

Facilities for large-scale
production and related
facilities

• Examples of the facilities
for large-scale production:
manufacturing factories,
and power plants.

Table 6.
Sustainable urban design guidelines (2) spatial relationships among city components [extracts].
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Meanwhile, the third variable, “gradient of the topography,” is associated with
two requirements in Table 4, “environmental protection” and “accessible and
universal design.” Considering these requirements and their related stability condi-
tions, namely “environmental preservation,” “health,” and “safety,” we have
determined its desired value as “flat or gently-sloping topography.” When steep
slopes are disturbed by removing vegetation and developing the hillside or moun-
tainside, significant environmental issues can arise. Potential consequences can
include soil erosion, landslides, an increase in downstream runoff, and flooding
[20–22]. Moreover, slopes become steeper, the provision of infrastructure and
accessible design becomes more difficult and expensive [21]. Accordingly, areas
with steep slopes should be excluded from development allowable areas.

5.2.2 Spatial relationships among city components

The second step, spatial relationships among city components, focuses on the
placement of land development sites and facilities. Land development sites need to
be situated in development allowable areas. As shown in Figure 5, land develop-
ment sites can be divided into three major zones: (1) residence and service zone,

Element Variable Desired value Remarks

Main streets Main divisions of
the street surface

Sidewalk, planting zone, bike
lane, roadway

Design of spaces for
pedestrians

Accessible and universal design

Roadway space Considerations for the passage of
public transport (tram/bus)

Residential
streets

Passage Pedestrians, bicycles, vehicles
for the residents

• Priority to pedestrians

Larger buildings Energy usage of the
building

Net zero energy building • High energy efficiency
• Use of renewable

energy

Height limits for
construction

Not high • Hight for several-floor
buildings at the
maximum

Uses of the
building’s street-
level floor

Priority to service uses

Smaller
buildings

Energy usage of the
building

Net zero energy building • High energy efficiency
• Use of renewable

energy

Height limits for
construction

Low • Hight for a-few-floor
buildings

Public open
spaces (parks,
etc.)

Green coverage
ratio

High

Manufacturing
factories

Raw materials used
for manufacturing

Priority to locally produced
materials and used materials

Energy
production
plants

Type of energy
resources

Renewable energy

Table 7.
Sustainable urban design guidelines (3) principles of designing city components (extracts).

291

How to Design Sustainable Structures
DOI: http://dx.doi.org/10.5772/intechopen.95012



The first variable, “risk of biodiversity loss,” is mainly related to two require-
ments shown in Table 4, namely “environmental protection” and “biodiversity
conservation.” Considering these two requirements and their related stability con-
dition, namely “environmental preservation,” we have determined its desired value
as a “lower risk of biodiversity loss.” This means that areas with a higher risk of
biodiversity loss, such as Key Biodiversity Areas, must be excluded from develop-
ment allowable areas. According to the International Union for Conservation of
Nature (IUCN), Key Biodiversity Areas are sites contributing significantly to the
global persistence of biodiversity [19].

The second variable, “risk of natural disasters,” is connected with another
requirement in Table 4, “exclusion of natural disaster danger areas from develop-
ment areas.” Considering this requirement and its related stability conditions,
“safety” and “health,” we have specified its desired value as a “lower risk of natural
disasters.” Examples of natural disasters are flood damage, landslides, drought dam-
age, and forest fires. When estimating natural disaster risks, system designers should
also consider future risks caused by climate change, in addition to current risks.

Element Variable Desired value Remarks

Residence and
service zones

Facilities placed in the
residence and service
zones

Facilities for people’s
use and related facilities

• Examples of facilities for
people’s use: housing,
buildings for various
services, streets, and parks.

Extent of the residence
and service zone from a
station of passenger
transport

1.Within walking
distance of an
interurban railway
station

• At least one of the two
desired values must be
satisfied.

• Walking distance should be
set at 1000 m or less.

• Short walking distance
should be set at 500 m or
less.

2.Within short
walking distance of a
local transport
(tram/bus) line’s
station

Main streets Layout Well-connection to
essential facilities

• Examples of essential
facilities: interurban railway
stations, and large-scale
public facilities.

Residential
streets

Access to main streets Convenient

Routes of local
public transport
(tram/bus)

Relation with streets On main streets, in
principle

Lots for larger
buildings

Relation with streets Connected to main
streets

Lots for smaller
buildings

Relation with streets Connected to
residential streets

Lots for
frequently used
facilities

Relation with passenger
transport

In close vicinity to
passenger transport
stations

Factory and plant
zones

Facilities placed in the
factory and plant zones

Facilities for large-scale
production and related
facilities

• Examples of the facilities
for large-scale production:
manufacturing factories,
and power plants.

Table 6.
Sustainable urban design guidelines (2) spatial relationships among city components [extracts].

290

Environmental Issues and Sustainable Development

Meanwhile, the third variable, “gradient of the topography,” is associated with
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tions, namely “environmental preservation,” “health,” and “safety,” we have
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include soil erosion, landslides, an increase in downstream runoff, and flooding
[20–22]. Moreover, slopes become steeper, the provision of infrastructure and
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(2) factory and plant zone, (3) primary industrial zone. The “residence and service
zone” contains facilities for people’s use, such as housing, buildings for various
services, streets, and parks. The “factory and plant zone” contains facilities for
large-scale industrial production, such as manufacturing factories and power plants.
The “primary industrial zone” includes farmlands and planted forests. In addition,
the “factory and plant zone” and “residence and service zone” are closely connected
to the “secondary industry” and “tertiary industry,” respectively. Meanwhile, facil-
ities for interurban and local transport are also significant as city components.
Accordingly, we have added typical transport routes to Figure 5, dividing them into
passenger transport and freight transport.

Bearing standard cities in mind, we have specified important spatial relation-
ships among city components. Extracts of such relationships are shown in Table 6.
Choosing one element, that is, “residence and service zone,” the rest of this section
explains a key variable and its desired value. First, we have identified “extent of the
residence and service zone from a station of passenger transport” as the key vari-
able. Next, we have determined its two desired values: (1) within walking distance
of an interurban railway station, (2) within short walking distance of a local trans-
port (tram/bus) line’s station. At least one of the two desired values need to be met.

Satisfying the above desired value contributes to meeting many of the require-
ments shown in Table 4. First, limiting the residence and service zones within
walking distances of public transportation stations leads to environmental protec-
tion by preventing urban sprawl. It also promotes the shift from automobile to mass
transit systems, walking, and biking, which reduces traffic congestion, pollution,
and CO2 emissions. Meanwhile, an increase in walking and biking leads to better
health. Furthermore, lively pedestrian traffic contributes to increasing economic
vitality and social interaction, as well as preventing crimes through an increase in
people’s “eyes on the street” [23–25].

5.2.3 Principles of designing city components

The third step shows the principles of designing city components. In this step,
first, main city component types are identified as elements. Next, items that
strongly influence urban sustainability are determined as variables. Part of such
elements and variables are demonstrated in Table 7.

Choosing one element from this table, that is, “larger buildings,” the rest of this
section comments on the selected three variables and their desired values. Meeting
these desired values helps to fill various requirements for sustainable urban design.

Concerning the first variable, “energy usage of the building,” we have identified
its desired value as “net-zero energy building.” Achieving this desired value
requires buildings’ high-level energy efficiency and the use of renewable energy. In
addition, installing equipment for using renewable energy, such as solar panels, is a
measure for disaster damage reduction, since such equipment can provide
emergency electricity.

Meanwhile, we have determined the desired value of “height limits for con-
struction” to be “not high,” more specific “height for several-floor buildings at the
maximum.” There are many disadvantages in constructing tall buildings, including
skyscrapers. The taller the buildings become, the more difficult they achieve net-
zero energy buildings. Installing solar panels on the roof is a common way to use
renewable energy at building sites; however, high-rise buildings inevitably increase
the ratio of total floor area to the roof area. Besides, high-rise buildings often block
surrounding buildings from the sun and make it difficult to use renewable energy.
Furthermore, controlling buildings’ height uniform with neighbors also contributes
to better landscapes.
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Regarding the third variable, “uses of the building’s street-level floor,” we have
identified its desired value as “priority to service uses.” If the street-level floor of
residential buildings facing main streets is allocated for service uses, such as shops,
pedestrian traffic can increase. Lively pedestrian traffic helps economic vitalization,
social interaction, and crime prevention [23–25].

6. Conclusion

This chapter illustrated the system-control-based methodology for sustainable
structure design, with the examples of housing and urban design. Section 2 showed
the “control system for promoting sustainable structure design.” The third section
demonstrated the “process of producing and revising sustainable structure design
guidelines.” The fourth section included the extracts of the sustainable housing
design guidelines produced and revised in Japan. Lastly, Section 5 outlined a way of
producing sustainable urban design guidelines. Unlike the design of city compo-
nents, such as houses, the design of the whole city needs extensive spatial planning.
Accordingly, the final stage of producing sustainable urban design guidelines con-
sists of the three steps: (1) development allowable areas, (2) spatial relationships
among city components, (3) principles of designing city components.

As already shown in our previous studies, this methodology has the following
four characteristics: (1) visualization of the whole picture for promoting sustainable
design, (2) user-friendliness, (3) comprehensiveness, (4) adaptability to different
and changing situations [26]. The first characteristic originates in the schematiza-
tion of the control system (Figure 1) and the process of producing and revising the
design guidelines (Figure 3). Besides, this chapter has included two new diagrams,
namely Figure 4 and Figure 5, which are expected to help understand the whole
picture for promoting sustainable urban design.

The second feature, “user-friendliness,” originates from the “element-variable-
desired value” framework in the sustainable design guidelines. Elements in the
design guidelines are equivalent to actual parts of structures. Therefore, the system
users can smoothly design the structures by comparing the actual structure or
drawings with the design guidelines. Meanwhile, the third feature, “comprehen-
siveness,”means that this methodology can deal with various environmental, social,
and economic issues. This feature results from the model of sustainability
(Figure 2), which has been incorporated in the control system for promoting
sustainable structure design (Figure 1).

The fourth characteristic, “adaptability to different and changing situations,”
originates in the process of producing and revising the design guidelines. As dem-
onstrated in Tables 1 and 2, local/particular problems in a country or region can be
included in producing and revising the design guidelines. As a result, the produced
and revised guidelines naturally become adaptable to that country’s or region’s
situation. Meanwhile, Section 3.2 and Section 4.2 have shown the process of revising
the design guidelines and its concrete instance, respectively. These study results
include theoretical and practical ways to adapt the guidelines to changing situations
over time.

Our main future work is further research on sustainable urban design. First, we
must complete the sustainable urban design guidelines for practical use. After that,
it is also necessary to revise the design guidelines by following the revision process
shown in Figure 4. Through such future work, we are aiming to refine this
methodology for designing sustainable structures.
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The third step shows the principles of designing city components. In this step,
first, main city component types are identified as elements. Next, items that
strongly influence urban sustainability are determined as variables. Part of such
elements and variables are demonstrated in Table 7.

Choosing one element from this table, that is, “larger buildings,” the rest of this
section comments on the selected three variables and their desired values. Meeting
these desired values helps to fill various requirements for sustainable urban design.

Concerning the first variable, “energy usage of the building,” we have identified
its desired value as “net-zero energy building.” Achieving this desired value
requires buildings’ high-level energy efficiency and the use of renewable energy. In
addition, installing equipment for using renewable energy, such as solar panels, is a
measure for disaster damage reduction, since such equipment can provide
emergency electricity.

Meanwhile, we have determined the desired value of “height limits for con-
struction” to be “not high,” more specific “height for several-floor buildings at the
maximum.” There are many disadvantages in constructing tall buildings, including
skyscrapers. The taller the buildings become, the more difficult they achieve net-
zero energy buildings. Installing solar panels on the roof is a common way to use
renewable energy at building sites; however, high-rise buildings inevitably increase
the ratio of total floor area to the roof area. Besides, high-rise buildings often block
surrounding buildings from the sun and make it difficult to use renewable energy.
Furthermore, controlling buildings’ height uniform with neighbors also contributes
to better landscapes.
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Regarding the third variable, “uses of the building’s street-level floor,” we have
identified its desired value as “priority to service uses.” If the street-level floor of
residential buildings facing main streets is allocated for service uses, such as shops,
pedestrian traffic can increase. Lively pedestrian traffic helps economic vitalization,
social interaction, and crime prevention [23–25].

6. Conclusion

This chapter illustrated the system-control-based methodology for sustainable
structure design, with the examples of housing and urban design. Section 2 showed
the “control system for promoting sustainable structure design.” The third section
demonstrated the “process of producing and revising sustainable structure design
guidelines.” The fourth section included the extracts of the sustainable housing
design guidelines produced and revised in Japan. Lastly, Section 5 outlined a way of
producing sustainable urban design guidelines. Unlike the design of city compo-
nents, such as houses, the design of the whole city needs extensive spatial planning.
Accordingly, the final stage of producing sustainable urban design guidelines con-
sists of the three steps: (1) development allowable areas, (2) spatial relationships
among city components, (3) principles of designing city components.

As already shown in our previous studies, this methodology has the following
four characteristics: (1) visualization of the whole picture for promoting sustainable
design, (2) user-friendliness, (3) comprehensiveness, (4) adaptability to different
and changing situations [26]. The first characteristic originates in the schematiza-
tion of the control system (Figure 1) and the process of producing and revising the
design guidelines (Figure 3). Besides, this chapter has included two new diagrams,
namely Figure 4 and Figure 5, which are expected to help understand the whole
picture for promoting sustainable urban design.

The second feature, “user-friendliness,” originates from the “element-variable-
desired value” framework in the sustainable design guidelines. Elements in the
design guidelines are equivalent to actual parts of structures. Therefore, the system
users can smoothly design the structures by comparing the actual structure or
drawings with the design guidelines. Meanwhile, the third feature, “comprehen-
siveness,”means that this methodology can deal with various environmental, social,
and economic issues. This feature results from the model of sustainability
(Figure 2), which has been incorporated in the control system for promoting
sustainable structure design (Figure 1).

The fourth characteristic, “adaptability to different and changing situations,”
originates in the process of producing and revising the design guidelines. As dem-
onstrated in Tables 1 and 2, local/particular problems in a country or region can be
included in producing and revising the design guidelines. As a result, the produced
and revised guidelines naturally become adaptable to that country’s or region’s
situation. Meanwhile, Section 3.2 and Section 4.2 have shown the process of revising
the design guidelines and its concrete instance, respectively. These study results
include theoretical and practical ways to adapt the guidelines to changing situations
over time.

Our main future work is further research on sustainable urban design. First, we
must complete the sustainable urban design guidelines for practical use. After that,
it is also necessary to revise the design guidelines by following the revision process
shown in Figure 4. Through such future work, we are aiming to refine this
methodology for designing sustainable structures.
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Chapter 18

Possibility of Complexation of the 
Calix[4]Arene Molecule with the 
Polluting Gases: DFT and  
NCI-RDG Theory
Bouzid Gassoumi, Fatma Ezzahra Ben Mohamed, 
Houcine Ghalla and Rafik Ben Chaabane

Abstract

The calix[4]arenes (abbreviated as CX[4]) are characterized by a specific 
hydrophobic cavity formed by a four cyclically phenol groups to encapsulate a gas 
or small molecules. Recently, the CX[4] molecule is used in a specific media and 
in pharmaceutical drug delivery. The pollution problem will be a vital subject in 
the future because the increase of the explosions of the gaseous pollutants in the 
environment. In this report, we have encapsulated the polluting gases NO3, NO2, 
CO2 and N2 by the calix[4]arene molecule. In this work, The binding energies of 
the CX[4]-gas has been calculated including the BSSE (Basis Set Superposition 
Error) counterpoise (CP). The red-shift of the O-H bonding interactions obtained 
by adding the gas in the sensitive area of calix[4]arene is clearly explained by the 
infrared spectrum analysis. The Molecular electrostatic potential (MEP) of the 
stable CX[4]-gas complexes have been investigated in the endo-vs. exo-cavity 
regions. Finally, the non-covalent interactions analyses of the stable host-guests 
complexes have been estimated by using DFT calculations.

Keywords: complexation, specific gases, H-bonding, molecular electrostatic 
potential and binding energy

1. Introduction

The recognition of the electrostatic and magnetic properties in the selective 
guest in microscopic systems facilitates to know several anionic cationic or neutral 
guests’ complexes [1–5]. In this work, the CX[4] molecule is specified by its own 
chemical composition and the hydrophobic cavity form [6]. This molecule is char-
acterized by specific parameters such as the diameter and the height, which facili-
tates the encapsulation of the cationic, anionic, neutral guests or small molecules 
[7–9]. Also, the cavity of the CX[4] molecule have attracted the researchers to test 
a new guest materials to be functional in the medical [10–12] or micro-biological 
field [13, 14]. In literature, we have noted that there are some works which discuss 
the encapsulation of the CX[4] with gases molecules (CH4, NH3 and C2H2) [15–18]. 
In our work, we have studied the photo-physical properties of the CX[4]-gas 
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possibility of the encapsulation of these gases by the CX[4] molecule to show the 
sensibility of this molecule to the polluting gases outside or inside the cavity. We 
have chosen the NO3, NO2, CO2 and N2 gas as guest’s because they can be formed a 
dipole-dipole interactions and a CH…π hydrogen-bonding with the CX[4] mol-
ecule. By using the density functional theory (DFT) calculations, we have described 
the dynamic stabilities of the endo-vs. exo-cavity of the CX[4]-gas complexes. 
The vibrational properties of the CX[4]-gas complexes have been studied. The 
Molecular electrostatic potential studies of these host-guests complexes have been 
performed. The Non-covalent interaction via RDG function are very important 
to know the nature of the interactions between the specific guests and the CX[4] 
molecule.

2. Computational method

The stable structures of the studied systems (CX[4] and CX[4]-gas) have been 
calculated with the DFT method by using the B3LYP [16, 19–21] coupled to the 
D3BJ (empirical Becke and Johnson damping dispersion corrections) in combina-
tion with the 6-31 + G(d) basis set, as implemented in GAUSSIAN 09 package [22] 
and the Gauss View [23] as a visual program. We have been calculated the binding 
energies of the CX[4]-gas take into account the Basis Set Superposition Error 
(BSSE) counterpoise (CP) correction energy of Boys and Bernardi [24].

The binding energies are given by the following formula:

 [ ] [ ] [ ]− −= − − +4 4 4Ä gasCX gas CX gas CXE E E E BSSE  (1)

where ECX[4]-gas, ECX[4] and Egas are the total energies of host-guest and host 
or guest molecules. The electronic parameters of the studied complexes are very 
effective to show the sensibility of the specific gas inside or outside the cavity. We 
analyzed then the infrared spectrum of these complexes using the DFT/B3LYP-D3 
method. The nature of the interaction between the CX[4] molecule and the pollutant 
gases is better explained using the Non covalent interaction via RDG analysis [25].

3. Results and discussions

3.1 Geometry optimizations

The CX[4]-gas complexes have been optimized at the DFT/B3LYP-D3 (Figure 1). 
In this study, we have placed the NO3, NO2, CO2 and N2 gas in the exo or endo-cavity 
positions. Table 1 presents the Binding energy Eb (in (kcal/mol)) of CX[4]-gas com-
plexes. The binding energy value of the CX[4]-CO2 is equal to 21.33 kcal/mol (see 
Figure 1). We show that, the CX[4]-CO2(endo) complex is more stable than that of 
CX[4]-CO2(exo). In addition, from the CX[4]-NO3 complex, the NO3 gas has placed in 
the endo or the exo-cavity position. In this situation, we have obtained a divergence 
in the case of the interaction of CX[4] with NO3 outside the cavity that is why, we 
have tested the case where the NO3 gas perpendicular to the 4-fold axis of CX[4] and 
a parallel position of the NO3 (NO3 parallel to the 4-fold axis). We have been noted 
a very weak energy of the CX[4]-NO3(perp.) complex in comparison with the CX[4]-
NO3(paral.) complex. Moreover, we have noted that the interaction between the CX[4] 
molecule and the NO3(paral.) is stabilized by a low dipole moment. We have calculated 
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two positions for the guest N2: the N2 gas located on the outside of cavity and this 
gas located perpendicular to the 4-fold axis of CX[4] molecule. We have shown that 
the CX[4]-N2(endo) has a very strongest energy, which explain that this geometry is 
more stable than CX[4]-N2(exo) (see Table 1). The binding energy (Eb) of the stable 
complex is equal to 18.90 kcal/mol. Finally, from the CX[4]-NO2(exo) complex, we 
note that the NO2 gas is located in the outside of the H-link network of the phenolic 
hydroxyl groups. The binding energy of the CX[4]-NO2(endo) complex is equal to 
20.54 kcal/mol (see Table 1). As we see, The binding energy of the CX[4]-NO2(endo) 

Figure 1. 
Optimized geometries of the CX[4]-CO2(endo) (a), CX[4]-CO2(exo) (b), CX[4]-NO3(paral.) (c), CX[4]-NO3(perp.) 
(d), CX[4]-NO2(endo) (e), CX[4]-NO2(exo) (f*), CX[4]-NO2(exo) (g*), CX[4]-N2(endo) (h) and CX[4]-N2(exo) 
(i) complexes using B3LYP-D3BJ/6-31 + G(d) method (top view).

Complexes Eb BSSE Eb (with BSSE)

CX[4]-NO3 (paral.) 24.62 6.17

CX[4]-NO3(perp.) 16.51 6.05 22.56

CX[4]-N2(exo) 16.89 1.70 18.59

CX[4]-N2(endo) 16.90 1.80 18.70

CX[4]-NO2(exo)f* 18.17 1.82 19.99

CX[4]-NO2(exo)g* 18.11 1.80 19.91

CX[4]-NO2(endo) 17.83 2.71 20.54

CX[4]-CO2(endo) 18.62 2.71 21.33

CX[4]-CO2(exo) 18.10 2.71 20.81

Table 1. 
Binding energy Eb (in (kcal/mol)) of CX[4]-gas complexes.
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complex is higher than that of CX[4]-CO2(exo/endo). Therefore, The CX[4]-NO2(endo) 
complex is more stable than others, which is explained by the lowest dipole moment.

3.2 Red-shifted of O-H bonds

The reorganization of the O…H stretching vibration has been calculated after the 
system perturbation with the pollutant gases. Moreover, The IR spectrum calcula-
tion of the four stable complexes is given in Figure 2. In literature, Furel et al. have 
been studied the experimental infrared spectrum of the CX[4] molecule. In this 
work, we have analyzed the stretching region of the IR spectrum between 2900 and 
3500 cm−1, respectively 3254 (OH), 3168(OH asymmetric), 3045(Car.H), 2951 (asym.
CH2), 2916 cm−1(sym.CH2). The infrared spectrum of the CX[4]-gas have been 
compared to the IR spectra of the free CX[4] molecule (See Figure 2). In addition, to 
take into account the an-harmonic effect our calculated frequencies scaled by 0.956. 
However, we have noted that, the CX[4]-CO2 is characterized by two peaks located 
in the vicinity of 3177 cm−1 and 3181 cm−1respectively. The CX[4]-N2 complex have 
the same results. These tow peaks are specified by the O-H asymmetric stretching 
vibration. We have shown that the frequency band located at 3160 cm−1 is cor-
responding to the O-H stretching vibration of the phenol O-H groups. Concerning 
the CX[4]-NO2 complex, we have noted the appearance of the two peaks in the 
neighborhood of 3170 cm−1 and 3193 cm−1. These peaks are corresponding to the 
vibrations of the O-H and O-H asymmetric bonds. Finally, we have shown a burst 
of the OH peak in the CX[4]-NO3 gas what form four peaks located in the vicinity of 
2928 cm−1 (asym.CH2), 3100 cm−1(asym.OH), 3204 cm−1(OH) and 3298 cm−1(free 
OH) respectively. The noted values for the comparing of the red-shifted O-H vibra-
tion between the CX[4]-gas and the free CX[4]molecule are 44 cm−1, 24 cm−1 and 
9 cm−1 for CX[4]-NO3, CX[4]-NO2, CX[4]-CO2 and CX[4]-N2 successively.

3.3 Molecular electrostatic potential study

In Figure 3(a–d), we have been created the MEP map of the stable host-guests. 
These graphs indicate the relation between the supra-molecular structure and the 
physic-cal-chemical properties of the CX[4]-gas complexes. In this work, we have 
explained the more nucleophile or electrophile sites in these stable host-guests. The 
color code of the maps varying from −0.005 to 0.005 (isoval = 0.001). From Figure 3, 
we show that the electrophilic sites surrounded by N atoms and the nucleophilic sites 
surrounded by O atoms. In addition, these host-guests complexes are characterized 
by the existence of the positive charges located at the level of the phenolic branch. 

Figure 2. 
Infrared spectrum of the stable host-guests complexations (H-bonding region (the unit is cm−1)).
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This part demonstrates how the MESP can explore the region of the unravel molecular 
interactions between the CX[4] molecule and these hosts.

3.4 Non covalent interactions analysis

Figure 4(a) shows the existence of a weak van der Waals (VdW) type interac-
tions between CO2 gas and CX[4]. Concerning the CX[4]-N2 complex (Figure 4(b)), 
we show a green color between the guest and the host that indicates the existence 
of the weak Van der Waals interactions and the blue color at the lower edge level 
indicates the existence of the O-H-bonding type interactions. Also, we have shown 
clearly a red color located in the center of the phenol rings indicates a strong repul-
sion. The NCI-plots have been confirmed these results (see Figure 4). In addition, 
from CX[4]-NO2 (Figure 4(c)) complex, we find the existence of a red color which 
explain the steric effect interactions, blue color (hydrogen bonds type interactions) 
and a green color (week van der Waals type interactions). The type of majority 
bonds of the links between the NO3 gas and the CX[4] molecule is the weak VdW 
type interactions. The NCI-RDG analysis shows that the VdW type interactions and 
the hydrogen bonding interactions between the guest and the host are very necessary 
for the stability of the encapsulated complexes.

4. Conclusion

The CX[4] and the CX[4]-gas complexes have been optimized using the density 
functional theory (DFT). Our work has clearly explained the sensibility of the 
pollutant gas inside the cavity, which is very important in comparison with the gas 

Figure 3. 
Molecular electrostatic potential analysis of the CX[4]-CO2 (a), CX[4]-N2 (b), CX[4]-NO2 (c)  
and CX[4]-NO3 (d) complexes calculated by B3LYP-D3/6–31 + G(d) level.
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located outside the cavity. The IR spectrum study has explained the role of the NO3 
gas in the red-shifted of the O-H bonds in comparison with the other gases. The MEP 
results is clearly explained the charge distribution reactivity. The NCI-RDG analysis 
clearly shows the strong interactions of the gas NO3 and NO2 with the endo-cavity 

Figure 4. 
NCI-RDG plots of the electron density and its reduced gradient of the inclusion complexes for CX[4]-gas 
(CX[4]-CO2(a), CX[4]-N2(b), CX[4]-NO2(c) and CX[4]-NO3(d)). The iso-surfaces were constructed with 
RGD = 0.5a.u and the colors scaling from −0.01 to −0.01 a.u.
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environments of the CX[4] molecule. Finally, the non-covalent interactions analyses 
show that the calix[4]arene maybe useful for encapsulated the pollutant gas in 
the future. The sensitivity of the calix[4]arene molecule for these polluting gases 
opens a way to test the interaction of CX[4] with other types of biological molecules 
(proteins).
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Chapter 19

Apatite/Salt Slurry Emission 
Control of Post Combustion 
Flue Gas of Lignite and Coal in 
Fluidized Bed - Double Circulation 
Microwave Column Adsorber
Yildirim İsmail Tosun

Abstract

Heated Ca apatite slimes in microwave radiated salt slurries are one of the most 
promising technologies for advanced fuel energy storage with favorable economic 
potential and intrinsic properties. The development of solid pellet technology for 
molten salt is a key issue in the heat transport processing. The apathite phosphate, 
slurry salt in the slime-salt bath mixes was investigated under microwave radiation 
heating to result in insoluble sorbent fines dissolved in porous basket. The insoluble 
consists of noble metal fission products, such as Pb, Zn, Cu. In this study, there have 
been very few transport studies of wet steam alkali slurry (metal fines-molten alkali 
salt mixture). Bath ferrite/apatite particle size changed the heat conductivity to salt 
bath. A major reason is that the retention time in fixed film processes is longer than 
in solid–gas processes. This allows more time to the heat absorption for cracking to 
the desorbed persistent compounds. Furthermore, radiated ferrite by microwave 
allows a sufficient intimate contact between coal and biomass surface pores and gas 
atmosphere in the furnace due to more pyrolysis gas desorption. Bubbling slurry of 
sorbent porosity decreases while temperature decreases. There was a critical porous 
structure of bubbling sorbent bath which is a factor that determines to a great 
extent both the sorbent rate and degree of boiling it was found that, a porous slurry 
bath over 45% was more efficient with radiated a low amount ferrite below weight 
rate of 15% in microwave column.

Keywords: apatite, Ca phosphate, microwave radiation, salt slurries, metal sorption, 
energy, risk assessment, hybrid sorbent, apatite compost, salt slurries, microwave, 
column adsorber, toxic emission, phosphate composts

1. Introduction

Exhaust toxic gases coming out of the chimneys in the highly industrialized 
locations cause hazardous environmental issue. The factories using combustion 
boilers pollute the fresh air in nature. The industrial development and urbanization 
and transportation opportunities harm the environment and living things due to 
combusted fuels. In many countries, power generation is the leading source of air 
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pollution. While thermal power plants using coal make a significant contribution 
part of air pollution, diesel generators are also another major ecological concern. 
Industrial processes in the chemical and mining industries are related with use 
of solvents producing hazardous emissions as a result of the volatile properties of 
those chemicals and the combustion outputs pollute the air. In Turkey, The policies 
and programs that aimed to increase energy efficiency and production from renew-
able sources have a direct impact on a country’s air quality [1].

In environmental impact assessment processes since 2012, the Turkish Ministry 
of Environment and Urbanization request risk assasment supported financially the 
project owners to make calculations using owning and operating modeling pro-
grams that take into account the long-range and cumulative reducing effects on air 
pollution in the country [2].

Privatized owning resources for 50 years period income owing and tax free 
ıncome quarentee for renewable resource use was eliminating incentive uses for 
fossil fuels, especially coal, and developing policies and incentive mechanisms to 
prioritize other alternative energy sources instead of fossil fuels.

2. Pollution control on post combustion shower sorption

Conventional coal combustion systems using Stokers or grate chambers are 
not designed to treat potentially low quality coal and waste in combustion [3–12]. 
In order to prevent air pollution, combusted boilers with post combustion was 
become the potential choice eliminate to spread of toxic emissions of coal and 
wastes [13–15]. The polluting matter of combusted emissions in stack should be 
controlled for Pb and Hg flue emissions, even as radioactive dust control. Sorbent 
use as the charcoal was offered and the sorptive property on porosity and the 
effect of char content was advantageous. The toxic waste and the reactive washing 
solutions utilized active carbon which resulted in the followed washing equations 
as below: [6–8].

The dissolution kinetics of sludge/mud particle for Pb heavy metal is followed 
by equation

 ticPb
i

dP k e dc
dt

−=  (1)

Where cPb Lead contamination mg/l, k the rate of dissolution of lead, i is the 
reaction style, t is time, Lead matter of coal would affect mainly emission increase 
pressure content.

The different type of solid sorbents such as Tatvan Pumice, salted pumice and 
borax, the popped borax soaked CaO were studied in elimination of toxic emissions 
in high sulfur asphaltite coal combustion [15, 16]. It was found that the reduction 
of toxic gas emissions can reach as high as 94.52% with soaking CaO and 90% with 
soaking CaO and oil slurry after 1 h combustion at 750°C, with a 100:1 weight ratio 
of clay pellet to fuel, 21 wt. % CaO/borax.

2.1 Sorption matter

The large surface used for industrial purposes natural materials [17–20]. 
Absorbents and adsorbents generally used bentonite; Simectite, Atapulgite, 
Sepiolite. It can be classified as montmorillonite. The smectite group is one of 
clay minerals or fire clay activated more called bentonite. Bentonite base mineral 
montmorillonite is common for the killer and is a commercially used term, at least 
soft, containing 85% montmorillonite, is an aluminum hydrosilicate with a colloidal 
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property. When mixed with water, density of a few solid swelling bentonite about 
2.5 g/cm3. Montmorillonite is calcium clay in common use. Bentonite is a given 
name on the main content which cation of montmorillonite change mainly with 
Ca; Atapulgite, 2MgSi8O20 4(H2O) (OH). The palygorskite expressed by the for-
mula 4H2O aqueous magnesium, aluminum silicate. Sepiolite is (OH) 6 Mg9 Si12 
O30(OH)4 6H2O group is aqueous Mg silicate. In these clay minerals, the channel-
shaped pore water bound to crystal structure with layered silicate molecules. 
The activated clay minerals by deydrated crystal cavities contain micropores and 
channels and large surface area due to the possession of various cavity surfaces 
adsorbing heavy metals and high adsorbing capacities [20–30].

2.2 Sorbent type and utility

The diffusion rate of combustion gases with solid sorbents may influence the 
adsorption of toxic emissions amount. Especially, increased combustion tempera-
ture will reduce the time of solid sorbent diffusion [13–20].

The gas stream amendments, such as shale char carbonized from Şırnak asphalt-
ite containing 52–60% shale by columns under microwave radiation as geo material 
composted for waste gas treatment should control contaminated effluents concen-
tration. The field studies to evaluate the stability of heavy Hg and Pb SOx concen-
trations and salts were balanced as weight increase. The initial objective of this 
study was to determine the effects of gas flow to sorbent column from the industrial 
discharge under certain pressure and temperature. In this study, important inves-
tigations have been made on composite granules production with Şırnak shale char 
and apatite ore of Mazıdağ, Mardin, as Ca phosphate feed in order to salt slurry 
shower in microwave oven 2 M HCl dissolution. The double stage compost sorbent 
for high level high gas sorption in laboratory water packed bed column adsorption 
compost system. Although the changes in the structural properties of bentonite 
after acid activation have been studied extensively in the literature, the studies on 
Pb adsorption of these samples are rather limited [30–33]. For this reason, the aim 
of this study is to investigate the thermal Pb and Hg washed adsorption properties 
of shale after acid modification and microwave activation.

In this study, bentonite and other clays, shale and marly shale of Şırnak utilized 
regarding absorbance properties, areas of use, production and market conditions. 
The bulk density of absorbent apatite phosphate changed the amount of moisture 
and the absorbent capacity. Bentonite and atapulgite absorbance by passing through 
certain processes was performed and the absorbance was measured at the mechani-
cal strength change has been studied [25–30].

Bentonite with desired surface properties, porosity and hence retention capac-
ity was mainly produced by dry or wet acid activation using mineral acids such as 
H2SO4 and HCl [31–34]. The main purpose in acid activation is to reach the desired 
structure without disrupting the layered crystal structure of the clay. For this 
reason, the acid/clay ratio, temperature, acidity, acid concentration, type and dura-
tion of activation, clay type and physical properties and amount of activation were 
important considerations to be taken into account when performing the appropriate 
activation [35–40].

2.3 Phosphate - clay compost

The Mazıdağı phosphate waste was Ca salt form of the phosphate mineral and 
lımestones with even fluorine apatite [41–45]. The dust waste of calcinations was uti-
lized as necessary to prevent the joint reactive of CaO and F in order to sorptive wash-
ing process The obtained slurries at 10% waste dust by using such as CaO 2HPO4 5OH. 
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 ticPb
i

dP k e dc
dt

−=  (1)

Where cPb Lead contamination mg/l, k the rate of dissolution of lead, i is the 
reaction style, t is time, Lead matter of coal would affect mainly emission increase 
pressure content.
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property. When mixed with water, density of a few solid swelling bentonite about 
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O30(OH)4 6H2O group is aqueous Mg silicate. In these clay minerals, the channel-
shaped pore water bound to crystal structure with layered silicate molecules. 
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tration. The field studies to evaluate the stability of heavy Hg and Pb SOx concen-
trations and salts were balanced as weight increase. The initial objective of this 
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structure without disrupting the layered crystal structure of the clay. For this 
reason, the acid/clay ratio, temperature, acidity, acid concentration, type and dura-
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The Mazıdağı phosphate waste was Ca salt form of the phosphate mineral and 
lımestones with even fluorine apatite [41–45]. The dust waste of calcinations was uti-
lized as necessary to prevent the joint reactive of CaO and F in order to sorptive wash-
ing process The obtained slurries at 10% waste dust by using such as CaO 2HPO4 5OH. 
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xP2O5 and NaCO3. The calcinations product is subjected to acid treatment for artificial 
fertilizer fabrication. The acid dissolution characteristics after calcinations, Mazıdağı 
apatite phosphate was mostly acid-soluble in their natural state compared to other 
phosphate minerals. The study utilized the fine waste, compost 32.81% P2O5–30.98% 
P2O5, soluble% P2O5 27.16%% P2O5 parts - calcination at 625°C at last 1/2 hour [38–40].

2.4 Ca phosphate/Asphaltite shale char composite

In this study, bentonite type clay is used as salt slurry with char fine for emission 
control. The substrate fine of the bentonite/P2O5 granules use as absorbent in 2020s 
show improved treatment [24–30]. The industrial waste sludges in some tanning 
and wood board plants, airplane hangars, ship building bench, other production 
facilities required neutralization and further treatment. In the workshops, grease, 
oil, water, chemicals and other undesirable substances absorbed by compost of 
apatite waste/zeolite and char and cleaned [31–37].

2.5 Microwave treated biomass char/apatite phosphate compost

Washing of hazardous waste waters by microwave action efficiencies exceeding 
the total Fe Pb and Hg contents of sludge increased fast on coal char and wood char 
were also reported by Tosun [6–10]. Material to be used as powder at porous granule 
at ultrafine grain size, basic as absorption capacity by the gas emission and other 
fluids reactive and solvents. High absorption capacity having clay, only to absorb 
the urea not ventilated, but bad reduce smell and bacteria should avoid. The packed 
grain size distribution of clay granules it is important that it is usually between 1 
and 6 mm is required.

3. Material and methods

3.1 Physical surface properties of sorbent/char

BET specifıc surface areas of sorbent as tested by N2 gas permeability. The 
sorbent was critical on the base of surface properties such as total surface activity, 
oxygen functional groups, total surface impurities, metal concentrations, dielectric 
value, free radical concentration and reactivity. The main chemical texture was 
related to the stimulation of oxidation reactivity. However, in some investigations, 
the pore size distribution of activated carbon is also likely to affect desorption 
kinetics.

The salt slurries were mixed with activated clay bentonite at weight rates of 
1/8. The head tests are caried out by CaCl2 adde 10000ppm slurries to 80 gr ben-
tonite solid. The suspension of 80 gr slurry of clay and apatite was mixed in 1lt 
water as slurry and give through shower in 5 cm diameter glass columns. Finally 
microwave radiated glass  showered to flue gas compressed at 2 bar retained by 
exposure to at 160 °C for 4 hours. In addition, these samples were further dried 
at the same temperature for 1 hour to remove vapor species. The experimentation 
unit as shown in Figure 1. The microwave salt slurry washing tests are followed 
by flowsheet as seen in Figure 2. The surface areas of the apatite, coal char, acti-
vated compost and shale clay samples were measured with a Quanta Chromosorb 
surface analyzer. The surface area was determined by measuring the thermal 
conductivity using a gas mixture prepared in N2 and Ar composition and taking 
into account the BET equation. The sorbent solids compositions and physical 
quality are given in Tables 1 and 2.
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Figure 1. 
The schematic view of an washing with microwave recycled by microwave sorption technique.

SiO2 Al2O2 Fe2O2 MgO K2O CaO P2O5 TiO2 LOI*

Kaolin (%) 47.85 37.60 0.83 0.17 0.97 0.57 0.2 0.2 11.27

Şırnak 
Asphaltite 
Char Shale

27,4 7.70 10.83 2.17 1.97 10.5 1.4 1.74 5.47

Bentonite 50.45 17.80 6.83 12.17 4.97 3.57 0.1 0.4 7.37

Marly Shale 17.85 11.60 0.83 5.17 3.97 20.57 0.2 0.4 5.27

Fly ash 27.8 13.60 17.83 4.17 2.97 10.7 1.6 1.4 17.27

Apatite 
Phosphate

0,2 0,1 2,3 2,3 4,3 11,3 23,5 0,1 6,5

*LOI: Loss on Ignition at 1000°.

Table 1. 
Sorbent types for washing treatment.

Figure 2. 
Studied washing by microwave sorption technique.
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3.2 Ca phosphate/carbon compost sorbent applications

During the experimental studies bentonite and phosphate samples, Ünye region, 
was investigated with intermediate type bentonite; pure, purified, tap water and 
CaCl2.2H2O, NaCl, MgCl2, KCl, FeCl3 at concentrations ranging from 125 mg to 
1000 ppm. Bentonite suspensions prepared by adding waters such as suspensions 
decanted by sedimentation method for 30 minutes in a 2 lt scale and bentonite slur-
ries were obtained and then necessary test and characterization procedures were 
applied afterwards.

Decantation was carried out in 2000 ml mills by adding 75 gr bentonite to 
1900 ml of water. For a homogeneous suspension mortar, the bentonite water 
mixture was first subjected to salt slurry mixing cell for 5 minutes.

After the scurvy, the suspension was allowed to stand for 30 minutes after 
being agitated so that the impurities were precipitated. At the end of the period, 
suspended bentonite concentrate was removed by titration method and etch 
was dried.

The same procedure was repeated with synthetic waters prepared by adding 
salts at concentrations ranging from 125 ppm to 1000 ppm, until the bentonite 
slurry were obtained in sufficient quantities with salt slurry mixing water.

The layout of the washing cycle is somewhat simpler than that of the lime 
slurry: there was no water–compost washing column towers connected to the waste 
sludge, and the washing unit contained one single microwave radiation column can 
be used to perform the three decantation washing phases: roughing, scraping and 
cleaning. The variation of the third cycle washing was also more limited recycled by 
decantation.

The simple production presented as adapted and optimized depending on the 
target application. The main applications are briefly described in the following sec-
tions. Although this review only focuses on state-of-the art commercially available 
pellet plants, it should be noted that some prospective advanced applications for 
heat melting of binder are currently being studied, mainly in the form of prototypes 
proposed as seen in Figure 3. These innovative applications include:

• Compost systems, in which the extrusion mold system takes advantage of 
temperature gradients in wet gradient.

• Compression press systems, where the high load press is used to drive the 
forming sludge in plant.

• Continuous conversion systems, utilizing the high temperature binding gradi-
ents and amounts (of at least 20 C) in slurries to drive a recycle.

• Hot production, where the scraping power of the load system is used to drive 
the compressive form of hot system.

Waste Sorbent Granule Active Matter,% BET Area, density

Bentonite CaO, 23 122, 800–980 kg/cm3

Sepiolite NaO, 12 45, 400–700

Apatite Phosphate P2O5, 16 23, 700

Table 2. 
Phosphate, shale and Marly shale granules, physical packed properties.
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4. Langmuir absorption model

For an overview of these more innovative and prospective applications, the 
general common method can be given in first order linear concentration change. 
However sequential sorption cycles changed that trend in sorption of heavy metal 
contents of gases.

The first order sorption concentration at three stage cycling counted as t time 
depended by the Eq. 3 below:

 ( )
2 3

Ca,PO3,S2O3 2PO3 3S2O31ln (
1! 2! 3!

= + + +Ca
Pb

k t k tk tc a b  (2)

 ( ) ( )Ca,,PO3,S2O3 Qe Q      = −
dQ k
dt

 (3)

 k tQ Qe(1 )        −= − e
 (4)

Qe: Equilibrium adsorption capacity (mg/g)
Q: Time adsorption capacity (mg/g)

Figure 3. 
Apatite and salt slurry gas washing plant for emission control of flue gas, proposed for silopi power plant.
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contents of gases.

The first order sorption concentration at three stage cycling counted as t time 
depended by the Eq. 3 below:

 ( )
2 3

Ca,PO3,S2O3 2PO3 3S2O31ln (
1! 2! 3!

= + + +Ca
Pb

k t k tk tc a b  (2)

 ( ) ( )Ca,,PO3,S2O3 Qe Q      = −
dQ k
dt

 (3)

 k tQ Qe(1 )        −= − e
 (4)

Qe: Equilibrium adsorption capacity (mg/g)
Q: Time adsorption capacity (mg/g)

Figure 3. 
Apatite and salt slurry gas washing plant for emission control of flue gas, proposed for silopi power plant.



Environmental Issues and Sustainable Development

318

t: Time (min)
k1: First-order rate coefficient (l/min)
Apatite phosphate was known to react easily at low pH of 5–6 by a consider-

able dependence on the layer charge and edge charge pH. Therefore, a decrease in 
the cation exchange capacity should be expected in locked cavity texture of char 
with the decrease in pH. Acidic washing was so efficient reaching by Fe holdup of 
70 ppm and Lead holdup of 65 ppm with 55% highest yield at 18 hours (Figure 4).

Cation exchange ability was so effective in metal sorption manner. The acidic pH was 
efficient at criteria in the washing column sorption. It can be seen in the above graph, the 
pH decreases inversely proportional to the amount of salt added to bentonite suspen-
sion, which is much more noticeable when FeCl3 as activation cavity sites developed.

Bentonite is known to have a considerable dependence on the layer charge and 
edge charge pH. Therefore, a decrease in the cation exchange capacity should be 
expected in parallel with the decrease in pH. Acidic washing was so efficient reach-
ing by Fe holdup of 60 ppm and Lead holdup of 41 ppm with 45% highest yield at 
18 hours (Figure 5).

The FeCl3 20 mg added bentonite solutions showed the change in cation 
exchange capacity (CEC, milliequivalent gram/100gr) found in the bentonite con-
centrates and suspensions obtained using the precipitation-siphoning technique, 
depending on the salt concentration added.

Zeolite exchange ability was so effective in metal sorption manner. The pH was 
efficient criteria in the washing column sorption. It can be seen in the above graph, 
the pH decrease improved the amount of lead and Hg char suspension, pH 4 was 
more noticeable when Pb 65 ppm at high cavity sites developed (Figure 6).

Figure 4. 
The change in metal sorption depending on the metal concentration incorporated in the phosphate char 
suspensions.
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Figure 5. 
The change in metal sorption depending on the metal concentration incorporated in the bentonite char 
suspensions.

Figure 6. 
The change in metal sorption depending on the metal concentration incorporated in the zeolite char suspensions.
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Zeolite was known to have a considerable dependence on the layer charge and 
a decrease in the cation exchange capacity should be expected in parallel with the 
decrease in pH. Acidic washing was so efficient reaching by Fe holdup of 60 ppm 
and Lead holdup of 65 ppm with 45% yield at 18 hours.

4.1 Double shower by microwave radiation

The bentonite sample was sieved and a small part of 45 μm was used for the 
operation. Bentonite samples were activated with 1 and 2 M HCl solutions for 2 h at 
90° C using the Batch method (using 100 ml acid solution for 5 g sample). The acid-
treated samples were washed with hot deionized water to remove Cl-ions and dried 
in room condition. 125-1000 ppm salt CaOH2, CaCl2, NaOH, NaCl, KCl, FeCl3 was 
mixed by activated clay samples are mixed in 2 lt slurry mixing cells by tap water.

5. Results and discussion

The current use of absorbent bentonite and new areas of use increase in demand 
due to outflow. The phosphate resources of Mazıdağı Mardin was gaining in sorbent 
production and phosphoric acid use in copper ore leaching recently inTurkey, 
The local sobent alkali and reactive alkali matters is limited due to instead of clay 
consumption. For this purpose, apathite resources as high rock salt reserves existing 
in Turkey provided high advantage in use as absorbent and waste mixtures with clay 
beds. These phosphate waste materials must be fully identified, potential sources 
should be determined, absorbent purpose should be investigated. In this market, the 
country economy will provide significant benefits in desulphurization and air pollu-
tion control in terms of apathite phosphate instead of fertilizer acid production.

Effective sorptive char in pyrolysis process depend on numerous factors includ-
ing coal rank in carbonization, the volatile gaseous matter of coal such as presence 
of hydrogen, carbonyl gas. Char oxidation rate was so stabilizing the desorbence, 
the settings of optimal diffusion conditions including structure defects (nitrogen, 
phosphorus, sulfur, etc.), temperature, oxygen content of coal. The optimization of 
reactivity and cavity concentration ratios improved the adsorption–desorption bal-
ance, the residence time and the reactive spatial distribution of sorbent molecules 
in coal amorph texture. The acidified washing was other parameter determining 
the sorbent effıciency of carbonized char. The extent of carbonization was much 
dependent on the site activation affecting sorption rate, its desorption properties 
and bed meso porosity. As seen in Figures 3–5, the carbonized char was a prerequi-
site step for sorption substrate.

The apathite content rate was widely used to improve the adsorption and catalytic 
properties of natural bentonites. The impurities, such as calcite and dolomite, are 
removed from the structure by the treatment of montmorillonite with inorganic acids, 
the interchangeable cations are replaced by hydrogen ions, and some of the Al ions in 
the tetrahedral layer dissolve certain cations of Fe, Al and Mg in the octahedral layer.

As a result, acid activation increases the pore diameters of the bentonite surface 
and the surface area and adsorption capacity up to a certain amount of this applica-
tion. If the amount of acid used during the acid activation process is excessively 
high, the Al ions found in the octahedral layer dissolve more and as a result, the 
mineral structure collapses, leaving a skeleton structure composed of silica solids. 
This reduces the adsorption capacity of the clay and disrupts its selectivity. Pb is a 
colorless and Hg. The main sources are fossil fuels such as Pb, acidic mine waters 
and toxic metal sludges, which are industrial plants and industrial steel washings. 
During the metal smelting processes and other industrial processes.
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The compost of apatite, char and salts has substantially oxidized, resistant to 
forming crystal crack underway service. This pressurized fluid provides precise, 
uniform temperature control to 500°C in closed-loop microwave systems where the 
heat transfer fluid is more than occasionally exposed to air. The fluid is comprised 
of a unique high-stability base plus high-performance oxidation inhibitor/stabilizer.

5.1 Carbon surface activation

In the sorbent size distribution, 80% of weights of samples were less than 3 mm. 
The lignite samples were mainly distributed between 1 mm and 3 mm size fractions. 
The effect of particle size of solid sorbents were investigated over the combustion of 
Şırnak Asphaltite char shale and bentonite carried out well on acidic mine water of 
copper mine in Siirt substance subjected to reaction with salt/char slurry in sorp-
tion, as shown in Figure 7.

Although metal diffusion on sorbent from salt slurry was believed to be the 
primary mass transport process in the absorption chamber, complex reactions 
proliferated the alkali clusters below 1-2 mm size and exothermic oxidation reac-
tions increased toxic substances in the effluent form, a relatively porous structure of 
bentonite clay interstitial spaces and cracks reduced below 1 mm size. The hazard-
ous heavy metal concentrations reacted adsorbate then adsorbs to the sorbent in a 
certain amount that is equal to the amount of previous adsorbate that was partially 
degraded on the surface of the bentonite clay and stuck covered toxins, along with 
avoiding chelating organic matter related carbonyl and amine.

Initially, most of the toxin removal occurs through chemical adsorption of the 
toxins to the apatite fine at weight rate of 5 % in fluidized bed where the combus-
tion temperature was in the combustion phase below 750°C that lasts approximately 
2–3 mins.The removal efficiency of 40–90% were reported during this temperature 
range. Total organic toxin substances were completely slightly at efficiencies of 
75–90% in the late combustion phase. A common industrial combustion to control 
the emissions pro combustion stage lime washing involves backwashing with air 
and hydrated lime water rinse. Process variables include the control backwash rate, 

Figure 7. 
Apatite and salt act on emission control for flue gas.
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surface wash rate/duration, time sequence and duration of backwash. Clean filtrate 
is pumped back into the bottom of the column during backwashing.

6. Conclusions

The stack gas washed and ESP dust controlled exhaust gas given to vertical 
column washing by the slurry salt providing toxic metal washing on based acidi-
fied digestive mass transfer. This was provided by microwave heating on reactivity 
of different absorbent materials and amount conditions on activated cavity at 
Langmuir linear trend. The same situation was also available in the case of other 
sorbent char lead and CS, COS gas. The apathite material improved packed bed 
sorption reaction rate. The zeolite activated cage was influenced by the unit surface 
area, which varied with the internal pore type of the zeolite sorption reaction and 
the adsorption metal washing cycle.

The power plants using Şırnak asphaltite in fluidized bed combustion chamber 
produced fly ash slurries contaminated water control, management practices and 
emission control water washings and metal solutions in treatment system.

The column activated by microwave dissolved washing of exhaust gas at atmo-
spheric pressure happened in porous basket column. The insoluble consists of 
metal outputs, such as Pb, Zn, Cu. In this study, there have been very few transport 
studies of apatite char salt slurry (exhaust gas- salt mixtures. There is a great green 
concern prompting clean air in order to control air and washing waters so that the 
research study controlled and avoided hazardous toxicity limits of residual gas 
streams and contaminants of heavy streams by sorption local clay and Ca phosphate 
compost. The contamination rate changes to those based on weight concentrations 
and wetness.

In the pH measurements made, the pH value of 5–3 in washing hazardous waste 
water finally at the last washing column decreased to 5, depending on the concen-
tration of salt content of sorbents in the water.

In the three cycled stage microwave activated washing test measurements made 
with tap water, it was found that 73 mg/l(ppm) in apatite salt slurries/asphaltite 
char shale decreased to 53 mg/l(ppm)/in last column output. Likewise, the washed 
waste waters obtained after 100 min washing by microwave activity using sodium 
salts softened flow with below 1 mm sized sorbent packages showed reductions in 
Pb,Hg and Fe at 47% performance.

In water aliquate had the 24 ppm Pb,5 ppm Hg and 57 Fe values, which Pb reduc-
tion rates of sorption at Langmuir model with nitrate washing rate was 0,73 ppm/
min.l, Hg and total Fe reduction rate decreased to 0,43 ppm/min.l and 0,23 ppm/
min.l,respectively.

The pH increased at washing was efficient in heavy metal sorption, the swelling 
index decreased, the loss of filtration increased negatively, and viscosity decreased 
by the addition of sodium. In the obtained data, it was observed that sorption 
manner of bentonite negatively affected by foreign ions in washing water for the 
activation especially total iron ion.

Abbreviations

Greek symbols

a affinity parameter of the Langmuir isotherm (L mg−1)
b stoichiometric constant defined by
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B reactant solid defined
Bim Biot number for mass transfer
Ci concentration of manganese in the bulk external phase of stage i 
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C0 feed concentration of manganese in the column (mg L−1)
Def effective diffusion coefficient (m2 s−1)
F objective function
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kr reaction rate constant for heterogeneous systems (m s−1)
N number of stages
Q volumetric flowrate (m3 s−1)
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qm theoretical maximum adsorption capacity of the Langmuir 

isotherm (mg g−1)
r radial distance from the center of the particle, 0 < r < Rp(m)
R radius of column (m)
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R2 determination coefficient (−)
rc,i unreacted core radius at stage i (m)
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τ  mean residence time of fluid in the column (s)
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Abstract

In order to combat climate change, the new rigorous standards for pollutant
reduction have shone a light on the use of exhaust gas recirculation system in order
to minimize the NOx emissions of vehicles. For this reason, the fouling problem
that appears on the exhaust gas recirculation line, caused by the deposition of soot
particles and hydrocarbons that are part of the exhaust gas, has become particularly
relevant in the last few years. In this field, researches have proposed numerical
models in order to estimate and predict the deposit formation and growth. Using
various numerical techniques, they intend to determine and reproduce the fouling
layer buildup considering the different mechanisms that are involved in the deposit
formation. This chapter provides a detailed and comprehensive account of the
numerical approaches that have been proposed to analyze the fouling phenomenon
that occurs inside the exhaust gas system. The main characteristics of each numer-
ical model, as well as their main strengths and weaknesses, are exposed and
evaluated, and their simulation capabilities are examined in detail.

Keywords: EGR, fouling, soot agglomerates, thermophoresis, hydrocarbon
condensation, erosion, CFD, numerical simulation

1. Introduction

The Sustainable Development Goals (SDG), known as the 2030 Agenda for
Sustainable Development, have been adopted by 193 countries since 2015 [1].
Reducing air pollution, development of sustainable cities, and combating climate
change are some of the main goals of this plan of action, and, within that context,
the reduction of pollutant emissions from vehicles is an important activity to be
faced.

In order to minimize greenhouse gas emissions, vehicle emissions for passenger
cars have been regulated worldwide by means of several standards, such as the Euro
emission standards in Europe or the Tier standards in the USA [2–4]. These succes-
sive standards, which define more stringent acceptable limits for polluting emission
and fuel economy, push car manufacturers to use the best technology available for
vehicle emission control, and this is one of the biggest technical challenges that the
automotive industry faces.

The public concern about diseases derived from air pollution and recent emis-
sions scandals, like dieselgate, have shone a light on vehicle emissions, particularly in
terms of nitrogen oxides (NOx) and particulate matter emissions [5, 6].
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Abstract

In order to combat climate change, the new rigorous standards for pollutant
reduction have shone a light on the use of exhaust gas recirculation system in order
to minimize the NOx emissions of vehicles. For this reason, the fouling problem
that appears on the exhaust gas recirculation line, caused by the deposition of soot
particles and hydrocarbons that are part of the exhaust gas, has become particularly
relevant in the last few years. In this field, researches have proposed numerical
models in order to estimate and predict the deposit formation and growth. Using
various numerical techniques, they intend to determine and reproduce the fouling
layer buildup considering the different mechanisms that are involved in the deposit
formation. This chapter provides a detailed and comprehensive account of the
numerical approaches that have been proposed to analyze the fouling phenomenon
that occurs inside the exhaust gas system. The main characteristics of each numer-
ical model, as well as their main strengths and weaknesses, are exposed and
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1. Introduction

The Sustainable Development Goals (SDG), known as the 2030 Agenda for
Sustainable Development, have been adopted by 193 countries since 2015 [1].
Reducing air pollution, development of sustainable cities, and combating climate
change are some of the main goals of this plan of action, and, within that context,
the reduction of pollutant emissions from vehicles is an important activity to be
faced.

In order to minimize greenhouse gas emissions, vehicle emissions for passenger
cars have been regulated worldwide by means of several standards, such as the Euro
emission standards in Europe or the Tier standards in the USA [2–4]. These succes-
sive standards, which define more stringent acceptable limits for polluting emission
and fuel economy, push car manufacturers to use the best technology available for
vehicle emission control, and this is one of the biggest technical challenges that the
automotive industry faces.

The public concern about diseases derived from air pollution and recent emis-
sions scandals, like dieselgate, have shone a light on vehicle emissions, particularly in
terms of nitrogen oxides (NOx) and particulate matter emissions [5, 6].
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In this context, since 2014, the EURO 6 emission standard set the emissions limit for
nitrogen oxides (NOx) in 60 and 80 mg/km for gasoline and diesel light-duty
vehicles, respectively [7]. This fact has extended the use of techniques like the
exhaust gas recirculation (EGR) system, which have proven to be an effective way
of reducing NOx formation. Nowadays, the EGR system is used together with other
systems, such as diesel oxidation catalyst (DOC), lean NOx trap (LNT), or selective
catalytic reduction (SCR), to fulfill the NOx emissions in internal combustion
engines [8, 9].

The EGR system, whose main components are the EGR pipe, the EGR valve, and
the EGR cooler, is a technique in which a portion of exhaust gas is returned to the
intake manifold, reducing the oxygen content inside the cylinder—oxygen-poor
environment [10]. Since the NOx formation is increased in an exponential function
with a temperature increase, lower oxygen content of the diluted fresh charge leads
to a cooler combustion process that drastically reduces the NOx formation [11]. To
increase its effectiveness, the EGR cooler—a compact heat exchanger that uses
engine coolant—is in charge of reducing the exhaust gas temperature prior to
entering the combustion chamber [12]. The quantity of EGR is regulated by con-
trolling the EGR valve, which manages the EGR rate required under the different
work conditions of the engine.

One of the problems encountered in EGR systems is the fouling of the heat
exchanger walls. The carbonaceous soot particles and condensable hydrocarbons
derived from the combustion process lead to the formation of a highly porous
deposit with low thermal conductivity that can cause the degradation in heat trans-
fer performance in the range of 20–30% [13], as Figure 1 shows. The accumulation
of this unwanted material also causes the increase of the pressure drop along the
heat exchanger, adversely affecting the control of the EGR rate and decreasing the
fuel efficiency due to the increased pumping work [14]. Under significant fouling
conditions, the massive increase of the thickness of the deposit can clog some tubes
of the heat exchanger, as Figure 2 shows, hampering the full normal functioning of
the device [15].

In the last few decades, numerous investigations have been focused on the study
of the fouling process that takes place on the heat exchanger walls of the EGR
system. Numerous attempts in analysis, measurement, and prediction of the deposit
have contributed to increase the knowledge of the deposit formation, and many of
them have pointed out the complexity of the dynamics of this phenomenon. These

Figure 1.
Thermal efficiency evolution of an EGR cooler [16].
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studies fall into two broad categories: one group intends to determine and analyze
the deposit growth using in situ measurements, i.e., employing experimental pro-
cedures to quantify the morphology and characteristics of the fouling layer [17, 18],
whereas the second intends to reproduce and recreate the fouling formation
employing numerical approaches. The studies of this second category encompass
the analysis of the EGR deposit using different numerical models like zero-
dimensional (0-D) models, one-dimensional (1-D) models, or advanced computa-
tional fluid dynamics (CFD) simulations, which have been created to simulate and
reproduce the behavior of the fouling layer that appears inside the EGR technology.

In the following sections, specific features of the different types of numerical
approaches used to study the fouling in the EGR system are presented in detail. The
functions offered by the several numerical models are examined, and their imple-
mentation and results are thoroughly analyzed. In this context, both the composi-
tion and characteristics of the particulate matter and the fouling mechanisms
involved in this process are briefly presented in advance.

2. Particulate matter involved in EGR fouling

The exhaust gas flow emitted from internal combustion engines has been cate-
gorized as dilute flow, where the low concentration of particulate matter (PM)
makes negligible the effect of particles on gas flow [19]. Several factors, such as the
air-fuel ratio, the EGR rate, the engine load, or the cylinder temperature, can alter
the particulate loading in the exhaust flow, and, in the same way, they can influence
the formation, agglomeration, and growth of the particles [20].

According to the size of the particulate matter, the nanoparticles emitted from
internal combustion engines can be classified into three modes: nucleation, accu-
mulation, and coarse. Nucleation mode is formed by particles that are less than
50 nm in diameter, and, according to the number distribution, most of the particles
reside in this mode, as Figure 3 reports. In the accumulation mode, the agglomer-
ates consist of a collection of much smaller particles, and the size of these aggregates
ranges from 50 nm to 1 μm, and particle mass distribution highlights that accumu-
lation mode accounts the largest portion. The biggest particles—diameters between
1 μm and 10 μm—represent only a small fraction of the number of particles, and
they belong to the coarse mode [21–23].

Figure 2.
Photographs of different fouling layers: (a) and (b) show deposits generated by diesel particulate matter inside
shell-and-tube heat exchangers, (c) depicts the fouling layer generated on a cylindrical probe which is positioned
transverse to the diesel exhaust, and (d) shows the deposit formed by dry soot particles on a tube-and-fin heat
exchanger.
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transverse to the diesel exhaust, and (d) shows the deposit formed by dry soot particles on a tube-and-fin heat
exchanger.
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Analyzing the composition of the PM of the exhaust gas, the particles are a
product of a mix of volatile and nonvolatile species. Volatile faction is composed by
sulfates (SO4

2� + metal sulfate), nitrates (NO3
� + metal nitrate), and organic

elements (dCH2 + N, O and S). Nonvolatile fraction is composed by carbonaceous
particles, commonly referred to as soot, and ash, formed by metals (Fe, Cr, Cu, Zn,
Ca) and nonmetals (Si, P, S, Cl) [24]. Several factors, such as fuel and lubricant
characteristics or engine work conditions, can influence the composition and pro-
portion of these species, however, in most cases, elemental carbon accounts for
around 90% of PMmass [25]. The primary particles—sizes typically between 15 and
30 nm—are composed by carbon and traces of metallic ash, and they aggregate
forming complex irregular clusters together with adsorbed and condensed hydro-
carbons (HC) [26, 27]. As Figure 4 shows, the agglomeration of the primary
particles causes the formation of clusters with a complex structure with nonuniform
shape and compactness [28].

When this particulate matter is deposited on the heat exchanger walls, it forms a
fouling layer which coats the heat exchanger surface. The interaction between the
particles and the metal surface during the early stages of the deposit formation, and
the particle-particle interaction during fouling layer growth, leads to the accumula-
tion of amorphous aggregates on the heat exchanger walls, causing a highly porous
deposit (around 98% [18]). This fouling layer, with a complex nanostructure with
multiple pores between the deposited aggregates, functions as an insulator between
the gas flow and the heat transfer surface. According to the experimental measure-
ments of Lance et al. [18], the fouling layer generated from the deposition of diesel
particulate matter has a density around 0.035 g/cm3 and a low thermal conductivity
that is around 0.041 W/mK. However, in some cases, different phenomena, such as

Figure 3.
Generalized size distribution for typical particles emitted by internal combustion engines.

Figure 4.
Agglomerate diesel particle.
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the condensation of hydrocarbons and water or the spallation of the deposit, can
collapse the nanostructure of the fouling layer, slightly modifying its thermal prop-
erties [20, 29–33]. It is no easy task to determine and quantify the deposit’s chemical
and physical characteristics due to the fragile nature of the structure, but it is an
essential step to provide accurate inputs to the numerical models.

3. Fouling mechanisms in the EGR system

The gas-particle multiphase flow and the formation of fouling layer inside the
EGR system are complex phenomena in which several mechanisms are involved.
Thermophoresis, diffusion, inertial impact, hydrocarbon condensation, gravita-
tional settling, removal due to shear force, water vapor condensation, or turbulent
burst are the main mechanisms that engage in the fouling process.

Excluding the thermal effects, other parameters, such as the particle diffusion,
the gravitational settling, the inertial impact of the turbophoresis, play an important
role in the EGR fouling formation. The particle diffusion is the dominant mecha-
nism for the small particles, particles with dimensionless relaxation times (tþp ) less
than 0.1, while the transport of large particles, particles with dimensionless relaxa-
tion times (τþp ) more than 0.1, is dominated by inertial and gravitational effects [34].

Inside the EGR cooler, thermophoresis—induced by the temperature gradient—
drives the nanoparticles from the bulk gas flow to the near cool walls, causing the
deposition of the soot particles over the heat exchanger surfaces. It has been
reported by several authors that under non-isothermal conditions, thermophoresis
is the primary mechanism of soot deposition in the particle size typically encoun-
tered in exhaust gas, 10 nm to 1 μm, and some correlations from literature, such as
Brock-Talbot or Cha-McCoy-Wood, have been used to determine the
thermophoretic velocity as a function of the particle diameter [13, 35–38].

The condensation of HC and acids, which are part of the exhaust flow, is
significant on a mass basis compared to soot deposition, and it is an important issue
in the deposit formation [39]. As exhaust gas is diluted and cooled, the condensation
of hydrocarbons is particularly important inside the EGR system. Condensate,
which is mixed with soot particles inside the fouling layer, modifies the micro-
structure of the soot deposit and changes the characteristics of the deposit, leading
to an increase of the density and the thermal conductivity of the fouling layer [40].

The effect of shear force of the gas flow over the deposited particles, the turbu-
lent burst, or the water vapor condensation have been identified as potential mech-
anisms that cause the removal of particles from the fouling layer [41, 42]. When the
drag force over the particle is larger than the adhesion force, removal occurs. In the
same way, the condensed water droplets can interact with the deposited particles,
causing a washout of the dry soot deposit [43].

It has been extensively reported in literature that the formation of the fouling
deposits depends on two simultaneous phenomena: the deposition and the removal
of particles [13, 44–48]. Such categorization usually selects thermophoresis, particle
diffusion, gravitational drift, inertial impact, or hydrocarbon condensation as
deposition mechanisms. On the contrary, water vapor condensation, the shear
force, or the turbulent burst are usually classified as removal mechanisms.

4. Numerical approaches

In the study of the fouling process of the EGR system, both experimental and
numerical investigations have been carried out in order to analyze the effects of the
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the condensation of hydrocarbons and water or the spallation of the deposit, can
collapse the nanostructure of the fouling layer, slightly modifying its thermal prop-
erties [20, 29–33]. It is no easy task to determine and quantify the deposit’s chemical
and physical characteristics due to the fragile nature of the structure, but it is an
essential step to provide accurate inputs to the numerical models.

3. Fouling mechanisms in the EGR system

The gas-particle multiphase flow and the formation of fouling layer inside the
EGR system are complex phenomena in which several mechanisms are involved.
Thermophoresis, diffusion, inertial impact, hydrocarbon condensation, gravita-
tional settling, removal due to shear force, water vapor condensation, or turbulent
burst are the main mechanisms that engage in the fouling process.

Excluding the thermal effects, other parameters, such as the particle diffusion,
the gravitational settling, the inertial impact of the turbophoresis, play an important
role in the EGR fouling formation. The particle diffusion is the dominant mecha-
nism for the small particles, particles with dimensionless relaxation times (tþp ) less
than 0.1, while the transport of large particles, particles with dimensionless relaxa-
tion times (τþp ) more than 0.1, is dominated by inertial and gravitational effects [34].

Inside the EGR cooler, thermophoresis—induced by the temperature gradient—
drives the nanoparticles from the bulk gas flow to the near cool walls, causing the
deposition of the soot particles over the heat exchanger surfaces. It has been
reported by several authors that under non-isothermal conditions, thermophoresis
is the primary mechanism of soot deposition in the particle size typically encoun-
tered in exhaust gas, 10 nm to 1 μm, and some correlations from literature, such as
Brock-Talbot or Cha-McCoy-Wood, have been used to determine the
thermophoretic velocity as a function of the particle diameter [13, 35–38].

The condensation of HC and acids, which are part of the exhaust flow, is
significant on a mass basis compared to soot deposition, and it is an important issue
in the deposit formation [39]. As exhaust gas is diluted and cooled, the condensation
of hydrocarbons is particularly important inside the EGR system. Condensate,
which is mixed with soot particles inside the fouling layer, modifies the micro-
structure of the soot deposit and changes the characteristics of the deposit, leading
to an increase of the density and the thermal conductivity of the fouling layer [40].

The effect of shear force of the gas flow over the deposited particles, the turbu-
lent burst, or the water vapor condensation have been identified as potential mech-
anisms that cause the removal of particles from the fouling layer [41, 42]. When the
drag force over the particle is larger than the adhesion force, removal occurs. In the
same way, the condensed water droplets can interact with the deposited particles,
causing a washout of the dry soot deposit [43].

It has been extensively reported in literature that the formation of the fouling
deposits depends on two simultaneous phenomena: the deposition and the removal
of particles [13, 44–48]. Such categorization usually selects thermophoresis, particle
diffusion, gravitational drift, inertial impact, or hydrocarbon condensation as
deposition mechanisms. On the contrary, water vapor condensation, the shear
force, or the turbulent burst are usually classified as removal mechanisms.

4. Numerical approaches

In the study of the fouling process of the EGR system, both experimental and
numerical investigations have been carried out in order to analyze the effects of the
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deposit that grows on the heat exchanger walls. Although the amount of experi-
mental studies have been larger and more frequent, the numerical models have
become relevant since 2009, as Figure 5 depicts, due to the increase in NOx emis-
sion regulation requirements.

The numerical approaches intend to reproduce and simulate the formation and
evolution of the deposit inside the EGR system recreating the different mechanisms
involved in the fouling process. Because of their significance in the prediction of the
deposit, the deposition mechanisms have been implemented in 76.9% of the main
numerical models that analyze the deposit formation inside the EGR system. By
contrast, the numerical approaches that recreate removal mechanisms are slightly
lower (50.0%), and only the 30.8% of the models are focused on the study of the
condensation of volatile species. In many cases, several kinds of mechanisms are
implemented and coupled in one single numerical approach, in order to achieve
more complete simulation frameworks.

According to the complexity of the formulation of the models, they can be
divided into three principal categories: the zero-dimensional (0-D), the one-
dimensional (1-D), and the multidimensional models.

The zero-dimensional models are focused on an overall heat and material bal-
ance of the system, and they do not include any analysis of the fluid dynamics.
Following several assumptions and simplifications, they evaluate the overall fouling
effects, and, although these numerical approaches avoid any spatial resolution of
the variables involved in the process, they can give a fair indication about the
fouling phenomenon.

The one-dimensional approach is the next level of complexity. In these models,
only one spatial dimension is considered, dividing the fluid zone in different regions
and analyzing the properties of the system in each region separately. Although this
approach simplifies the number of equations, it can give a detailed evolution of the
spatial changes of the fouling parameters.

The multidimensional models require the spatial discretization of the volume of
the region and can provide a thorough analysis of the variables of the process. In
this field, the use of computational fluid dynamics simulations has been increasing
steadily since the 1990s, due to the availability of high-performance computing
hardware and the development of user-friendly interfaces. The computer-based
simulations make it possible to obtain a detailed solution of the fluid flow, both in
two-dimensional (2-D) and three-dimensional (3-D) domains, and they can repro-
duce the evolution and formation of fouling layers.

Figure 5.
Main numerical models published from 1997 to 2020.
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5. 0-D models

Table 1 summarizes the 0-D models that have been proposed to analyze the
fouling layer effect in the EGR system.

Abarham et al. [49] proposed an analytical model for thermophoretic particle
deposition that solves the mass conservation of particles and the energy equation of
the gas flow for a single turbulent pipe flow. This approach considers the submicron
particle deposition due to the thermophoretic effect, neglecting the diffusion and
other deposition mechanisms. The model takes into consideration the pipe diameter
reduction due to the growth of the fouling layer and considers different boundary
conditions, such as the inlet temperature and mass flow rate of the gas, the inlet
particle concentration, or the wall temperature. In this study, the properties of the
soot layer, i.e., density, porosity, and thermal conductivity, have been taken from
the experimental measurements of Lance et al. [18], and the soot particle diameter
has been set at 57 nm, based on the study of Maricq and Harris [51]. This model
computes the total mass deposited on the tube and evaluates the degradation of the
heat transfer effectiveness over time. To verify the results of this numerical
approach, the data were compared with the experimental measurements obtained
by the Oak Ridge National Laboratory, and an acceptable agreement was achieved
between both methods.

Garrido et al. [50] presented a theoretical analysis of the thermodynamics of
exhaust gas condensation. They analyzed the condensation of different species that
are part of the exhaust gas produced by gasoline engines, such as water vapor,
ammonium, and sulfuric, nitrous, nitric, and chloric acids. The examination of the
chemical reactions that takes place along the exhaust line and the analysis of the
vapor-liquid equilibrium of the condensable species under different temperatures
allow the study of their behavior and the calculation of their dew point. The exper-
imental validation of the model showed that, although the collected condensate
amount was slightly lower than the model predicted results, the general tendencies
were verified.

Since the 0-D models do not provide any spatial resolution of the fouling
parameters, their scope is deliberately more concise. Nevertheless, they can be used
as essential tools in guiding the study of the fouling phenomenon.

Authors Mechanisms
modeled

Main fouling equations Parameters
analyzed

Model—
experiment

Remarks

Abarham
et al. [49]

Thermophoresis Kth ¼ 2CsCc
1þ3CmKn

kg=kpþCtKn

1þ2kg=kpþ2CtKn
• Deposited

soot mass
• Cooler

effectiveness
• Pipe diameter

reduction

In
reasonable
agreement

An analytical
solution for
thermophoretic
deposition of
submicron
particles

Garrido
et al. [50]

• Water vapor
condensation

• Acid
condensation

_mcond ¼ _mg wi,initial � wi,endð Þ • Saturation
temperature

• Condensation
flux

General
tendencies
validated

Theoretical
analysis of the
thermodynamics
of gasoline
engine exhaust
condensation

Table 1.
0-D model.
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5. 0-D models

Table 1 summarizes the 0-D models that have been proposed to analyze the
fouling layer effect in the EGR system.

Abarham et al. [49] proposed an analytical model for thermophoretic particle
deposition that solves the mass conservation of particles and the energy equation of
the gas flow for a single turbulent pipe flow. This approach considers the submicron
particle deposition due to the thermophoretic effect, neglecting the diffusion and
other deposition mechanisms. The model takes into consideration the pipe diameter
reduction due to the growth of the fouling layer and considers different boundary
conditions, such as the inlet temperature and mass flow rate of the gas, the inlet
particle concentration, or the wall temperature. In this study, the properties of the
soot layer, i.e., density, porosity, and thermal conductivity, have been taken from
the experimental measurements of Lance et al. [18], and the soot particle diameter
has been set at 57 nm, based on the study of Maricq and Harris [51]. This model
computes the total mass deposited on the tube and evaluates the degradation of the
heat transfer effectiveness over time. To verify the results of this numerical
approach, the data were compared with the experimental measurements obtained
by the Oak Ridge National Laboratory, and an acceptable agreement was achieved
between both methods.

Garrido et al. [50] presented a theoretical analysis of the thermodynamics of
exhaust gas condensation. They analyzed the condensation of different species that
are part of the exhaust gas produced by gasoline engines, such as water vapor,
ammonium, and sulfuric, nitrous, nitric, and chloric acids. The examination of the
chemical reactions that takes place along the exhaust line and the analysis of the
vapor-liquid equilibrium of the condensable species under different temperatures
allow the study of their behavior and the calculation of their dew point. The exper-
imental validation of the model showed that, although the collected condensate
amount was slightly lower than the model predicted results, the general tendencies
were verified.

Since the 0-D models do not provide any spatial resolution of the fouling
parameters, their scope is deliberately more concise. Nevertheless, they can be used
as essential tools in guiding the study of the fouling phenomenon.
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6. 1-D models

According to the mechanisms considered by the 1-D models, they can be cate-
gorized in five groups, as Table 2 summarizes. The first group covers those models
that only analyze the condensation of water or hydrocarbons. The second group is
formed by those studies that investigate the fouling layer formation solely by
considering the effect of particle deposition mechanisms. The third group, which
combines the characteristic of the two previous groups, contains those models that
take into account both the prediction of the HC condensation and the deposition of
particulate matter. The fourth group includes those models that, in addition to
simulating the particulate matter deposition, also discuss the removal mechanisms.
And the fifth group is composed of those investigations that take into consideration
all of the mechanisms mentioned above: deposition of particulate matter, removal
of particles from the deposit, and condensation of hydrocarbons.

The 1-D models included in the first group are exclusively focused on the
analysis of the condensation mechanisms that occur inside the exhaust system.
When the temperature of the EGR line drops below the dew point of the condens-
able species, the condensate—made up of water, HC, and acids—appears. This
condensate interacts with the soot-deposited particles, modifying the physical
structure of the fouling, and it may corrode the walls of the heat exchanger when
the acid amount is high enough.

On the one hand, when the fuel sulfur content is rather high, the detection of the
sulfuric acid condensation becomes relevant, and, in this field, McKinley et al. [52]
proposed a 1-D model that predicts the condensation of the acid. This numerical
approach allows to compute the sulfuric acid dew point considering the coolant
temperature, the concentration of the acid, and the engine operating point. The acid
condensation rate is calculated assuming that condensate is formed due to direct
condensation on the wall and due to formation in a portion of the boundary layer. In
addition, the model estimates the condensate composition inside the EGR cooler,
taking into account the sulfuric acid and water vapor condensation fluxes. All of
these parameters allow the analysis and detection of the sulfuric acid condensation
inside the EGR cooler, and, although this is an unvalidated model, it represents an
essential step in understanding the effects of the acid condensation on the fouling
process.

On the other hand, during the starting of a cold engine—in the first few hundred
seconds—the water condensation and evaporation can interact with the existing
deposit on the EGR cooler walls and can alter the normal functioning of other
exhaust after-treatment devices, such as the catalyst. Although it is a process that
occurs mainly during the first few seconds of an engine service, it can cause a severe
effect on the deposit evolution. Within this framework, Sharma et al. [53] proposed
a 1-D model that simulates the condensation and evaporation of water inside the
exhaust line. This is a mathematical model that computes the condensation and
evaporation rate of water and that calculates the gas flow temperature considering
the heat transfer due to phase change processes. The model provides more accurate
simulations of the evolution of the temperature of the gas flow than previous
models that do not consider the effect of water condensation and evaporation, and
it was validated with experimental results, achieving a high level of agreement.

The second group is formed by the 1-D models that investigate the fouling layer
formation solely by considering the effect of soot particle deposition mechanisms.
For the sake of simplicity, these numerical approaches intend to compute the
fouling buildup taking into account only the effect of particulate matter deposition
mechanisms, neglecting both the removal mechanisms and the presence of
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6. 1-D models

According to the mechanisms considered by the 1-D models, they can be cate-
gorized in five groups, as Table 2 summarizes. The first group covers those models
that only analyze the condensation of water or hydrocarbons. The second group is
formed by those studies that investigate the fouling layer formation solely by
considering the effect of particle deposition mechanisms. The third group, which
combines the characteristic of the two previous groups, contains those models that
take into account both the prediction of the HC condensation and the deposition of
particulate matter. The fourth group includes those models that, in addition to
simulating the particulate matter deposition, also discuss the removal mechanisms.
And the fifth group is composed of those investigations that take into consideration
all of the mechanisms mentioned above: deposition of particulate matter, removal
of particles from the deposit, and condensation of hydrocarbons.

The 1-D models included in the first group are exclusively focused on the
analysis of the condensation mechanisms that occur inside the exhaust system.
When the temperature of the EGR line drops below the dew point of the condens-
able species, the condensate—made up of water, HC, and acids—appears. This
condensate interacts with the soot-deposited particles, modifying the physical
structure of the fouling, and it may corrode the walls of the heat exchanger when
the acid amount is high enough.

On the one hand, when the fuel sulfur content is rather high, the detection of the
sulfuric acid condensation becomes relevant, and, in this field, McKinley et al. [52]
proposed a 1-D model that predicts the condensation of the acid. This numerical
approach allows to compute the sulfuric acid dew point considering the coolant
temperature, the concentration of the acid, and the engine operating point. The acid
condensation rate is calculated assuming that condensate is formed due to direct
condensation on the wall and due to formation in a portion of the boundary layer. In
addition, the model estimates the condensate composition inside the EGR cooler,
taking into account the sulfuric acid and water vapor condensation fluxes. All of
these parameters allow the analysis and detection of the sulfuric acid condensation
inside the EGR cooler, and, although this is an unvalidated model, it represents an
essential step in understanding the effects of the acid condensation on the fouling
process.

On the other hand, during the starting of a cold engine—in the first few hundred
seconds—the water condensation and evaporation can interact with the existing
deposit on the EGR cooler walls and can alter the normal functioning of other
exhaust after-treatment devices, such as the catalyst. Although it is a process that
occurs mainly during the first few seconds of an engine service, it can cause a severe
effect on the deposit evolution. Within this framework, Sharma et al. [53] proposed
a 1-D model that simulates the condensation and evaporation of water inside the
exhaust line. This is a mathematical model that computes the condensation and
evaporation rate of water and that calculates the gas flow temperature considering
the heat transfer due to phase change processes. The model provides more accurate
simulations of the evolution of the temperature of the gas flow than previous
models that do not consider the effect of water condensation and evaporation, and
it was validated with experimental results, achieving a high level of agreement.

The second group is formed by the 1-D models that investigate the fouling layer
formation solely by considering the effect of soot particle deposition mechanisms.
For the sake of simplicity, these numerical approaches intend to compute the
fouling buildup taking into account only the effect of particulate matter deposition
mechanisms, neglecting both the removal mechanisms and the presence of
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hydrocarbon and water condensates. These simplified models are based on the
assumption that thermophoretic effect is three to four orders of magnitude bigger
than other deposition mechanisms, and during the first stages of the deposit
growth, the removal of particles does not take place [65].

The investigations of B. Ismail [54] and Abarham et al. [55], which proposed 1-D
models that investigate the soot deposit evolution considering only the effect of
particulate matter deposition mechanisms, are included in this category.

Ismail [54] developed a simplified model, based on two-phase gas-particle con-
servation equations, which simulates the heat transfer, pressure drop, and soot
deposition in EGR cooling devices. This model takes into consideration the particle
transport due to the effect of diffusion and thermophoresis and employs a quasi-
steady-state formulation that computes the incremental deposited layer thickness
along the heat exchanger. It allows the prediction of the change in soot layer
thickness, the evolution of the temperature at the outlet of the heat exchanger, and
the increase in pressure drop across the EGR cooling device. The weak point of this
simplified model is that, although it allows the prediction of the main effects of the
soot deposit on the cooler performance, its results were not validated with experi-
mental data.

In the same way, the model presented by Abarham et al. [55] permits to simulate
the cooler effectiveness degradation and pressure drop along the EGR cooler, taking
into account the particulate matter deposition caused by the thermophoretic effect.
This numerical approach allows the calculation of the reduction of the cross sec-
tional area of the tube and estimates the evolution of the temperature of the soot
layer interface. In this case, the results of this 1-D model were verified using the
experimental measurements of a controlled EGR cooler fouling test, and, although
the predicted values for the EGR cooler effectiveness were in agreement with
experimental data, the values expected in pressure drop differed significantly from
the experimental measurements.

The analysis of the performance of the models of the second group shows that
the simulation of the fouling process solely by considering the deposition mecha-
nisms does not bring about the expected results regarding the evolution of the
pressure drop along the EGR cooler. As Abarham et al. [55] detailed, although these
simplified 1-D models reproduce the fouling growth yielding positive results, it
should be expected that the addition of removal mechanisms may improve the
predictive capabilities of these models.

In order to complete the features of the abovementioned numerical approach,
Abraham et al. [56] added to their model the simulation of the HC condensation,
and this new model belongs to the third group, i.e., the category of 1-D models that
take into account both the prediction of the HC condensation and the deposition of
soot particles. This numerical approach incorporates, coupling with the soot particle
deposition equations, the calculation of the dew point and the total mass flux of HC
that condenses and becomes part of the deposit. As their other model, it allows to
compute the cooler efficiency degradation and the pressure drop evolution
neglecting the changes in the physical structure and the chemical reactions that
occur in the fouling layer due to the presence of condensate.

Despite the fact that another mechanism was added to the model, the compari-
son between experimental data and the results of the new model showed a certain
mismatch. Although the predicted cooler effectiveness degradation was in agree-
ment with the experimental measurements, the calculated pressure drop continued
to display certain differences with the experimental data, and no improvements
were seen in this field.

The fourth category comprises the higher number of 1-D numerical approaches,
and it covers those models that, in addition to simulating the particulate matter
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deposition, also discuss the removal mechanisms. Following the assumption of Kern
and Seaton [66], which determined that the net growth of the fouling layer depends
on two opposing simultaneous processes of deposition and removal, the models of
this category recreate the effects of the fouling deposit on the EGR cooler
performance.

The models proposed by Teng and Regner [57, 58], Teng [59], Mehravaran and
Brereton [60], Reza Razmavar and Reza Malayeri [61], Sul et al. [62], and Kuan
et al. [63] belong to this fourth category. These models compute the deterioration of
the heat exchanger effectiveness caused by the fouling layer growth and calculate
the increase in pressure drop along the device.

On the one hand, with regard to the particle deposition process, thermophoresis
is, in the majority of cases, the only referred deposition mechanism. Although some
of these numerical approaches take into consideration the deposition of particulate
matter due both to diffusion and thermophoretic effect, such as the model of
Mehravaran and Brereton [60], the simulation of the deposition phenomenon of the
remaining models is, on an exclusive basis, the calculation of the thermophoretic
coefficient.

On the other hand, the removal of soot particles from the deposit is computed
using different methodologies. One of these is based on the simulation of the
different mechanisms that produce the erosion of the particles, i.e., calculating the
physical phenomena that is potentially responsible for the removal of deposited
particles. This physical approach, as used by Reza Razmavar and Reza Malayeri
[61], simulates removal mechanisms such as the shear force, the effect of incident
particle impact, or the particle rolling, allowing to estimate the gas maximum
critical velocity to compute the particle removal flux. The other removal approach is
quite different, and it is based on empirically derived removal functions that allow
the estimation of the removal trend. In this removal approach, as the one proposed
by Sul et al. [62], the equation that computes the removal rate is a function of
different parameters, such as the deposit thickness, the temperature, or the pressure
drop, and it was derived from the data of experimental tests that cover a wide range
of fouling conditions.

All numerical models of this fourth category were validated with experimental
data. The evolution of the overall parameters of the EGR cooler undergoing a
fouling process was compared with the models’ results, and, in general, they were in
agreement. Although the lack of detailed information prevents a full appraisal of the
performance of each mechanism involved in the process, it may be concluded that
the combination of deposition and removal mechanisms is expected to provide
accurate simulations of the fouling process caused by soot particles.

Finally, the fifth category of 1-D models covers the numerical approaches that
take into consideration the deposition mechanisms, the removal mechanisms, and
the condensation of hydrocarbons. In addition to the features of the models of the
previous group, the approaches of this category include the simulation of the
hydrocarbon condensation, implementing the three phenomena in a comprehensive
model.

It is worth stressing that, following the methodology of the previous models, the
numerical implementations of this category also assume that the deposit, which is
formed by soot particles and condensates, has uniform properties. Although, as has
been mentioned, the presence of condensate can alter the physical structure of the
deposit changing its properties, the density and thermal conductivity of the
modeled fouling layer do not change over time, regardless of the amount of con-
densate expected.

The model proposed by Warey et al. [64] belongs to this fifth category, and it is
able to compute the total mass deposited and the fouling layer resistance over time.
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hydrocarbon and water condensates. These simplified models are based on the
assumption that thermophoretic effect is three to four orders of magnitude bigger
than other deposition mechanisms, and during the first stages of the deposit
growth, the removal of particles does not take place [65].

The investigations of B. Ismail [54] and Abarham et al. [55], which proposed 1-D
models that investigate the soot deposit evolution considering only the effect of
particulate matter deposition mechanisms, are included in this category.

Ismail [54] developed a simplified model, based on two-phase gas-particle con-
servation equations, which simulates the heat transfer, pressure drop, and soot
deposition in EGR cooling devices. This model takes into consideration the particle
transport due to the effect of diffusion and thermophoresis and employs a quasi-
steady-state formulation that computes the incremental deposited layer thickness
along the heat exchanger. It allows the prediction of the change in soot layer
thickness, the evolution of the temperature at the outlet of the heat exchanger, and
the increase in pressure drop across the EGR cooling device. The weak point of this
simplified model is that, although it allows the prediction of the main effects of the
soot deposit on the cooler performance, its results were not validated with experi-
mental data.

In the same way, the model presented by Abarham et al. [55] permits to simulate
the cooler effectiveness degradation and pressure drop along the EGR cooler, taking
into account the particulate matter deposition caused by the thermophoretic effect.
This numerical approach allows the calculation of the reduction of the cross sec-
tional area of the tube and estimates the evolution of the temperature of the soot
layer interface. In this case, the results of this 1-D model were verified using the
experimental measurements of a controlled EGR cooler fouling test, and, although
the predicted values for the EGR cooler effectiveness were in agreement with
experimental data, the values expected in pressure drop differed significantly from
the experimental measurements.

The analysis of the performance of the models of the second group shows that
the simulation of the fouling process solely by considering the deposition mecha-
nisms does not bring about the expected results regarding the evolution of the
pressure drop along the EGR cooler. As Abarham et al. [55] detailed, although these
simplified 1-D models reproduce the fouling growth yielding positive results, it
should be expected that the addition of removal mechanisms may improve the
predictive capabilities of these models.

In order to complete the features of the abovementioned numerical approach,
Abraham et al. [56] added to their model the simulation of the HC condensation,
and this new model belongs to the third group, i.e., the category of 1-D models that
take into account both the prediction of the HC condensation and the deposition of
soot particles. This numerical approach incorporates, coupling with the soot particle
deposition equations, the calculation of the dew point and the total mass flux of HC
that condenses and becomes part of the deposit. As their other model, it allows to
compute the cooler efficiency degradation and the pressure drop evolution
neglecting the changes in the physical structure and the chemical reactions that
occur in the fouling layer due to the presence of condensate.

Despite the fact that another mechanism was added to the model, the compari-
son between experimental data and the results of the new model showed a certain
mismatch. Although the predicted cooler effectiveness degradation was in agree-
ment with the experimental measurements, the calculated pressure drop continued
to display certain differences with the experimental data, and no improvements
were seen in this field.

The fourth category comprises the higher number of 1-D numerical approaches,
and it covers those models that, in addition to simulating the particulate matter
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deposition, also discuss the removal mechanisms. Following the assumption of Kern
and Seaton [66], which determined that the net growth of the fouling layer depends
on two opposing simultaneous processes of deposition and removal, the models of
this category recreate the effects of the fouling deposit on the EGR cooler
performance.

The models proposed by Teng and Regner [57, 58], Teng [59], Mehravaran and
Brereton [60], Reza Razmavar and Reza Malayeri [61], Sul et al. [62], and Kuan
et al. [63] belong to this fourth category. These models compute the deterioration of
the heat exchanger effectiveness caused by the fouling layer growth and calculate
the increase in pressure drop along the device.

On the one hand, with regard to the particle deposition process, thermophoresis
is, in the majority of cases, the only referred deposition mechanism. Although some
of these numerical approaches take into consideration the deposition of particulate
matter due both to diffusion and thermophoretic effect, such as the model of
Mehravaran and Brereton [60], the simulation of the deposition phenomenon of the
remaining models is, on an exclusive basis, the calculation of the thermophoretic
coefficient.

On the other hand, the removal of soot particles from the deposit is computed
using different methodologies. One of these is based on the simulation of the
different mechanisms that produce the erosion of the particles, i.e., calculating the
physical phenomena that is potentially responsible for the removal of deposited
particles. This physical approach, as used by Reza Razmavar and Reza Malayeri
[61], simulates removal mechanisms such as the shear force, the effect of incident
particle impact, or the particle rolling, allowing to estimate the gas maximum
critical velocity to compute the particle removal flux. The other removal approach is
quite different, and it is based on empirically derived removal functions that allow
the estimation of the removal trend. In this removal approach, as the one proposed
by Sul et al. [62], the equation that computes the removal rate is a function of
different parameters, such as the deposit thickness, the temperature, or the pressure
drop, and it was derived from the data of experimental tests that cover a wide range
of fouling conditions.

All numerical models of this fourth category were validated with experimental
data. The evolution of the overall parameters of the EGR cooler undergoing a
fouling process was compared with the models’ results, and, in general, they were in
agreement. Although the lack of detailed information prevents a full appraisal of the
performance of each mechanism involved in the process, it may be concluded that
the combination of deposition and removal mechanisms is expected to provide
accurate simulations of the fouling process caused by soot particles.

Finally, the fifth category of 1-D models covers the numerical approaches that
take into consideration the deposition mechanisms, the removal mechanisms, and
the condensation of hydrocarbons. In addition to the features of the models of the
previous group, the approaches of this category include the simulation of the
hydrocarbon condensation, implementing the three phenomena in a comprehensive
model.

It is worth stressing that, following the methodology of the previous models, the
numerical implementations of this category also assume that the deposit, which is
formed by soot particles and condensates, has uniform properties. Although, as has
been mentioned, the presence of condensate can alter the physical structure of the
deposit changing its properties, the density and thermal conductivity of the
modeled fouling layer do not change over time, regardless of the amount of con-
densate expected.

The model proposed by Warey et al. [64] belongs to this fifth category, and it is
able to compute the total mass deposited and the fouling layer resistance over time.
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The model predictions were validated, and they were in reasonably good agreement
with experimental data.

7. Multidimensional models

According to the methodology used to study the fouling process, the
multidimensional models can be categorized in five groups, as Table 3 summarizes.
The first category covers those numerical studies that analyze the exhaust gas flow
and its effects on the deposit formation, neglecting the simulation of any fouling
layer inside the heat exchanger. The second group is formed by those models that,
using Eulerian–Lagrangian approach, determine the soot particle deposition on the
walls of the EGR system. The third group contains those models that, using a species
transport modeling approach, compute the condensation of different hydrocarbons.
The fourth category includes those models that intend to reproduce the effects of
the deposit, modifying the heat exchange properties of the EGR cooler surface. And
the fifth group is composed of those investigations that recreate the real growth of
the deposit on the walls of the EGR cooler.

The multidimensional models included in the first category are focused on the
analysis of the exhaust gas flow to assess how changes in heat exchanger shape
characteristics can reduce or minimize the fouling layer formation. Knowing that,
in most cases, the removal process is caused by shear force, these numerical simu-
lations intend on determining which EGR surface structures increase the shear
stress and, thus, lead to an effective deposit suppression. Analyzing different
parameters, such as the wall shear stress, the velocity field, or the temperature
profile along the EGR cooler, these models intend to determine the fouling propen-
sity of several heat exchanger configurations, as Lee and Min [31] and Mohammadi
and Malayeri [67] shown.

Since, in the majority of cases, these models are single-phase numerical simula-
tions, where only the gas flow is taken into consideration, the simplicity of these
models allow a detailed examination of all the gas parameters involved in the
fouling process. Therefore, they provide an exhaustive examination of the gas vari-
ables that can be induced or reduce the fouling layer growth. By contrast, these
numerical approaches do not bring any information about the fouling mechanisms.
They do not provide the estimation of deposited particulate matter, the number of
removed particles, or the amount of condensate that will be generated. For this
reason, although these models give an initial estimation of the fouling phenomenon,
they have a limited scope of application.

The second category is formed by those models that reproduce the soot particle
deposition using an Eulerian-Lagrangian approach. Employing the Lagrangian
framework, these models track the trajectory of each soot particle in order to
determine the regions where they can be deposited. Computing the particle trans-
port equation, which takes into consideration the forces of the gas flow acting on a
single particle, these numerical approaches determine the movement of the
particulate matter inside the EGR cooler. Considering different soot particle
diameters, these models offer an in-depth analysis of the particle deposition and
allow the computing of the deposition efficiency inside different EGR cooler
configurations.

Just like the models of the previous group, which only analyze the gas phase, the
numerical approaches of this category do not provide any information about the
growth and evolution of the fouling deposit, and, although they give relevant data
about the regions where deposition will occur, they do not reproduce the interaction
between the soot deposit and the exhaust gas flow.
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The model predictions were validated, and they were in reasonably good agreement
with experimental data.

7. Multidimensional models

According to the methodology used to study the fouling process, the
multidimensional models can be categorized in five groups, as Table 3 summarizes.
The first category covers those numerical studies that analyze the exhaust gas flow
and its effects on the deposit formation, neglecting the simulation of any fouling
layer inside the heat exchanger. The second group is formed by those models that,
using Eulerian–Lagrangian approach, determine the soot particle deposition on the
walls of the EGR system. The third group contains those models that, using a species
transport modeling approach, compute the condensation of different hydrocarbons.
The fourth category includes those models that intend to reproduce the effects of
the deposit, modifying the heat exchange properties of the EGR cooler surface. And
the fifth group is composed of those investigations that recreate the real growth of
the deposit on the walls of the EGR cooler.

The multidimensional models included in the first category are focused on the
analysis of the exhaust gas flow to assess how changes in heat exchanger shape
characteristics can reduce or minimize the fouling layer formation. Knowing that,
in most cases, the removal process is caused by shear force, these numerical simu-
lations intend on determining which EGR surface structures increase the shear
stress and, thus, lead to an effective deposit suppression. Analyzing different
parameters, such as the wall shear stress, the velocity field, or the temperature
profile along the EGR cooler, these models intend to determine the fouling propen-
sity of several heat exchanger configurations, as Lee and Min [31] and Mohammadi
and Malayeri [67] shown.

Since, in the majority of cases, these models are single-phase numerical simula-
tions, where only the gas flow is taken into consideration, the simplicity of these
models allow a detailed examination of all the gas parameters involved in the
fouling process. Therefore, they provide an exhaustive examination of the gas vari-
ables that can be induced or reduce the fouling layer growth. By contrast, these
numerical approaches do not bring any information about the fouling mechanisms.
They do not provide the estimation of deposited particulate matter, the number of
removed particles, or the amount of condensate that will be generated. For this
reason, although these models give an initial estimation of the fouling phenomenon,
they have a limited scope of application.

The second category is formed by those models that reproduce the soot particle
deposition using an Eulerian-Lagrangian approach. Employing the Lagrangian
framework, these models track the trajectory of each soot particle in order to
determine the regions where they can be deposited. Computing the particle trans-
port equation, which takes into consideration the forces of the gas flow acting on a
single particle, these numerical approaches determine the movement of the
particulate matter inside the EGR cooler. Considering different soot particle
diameters, these models offer an in-depth analysis of the particle deposition and
allow the computing of the deposition efficiency inside different EGR cooler
configurations.

Just like the models of the previous group, which only analyze the gas phase, the
numerical approaches of this category do not provide any information about the
growth and evolution of the fouling deposit, and, although they give relevant data
about the regions where deposition will occur, they do not reproduce the interaction
between the soot deposit and the exhaust gas flow.
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The models proposed by Xu et al. [68] and Nagendra et al. [69] use this tech-
nique in order to compute the submicron particle deposition inside plate-and-fin
heat exchangers. They evaluated the particle deposition under different boundary
conditions and validated their results, achieving a good agreement with the exper-
imental measurements taken from literature.

The third category includes the multidimensional models that use the species
transport modeling approach to compute the condensation of different condensable
species. Considering convection, diffusion, or even the chemical reactions that take
place in the exhaust gas mixture, these numerical approaches compute the partial
pressure of each species to determine their dew temperature. The corresponding
condensation flux is calculated in the presence of non-condensable gases, and the
thin liquid film of condensate that appears on the walls of the heat exchanger is
simulated.

An example that uses this modeling approach is the study proposed by Yang
et al. [70]. In order to estimate the corrosion inside the EGR system of heavy-duty
trucks, they developed a numerical technique that determines the condensation of
nitric and sulfuric acid. The model allows the carrying out of three-dimensional
simulations, computes the heat and mass transfer processes, and calculates the
amount of condensate formed on the heat exchanger walls. Using the Ansys Fluent
CFD code, it computes the condensation flux of water vapor, sulfuric acid, and
nitric acid, providing results under different operating conditions. Results of this
numerical approach were validated, and they were in close agreement with the data
from literature.

These kinds of models are based solely on the study of the condensation of acid
and hydrocarbon species, generating detailed reports about the condensation pro-
cess and neglecting the study of the particulate matter deposition and removal
processes that occur along the EGR system. For this reason, they are suitable means
to find the regions where acid condensation takes place and to detect the zones of
the EGR system where corrosion problems may occur.

The fourth category is formed by the numerical models that reproduce the
effects of the fouling layer, modifying the heat exchange properties of the wall.
Computing the fouling thermal resistance that opposes the cooling of the flow,
these numerical approaches allow the simulation of the evolution of the tempera-
ture of the gas flow inside the EGR cooler. After resolving the exhaust gas flow
inside the EGR cooler, the model calculates the thickness of a virtual fouling layer
and adjusts the thermal resistance of the heat exchanger surface, achieving a steady-
state solution of the temperature field.

Changing the properties of the virtual fouling layer according to the computed
deposit thickness, these models, as the evaluated in the study of Gonçalves Guedes
[66], allow the simulation of the evolution of the exhaust gas temperature. How-
ever, their main disadvantage is that they provide poor results in the calculation of
different parameters, such as the pressure drop along the heat exchanger, because
they avoid the simulation of the real growth of the fouling layer inside the tube.
That is why employing these models, the simulation of the changes in the hydrody-
namics of the exhaust gas flow caused by the fouling layer and the local parameters
of the deposit cannot be estimated reliably.

Finally, the models of the fifth category intend to recreate the real growth of the
deposit on the walls of the EGR cooler. To that end, they simulate the movement of
the fouling-gas interface, after computing the nonuniform thickness of the deposit.
Thus, taking into consideration the local-scale effects involved in the fouling phe-
nomenon, these numerical approaches reproduce the real formation of the fouling
deposit on the heat exchanger walls, causing the reduction of the cross-sectional
area of the tube.

344

Environmental Issues and Sustainable Development

According to the methodology used, the numerical models of this fifth group can
be divided into two subcategories: those that convert fluid cells into solid cells and
those that use the dynamic mesh methodology to recreate the growth of the fouling
layer.

On the one hand, the first subcategory includes those models that, to simulate
the growth of the deposit, transform the fluid cells of the domain into fouling cells,
as Figure 6a illustrates. When the thickness of the fouling layer is larger than the
height of the fluid cell, this is converted into a solid cell, and it becomes part of the
fouling layer domain. These numerical approaches, as the proposed by Paz et al.
[72], couple the gas flow solution and the fouling layer growth and provide a local
final thickness of the deposit considering the hydrodynamics of the flow.

On the other hand, to recreate the fouling layer growth, the models of the second
subcategory employ the dynamic mesh methodology, as the 2-D axisymmetric
model proposed by Abarham et al. [73] or the 3-D model proposed by Paz et al. [74–
76]. After the fouling thickness calculation, these numerical approaches adjust the
thickness of the deposit moving the fouling-fluid interface, as Figure 6b shows. At
every time-step of the simulation, they estimate the position of the nodes of the
mesh and update the fouling layer domain, allowing the possibility to determine the
deposit growth evolution.

As Figure 7 shows, the main advantage of these numerical approaches is that
they simulate the evolution of the fouling layer in a local manner. Considering the
local properties of the exhaust gas flow and taking into account the mechanisms
involved in the fouling process, they provide a comprehensive solution of the
fouling layer and recreate its real growth inside the heat exchanger. In contrast,
these kinds of models have higher computational costs than other multidimensional

Figure 6.
Scheme of the fouling growth: (a) converting fluid cells into solid cells and (b) using the dynamic mesh
methodology.

Figure 7.
Fouling thickness computed using dynamic mesh methodology.
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models, and, although they provide detailed information about the fouling phe-
nomenon, they demand more computational resources.

8. Concluding remarks

This chapter compiles and analyzes the main numerical approaches that have
been proposed to predict and reproduce the fouling phenomenon that takes place
inside the EGR system. Features of each option, its range of applicability, as well as
their main strengths and weaknesses have been highlighted. The fouling prediction
capabilities of each numerical approach have been analyzed in detail with the aim of
reviewing the most relevant numerical approaches used in the study of the fouling
process that occurs in the EGR system.

The stringent construction requirements of new EGR technologies and the
development of new numerical techniques, and more particularly the use of com-
putational fluid dynamics codes, have contributed to the creation of more sophisti-
cated models that allow the simulation of the fouling phenomenon considering a
large number of parameters and mechanisms. Nevertheless, the simulation of the
deposit formation and evolution involves intricate matters, such as the particle-
fluid interaction, agglomerate formation, or the physicochemical reactions that take
place inside the deposit, which make the fouling process a complex phenomenon
that needs to be addressed coherently across all its parameters.

The information and knowledge about the numerical modeling of the fouling
process in the EGR system collected in this study may help EGR designers and
manufactures to improve and develop new vehicle emissions control techniques,
which contribute to meet the Sustainable Development Goals.
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Nomenclature

0-D zero-dimensional
1-D one-dimensional
2-D two-dimensional
3-D three-dimensional
A surface area
AA Antoine coefficient
BB Antoine coefficient
CC Antoine coefficient
C soot concentration
c0�5 constant coefficients
CFD computational fluid dynamics
Cc Stokes-Cunningham slip correction factor
CD drag coefficient
Cm thermophoretic constant
Cs thermophoretic constant
Ct thermophoretic constant
DB molecular diffusivity
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d tube diameter
dp particle diameter
Dt mean effect of velocity and concentration fluctuations
DOC diesel oxidation catalyst
EGR exhaust gas recirculation
FB Brownian force
Fdrag drag force
FS Saffman lift force
Fth thermophoretic force
g gravitational acceleration
Gth dimensional thermophoretic parameter
h mass transfer coefficient
HC hydrocarbon
J mass flux
ji mass condensation flux of the ith species
K proportionality constant
K1 cooler structure-related parameter
K2 parameter characterizing the dispersion of the soot particles removed

from the deposit
kcond condensation rate constant
kevap evaporation rate constant
K f overall pressure loss factor
k f fouling layer thermal conductivity
Kg mass transfer coefficient
kg gas thermal conductivity
Kn Knudsen number
kp particulate matter thermal conductivity
Kth thermophoretic coefficient
LNT lean NOx trap
m mass
_m mass flow
MW molecular weight
NOx nitrogen oxides
Pg pressure of the gas flow
Pi vapor pressure of the ith species
Psat saturation pressure
Pvap vapor pressure
PM particulate matter
Rcond condensation rate
Revap evaporation rate
R f fouling resistance
Re p particles’ Reynolds number
SCR selective catalytic reduction
SDG sustainable development goals
Sd particle sticking probability
Tg gas temperature
Ts surface temperature
U mean velocity
UCr critical velocity
u ∗ friction velocity
udi isothermal deposition velocity
uþdi dimensionless isothermal deposition velocity
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uth thermophoretic deposition velocity
uþth dimensionless thermophoretic deposition velocity
uþrem dimensionless removal velocity
ug gas velocity
up particle velocity
~v time average velocity vector
Vd drift velocity due to diffusion
Vg gravitational drift velocity
Vi drift velocity due to inertial impaction
Vth thermophoretic drift velocity
Y particle mass fraction
yi mole fraction of the ith species
yinterface mole fraction of vapor at interface
yo mole fraction of vapor in bulk mixture
wi mass fraction of the ith species
Greek
δd deposit thickness
δfilm liquid film thickness
ηdep deposition efficiency
θ fractional surface coverage of water
μg gas dynamic viscosity
νg gas kinematic viscosity
νfilm kinematic viscosity of the liquid film
ρ f fouling density
ρg gas density
τi liquid-gas interface shear stress
τp particle relaxation time
τþp dimensionless particle relaxation time
τw wall shear stress
τ̂w normalized wall shear stress
φ surface bonding force
ψ strength of deposit
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Chapter 21

Fate and Occurrences of 
Pharmaceuticals and Their 
Remediation from Aquatic 
Environment
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Abstract

Pharmaceuticals have been present in our world’s waters since humans began 
experimenting with medicines; however, product propagation and ready access to 
pharmaceuticals coupled with burgeoning human population have significantly 
increased the loading of these compounds into the environment. Pharmaceutically 
active compounds (PhACs) are considered to produce a biological activity on 
humans and animals. Drugs manufacturing processes lead to release of toxic organic 
compounds and their metabolites into the environment. Safety and toxicology stud-
ies have used to investigate the side effects of pharmaceuticals on human and animal 
health. Treatment processes can and do reduce the concentrations of pharmaceuti-
cals in water, however, the degree of efficacy is often a function of chemical struc-
ture, cost, and energy. All treatment processes have some degree of side effects, such 
as generation of residuals or by-products. This paper provides a concise report on 
removal of PhACs by recent advances oxidation processes (AOPs) where hydroxyl 
radicals (HO.) acts as a common oxidant and the improvement of biodegradability 
to a level amicable for subsequent biological treatment.

Keywords: pharmaceuticals, metabolites, toxicity, wastewater, biological treatment

1. Introduction

Pharmaceutical compounds are released widely into the environment without 
proper treatment. Proper elimination of Pharmaceutically active compound 
(PhACs) present in aquatic system plays an important role for preventing of 
diseases both in humans and animals. PhACs are structurally complex in nature and 
these organic compounds have some intrinsic characteristics so that treatment of 
drug contaminated water using conventional treatment processes namely, mem-
brane-based separations, adsorption, ion-exchange and biological treatment are not 
that efficient for the industrial applications [1]. Researchers have been continuously 
working to progress technically, environmentally and economically comprehensive 
treatment techniques.

To quantify the impact of PhACs on the environment several attempts have been 
made in the past few years. Low levels of PhACs including antibiotics, analgesics, 
anti-depressants, beta-blockers, and hormones & hormone mimics are detected in 
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surface, ground and drinking water resources apart from wastewater effluent Globe 
[2]. However, the removal efficiency is highly variable, and it can be substantially 
less than 100%. Carballa et al. (2005) suggested that due to their relatively long 
environmental half-life, many PhACs may be accumulated to the measurable 
levels in aquatic ecosystems. Concentrations of PhACs were found to be less than 
one ppb, while the combined concentrations beat ppm ranges [2]. These drugs are 
highly active and interactive with receptors in humans and animals and are toxic in 
nature towards health threatening organisms such as bacteria, fungi and parasites. 
Moreover, human and animal health are affected by various types of organisms and 
also targeted by PhACs. Therefore, PhACs may have some potential effect on the 
aquatic and terrestrial organisms [3]. They are usually uncovered as waste for a long 
time. Therefore, many scientists have started to discover the effects of organisms to 
various PhACs [4]. Some drugs like an analgesic and anti-inflammatory are uni-
versal for their applicability in the medical field and in effluents of WWTPs. They 
are discharge recipient water at concentrations range of μg/L. For an example, the 
concentration of diclofenac is found in WWTP as 1.4 μg/L [5].

Due to presence of carboxylic moieties (-COOH) and one or two phenolic 
hydroxyl groups (-OH) most of these types of drugs are acidic in nature. Antibiotics 
are used generally to prevent bacterial infections and they are used in veterinary 
applications as food additives at sub-therapeutic doses to treat food efficiency and 
promote growth [6]. Carballa et al. [7] reported that wide application of antibiotics 
may lead to bacterial resistances. The occurrence of different drugs in sewage sludge 
of WWTPs and surface is well reported [8, 9]. Common PhACs present in various 
industrial effluents is summarized in Table 1.

2. Sources of PhACs in water and wastewater

2.1 Agriculture and agriculture industry

Variety of PhACs made from recombinant proteins potentially has greater 
efficacy and fewer side effects than small organic molecules [10]. Bacteria or yeast 
commonly produced the recombinant proteins [11]. However, pharming does 
not require expensive for the production of proteins or their metabolic products. 
Also, the production capacity can be rapidly climbed up to meet the demand. It is 
projected that the expense of producing a recombinant protein via pharming will be 
less than 60–70% of the current cost [12]. Uses of large amount of water and causes 

Parameters Typical values

pH 6.5–7.0

BOD, mg/L 1,200–1,700

COD, mg/L 2,000–3,000

BOD/COD 0.57–0.6

Suspended solids, mg/L 300–400

Volatile acids, mg/L 50–80

Alkalinity as CaCO3, mg/L 50–100

Phenols, mg/L 65–72

Table 1. 
Characteristics of pharmaceutical industry wastewater producing allopathic medicines [2].
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extensive pollution are found in agricultural industry. Overflow from agricultural 
fields often contains fertilizers, eroded soil, pesticides and pharmaceuticals that 
could able to form a major source of water pollution [13].

2.2 Health care facilities

Varieties of antibiotics have been isolated from urban and hospital wastewater 
[14]. It has been found that they simply could pass through aquatic environment 
and be transferred to surface water [15]. Kim and Tanaka [16] suggested that both 
wastewater treatment processes and the microbial ecology in surface water were 
disturbed by antibiotics and disinfectants.

Chang et al. [17] found different PhACs including analgesics, beta-blockers, 
non-steroidal anti-inflammatories, alpha-antidepressants, anti-cancer drugs, anti-
fungal agents, opiates, antibiotics, anti-coagulants, diuretics, anti-anginals, anti-
diabetics and hypolipidemics are detected by in hospitals effluents. Unregulated 
disposal of unused and expired medicines is the primary inception of PhACs into 
the environment from hospitals and health care facilities [17]. Rejection of syringe 
into the hospital drain off after application on the patient’s body also an important 
source of PhACs is [18].

Figure 1. 
Pathways for inception of pharmaceuticals and their metabolites in the environment [20].

Parameters Typical values

Drinking water, μg/L 0.3

Surface water, μg/L 2

Ground water, μg/L 1

Municipal sewage (treated), μg/L 10

Biosolids (treated), μg/kg 10000

Agricultural soils, μg/kg 10

Table 2. 
Concentrations of pharmaceuticals in water and solid wastes [2].
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2.3 Surface water and ground water

Due to incomplete elimination pharmaceutical products, the residues of these 
products can enter the aquatic environment [19]. The typical concentration of 
PhACs in water and solid wastes is summarized in Table 1. However, the concentra-
tion in untreated industrial wastewater varies from ppb to ppm levels. Different 
pathways for initiation of pharmaceuticals and their metabolites in the environment 
are shown in Figure 1. The typical values of different parameters of pharmaceutical 
industry wastewater are shown in Table 2.

3. Techniques for treatment of pharmaceutical wastewater

3.1 Adsorption technique

The efficiency of adsorption process is studied by numerous workers for treat-
ment of wastewater containing varieties of drugs. Especially the porosity and 
surface area of adsorbent shows the extent of adsorption [19]. Dutta et al. [21] 
reported that both adsorption and desorption efficiency of 6-aminopenicillanic 
acid (6-APA) in aqueous effluent using activated carbon as an adsorbent was found 
to be 93% and the process is highly reversible in nature. About greater than 90% of 
oestrogens is removed from both powdered activated carbon (PAC) (5 mg/L) and 
granular activated carbon (GAC) can remove [22]. However, dissolved organic com-
pounds (DOC), surfactants and humic acids participate with binding sites to block 
the pores within activated carbon structures [22]. A filtration step is important to 
increase removal efficiency before treating micro pollutants using PAC [23, 24].

High molecular weight compounds reduce the blocking of micropores that leads 
to decrease in carbon demand. Thus, PAC will be suitable for the treatment of pre-
treated effluent with a low organic loading [23]. Separation of fine carbon particles 
is the general difficulty with PAC treatment. An additional step of separation is 
usually needed such as sedimentation, which necessitates the use of precipitants, or 
via (membrane) filtration.

3.2 Membranes processes

Membrane-based separation methods like MBR (membrane bioreactor), 
MBR/RO (MBR followed by reverse osmosis) and UF/RO (ultra-filtration fol-
lowed by RO) are used for the removal of PhACs from wastewater [22]. Maeng 
et al. [25] suggested that PhACs like ibuprofen, naproxen, caffeine and acet-
aminophen and can be expressively removed using MBR and the degradation 
efficiency can be as high as 82%. However, the adaptation of microorganisms to 
less degradable compounds can occur due to its enhanced sludge retention time 
(SRT) in MBRs. MBR treatment has a better performance (removal >80%) than 
the conventional processes for diclofenac, ketoprofen, ranitidine, gemfibrozil, 
bezafibrate, pravastatin and ofloxacin. Chang et al. [17] obtained about 95% 
COD and 99% BOD reduction from a 10 m3 per day capacity MBR operated at 
a pharmaceutical facility. Nano filtration (NF) and RO membranes are more 
efficient in eliminating PhACs having different physico-chemical properties. The 
removal using NF is mostly over 85%, except for gemfibrozil (50.2%), bezafibrate 
(71.8%), atenolol (66.6%), mefenamic acid (30.2%) and acetaminophen (43%) 
[26]. Short circuiting of membrane or failure of membrane support is responsible 
for the reduction of permeate quality. However, the retentate must be treated 
further to degrade the more concentrated form of PhACs.
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3.3 Biological treatment

These processes use to remove contaminants by assimilating them and it has 
long been a support of wastewater treatment in chemical industries using bacteria 
and other microorganisms. In any biological system, the main factor is the supply of 
an adequate oxygen as cells need not only organic materials as food but also oxygen 
to breathe. A wide range of natural and xenobiotic chemicals in pharmaceutical 
wastewater are recalcitrant and non-biodegradable in nature. Anaerobic processes 
are not always effective in removing such substances [23]. Conventional activated 
sludge treatment (AST) with a long hydraulic retention time (HRT) generally is the 
choice for pharmaceutical industry wastewater [27]. It needs a lower capital cost 
than advanced treatment methods and a limited operational requirement. However, 
it suffers from the production of large amounts of sludge [22]. Removal efficiencies 
are decreased due to development of more resistant microorganisms towards many 
PhACs [28]. Ibuprofen, naproxen, bezafibrate and estrogens (estrone, estradiol and 
ethinylestradiol) showed a high degree of removal while sulfamethoxazole, carba-
mezapine and diclofenac displayed limited removal efficiency [29]. A few studies 
are carried out using sequence batch reactors (SBRs) and MBRs to improve the 
efficiency of AST [29]. Ileri et al. [30] achieved removal efficiency of 82% bio-
chemical oxygen demand (BOD), 88% chemical oxygen demand (COD), 96% NH3 
and 98% suspended solids (SS) from domestic and pharmaceutical wastewater in a 
SBR operated for 4 h aeration followed by 60 min sedimentation. In another study, 
slightly lower COD removal efficiencies between 63 and 69% are reported [31]. 
MBRs are known to be effective for the removal of bulk organics and can replace 
traditional methods when operated in combination with a conventional AST [32]. 
The main advantage of MBRs over AST is that they require less space and can also 
treat variable wastewater compositions [17]. Biologically active filters are also used 
for pharmaceutical wastewater treatment and can remove PhACs [33].

3.4 Advanced oxidation processes (AOPs)

Advanced Oxidation Processes (AOPs) those are generating the very reactive 
radicals, such as hydroxyl radicals (HO•) which are able to react with most of the 
organic compounds. The pollutants and by-products are degraded through a series 
of complex reactions. In the first step, HO• radicals react with organic compounds 
through electron transfer leading to formation of organic intermediates and after 
that species react with dissolved oxygen to form peroxyl (ROO•) radicals which 
undergo rapid decomposition. The overall process leads to partial or total mineral-
ization of pollutants [34].

3.4.1 Fenton processes (FP)

Fenton’s reagent, a mixture of Fe2+ (catalyst) and hydrogen peroxide (H2O2) 
which produces HO• radical, a strong oxidizing agent (E0 = 2.8 vs. NHS). The 
mechanism of FP is studied by several workers [17, 35]. The main reactions occur-
ring in Fenton oxidation of organics are appended bellow (Eqs. 1–4):

 2 3 •
2 2Fe H O Fe OH HO+ + −+ → + +   (1)

 2 • 3Fe HO Fe OH+ + −+ → +   (2)

 • •
2HO RH H O R+ → +   (3)
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 • 3 2R Fe R Fe+ + ++ → +   (4)

where, R• is alkyl free radical.
The major parameters like solution pH, amount of ferrous ion, concentration of 

H2O2, initial concentration of pollutants/ PhACs and presence of other background 
ions [36] that are affecting FP. The optimum pH for FP generally ranges from 2 to 
4. At pH > 4, Fe2+ ions are unstable, and they are easily transformed to Fe3+ forming 
complexes with hydroxyl ion. Moreover, under alkaline conditions H2O2 loses its 
oxidative power as it breakdowns to water [17]. An effluent pH was Adjusted usu-
ally before addition of Fenton reagent. Increase of Fe2+ ions and H2O2 concentration 
boosts up the degradation rate [37]. The use of excess amount of H2O2 can dete-
riorate the overall degradation efficiency of FP coupled with biological treatment 
due to toxic nature of H2O2 to microorganisms [38]. Fenton oxidation of organics/
PhACs can be inhibited by PO4

3−, SO4
2−, F−, Br− and Cl− ions. The inhibition may be 

due to precipitation of iron, scavenging of HO• radicals or coordination with Fe3+ to 
form a less reactive complex [39].

3.4.2 Photo-Fenton processes (PFP)

Photo-Fenton process (H2O2/Fe2+/UV) involves formation of HO• radicals 
through photolysis of hydrogen peroxide (H2O2/UV) by UV-irradiation along with 
the Fenton reaction (H2O2/Fe2+). In presence of UV irradiation, ferric ions (Fe3+) are 
also photo-catalytically converted to ferrous ions (Fe2+) with formation of addi-
tional HO• radicals (Eq. 5) [40].

 ( ) 2 •
2Fe OH h Fe HO+ ++ ν→ +   (5)

Likewise, PFP gives faster rates and higher degree of mineralization compared 
to conventional FP [39]. The reaction can be driven by low energy photons and it 
also can be achieved using solar irradiation [39]. The employment of solar light 
significantly reduces the operational cost. Another important advantage of PFP is 
that iron-organic complexes formed during Fenton oxidation can be broken under 
the illumination of UV light [41].

3.4.3 UV/H2O2 photolysis (UVP)

UVP includes H2O2 injection with continuous mixing in a reactor equipped with 
UV irradiation system (wavelength 200 to 280 nm). UV light is used to cleave O-O 
bond of H2O2 forming HO• radicals. The reactions describing UVP are presented 
below (Eqs. 6–11) [42]:

 •
2 2H O h 2HO+ ν→   (6)

 • •
2 2 2 2H O HO H O+ →ΗΟ +   (7)

 • •
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 • •
2 2 2HO H O O+ΗΟ → +   (11)

Reaction 6 is the rate limiting because the rates of other reactions are much 
higher. In UVP, a higher initial H2O2 concentration produces higher HO• radical 
concentration (Eq. 6), which decomposes the target compounds. However, an 
optimal H2O2 concentration exists because overdosing of H2O2 leads to reaction with 
HO• radicals leaving off HO2

• (Eq. 7). UVP is quite efficient in mineralizing PhACs 
[42]. A disadvantage of UVP is that it cannot utilize solar light as the source of UV 
illumination. The required UV irradiation for the photolysis of H2O2 is not available 
in the solar spectrum [43]. H2O2 has poor UV absorption characteristics and input 
irradiation to the reactor is wasted if the water matrix absorbs UV light.

3.4.4 UV/TiO2 photo catalysis (UVPC)

Photocatalysis is the acceleration of a photoreaction using a catalyst in presence of 
light/photon. It is a well-recognized approach where light energy is employed to excite 
the semiconductor material producing electron (e−

cb)/hole (h+
vb) pair (Eq. 12) which 

eventually involves in the detoxification of pollutants (in water or air). e−
cb from the 

valence band (VB) is promoted to the conduction band (CB) of the semiconductor 
and a h+

vb is created in the VB. The photo generated e− migrates to the surface without 
recombination can reduce and oxidize the contaminants adsorbed on the surface of 
the semiconductor [44]. e−

cb react with surface adsorbed molecular oxygen to yield 
superoxide radical anions (Eq. 13), while h+

vb react with water to form HO•
ad radicals 

on the surface of the catalyst (Eq. 14) [45].

 2 cb vbTiO h e h− ++ ν→ +   (12)

 •
cb 2 2e O O− −+ →   (13)

 •
vb 2 adh H O H HO+ ++ → +   (14)

TiO2 is widely used as a photocatalyst due to high photo-catalytic activity, low 
cost, low toxicity, high oxidation power, easy availability and chemical stability 
under UV light (λ˂380 nm) [46]. TiO2 has two common crystal structures i.e., rutile 
and antase. TiO2 Degussa 25 consisting of 20% rutile and 80% anatase is considered 
as a standard photocatalyst. Organic compounds can undergo oxidative degradation 
through reactions with h+

vb, HO•
ad, and O2

−• radicals as well as through reductive 
cleavage by e−

cb. The key advantages of UVPC are treatment at ambient conditions, 
lower mass transfer limitations using nanoparticles and possibility of use of solar 
irradiation. UVPC is capable for destruction of a wide range of organic chemicals 
into harmless compounds such as CO2 and H2O [47]. The major factors affecting 
UVPC are initial pollutant load, amount of catalyst, reactor design, irradiation 
time, temperature, solution pH, light intensity and presence of ionic species. The 
use of excess catalyst may reduce the amount of photon transfer into the medium 
due to opacity offered by the catalyst particles [36]. The design of reactor should 
assure uniform irradiation of the catalyst [48].

3.5 Advantages and limitations of AOPs

AOPs using H2O2 and Fe2+ suffer from the requirement of acidic conditions, 
interference by inorganic ions, iron-organic complexation and formation of 
iron sludge. Some of the above limitations can be overcome when heterogeneous 
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 • 3 2R Fe R Fe+ + ++ → +   (4)

where, R• is alkyl free radical.
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photocatalytic treatments like UVPC is used. However, uniform illumination of UV 
light and separation of catalyst particles could limit the application. Application of 
artificial UV light increases the cost of treatment and also poses health hazard to the 
working personnel.

The typical advantages of iron based AOPs are:

i. The process is capable to destroy a wide variety of organic compounds even 
without formation of toxic intermediates.

ii. It offers a cost-effective source of HO• radicals using easy-to-handle reagents.

iii. In FP and PFP, both oxidation and coagulation take place simultaneously.

iv. Effective in destruction of refractory PhACs to improve biodegradability and 
produce an effluent that can be treated biologically as a finishing step.

4. Conclusions

AOPs undergo through different reacting systems such as homogeneous or 
heterogeneous phases and in light or dark. It causes consecutive unselective deg-
radation of organic materials. Complete mineralization occurs even at very low 
concentration and the byproducts formed may be environmentally non-hazardous. 
Biological treatment is recognized as the cheapest available technology to remove 
and degrade organic contaminants. However, advanced separation technology gives 
very inefficient degradation of PhACs because they are usually resistant to biodeg-
radation and characterized by low BOD/COD ratio. Partial Fenton oxidation yields 
more biodegradable products together with the destruction of inhibitory effect 
towards microorganisms in the downstream biological treatment. It also increases 
the overall treatment efficiencies compared to the efficiency of individual process. 
AOPs can be employed for the detoxification of PhACs until the biodegradability is 
improved to a level amicable for subsequent biological treatment.
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Daily use of chemicals is an essential part of modern life. Endocrine-disrupting 
chemicals (EDCs) are a heterogeneous group of exogenous chemicals or chemi-
cal mixtures that interfere with the action of hormones and consequently cause 
adverse effects to humans and wildlife. The number of EDCs has markedly 
increased over the past 60 years. Humans are constantly exposed to hundreds of 
EDCs mainly through air, water, and food. Exposure to EDCs (in utero or lifetime) 
may be a significant component of the environmental origin of several medical 
conditions. The developing fetus and neonate are more sensitive than adults to 
perturbation by EDCs. The prenatal damage can cause adverse consequences 
later in life (developmental origins of adult disease). In many cases, the damage 
is irreversible. There is also a possibility of transgenerational effects. By interfer-
ing with hormonal functions, EDCs can contribute to a variety of dysfunctions 
and diseases including obesity, diabetes, reproductive disorders, and cancers. 
Information on long-term effects of chronic, low-dose exposure to EDCs is 
relatively limited. EDCs represent a global threat for human health and cause a 
high cost for the society. Promoting public knowledge and initiating preventive 
measures will help minimizing the health and economic consequences of EDCs for 
future generations.
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1. Introduction

Daily use of chemicals is an essential part of modern life. EDCs are a heteroge-
neous group of exogenous chemicals or chemical mixtures that interfere with the 
action of hormones and consequently cause adverse effects to humans and wildlife. 
They represent an emerging research field. The number of EDCs has markedly 
increased over the past 60 years. Humans are constantly exposed to hundreds of 
EDCs mainly through air, water, and food [1–9].

Exposure to EDCs (in utero or lifetime) may be a significant component of 
the environmental origin of several medical conditions. There is also a possibility 
of transgenerational effects. By interfering with hormonal functions, EDCs can 
contribute to a variety of dysfunctions and diseases including obesity, diabetes, 
reproductive disorders, and cancers [1–4, 10–46].
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1. Introduction

Daily use of chemicals is an essential part of modern life. EDCs are a heteroge-
neous group of exogenous chemicals or chemical mixtures that interfere with the 
action of hormones and consequently cause adverse effects to humans and wildlife. 
They represent an emerging research field. The number of EDCs has markedly 
increased over the past 60 years. Humans are constantly exposed to hundreds of 
EDCs mainly through air, water, and food [1–9].

Exposure to EDCs (in utero or lifetime) may be a significant component of 
the environmental origin of several medical conditions. There is also a possibility 
of transgenerational effects. By interfering with hormonal functions, EDCs can 
contribute to a variety of dysfunctions and diseases including obesity, diabetes, 
reproductive disorders, and cancers [1–4, 10–46].
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EDCs represent a global threat for human health and cause a high cost for the 
society [47]. Promoting public knowledge and initiating preventive measures 
will help minimizing the health and economic consequences of EDCs for future 
generations.

2. General characteristics of EDCs

2.1 Definition and identification of EDCs

In 2002, the International Programme on Chemical Safety belonging to the World 
Health Organization conducted a comprehensive evaluation of EDCs and proposed 
the following definition: “An endocrine disruptor is an exogenous substance or mix-
ture that alters function(s) of the endocrine system and consequently causes adverse 
health effects in an intact organism, or its progeny, or (sub)populations.”

EDCs are chemicals, mainly man-made, but also naturally occurring substances 
that can be found in plants or fungi, that interfere with hormonal signaling path-
ways. The EDCs are active at very low doses, impact health, and can have persistent 
effects [1–5, 10, 11, 13, 16, 48].

The first scientific statement of the Endocrine Society in 2009 provided a 
wake-up call to the scientific community on the risks of EDCs for human health. 
The second statement of the Endocrine Society in 2015 provided a global update on 
EDCs based on the available data in the literature [10].

The experimental screening process of the EDCs using animal data is time-
consuming and costly. Computer-based (in silico) methods have been developed 
to predict the effect of the EDCs on the endocrine receptor [5, 49]. One popular 
method is the molecular docking approach.

2.2 Origin of EDCs

There are over 140,000 man-made chemicals. In 2015, the total production 
of chemicals in the European Union (EU) was 323 million metric tons, 205 mil-
lion metric tons of which were considered hazardous to health. The Endocrine 
Disruption Exchange lists approximately 1,000 agents that have been characterized 
as EDCs (Figure 1).

Figure 1. 
EDCs are mainly man-made chemicals.
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EDCs originate from several sources including phytoestrogens (e.g., genistein), 
industrial (e.g., dioxins and perchlorates), agricultural (e.g., organochlorines, 
organophosphates, and carbamates), residential (e.g., bisphenol A and phthal-
ates), medical devices (e.g., bisphenol A and phthalates), and pharmaceutical (e.g., 
diethylstilbestrol and parabens) [1–8, 10, 11–13, 15–25, 31, 33, 44].

The EDCs can be found in our everyday lives in a variety of products 
 including dust, soil, water, food, cosmetics, soaps, shampoos, toothpastes, 
plastic containers, toys, nicotine, and fertilizers. The United States (US) 
Environmental Protection Agency (EPA) estimates children ingest 60–100 mg 
of dust per day from indoor environment. Among multiple EDCs present 
in food, it is notable to mention monosodium glutamate (used as a flavor 
enhancer), genistein (found in soy-based foods), and high-fructose corn syrup 
(used as a sweetener). The use of plastic packaging is on the rise. The worldwide 
plastics production reached 380 million metric tons in 2015, with approximately 
40% used for packaging. Around 60% of all plastic packaging is used for bever-
ages and food.

2.3 Routes of exposure to EDCs

The exposure to EDCs is mainly unintentional. EDCs remain intact in the envi-
ronment and become widely distributed geographically. They are able to travel very 
long distances in the air. EDCs can accumulate in the food chain and be ingested by 
humans. Exposure to EDCs begins before birth, and even before conception. There 
are several routes of exposure including air, water, food, skin, vein, breast milk, 
and placenta [2–8, 10–13, 15, 16, 18–21, 23, 25, 31, 39, 41]. Humans can be exposed 
simultaneously to several EDCs and this is a challenge for the interpretation of the 
epidemiological studies [14]. Professional workers (e.g., workers using pesticides) 
are at higher risk of exposure to EDCs.

2.4 Metabolism of EDCs

EDCs accumulate in adipose tissue or binds to proteins. Most EDCs are highly 
lipophilic and are stored in adipose tissue. Non-lipophilic EDCs are bound to 
albumin. EDCs may have long half-lives (months or years, e.g., organochlorines) 
or short half-lives (minutes, hours, or days, e.g., bisphenol A) [10, 12, 14, 36]. The 
liver is responsible for metabolizing EDCs and may also act as a storage site for 
lipophilic EDCs. Lipophilic EDCs are more resistant to degradation. Detectable 
levels of numerous EDCs exist in human body fluids (e.g., blood and urine) and 
tissues (e.g., adipose tissue and liver).

2.5 Mechanisms of action of EDCs

EDCs interfere with the action of hormones (Figure 2). They may interact with 
or activate hormone receptors (membrane and nuclear receptors), antagonize 
hormone receptors, alter hormone receptor expression, alter signal transduction 
in hormone-responsive cells, induce epigenetic modifications in hormone- 
producing or hormone-responsive cells (e.g., DNA methylation and histone 
modifications), alter hormone synthesis, alter hormone transport across cell 
membranes, alter hormone distribution or circulating hormone levels, alter hor-
mone metabolism or clearance, and alter fate of hormone-producing or hormone-
responsive cells [1, 3, 4, 9, 10, 12–21, 24, 27, 28, 33, 35].
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3. Consequences of exposure to EDCs

The endocrine system is a complex network of glands (or tissues), hormones, and 
receptors controlling different functions and insuring the homeostasis of the organism.

EDCs pose a threat to humans. They alter the homeostatic systems through 
environmental or developmental exposures. By interfering with hormonal func-
tions, EDCs can contribute to a variety of dysfunctions and diseases. Every endo-
crine axis may be the target of EDCs. Exposure to EDCs (in utero or lifetime) may 
be a significant component of the environmental origin of several medical condi-
tions including obesity, diabetes, reproductive disorders, and cancers (Figure 3) 
[1–4, 10–46]. A specific EDC may be innocuous by itself but when associated with 
other EDCs may cause hazardous effects (cocktail effects). The EDC mixtures are 
the most complicated situations to investigate.

Figure 3. 
EDCs can contribute to a variety of dysfunctions and diseases.

Figure 2. 
EDCs interfere with the action of hormones.
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The susceptibility to EDCs and the resulting deleterious effects may be further 
enhanced by the current climate change.

3.1 Obesity

Obesity is a worldwide pandemic associated with increased morbidity/mortality 
and high cost for the society [50–52]. Although alterations in food intake and/or 
decrease in exercise are important contributing factors to obesity, they cannot fully 
explain the current obesity pandemic. Obesity pandemic coincides with the marked 
increase of the chemicals in the environment over the past 60 years.

Some EDCs can impair regulation of adipose tissue and food intake, reduce basal 
metabolic rate, and predispose to weight gain and obesity despite normal diet and exer-
cise. They can also cause resistance to weight loss if subjects are on anti-obesity diet and/
or drug. These EDCs are called obesogens (or metabolism-disrupting chemicals) [2, 4, 
10, 12, 15–20, 26–33, 36]. The list of obesogens is continuously growing. Approximately 
50 chemicals have been implicated. They include monosodium glutamate, nicotine, 
bisphenol A, phthalates, parabens, and tributyltin (non-exhaustive list).

Obesogens have several target tissues including adipose tissue, brain, liver, 
stomach, and pancreas. At the level of adipose tissue, obesogens promote  obesity by 
inducing an increase in the number of adipocytes (by activating nuclear receptor 
signaling pathways critical for adipogenesis) and storage of fat (Figure 4) [17].

Perinatal exposure to obesogens is associated with overweight and obesity in 
children. Some obesogens (e.g., bisphenol A and tributyltin) are able to induce 
heritable changes that are propagated through multiple generations without any 
new exposure (transgenerational inheritance) [17].

White adipose tissue is an important reservoir of lipophilic obesogens (many 
obesogens are lipophilic chemicals). Rapid weight loss increases plasma levels of 
lipophilic obesogens and may contribute to weight cycling (yo-yo effect).

The dramatic increase in the prevalence of obesity, especially among children, 
shows that intervention actions are needed urgently. Exposure to obesogens should 
be reduced or avoided especially in fetus and neonate.

Figure 4. 
Obesogens alter lipid homeostasis to promote adipogenesis and lipid accumulation.
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Figure 4. 
Obesogens alter lipid homeostasis to promote adipogenesis and lipid accumulation.
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3.2 Diabetes

Diabetes (type 1 and type 2) is a complex metabolic disease resulting from 
deficiency of insulin secretion and/or action [35, 53]. The incidence of diabetes 
has risen significantly over the last several decades [35, 54]. The role of several 
EDCs in the development of diabetes has been extensively investigated. However, 
prospective studies are still needed to support the current findings (Figure 5)  
[3, 4, 10, 15, 16, 34–37].

Prenatal and early-life exposures to EDCs can play a role in the development of 
type 1 diabetes by increasing the risk of autoimmunity and affecting β-cell develop-
ment and function [37]. EDCs with androgenic activity (e.g., bisphenol A) may 
interfere with β-cell function, impair insulin secretion by accelerating insulitis, and 
cause type 1 diabetes [35].

Several EDCs (obesogens) may promote the development of type 2 diabetes 
through weight gain and the resulting insulin resistance. Exposure to bisphenol A 
leads to insulin resistance and type 2 diabetes [35].

3.3 Reproductive disorders

The hypothalamic–pituitary-gonadal axis is the most vulnerable endocrine axis 
to EDCs action. Several disorders have been reported including intersex variation 
(ambiguous genitalia), cryptorchidism (undescended testicles), hypospadias (abnor-
mal opening of urethra), precocious puberty, infertility, polycystic ovarian disease, 
endometriosis, uterine fibroids, and cancers [1–4, 10, 12, 13, 21–23, 25, 38–40].

3.3.1 Male reproductive disorders

Over the past several years, male reproductive health has been on the decline 
with the increase incidence of congenital malformations and poor semen quality 
[23, 40]. Experimental and epidemiological studies support the hypothesis that 
prenatal exposure to EDCs with estrogenic and/or antiandrogenic activity (e.g., 
diethylstilbestrol, bisphenol A, and phthalates) may disrupt the secretion and/or 
action of two Leydig cell hormones (testosterone and insulin-like peptide 3) regu-
lating testicular descent, leading to cryptorchidism in newborn (Figure 6) [40].

Figure 5. 
Exposure to EDCs can cause diabetes through multiple mechanisms.
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3.3.2 Female reproductive disorders

The first clinical warning with EDCs came from diethylstilbestrol, a potent 
estrogen mimic, given to millions of women 50–80 years ago to prevent miscar-
riage. A large number of children exposed in utero to this chemical developed geni-
tal malformations and cancers (e.g., vaginal adenocarcinoma) while the exposed 
mothers had an increased risk for developing breast cancer [3, 38].

Exposure during pregnancy to several EDCs (e.g., bisphenol A and phthalates) is 
associated with inflammatory cytokine levels in maternal and neonatal circulation 
and increased risk of low birth weight [25, 41].

3.4 Cancers

Exposure to some EDCs (e.g., dioxins, organochlorines, arsenic, and cadmium) 
may promote the occurrence of different cancers including thyroid cancer, testicular 
cancer, prostate cancer, uterine cancer, breast cancer, skin cancer, and lymphoma 
(Figure 7) [2–4, 10, 12, 13, 18, 21, 22, 38, 44, 45].

Figure 6. 
Maternal exposure to EDCs may predispose to cryptorchidism in newborn.

Figure 7. 
EDCs can promote the occurrence of different types of cancer.
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3.5 Others

Exposure to EDCs has been reported to be associated with increased incidence 
of cardiovascular, respiratory, liver, kidney, neurological/psychiatric, skin, and 
immunological disorders [2–4, 10, 13, 16, 24, 42–44].

Skin is a body barrier providing protection from environmental physical and 
chemical harm. Several EDCs (e.g., dioxins, phthalates, parabens, and arsenic) 
can act directly on different skin cells (e.g., keratinocytes, sebocytes, melano-
cytes, stem cells, and fibroblasts) and cause a variety of skin disorders such as 
chloracne, hyperpigmentation, allergic contact dermatitis, aging, and cancer 
(Figure 8) [44].

3.6 Timing of exposure to EDCs

The timing of exposure to EDCs plays an important role for the health conse-
quences of EDCs.

Pregnancy is a sensitive window for EDCs exposure. Pregnant women are 
exposed to numerous EDCs (e.g., bisphenol A, phthalates, parabens, and flame 
retardants) which can cross the placenta and affect the fetus. The developing fetus 
and neonate are more sensitive than adults to perturbation by EDCs (Figure 9) 
[3, 4, 9, 10, 14, 16, 17, 19, 25–28, 37–39, 41, 43, 46]. There is a higher sensitivity in 
fetus and neonate due to rapid cell division and differentiation, lack of protective 
mechanisms (e.g., DNA repair), competent immune system, or mature blood/
brain barrier, and increased metabolic rates. During fetal development, different 
organ systems begin to develop at different time periods. Therefore, the suscepti-
bility to EDC exposure and health consequences depends on the critical period for 
a given target organ system. The prenatal damage can cause adverse consequences 
later in life (developmental origins of adult disease). Effects on early development 
are of special concern as these effects are often irreversible. Oxidative stress caused 
by EDCs can be the mediator of several adverse health outcomes (e.g., obesity, dia-
betes, and cardiovascular disease in adulthood) [16, 19, 46]. With EDCs, there is 
also a possibility of damage to future generations (transgenerational inheritance) 
[10, 16, 17, 27, 28].

Figure 8. 
EDCs can cause a variety of skin disorders.
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3.7 Dose and duration of exposure to EDCs

The intensity of exposure to EDCs varies between the United States of America 
(USA) and the EU because of differences in regulations. For example, EDC expo-
sure is much higher for organophosphate pesticides in the EU and for polybromi-
nated diphenyl ethers in the USA [47].

Humans are at the top of food chain. They may store large doses of multiple 
EDCs according to the process of bioaccumulation and bioamplification, generat-
ing effects with unknown consequences [12]. No safe dose of EDC exposure can be 
established. Information on chronic low-dose exposure to EDCs is relatively limited.

3.8 Gender effect of exposure to EDCs

Based on epidemiological studies, gender may play a role on the impact of EDCs 
(Figure 10) [12, 16, 42]. EDCs exert sexually dimorphic effects in metabolism 
regulation through interactions with sex hormone receptors. Bisphenol A appears to 
have specific effects on behavior of both sexes (increase in externalizing behavior in 
girls versus increase in internalizing behavior in boys).

Figure 9. 
EDCs can severely impact the developing fetus.

Figure 10. 
Gender may influence the health consequences of EDCs.
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4. Preventive strategies to reduce exposure to EDCs

EDCs represent a global threat for human health and cause a high cost for the soci-
ety [47]. Promoting public knowledge and initiating preventive measures will help 
minimizing the health and economic consequences of EDCs for future generations.

Policymakers are caught between competing interests, those of organizations 
acting to protect health, and companies working to increase commercial profits. 
EDCs challenge regulators on how to translate science into policy. It is important to 
establish and agree on the criteria defining and identifying the EDCs and the level 
of risk to human health.

Several agencies (e.g., US EPA and European Food Safety Agency) are regulat-
ing the EDCs. Legislation and regulation have been implemented over the last few 
years to control the exposure to EDCs. There are differences in regulations between 
countries, including between the USA and the EU. For example, countries with 
significant heavy chemicals industry are less open to changes towards greener 
chemicals production [3, 11, 48, 55].

Exposure to EDCs cannot be entirely avoided. However, it is possible to mini-
mize the exposure to EDCs [3, 4]. The following recommendations should be 
considered (non-exhaustive list):

• Take the shoes off before walking into the house.

• Wash hands before preparing or eating food.

• Use filtered water to minimize phthalates intake (install a filter on the 
faucet).

• Consume low-fat low-meat fresh food (instead of processed and canned 
food) and organic produce to reduce the ingestion of EDCs (especially 
pesticides).

• Avoid beverages and foods stored in plastic containers. Replace plastics used in 
food preparation (for storage and heating in microwave) with glass, ceramic, 
stainless steel, and bisphenol A-free products to decrease the consumption 
of bisphenol A and phthalates. Keep water bottles cool to reduce bisphenol A 
leaching. Minimize the use of nonstick cookware. Throw away any scratched 
nonstick pans.

• Increase the recycling rates of packaging plastics.

• Use organic, natural cosmetics. Prioritize makeup and perfume products that 
are free of phthalates, parabens, and triclosan. For sunscreens, mineral-based 
products containing zinc oxide or titanium dioxide as active ingredients should 
be preferred.

• Minimize the use of bleached paper products containing dioxins (e.g., paper 
towels and disposable diapers).

• Prefer ecological household cleaning products.

• Avoid flame retardant-treated clothing and furniture.

• Use alternatives to plastic toys.
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• Do not burn conventional candles. Avoid air fresheners (try a vase of dried 
lavender instead).

• Perform regular ventilation of the indoor environment. Open windows to allow 
clean air in when possible.

• Avoid touching receipts to minimize exposure to carbonless/thermal paper.

Some of the above recommendations are difficult to implement for practical 
and/or financial reasons.

5. Cost of EDCs

EDCs are costing society hundreds of billions of dollars each year. Due to 
regulatory divergence and according to a relatively recent report, the disease costs 
in the USA were around 2.3% of the gross domestic product, higher than in the EU 
(around 1.3%) [47].

Regulatory actions to limit the most prevalent and hazardous EDCs could have 
substantial economic benefits. The costs of regulatory actions should be compared 
with the costs of inaction.

6. Conclusions

EDCs are a heterogeneous group of exogenous chemicals or chemical mixtures 
that interfere with the action of hormones and consequently cause adverse effects to 
humans and wildlife. Humans are constantly exposed to hundreds of EDCs mainly 
through air, water, and food.

EDCs pose a threat to humans and the environment. Exposure to EDCs (in utero 
or lifetime) may be a significant component of the environmental origin of several 
dysfunctions and diseases including obesity, diabetes, reproductive disorders, and 
cancers.

Promoting public knowledge and initiating preventive measures will help mini-
mizing the exposure to EDCs and the resulting health and economic consequences 
for future generations.
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