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Preface

Agrometeorology involves climatology, meteorology, agrology, biology, and 
hydrology. It requires a multidisciplinary range of data for operational applications 
and research. Current concerns for the sustainability of agroecosystems in differ-
ent sectors of agriculture have heightened awareness for the careful use of natural 
resources. For proper and efficient use of soils and plant/animal genetic material, 
knowledge of the role of climate is essential. A more inclusive definition of agri-
cultural meteorology deals with water, heat, air, and related biomass development, 
above and below ground, in the agricultural production environment, including 
the impact of pests and diseases that also depend on these factors. Using remote 
sensing (RS), Global Positioning Systems (GPS), and Geographic Information 
Systems (GIS) to develop crop inventories helps decision-makers and planners 
with best practices for agricultural management. The data analysis of crop details 
using various geospatial technologies fills in gaps in statistical agriculture research 
and provides reliable, replicable, and efficient methods for generating agricultural 
statistics. 

This book includes a series of pictures that illustrate the agrometeorological features 
fundamental to the understanding of the subject. It contains thirteen chapters 
organized in order of increasing complexity. The chapters discuss the definitions, 
aims, scopes, and importance of agricultural meteorology and various meteorologi-
cal parameters such as radiation, air temperature, air pressure, winds, humidity, 
and evaporation/evapotranspiration. 

This volume is designed for students and researchers who desire to further devote 
their careers to the protection of natural ecosystems and increasing agricultural 
productivity and sustainability.

Ram Swaroop Meena 
Department of Agronomy, 

Institute of Agricultural Sciences (BHU),
Varanasi, UP, India
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Chapter 1

Prediction of Crop Yields under a 
Changing Climate
Godfrey Shem Juma and Festus Kelonye Beru

Abstract

The impact of increasing climate variability on crop yield is now evident. 
Predicting the potential effects of climate change on crops prompts the use of 
statistical models to measure how the crop responds to climate variables. This 
chapter examines the usage of regression analysis in predicting crop yield under a 
changing climate. Data quality control is explained and application of descriptive 
statistics, correlation analysis and contingency tables discussed. Methodological 
aspects of crop yield modeling and prediction using climate variables are described. 
Estimation of yield via a multilinear regression approach is outlined and an 
overview of statistical model verification introduced. The study recommends the 
usage of regression models in estimating crop yield in consideration of many other 
externalities that can contribute to yield change.

Keywords: crop, yield, prediction, climate change, regression model

1. Introduction

In this chapter, we describe an experimental approach that can be employed in 
predicting crop yield in a changing climate. An introductory applied approach to 
linear statistical modeling and correlation analysis is examined.

Climate change is now evident with well documented socio-economic impacts 
that will affect food production [1, 2]. The decline in food production corresponding 
to reduction in crop yields can be investigated using statistical models [3, 4]. While 
climate related factors can affect yield of crop, there are other externalities that can 
impact on yield production that include the quality of soil, usage of commercial fer-
tilizers or organic manures and residual effects of chemical substances in soils [5, 6].

Figure 1 below shows the projected changes in crop yield due to the impacts of 
increasing climate variability.

Increasing climate variability and associated uncertainties, its impacts on food 
production and general livelihoods prompts the usage of prediction models to 
estimate future food production for early warning and planning. Projection of crop 
yield in a changing climate has been identified with uncertainties that are continu-
ously being reduced by improvement in climate parameter response functions, 
including temperature [7]. Developing countries have also been identified with 
weaker monitoring and reporting of crop health which can lead to absence of early 
warning systems and slow responses to droughts and potential food shortages [8]. 
The prediction models employed are broadly classified into statistical or dynamic 
(mechanistic). However, the modeling has been in some instances enhanced by 
artificial neural network technology that has been applied to generate regional 
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time series of crop yield utilizing highly resolved output of the global and regional 
models. The Global Circulation Models (GCMs) give coarse output of important 
climate parameters preferably applicable on larger spatial scales while the Regional 
Circulation Models (GCMS) give fine scale resolutions of GCMs on shorter spatial 
scales. Where the variables of interests cannot be described by standard linear 
models, nested-error regression model having both fixed and random effects are 
usually applied to include Monte Carlo simulation methodology in order to enhance 
representative precision. Nested-error modeling is better at regional spatial scales 
and performs poorly at large scale spatial coverage [9].

Application of computing technology has seen historical climate data sets of 
at least 30 years of a given crop used with artificial neural network technology to 
investigate, simulate and predict historical time series of crop yields in climate 
zones over regions. Resultant neural networks are trained with data sets of selected 
climate zones and tested against an independent zone in order to enhance the power 
of crop yield predictability [10]. A combination of neural networks and fuzzy 
set theory has also been applied to construct Fuzzy Neural Network (FNN) and 
Granular Neural Network (GNN) that have been used for predicting crop yields 
over different spatial locations with inputs from spot vegetation cover data [11].

Assessment of vegetative cover using standardized vegetative indices has also been 
adopted to give estimates of crop yield over regions either separately or in combina-
tion of the above approaches. In this method, easily measurable proxies are applied 
that include Normalized-Difference Vegetation Indices (NDVI), Green vegetation 
indices (GVI), Soil Adjusted Vegetation Indices (SAVI), Back-propagation Neural 
Network (BPNN) that are positively correlated with crop yield [12]. Statistical 
models that combine the vegetative and thermal indices from satellite data have 
performed better in predicting crop yield compared to those that are based on 
vegetative cover indices alone [13]. While mechanistic models have been applied 
alongside statistical models, the later have been able to reproduce key features of 
crop responses to warming and precipitation changes using a process-based model 
approach [3, 14]. The Crop Environment Resource Synthesis (CERES) model has 
been applied as a decision making tool in crop yield estimation [15] while PRECIS 
(Predicting REgional Climate for Impact Studies) has been used to assess the 
impacts of climate change on crop yield [14].

Therefore, the need to continuously enhance understanding on yield estima-
tion and prediction in a changing climate is continuous and cannot be over empha-
sized. It is in this back drop that this study makes attempts to adopt a simplified 
linear statistical approach applicable in crop yield estimation. Basic statistical 
description is defined and methodology discussed. Hybrid models that are both 
statistical and mechanistic, integrated by neural network technology based on 

Figure 1. 
Projected changes in crop yield associated with increasing climate variability (source: [7]).
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multiple variables of climate and crop physiological importance are found to have 
higher crop yield predictive power.

2. Statistical determination of crop yield

2.1 Descriptive statistical analysis

This entails describing data in statistical summaries meaningfully without 
making conclusions beyond the data. Measures of central tendency and measures of 
spread are widely adopted in describing data. The former involves the determina-
tion of the mean, median, mode, skewness and kurtosis while the later includes 
variance and standard deviation. These parameters can be used to describe climate 
and crop yield data as a preliminary approach alongside data quality control.

Data quality control involves approaches that are used to detect defections and 
inconsistencies in data sets. Various methods are used to determine the quality of 
climate data including linear regression approaches. In one such method, a single 
mass curve technique is applied where cumulative values of climate variable are 
plotted against a linear scale. The tendency of the resulting curve to shift towards 
linearity is identified with better quality data. This method is also called the data 
homogeneity test. Data that fails this test or data with more than 10 percent of 
missing values is judged to be of poor quality and not fit for inferential statistics.

2.2 Crop yield modeling and prediction

Statistical models have been applied in predicting crop yield and their ability to 
accurately predict yield responses to changes in mean temperature and precipitation 
has been determined by process-based crop models. Prototype models include Crop 
Environment Resource Synthesis (CERES) that can be applied to a crop to simulate 
corresponding yield and can be used for projecting future yield responses, with 
their usefulness higher at broader spatial scales [16]. Mechanistic models are also 
used alongside statistical models to predict crop yields [17]. Crop Yield Simulation 
and Land Assessment Models (CYSLAM) are applied to model the interaction of 
environmental variables, physiological responses, inputs, yields and land manage-
ment mechanistic simulations of crop yield [17].

Yields constrained by radiation and temperature within 10 day periods 
(dekads) are initially estimated in order to account for effective rainfall, evapo-
transpiration, percolation, and soil moisture. The procedure is followed by a 
simulation of crop/soil water balance through the cycle of crop growth accounting 
for periods of moisture stress and consequently, estimation of crop yield [17]. The 
moisture-dependent yield is adjusted for nutrient supply, toxicities and drainage 
conditions of the soil [17]. However, validation of modules for moisture limited 
yield, nutrient yield and radiation and temperature limited yield is carried out 
separately in comparison with historical crop data.

2.2.1 Multilinear regression yield estimation

Single mass curve technique is used for data quality control where Cumulative 
values of data are plotted against a temporal scale. The nature and variability of 
climate elements is determined including the mean, skewness, standard deviation, 
students’ t-test and correlation analysis. Trend is determined by dividing the data 
into two sets of equal length, and the difference in the means of the two sets is 
tested using the t-test [4].
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The Relationship between crop Yield and Variations in Climatic Elements is 
carried out by Correlation Analysis, the degree of relationship between at least two 
variables. The Pearson’s correlation coefficient (r) is used to determine the correla-
tion between the climate elements and the crop yield according to the following 
expression (1) below:

 ( )( )
( ) ( )
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1/222

1 1

N
i ii

N N
i ii i

x x y y
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where

N Total number of observations=>  
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realization of student (t) random variable with mean (zero) and (n) degrees of 
freedom. P values are computed where p < 0.05 prompts the probability of rejecting 
the null hypothesis and vice versa. The student t-statistic can be used as given by the 
Eq. (2) below:
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Multiple Linear Regression Analysis gives models that involve more than one 
independent variable and one dependent variable. This gives an analytical model, 
which is used to develop a model for predicting crop yield from climatic elements at 
various time lags.

This relationship is given by the Eq. (3) below:
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Where βs are coefficients, Xi are the predictors, Y is the crop yield (predictand) 
and β0 is a constant.

Climate variables are the independent variable while yield is the dependent 
variable. The data is imported into statistical analysis software (SYSTAT or R) 
where regression analysis is carried out in order to get coefficients ßo , 1ß  and ßn . 
These values are fitted in a multiple regression model of the form (3) above.

The regression model for predicting crop yield is arrived at via a series of 
enhancing steps where the initial step entails all climate variables specified in the 
data file. Climate variable with a p-value greater than 0.05 are judged as statistically 
significant in the model at 95% confidence level. The second step is a repeat of the 
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first one excluding the non-significant variable in the data file. A model that entails 
the statistically significant climate variables is specified and adopted.

The third step entails plotting the model residuals with keen interest on the 
normal Q-Q plot to detect the outliers. Where outliers are detected, the model has 
to be “re-built” without outliers. The error terms which are the differences between 
the observed value of the dependent variable and the predicted value are called 
residuals. The final outlier-less model is specified with the following key assump-
tions namely: Homoscedasticity of residual based on equal variance; Normality of 
residual; Leverage based on distance of plots to the center and the cook’s distance; 
Positive variance and non-perfect multicollinearity. Homoscedasticity is defined by 
a scatter plot and assumes equal distribution of the residuals. Normality of residual 
assumes that the regression follows a normal distribution. Cook’s distance provides 
an idea on influential data points that are worth checking for validity. Non-perfect 
multicollinearity occurs when one of the regressors is highly correlated with, but 
not equal to a linear combination of other regressors.

Contingency table can be used for verifying the model. Data is split into two 
data sets where one set is used in training the model in a statistical analysis tool 
(e.g. SYSTAT). Model verification statistics including percent correct (PC), Post 
Agreement (PA), False-Alarm Ratio (FAR), critical success index (CSI), probability 
of detection (POD), bias, and Heidke’s skill score (HSS) were determined.

The methodology was applied by [4] in their assessment of crop yield over 
Nandi East Sub-County in Kenya.

3. Conclusion and recommendation

This book chapter described a basic regression approach applied in predicting 
crop yield in a changing climate. Introductory concepts of descriptive statistics, 
data quality control, correlation analysis and multilinear modeling are discussed. A 
typical regression method to estimate yield is examined. The study concludes that 
crop yield prediction and estimation is married with uncertainties of both natural 
and anthropogenic nature and requires continuous improvement with more focus 
on externalities that affect crop yield. This study recommends hybrid models that 
are both statistical and mechanistic, integrated by neural network technology based 
on multiple variables of climate and crop physiological importance.
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Chapter 2

Climatic Variation and Its Impacts
on Yield and Water Requirement
of Crops in Indian Central
Himalaya
Ram Prakash Yadav, Suresh Chandra Panday,
Jitendra Kumar, Jaideep Kumar Bisht, Vijay Singh Meena,
Mahipal Choudhary, Shyam Nath, Manoj Parihar
and Rajendra Prasad Meena

Abstract

Climate is most important factor affecting agriculture, and issues related to
climate and its implications have attracted attention of policy makers globally. The
farm sector, particularly marginal ecosystems in mountains are vulnerable because
of unpredictable variation and severe sink limitations. Efforts to impart resilience to
farm and its allied sector are an urgent need. The climatic parameters play very
important role to determine type of crops, cattle rearing and the life style adopted
by the people. Moreover, weather has a significant impact on crop growth and
development. Weather plays a vital role and affects the production and productivity
of the crops. According to an estimate, weather contributes 67% variation in pro-
ductivity and rest of the factors (soil, nutrient and management practices etc.)
accounts for 33%. Therefore, there is a need of in-depth analysis of each meteoro-
logical parameters and identification of their trend over the years in order to
identify and adapt suitable agriculture practices, better adaptable crops, varieties
and their duration, time of field preparation, sowing time and irrigation as per the
climatic conditions of the region. This will lead farming community to plan strate-
gies of agriculture operation to obtain optimum yield. The climatic data from the
meteorological observatory of ICAR-VPKAS, Hawalbagh located at mid hill condi-
tion (1250 m amsl) were analyzed for different periods (annual, seasonal, monthly,
weekly). It was revealed that rainfall is decreasing over the years but significant
(P < 0.05) decrease was recorded at mid hills. The maximum temperature is
increasing significantly (P < 0.05) during post-monsoon and winter season how-
ever decreasing in monsoon season whereas minimum temperature is decreasing
round the year. These changes in rainfall and temperatures are affecting production
and productivity of the crops, as hills are largely rainfed. In terms of crop water
demand, there is no need to apply irrigation during the rainy season except the
transplanted rice. However, during the winter season as there is more than 60% of
water deficit to irrigate the crops. The proper understanding of climate is necessary
to bring sustainability in hill agriculture by adjusting crop sowing window and other
operations as per suitability of the climate.
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1. Introduction

Climate determines nature and productivity of farming systems’ and allied farm
enterprises. The climate over the Himalayan ranges varies from place to place due to
complexities of the local relief features and type of weather systems. Weather is
defined as the state of the atmosphere at a specific time and place. It defines the
physical conditions of the atmosphere with respect to wind, temperature cloudi-
ness, moisture, rainfall pressure and other parameters such as sunshine hour, evap-
oration etc. Climate pertaining to a region or a place can be defined as the sum of
the weather conditions prevailing over a place over the years. In other words,
climate represents average weather conditions over a long period. It comprises not
only those conditions that can be obviously described as near average or normal, but
also the extremes and all the variations. According to an estimate, weather contrib-
utes 67% of the variations in productivity and rest by the other factors viz., soil
nutrient and management practices [1]. The climate affect the crop production,
jeopardize the livelihood of people, and induced animal starvation. The recent
severe drought of 2002 affected 300,000,000 people and monetary losses US
$910,721,000 [2]. It is well known fact that there is little control over the climate
and there is a very little chance to manipulate the weather. Therefore, there is a
need of identification and adaption of suitable crops and varieties, as per the cli-
matic conditions of the region.

The potential of climate as an agricultural resource has not been fully utilized
and realized. As a result, several crops are grown traditionally without any knowl-
edge of their suitability. Thus, on one hand, poor production and on the other,
much of the production potential of these vast resources go untapped. However, it
is inevitable to make adjustment with weather to harness the maximum benefit
from available climatic resources. Therefore, knowledge of agro climatology of a
region is a valuable tool for crop planning. The knowledge of climatic conditions
also helps in identification and selection of forest trees, species and grasses. The
proper knowledge of climate and its relationship with severity of insects and pests,
diseases will be helpful for managing them and minimizing the losses. Therefore,
knowledge of the climate is necessary to utilize resources efficiently for maintaining
the production and regeneration capacity. As we know that, there is little control
over the climate and there is very little chance to manipulate the weather. There-
fore, there is a need of in-depth analysis of each meteorological parameters and
identification of their trend over the years in order to identify and adapt suitable
agriculture practices, better adaptable crops, varieties and their duration, time of
field preparation, sowing time and irrigation as per the climatic conditions of the
region.

One of the major challenges of the 21st century is to ensure food security for the
burgeoning population. It is more pertinent to India, where population growth rate
is high and it may surpass the China’s population in near future. Although conse-
quent to green revolution India in general has made remarkable progress in pro-
duction of food and fiber since 1970’s. However, India has to progressively match
the production with population growth rate still to ensure food security, it has to go
for climate smart sustainable agriculture. Agriculture is even more important as a
primary source of livelihood for majority of the world’s workforce. However, live-
lihood systems that are based on agriculture may face growing risk of crop failure,
frequent incidence of pest and diseases and loss of livestock due to climate change
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[3]. Crop production is a complex phenomenon and depends on abiotic (soil,
weather, plant etc.) and biotic factors (insect, pest diseases etc.). Sudden change
and frequent variation of these factors during different crop growth stages can
bring drastic change in crop production and productivity. Warming trends were
reported in Indian climate [4]. The decline in production in rice and wheat due to
climate variation was reported [5, 6] though received rainfall higher than the mean
rainfall of rice and wheat. This chapter deals with the impact of climatic variation
and changes on natural resources and agricultural productivity.

1.1 Agroforestry and climate change

In the welfare of our nation and its economy, value of forests and trees is
foremost. The indirect benefits are more than direct benefits to us through the trees
[7, 8]. It is true that if the tree is present on the earth, the water will be available; if
water is there, food will be available and due to food, we will exist. Our resources
were first developed in the shadows of the trees because the trees give us food, fuel,
fodder, shade and timber and improve fertility of land as well as increase water
availability, prevent soil erosion and help maintain environmental balance [8, 9]. At
present, due to burgeoning population and dwindling resources, importance of
agroforestry has increased [10]. Due to the development of new systems, in modern
agriculture such as agro-forestry is need of the hour in place of traditional
agricultural landscape without reducing food production [11, 12].

To meet the needs of growing population conflict between forest and agricul-
tural land has also increased; industrialization has generated pressure on land for
many other demands [13]. Therefore, it is necessary to produce both agricultural
and forestry products on the same piece of land to meet out the increasing demand
of different products [14]. For this, plantations should be done on the agricultural
land. Agroforestry helps in removal of carbon and other greenhouse gases from the
atmosphere to mitigate climate change, reducing the impact of climate change and
reduces the vulnerability [8, 11, 12, 15]. The different options to mitigate climate
change include increasing carbon reducing activities such as carbon sequestration,
to reduce emissions of bio-energy and biofuels in productive activities. Agroforestry
is not only a large and low cost opportunity to mitigate climate change but also
provides other services to the community [16]. Tree collects carbon dioxide (CO2)
from the atmosphere and converts it into carbon molecules through photosynthesis
in leaves, which is responsible for growth of tree. One kilogram of dry wood
contains �0.5 kg carbon. According to IPCC [17] tropical wet forest have carbon in
above ground biomass of 65–430 t ha�1 and 44–130 t ha�1 in soil.

Tree provides leaves as manure for agriculture, help in farming directly and
indirectly and provide food and fodder for human and animal [7, 8]. This may
benefit from the same piece of land that help in self-catering as well as can reduce
the risk, also helps in providing appropriate environment for crops and the market
for products. Although this technique is very simple, still it provides complemen-
tary employment and a very small technical and economic cooperation is required.
The tree is a blessing because it is very useful to the poor and provides various
benefits and windfall profits due to different timings of reaping at low cost varia-
tion. The greatest significance of agroforestry is that the farmer’s family can adopt it
as a good activity without changing his business and trees are very cooperative in
the agro-forestry [18]. Trees convert poisonous gas CO2 into life saving oxygen (O2).
This action purify the air as well as help in preventing elevated temperature because
trees absorb atmospheric carbon in the process of photosynthesis. In agroforestry,
we should choose trees with short life cycle and fast growing in nature. India has
diversified climate, different agricultural conditions and abundant wasteland in
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villages need to be considered while implementing various methods of forestry.
Various agroforestry practices can be used based on climate of the place and utility,
benefits and on need basis [7, 9, 19].

The provision of agro-forestry-based industries in National Agroforestry Policy
(2014), will give a major boost to the agroforestry [20]. In 1981, our country’s
population was 236.7 million, which increased to 1.21 billion in 2011. However,
there has been no increase in the country’s geographical area. If population growth
continues at this pace, by 2020 the population of our country will be more than 1.30
billion. Thus, the effects of increasing population and urbanization have impact on
loss of forests, increased soil erosion and atmospheric pollution. Therefore, at pre-
sent the agro-forestry tree planted portion will not only prevent soil erosion but also
increase its productive power and will help to maintain environmental balance.
Planting trees with crops will increase the returns from per unit land [19].

2. Climate and its variability at Mid hill Hawalbagh, Almora

The climate variability observed based on past years data of rainfall and tem-
perature is summarized in next section. The rainfall variation showed that out of
55 years, the 24 years rainfall was below the normal rainfall. The annual rainfall
showed decreasing trend and the rainy days with 50, 75 and 100 mm of rainfall are
found increasing. Whereas, 25 mm rainfall rainy days are decreasing.

2.1 Rainfall characteristics

The precipitation is the primary input in the hydrological cycle and dominantly
influences the complex hydrological phenomena. Precipitation is the main source of
fresh water. Precipitation is any product of the condensation of atmospheric water
vapor that falls under gravity. The main forms of precipitation include drizzle, rain,
sleet, snow, graupel and hail. Rain is liquid precipitation, as opposed to non-liquid
kinds of precipitation such as sleet, snow, and hail. The rainfall information is
needed for management of natural resources and crop planning. Rainfall amount,
intensity and its distribution are prime factors affecting plant growth, soil erosion
and flood problems. This is more pertinent to state like Uttarakhand hills, which has
only 10% area under irrigation. The distribution of rainfall in hills is very important
because it not only influences hills but also downstream locations in plains. The
excess rainfall may aggravate erosion in hills and floods in low-lying areas while
deficit may cause drought and reduced river flow. Knowledge of rainfall pattern in a
given geographical location enables the development of suitable strategies for agri-
cultural planning and implementation.

2.1.1 Annual rainfall

Annual rainfall (1964–2018) data recorded at Agro-Metrological Observatory,
Hawalbagh (Almora), showed variation from 650.8 mm in 1974 being lowest to
1496.0 mm in 1971 being highest with a mean of 994.8 mm. The standard deviation
(SD) and coefficient of variation (CV) of annual rainfall were 208.7 mm and 21.0
per cent, respectively. It was observed that rainfall in 24, out of 47 years was higher
than the mean. The annual average rainy days were 67 with SD 10.5 and CV 15.6
percent. The maximum number of rainy days (90) was recorded in the year 1977
with rainfall (1088 mm) and minimum (49) with rainfall (852.1 mm) in 1964. The
highest annual rainfall (1496.0 mm) was recorded during 1971 in 85 days, while
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highest rainy days (90) received 1088 mm rainfall in 1977, respectively. Annual
rainfall showed decreasing trend over the years.

2.1.2 Monthly rainfall

The mean monthly rainfall (1964 to 2018) is presented in Table 1. It is evident
from table that each month received more than 130 mm rainfall during June to
September. The highest rainfall (240.2-mm) with highest 14 rainy day was recorded
in July followed by August with mean rainfall (210.0 mm) with average 13 rainy
days. The monsoon months (June to September) regarded as effective months of
rainfall or wettest months of the year. The average rainfall during October,
November and December was 22.8, 6.2 and 20.3 mm respectively. The average
rainfall during January, February and March months was 39.9, 50.7 and 42.4 mm
with rainy days 3.0, 4.0 each for later two months 4.0 respectively. The rainfall of
pre monsoon months i.e. the April and May was recorded 32.0 mm and 61.7 mm
with rainy days 3.0 and 5.0 days respectively (Table 1).

2.1.3 Annual and seasonal rainfall and its variability

The annual rainfall showed decreasing trend (Figure 1). It was recorded that
mean annual rainfall was 994.8 mm, highest annual rainfall (1496.0 mm) in the
year 1971, lowest annual rainfall (650.8 mm) in the year 1974 and highest rainfall in
single day (167.0) on 18th September 2010. Whereas, mean annual rainy days
(68 days), highest rainy days in year (90 days) in the year 1977, lowest rainy
days (49 days) in the year 1964 and 1966. The highest rainfall 72.3% occurred in
monsoon season followed by summer (13.6%) winter (11.1%) and least in post
monsoon (3%).

Month Mean lowest Highest Percent annual rainfall CV (%) Rainy days* (rainfall
more than 2.4 mm)

January 39.9 0 113.3 4.0 79.7 3

February 50.7 0 153.4 5.1 76.0 4

March 42.4 0 195.4 4.3 89.1 4

April 32.0 0 153.2 3.2 88.7 3

May 61.7 0 179.2 6.2 72.8 5

June 134.8 7.5 342.5 13.6 56.9 9

July 240.2 96.5 493.2 24.1 39.1 14

August 210.0 65 374.5 21.1 34.0 13

September 133.7 8.8 463.5 13.4 73.4 8

October 22.8 0 210.4 2.3 162.9 2

November 6.2 0 66 0.6 202.5 1

December 20.3 0 107.7 2.0 127.8 1
*Rainy days were rounded.

Table 1.
Mean, monthly rainfall characterization (mm) of month along with rainy days and CV (1964–2018).
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highest rainy days (90) received 1088 mm rainfall in 1977, respectively. Annual
rainfall showed decreasing trend over the years.

2.1.2 Monthly rainfall

The mean monthly rainfall (1964 to 2018) is presented in Table 1. It is evident
from table that each month received more than 130 mm rainfall during June to
September. The highest rainfall (240.2-mm) with highest 14 rainy day was recorded
in July followed by August with mean rainfall (210.0 mm) with average 13 rainy
days. The monsoon months (June to September) regarded as effective months of
rainfall or wettest months of the year. The average rainfall during October,
November and December was 22.8, 6.2 and 20.3 mm respectively. The average
rainfall during January, February and March months was 39.9, 50.7 and 42.4 mm
with rainy days 3.0, 4.0 each for later two months 4.0 respectively. The rainfall of
pre monsoon months i.e. the April and May was recorded 32.0 mm and 61.7 mm
with rainy days 3.0 and 5.0 days respectively (Table 1).

2.1.3 Annual and seasonal rainfall and its variability

The annual rainfall showed decreasing trend (Figure 1). It was recorded that
mean annual rainfall was 994.8 mm, highest annual rainfall (1496.0 mm) in the
year 1971, lowest annual rainfall (650.8 mm) in the year 1974 and highest rainfall in
single day (167.0) on 18th September 2010. Whereas, mean annual rainy days
(68 days), highest rainy days in year (90 days) in the year 1977, lowest rainy
days (49 days) in the year 1964 and 1966. The highest rainfall 72.3% occurred in
monsoon season followed by summer (13.6%) winter (11.1%) and least in post
monsoon (3%).

Month Mean lowest Highest Percent annual rainfall CV (%) Rainy days* (rainfall
more than 2.4 mm)

January 39.9 0 113.3 4.0 79.7 3

February 50.7 0 153.4 5.1 76.0 4

March 42.4 0 195.4 4.3 89.1 4

April 32.0 0 153.2 3.2 88.7 3

May 61.7 0 179.2 6.2 72.8 5

June 134.8 7.5 342.5 13.6 56.9 9

July 240.2 96.5 493.2 24.1 39.1 14

August 210.0 65 374.5 21.1 34.0 13

September 133.7 8.8 463.5 13.4 73.4 8

October 22.8 0 210.4 2.3 162.9 2

November 6.2 0 66 0.6 202.5 1

December 20.3 0 107.7 2.0 127.8 1
*Rainy days were rounded.

Table 1.
Mean, monthly rainfall characterization (mm) of month along with rainy days and CV (1964–2018).

13

Climatic Variation and Its Impacts on Yield and Water Requirement of Crops in Indian Central…
DOI: http://dx.doi.org/10.5772/intechopen.94076



2.1.4 Winter (December to February) and summer (March to May) rainfall

The out of 55 years, winter season rainfall was 30 years above the normal rainfall
and rest years it was below the normal rainfall (Figure 1). The winter season rainfall
have recorded slightly increasing trend. However, winter rainy days showing
decreasing trend. The characteristics of the winter rainfall are mean rainfall
(111.2 mm), highest rainfall (216.5 mm) in the year 2013, and lowest rainfall
(13.0 mm) in the year 2016. The highest rainfall in single day (77.0 mm) on 18th
February 2003] Likewise, mean winter rainy days (8.3 days); Highest rainy days in
a year (15 days) in the year 1975; Lowest rainy days (2 days) in years 1964, 1967 and
2006}]. The summer rainfall in 22 years was above the normal and rest years, was
below the normal (Figure 1). The summer rainfall and rainy days showed increas-
ing trend (Figure 1). The mean rainfall was 136.1 mm, highest rainfall (369.5 mm)
in 1983, lowest rainfall (29.0 mm) in 2013 and highest rainfall in single day
(57.5 mm) on 7th May 1998. Similarly, mean annual rainy days were 12.4 days,
highest rainy days in a year (23 days) in 1990 and lowest rainy days (4 days) in the
years 1968, 1984 and 1992.

2.1.5 Monsoon (June to September) and post-monsoon (October to November) rainfall

The monsoon rainfall out of 55 years, 30 years was below the normal rainfall and
it showed decreasing trend (Figure 1). The similar trend was observed with regard
to rainy days. The mean rainfall was 718.8 mm, highest rainfall (1156.5 mm) in
2010, lowest rainfall (424.2 mm) in 2015 and highest rainfall in single day (167 mm)
on 18th September 2010. Whereas, mean annual rainy days (45 days), highest
Rainy days (60 days) in a years 1977,1988 and 2010 and lowest rainy days (27 days)
in year 2009. The post monsoon rainfall in 36 years was below the normal rainfall
and showed an increasing trend (Figure 1). The characteristics of post-monsoon
rainfall exhibited mean rainfall (29.9 mm), highest rainfall (210.4 mm) in the year
1985, lowest rainfall (0.0 mm) in the years 1964, 1974, 1993, 1994, 2001 and 2017
and highest rainfall in single day (99.8 mm) on 13th October 1985. The mean annual
rainy days were 2.0 days, highest rainy days in a year (11 days) in the year 1997 and
lowest rainy days in year (0 days) in the years 1964, 1967, 1969, 1974, 1975, 1984,
1988, 1993, 1994, 2001 and 2017.

Figure 1.
Mann- Kendall test statistics for annual and rainfall data of different seasons.
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3. Estimation of crop water requirement in study area

Water requirement of the crops defines the quantity of water needed to meet
the water losses through evapotranspiration of a disease-free crop under non
restricting soil conditions, including soil, water and fertility and achieving the
full potential under a given soil environment in a given time. Water requirement
of the main Kharif and Rabi season crops (i.e. Vegetable pea, Barley, Rajma,
Tomato, French Bean, Chili, Rice, Wheat, Maize, Soyabean, Okra, Mustard,
and Cow pea) were calculated on the basis of Reference crop evapotranspiration
(ETo) on the monthly basis by using CROPWAT model based on FAO-Penman-
Monteith’s semi-empirical equation. The required weather data (min. and max.
Temperature, rainfall, sunshine hours, wind speed, etc.) was collected from
the automatic weather station. Reference evapotranspiration (ETo) expresses the
evaporative index of the atmosphere at a specific location. It is independent of
crop type, stage of development and management practices. The reference
evapotranspiration had been calculated using this Equation [21] in the following
form:

ETo ¼
0:408Δ Rn �Gð Þ þ γ 900

Tþ273 u2 es � eað Þ
Δþ γ 1þ 0:34u2ð Þ (1)

Where,
ETo = reference evapotranspiration [mm day�1].
u2 = wind speed at 2 m height [m s�1].
Rn = net radiation at crop surface [MJ m�2 day �1].
G = soil heat flux density [MJ m�2 day �1].
T = mean daily air temperature at 2 m height [°C].
γ = psychrometric constant [kPa °C�1].
Δ = slope of vapor pressure curve [kPa °C�1].
es � ea = saturation vapor pressure deficit [kPa].

3.1 Crop coefficient

The crop evapotranspiration, (ETc) is calculated by multiplying the reference
crop evapotranspiration, (ETo) by crop coefficient (Kc). Consequently, different
crops will have different crop coefficients. Kc value varies with the type of crop,
climate, soil evaporation and crop growth stages [21].

ETc ¼ Kc � ETo (2)

Where,
ETc = crop evapotranspiration [mm day�1].
Kc = crop coefficient [dimensionless].
ETo = reference crop evapotranspiration [mm day�1].

3.2 Gross irrigation requirement

The gross irrigation requirement (GIR) accounts for losses of water included
during conveyance and application of irrigation water to the field. The gross irriga-
tion requirement is calculated by the ratio of net irrigation requirement to the
irrigation efficiency.

15

Climatic Variation and Its Impacts on Yield and Water Requirement of Crops in Indian Central…
DOI: http://dx.doi.org/10.5772/intechopen.94076



2.1.4 Winter (December to February) and summer (March to May) rainfall

The out of 55 years, winter season rainfall was 30 years above the normal rainfall
and rest years it was below the normal rainfall (Figure 1). The winter season rainfall
have recorded slightly increasing trend. However, winter rainy days showing
decreasing trend. The characteristics of the winter rainfall are mean rainfall
(111.2 mm), highest rainfall (216.5 mm) in the year 2013, and lowest rainfall
(13.0 mm) in the year 2016. The highest rainfall in single day (77.0 mm) on 18th
February 2003] Likewise, mean winter rainy days (8.3 days); Highest rainy days in
a year (15 days) in the year 1975; Lowest rainy days (2 days) in years 1964, 1967 and
2006}]. The summer rainfall in 22 years was above the normal and rest years, was
below the normal (Figure 1). The summer rainfall and rainy days showed increas-
ing trend (Figure 1). The mean rainfall was 136.1 mm, highest rainfall (369.5 mm)
in 1983, lowest rainfall (29.0 mm) in 2013 and highest rainfall in single day
(57.5 mm) on 7th May 1998. Similarly, mean annual rainy days were 12.4 days,
highest rainy days in a year (23 days) in 1990 and lowest rainy days (4 days) in the
years 1968, 1984 and 1992.

2.1.5 Monsoon (June to September) and post-monsoon (October to November) rainfall

The monsoon rainfall out of 55 years, 30 years was below the normal rainfall and
it showed decreasing trend (Figure 1). The similar trend was observed with regard
to rainy days. The mean rainfall was 718.8 mm, highest rainfall (1156.5 mm) in
2010, lowest rainfall (424.2 mm) in 2015 and highest rainfall in single day (167 mm)
on 18th September 2010. Whereas, mean annual rainy days (45 days), highest
Rainy days (60 days) in a years 1977,1988 and 2010 and lowest rainy days (27 days)
in year 2009. The post monsoon rainfall in 36 years was below the normal rainfall
and showed an increasing trend (Figure 1). The characteristics of post-monsoon
rainfall exhibited mean rainfall (29.9 mm), highest rainfall (210.4 mm) in the year
1985, lowest rainfall (0.0 mm) in the years 1964, 1974, 1993, 1994, 2001 and 2017
and highest rainfall in single day (99.8 mm) on 13th October 1985. The mean annual
rainy days were 2.0 days, highest rainy days in a year (11 days) in the year 1997 and
lowest rainy days in year (0 days) in the years 1964, 1967, 1969, 1974, 1975, 1984,
1988, 1993, 1994, 2001 and 2017.

Figure 1.
Mann- Kendall test statistics for annual and rainfall data of different seasons.

14

Agrometeorology

3. Estimation of crop water requirement in study area

Water requirement of the crops defines the quantity of water needed to meet
the water losses through evapotranspiration of a disease-free crop under non
restricting soil conditions, including soil, water and fertility and achieving the
full potential under a given soil environment in a given time. Water requirement
of the main Kharif and Rabi season crops (i.e. Vegetable pea, Barley, Rajma,
Tomato, French Bean, Chili, Rice, Wheat, Maize, Soyabean, Okra, Mustard,
and Cow pea) were calculated on the basis of Reference crop evapotranspiration
(ETo) on the monthly basis by using CROPWAT model based on FAO-Penman-
Monteith’s semi-empirical equation. The required weather data (min. and max.
Temperature, rainfall, sunshine hours, wind speed, etc.) was collected from
the automatic weather station. Reference evapotranspiration (ETo) expresses the
evaporative index of the atmosphere at a specific location. It is independent of
crop type, stage of development and management practices. The reference
evapotranspiration had been calculated using this Equation [21] in the following
form:

ETo ¼
0:408Δ Rn �Gð Þ þ γ 900

Tþ273 u2 es � eað Þ
Δþ γ 1þ 0:34u2ð Þ (1)

Where,
ETo = reference evapotranspiration [mm day�1].
u2 = wind speed at 2 m height [m s�1].
Rn = net radiation at crop surface [MJ m�2 day �1].
G = soil heat flux density [MJ m�2 day �1].
T = mean daily air temperature at 2 m height [°C].
γ = psychrometric constant [kPa °C�1].
Δ = slope of vapor pressure curve [kPa °C�1].
es � ea = saturation vapor pressure deficit [kPa].

3.1 Crop coefficient

The crop evapotranspiration, (ETc) is calculated by multiplying the reference
crop evapotranspiration, (ETo) by crop coefficient (Kc). Consequently, different
crops will have different crop coefficients. Kc value varies with the type of crop,
climate, soil evaporation and crop growth stages [21].

ETc ¼ Kc � ETo (2)

Where,
ETc = crop evapotranspiration [mm day�1].
Kc = crop coefficient [dimensionless].
ETo = reference crop evapotranspiration [mm day�1].

3.2 Gross irrigation requirement

The gross irrigation requirement (GIR) accounts for losses of water included
during conveyance and application of irrigation water to the field. The gross irriga-
tion requirement is calculated by the ratio of net irrigation requirement to the
irrigation efficiency.

15

Climatic Variation and Its Impacts on Yield and Water Requirement of Crops in Indian Central…
DOI: http://dx.doi.org/10.5772/intechopen.94076



3.3 Irrigation efficiency

Irrigation efficiency is defined as the ratio of amount of water beneficially used
by plant as evapotranspiration to the amount of water applied to the plant area. The
irrigation efficiencies under different methods i.e. 40%, 50%, 55%, 75%, and 90%
are taken for border, check basin, furrow, sprinkler, and drip irrigation system,
respectively [22].

3.4 Irrigation water requirement

The irrigation water requirement represents the difference between the crop
water requirement and effective rainfall. Other factors or losses have minimal effect
on irrigation water requirement and can be neglected [23] as shown in the equation
below:

IR ¼ ETc– Pe þ Ge þWbð Þ (3)

Where,
IR = irrigation requirement (mm).
Etc = total crop evapotranspiration (mm).
Pe = effective rainfall (mm).
Ge = groundwater contribution from water table (mm).
Wb = water stored in the soil at the beginning of each period (mm).

3.5 Effective rainfall (Pe)

It is only a part of the rainfall that can be effectively used by the crop, depending
on its root zone depth and the soil storage capacity. Total rainfall amount is not
considered as effective rainfall; some part of rainfall may be lost through surface
runoff, deep percolation or evaporation. FAO CROPWAT ver. 8.0 model could be
used rainfall data and employs the USDA S.C. method approach to estimate effec-
tive rainfall on a daily basis or monthly basis.

4. Irrigation scheduling

Irrigation scheduling is the process of deciding the period and quantity of irri-
gation water during the crop growth under different irrigation methods [24]. Its
main objective is to apply irrigation at the right period and in right amount. Irriga-
tion amount is determined in terms of gross irrigation requirement and pumping
time per application, while, irrigation time is based on depletion of soil moisture
content of the crop root zone reached at critical point [25]. That is basically depen-
dent on the consumptive use rate of crop and method of water application to the
plant root zone [26]. The quantity of irrigation water for each treatment was
calculated based on the soil moisture content before irrigation and root zone depth
of the plant using the Eq. 1.4:

SMD ¼ θFC–θIð Þ � D� Bd�MAD (4)

Where,
SMD = Soil moisture deficit (mm).
θFC = Soil moisture content at field capacity (%).
θI = Soil water content before irrigation (%).
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D = Depth of root development (mm).
Bd = Bulk density of the particular soil layer (g cm�3).
MAD = Management allowable Depletion (%).

4.1 Management allowable depletion (MAD)

Producing optimal yield requires that the soil water content be maintained
between an upper limit at which leaching becomes excessive and a lower point at
which crops are stressed [27]. As water is removed from the soil through ET, there
is a point below which the plant experiences increasing water stress. This point is
known as the management allowable depletion (MAD). The typical MAD values
considered are 33% for shallow-rooted, high value crops; 50% for medium-rooted,
moderate value crops and 67% for deep-rooted, low value crops [28]. Selection of
MAD value for different crops with respect to soil type, initial field capacity (FC),
permanent wilting point (PWP), and threshold soil moisture content (TSMC) must
be determined. Threshold soil moisture content ascertains what fraction of soil is
allowed to dry before the next irrigation event. Threshold soil moisture content can
be determined in the following form:

θTSMC ¼ θFC–MAD θFC–θPWPð Þ (5)

Where,
θTSMC: Soil moisture content at threshold level (%).
θFC: Soil moisture content at field capacity (%).
θPWP: Soil moisture content at permanent wilting point (%).
The determination of soil moisture content at threshold level is most important

factor for irrigation scheduling on real time basis. This value varies with crop, soil,
climate and crop growth stages. Whenever the soil moisture content at field capac-
ity is depleted through ET, percolation losses, etc. to equal or below the θTSMC value,
irrigation scheduling must be given otherwise crop yield and plant growth will be
affect harmful way.

5. Estimation of water requirement of major crops using
CROPWAT model

CROPWAT is a decision support tool developed by the land and water develop-
ment division of FAO. CROPWAT model is extensively tested, widely accepted for
calculation of crop water requirements based on soil, climate and crop data. In
addition, the program allows the development of irrigation schedules for different
management and the calculation of scheme water supply for varying crop patterns.
CROPWAT ver. 8.0 model used weather data and employs the modified penman-
monteith approach used to estimate reference evapotranspiration on a daily basis.
The meteorological data was taken from Agromet Observatory, ICAR-VPKAS,
Experimental farm Hawalbagh, Almora. The mean annual rainfall at experimental
site was 1000.13 mm. The general soil properties of the experimental field were
used in CROPWAT model. Based on the details of soil characteristics, total available
water was taken 135 mm m�1 depth of soil. Infiltration rate was measured using
double ring infiltrometer and the basic rate was 6.8 mm hr.�1 and the unsaturated
hydraulic conductivity was 0.77 cm h�1. The estimation of irrigation water require-
ment (346–376 mm, 131–189 mm, 1.4 mm, 1.3 mm, 78.6 mm, 93.5 mm 104.1 mm,
176 mm, 96.9 mm, 16.2 mm, 18.3 mm, 15.5 mm, and 7.4 mm of Rice, Wheat, Maize,
Soybean, Vegetable Pea, Rajma, Barley, Tomato, French Bean, chili, okra, mustard
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and cowpea crop, respectively) and irrigation schedule plan of major crop was
calculated using CROPWAT Model as presented in Table 2.

5.1 Water budgeting equation

This equation could be used to measure evaporation, seepage from pond and
volume of water available in pond. The water budget method of determining long
term available water present in pond can be used as a standard for comparing other
methods. This method is not most accurate, but could be used satisfactory for
practical purpose. The volume of water available in pond can be calculated using
this equation in the following form:

X12
i¼1

Pp þ
X12
i¼1

Rcbt �
X12
i¼1

Sp þ
X12
i¼1

Evp þ α
X12
i¼1

Xn¼crop

j¼1

WRcrop

" #
¼

X12
i¼1

WSp (6)

Where,
Pp = precipitation in surface area of pond (m3),
Rcbt = runoff from conservation bench terraces areas or plain surface (m3).
SP = seepage losses from Pond (m3),
Evp = evaporation losses from Pond (m3).
WRcrop = water requirement of crop (m3).
WSp = water storage in pond (m3).

6. Ways to increase carbon storage in tree based land use systems

Carbon sequestration can be enhanced by adopting plantations or agroforestry.
Loss of carbon storage can be prevented by reducing felling of forests, blocking or
reducing emissions from agricultural activities and by reduced use of energy, oil

Crop name Crop water requirement
(mm)

Effective rainfall
(mm)

Irrigation water requirement
(mm)

Vegetable pea 209.8 131.7 78.6

Barley 250 147.9 104.1

Rajma 123.3 29.7 93.5

Tomato 262.4 84.3 176

French Bean 166.9 70.1 96.9

Chili 310.6 370.7 16.2

Rice 434–505.9 464–491 346–376

Wheat 269.2–375.1 163–194.6 131–189

Maize 247.9 395 1.4

Soybean 350.6 494.4 1.3

Okra 234.9 470.1 18.3

Mustard 155 145.5 15.5

Cowpea 171.9 280.2 7.4

Table 2.
Estimation of irrigation water requirement of major crops grown on experimental site using CROPWAT model.
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and fertilizer. It is the biggest practical alternative, low-cost as well as associated
ecological advantages, compatibility to reduce poverty, role of the social dimension/
expansion are the key to global climate change mitigation and adaptation [7, 9, 12].
Carbon storage in agroforestry remains in aboveground biomass (wood biomass),
leaf group (foliage), shrub, vine, herb, dead biomass (dead wood, litter) and below
ground biomass (roots), soil organic carbon etc. According to Nair et al. [29], the
world’s vegetation carbon sequestration ability by major agroforestry systems is
listed in Table 3.

7. Status of agroforestry in Himalaya

In Himalayan region of India agroforestry is promising and distributed in large
area in different forms. The area ranged from 4.95 in a watershed to 137 ha in of
North-west Himalaya (Table 4). Carbon storage ranged from 3.31 to 31.71 t/ha in
Indian Himalaya (Table 5).

Agroforestry/land use systems Age Average vegetation C (Mg ha�1 y�1)

1. Fodder bank, Segu, Mali,South Africa, Sahel 7.5 0.29

2. Live fense, Segu, Mali, South Africa, Sahel 8.0 0.59

3. Tree based intercropping, Canada 13.0 0.83

4. Park lands, Segu, Mali,South Africa, Sahel 35.0 1.09

5. Agrisilviculture, Chhatisgarh, Central India 5.0 1.26

6. Silvopasture, South Oreogaon, USA 11.0 1.11

7. Silvopastoralism, Kurukshetra, India 6.0 1.37

8. Silvopastoralism, Kerala, India 5.0 6.55

9. Cocoa agroforestry, Makoe, Cameroon 26.0 5.85

10. Cocoa agroforestry, Durialban, Costarica 10.0 11.08

11. Shaded coffee, South-West Congo 13.0 6.31

12. Agroforestry woodlots, Partorico 4.0 12.04

13. Agroforestry woodlots, Kerala, India 8.8 6.53

14. Home and farm garden 23.2 4.29

15. Indonesian homegarden, Sumatra 13.4 8.00

16. Mixed species stand, Puertorico 4.0 15.21

Source: [29].

Table 3.
Carbon sequestration potential in vegetation of world’s major agroforestry systems.

System Area (ha) Region Author

Cardamom agroforestry 27.59 North-East Himalaya [30]

Agroforestry 4.95 North-West Himalayan Watershed [31]

Willow based agroforestry 137 North-West Himalaya [20]

Table 4.
Reported area under agroforestry systems of Himalaya.

19

Climatic Variation and Its Impacts on Yield and Water Requirement of Crops in Indian Central…
DOI: http://dx.doi.org/10.5772/intechopen.94076



and cowpea crop, respectively) and irrigation schedule plan of major crop was
calculated using CROPWAT Model as presented in Table 2.

5.1 Water budgeting equation

This equation could be used to measure evaporation, seepage from pond and
volume of water available in pond. The water budget method of determining long
term available water present in pond can be used as a standard for comparing other
methods. This method is not most accurate, but could be used satisfactory for
practical purpose. The volume of water available in pond can be calculated using
this equation in the following form:

X12
i¼1

Pp þ
X12
i¼1

Rcbt �
X12
i¼1

Sp þ
X12
i¼1

Evp þ α
X12
i¼1

Xn¼crop

j¼1

WRcrop

" #
¼

X12
i¼1

WSp (6)

Where,
Pp = precipitation in surface area of pond (m3),
Rcbt = runoff from conservation bench terraces areas or plain surface (m3).
SP = seepage losses from Pond (m3),
Evp = evaporation losses from Pond (m3).
WRcrop = water requirement of crop (m3).
WSp = water storage in pond (m3).

6. Ways to increase carbon storage in tree based land use systems

Carbon sequestration can be enhanced by adopting plantations or agroforestry.
Loss of carbon storage can be prevented by reducing felling of forests, blocking or
reducing emissions from agricultural activities and by reduced use of energy, oil

Crop name Crop water requirement
(mm)

Effective rainfall
(mm)

Irrigation water requirement
(mm)

Vegetable pea 209.8 131.7 78.6

Barley 250 147.9 104.1

Rajma 123.3 29.7 93.5

Tomato 262.4 84.3 176

French Bean 166.9 70.1 96.9

Chili 310.6 370.7 16.2

Rice 434–505.9 464–491 346–376

Wheat 269.2–375.1 163–194.6 131–189

Maize 247.9 395 1.4

Soybean 350.6 494.4 1.3

Okra 234.9 470.1 18.3

Mustard 155 145.5 15.5

Cowpea 171.9 280.2 7.4

Table 2.
Estimation of irrigation water requirement of major crops grown on experimental site using CROPWAT model.

18

Agrometeorology

and fertilizer. It is the biggest practical alternative, low-cost as well as associated
ecological advantages, compatibility to reduce poverty, role of the social dimension/
expansion are the key to global climate change mitigation and adaptation [7, 9, 12].
Carbon storage in agroforestry remains in aboveground biomass (wood biomass),
leaf group (foliage), shrub, vine, herb, dead biomass (dead wood, litter) and below
ground biomass (roots), soil organic carbon etc. According to Nair et al. [29], the
world’s vegetation carbon sequestration ability by major agroforestry systems is
listed in Table 3.

7. Status of agroforestry in Himalaya

In Himalayan region of India agroforestry is promising and distributed in large
area in different forms. The area ranged from 4.95 in a watershed to 137 ha in of
North-west Himalaya (Table 4). Carbon storage ranged from 3.31 to 31.71 t/ha in
Indian Himalaya (Table 5).

Agroforestry/land use systems Age Average vegetation C (Mg ha�1 y�1)

1. Fodder bank, Segu, Mali,South Africa, Sahel 7.5 0.29

2. Live fense, Segu, Mali, South Africa, Sahel 8.0 0.59

3. Tree based intercropping, Canada 13.0 0.83

4. Park lands, Segu, Mali,South Africa, Sahel 35.0 1.09

5. Agrisilviculture, Chhatisgarh, Central India 5.0 1.26

6. Silvopasture, South Oreogaon, USA 11.0 1.11

7. Silvopastoralism, Kurukshetra, India 6.0 1.37

8. Silvopastoralism, Kerala, India 5.0 6.55

9. Cocoa agroforestry, Makoe, Cameroon 26.0 5.85

10. Cocoa agroforestry, Durialban, Costarica 10.0 11.08

11. Shaded coffee, South-West Congo 13.0 6.31

12. Agroforestry woodlots, Partorico 4.0 12.04

13. Agroforestry woodlots, Kerala, India 8.8 6.53

14. Home and farm garden 23.2 4.29

15. Indonesian homegarden, Sumatra 13.4 8.00

16. Mixed species stand, Puertorico 4.0 15.21

Source: [29].

Table 3.
Carbon sequestration potential in vegetation of world’s major agroforestry systems.

System Area (ha) Region Author

Cardamom agroforestry 27.59 North-East Himalaya [30]

Agroforestry 4.95 North-West Himalayan Watershed [31]

Willow based agroforestry 137 North-West Himalaya [20]

Table 4.
Reported area under agroforestry systems of Himalaya.

19

Climatic Variation and Its Impacts on Yield and Water Requirement of Crops in Indian Central…
DOI: http://dx.doi.org/10.5772/intechopen.94076



7.1 Oak high-density plantation

The experiments were conducted on high-density plantation of oak (Quercus
leucotrichophora) for proper management of tree canopy with four lopping tech-
niques. The lopping techniques included: pollarding at 1 and 2 meters (backwards
cutting of the tree trunk so that the dense numbers of branches can be generated);
Local practices (slightly above from where the branches split leaves and tender
twigs removed in random manner); without disturbing the upper 1/3 part of the
tree lower 2/3 part pruned for fodder leaves (lopping) (Table 6). It was found that
at the age of 30 years oak tree can store 86.7 to 356.9 Mg ha�1 carbon stock, 317.2 to
1306.5 Mg ha�1 biomass carbon dioxide and carbon sequestration in the range of 2.9
to 11.9 per Mg per hectare per year were found in various cutting management [16].

7.2 Fruit based agrihorticulture

In the fruit based agrihorticulture system the highest carbon stock was found in
pear + wheat (17.0 Mg ha�1) followed by apricot + wheat, plum + wheat, hill lemon
+ wheat and wheat with 11.9, 10.0, 8.4 and 4.8 Mg ha�1 respectively, (Figure 2).
Similarly, biomass carbon dioxide was 62.3, 43.6, 36.5, 30.9 17.6 Mg ha�1 in pear +
wheat, apricot + wheat, plum + wheat, hill lemon + wheat and wheat, respectively
[14]. Carbon sequestration in the range of 4.7 to 5.3 Megagarams carbon per hectare
per year was found in different treatment.

Agroforestry system C Storage (t/ha) Region Author

Silvopasture 31.71 Himachal Pradesh [32]

Agrisilviculture 13.37

Agrihorticulture 12.28

Agrisilviculture 15.91 Uttarakhand [33]

Agrihorticulture 12.15 Himachal Pradesh [31]

Agrisilviculture 12.02 Uttarkhand [34]

Silviculture 4.4 Uttarakhand [35]

Silviculture 3.31–3.95 North-East Himalaya [36]

Table 5.
Carbon storage of different agroforestry systems of Himalaya.

Treatment Carbon stock
(Mg ha�1)

C sequestration
(Mg ha�1 yr.�1)

Biomass CO2

(Mg ha�1)

Coppicing at 1 m 86.7 2.9 317.2

Local 169.6 5.7 620.6

Pollarding at 2 m 123.4 4.1 451.5

1/3rd top portion
undisturbed

356.9 11.9 1306.5

Source: [16].

Table 6.
Effect of different cutting management on carbon stock, carbon sequestration and biomass carbon dioxide.
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7.3 Agrihorticulture

Pecan nut (Carya illinoinensis) based agrihorticulture system in which pecan nut
+ lentil, pecan nut + wheat, lentil and wheat were grown (Table 7). Carbon stock of
23.9 and 25.3 Mg ha�1 with lentil and wheat and biomass carbon dioxide 92.85 and
87.78 Mg ha�1 with wheat and lentil was recorded, respectively [11]. In peach
(Prunus persica) biomass C stock was recorded 19.4 Mg/ha under agrihorti system.

Therefore, in the context of climate change and to meet the need of rapidly
growing population agroforestry is very important. Agroforestry is very essential
for pollution free atmosphere and for feed as well as fuel, timber and the unem-
ployed youth in the village could get jobs through agroforestry.

7.4 Silvipasture

In Silvipastoral system among trees oak (Quercus lecotrichophora) stored signifi-
cantly high carbon (24.85 t/ha) as compared to rest trees (Figure 3). Whereas,
among cutting management pollarding at 3 m height stored highest carbon stock
(14.87 t/ha) than other cutting strategies.

7.5 Terrace and wayside plantation

Carbon stock was measured in linear strip plantation of Kachnar (Bauhinia
retusa). In Kachnar terrace plantation highest @ 3.17 � 0.88 t/1000 m length,
carbon was stored in lopping of lower ½ (half) part and keeping top ½ parts
undisturbed of the trees (Figure 4). However highest carbon stock of 2.60 � 0.32 t/

Figure 2.
Aboveground carbon stocks, carbon sequestration and biomass CO2 in fruit tree based land use systems [8].

Treatment Carbon stock (Mg ha�1) Biomass CO2 (Mg ha�1)

Pecan nut + Lentil 23.92 87.78

Pecan nut + Wheat 25.30 92.85

Lentil 1.17 4.29

Wheat 2.50 9.17

Source: [11].

Table 7.
Carbon stock and biomass CO2 in pecan nut based agrihorticulture system.
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Carbon stock was measured in linear strip plantation of Kachnar (Bauhinia
retusa). In Kachnar terrace plantation highest @ 3.17 � 0.88 t/1000 m length,
carbon was stored in lopping of lower ½ (half) part and keeping top ½ parts
undisturbed of the trees (Figure 4). However highest carbon stock of 2.60 � 0.32 t/

Figure 2.
Aboveground carbon stocks, carbon sequestration and biomass CO2 in fruit tree based land use systems [8].

Treatment Carbon stock (Mg ha�1) Biomass CO2 (Mg ha�1)

Pecan nut + Lentil 23.92 87.78

Pecan nut + Wheat 25.30 92.85

Lentil 1.17 4.29

Wheat 2.50 9.17

Source: [11].

Table 7.
Carbon stock and biomass CO2 in pecan nut based agrihorticulture system.

21

Climatic Variation and Its Impacts on Yield and Water Requirement of Crops in Indian Central…
DOI: http://dx.doi.org/10.5772/intechopen.94076



1000 m length, was recorded in lopping of lower 2/3 part and keeping top 1/3
undisturbed of Kachnar in wayside plantation (Figure 5).

7.6 Silvihorticulture

In silvihorticulture system, significantly high carbon stock (281.6 t/ha) was
recorded in Kharik (Celtis australis) as shown in Figure 6 followed by in oak
(Quercus leucotrichophora), Kachnar (Bauhinia retusa) and least in Bhimal (Grewia
optiva).

8. Conclusion

We conclude that the wheat yield decline due to higher maximum temperature
and rice due lower temperature. Therefore, it is essential to know the effects of
different weather factors on production and productivity. In view of climate
change, it is also demand of the time to explore alternative of crop production
system to reduce climate impact of climate change and its variation on agriculture

Figure 3.
Biomass carbon (C) stock in silvipastoral system on marginal land.

Figure 4.
Biomass C in terrace plantation of Kachnar cutting management in terrace plantation.

22

Agrometeorology

and to maintain productivity of resources and also maintain and improve the health
of resources. The inclusion of tree i.e. forest or horticulture along with crop will
tremendously help in reducing climate change and variation effects on production
system. Trees convert poisonous gas CO2 into lifesaving oxygen (O2). This action
purify the air as well as help in preventing elevated temperature because trees
absorb atmospheric carbon in the process of photosynthesis. In agroforestry, we
should choose trees with short life cycle and fast growing in nature. India has
diversified climate, different agricultural conditions and abundant wasteland in
villages need to be considered while implementing various methods of forestry.
Hence, to take along sustainability proper considerate of climate is necessary in hill
agriculture through crop sowing window adjustment and other processes as per
climate appropriateness.

Figure 5.
Biomass C stock in wayside plantation with different cutting management in Kachnar in wayside plantation.

Figure 6.
Biomass C stock in different trees in silvihorticulture system.
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Chapter 3

Climate as the Major Factor 
Controlling Phenology
Boubakeur Guesmi

Abstract

The witnessed aberrance and irregularities in the timing of pheno-phases is 
an undeniable evidence of the reality of the climate change and hence proves the 
complete control of climate over phenology. In fact, some researchers mentioned 
the advance of blooming and the delay of defoliation to the mid of winter as well as 
the disappearance of many animal and vegetal species. This would visibly illus-
trates the impact of climate changes which became a factual reality. These facts a 
long with the rhythmicity of life under the climate control and seasonality makes 
the importance of this chapter unequivocal, and a backbone for this very book of 
“Agrometeorology”. Accordingly, this chapter treats each phenophase from dor-
mancy to fructification to cover all the plant life cycle. For each of which we focus 
on how climate is intimately controlling the biological processes of each life phase 
and how climatic elements are the strongest and first factor which induces plant to 
starts the appropriate phenophase according to the fitting season. Plant is indeed 
very sensitive to seasonal variation in climate elements which induces the transcrip-
tion of specific genes to produce specific enzymes which to their turn are with 
specific act on specific cells and tissues. Hence there is a high harmony between 
plant physiological response and climate seasonality endorsed by the circadian 
clock which is merely created by the historical subjection of plants to the impact 
of climate. Nonetheless, the recent climate changes are seemingly to be against this 
natural harmony between phenology and climate. This should due to their errati-
cism which may cause damages to the ecosystem and available resources. Thence, 
this chapter within this book would be inspiring for some strategies of adaptation 
to the climate changes to avoid such a prejudice against crops by adjusting the 
agricultural calendar and planting dates to avoid coincidence of fragile phenophases 
(germination, flowering, and fructification) with climatic hazards.

Keywords: phenophase, climate change, agriculture, germination, fructification, 
food security

1. Introduction

The autumn is usually called fall due to the featuring fall of leaves during this 
season as a phenological phenomenon called defoliation. This would figure out 
how intimately related are seasons and phenology or in other words how strong is 
the repercussion of climate seasonal variation on the plants and animals successive 
and cyclic phenomena. Indeed, we almost notice seasons via phenological varia-
tion along with climatic one. This deep intimate co-occurrence between climate 
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long with the rhythmicity of life under the climate control and seasonality makes 
the importance of this chapter unequivocal, and a backbone for this very book of 
“Agrometeorology”. Accordingly, this chapter treats each phenophase from dor-
mancy to fructification to cover all the plant life cycle. For each of which we focus 
on how climate is intimately controlling the biological processes of each life phase 
and how climatic elements are the strongest and first factor which induces plant to 
starts the appropriate phenophase according to the fitting season. Plant is indeed 
very sensitive to seasonal variation in climate elements which induces the transcrip-
tion of specific genes to produce specific enzymes which to their turn are with 
specific act on specific cells and tissues. Hence there is a high harmony between 
plant physiological response and climate seasonality endorsed by the circadian 
clock which is merely created by the historical subjection of plants to the impact 
of climate. Nonetheless, the recent climate changes are seemingly to be against this 
natural harmony between phenology and climate. This should due to their errati-
cism which may cause damages to the ecosystem and available resources. Thence, 
this chapter within this book would be inspiring for some strategies of adaptation 
to the climate changes to avoid such a prejudice against crops by adjusting the 
agricultural calendar and planting dates to avoid coincidence of fragile phenophases 
(germination, flowering, and fructification) with climatic hazards.

Keywords: phenophase, climate change, agriculture, germination, fructification, 
food security

1. Introduction

The autumn is usually called fall due to the featuring fall of leaves during this 
season as a phenological phenomenon called defoliation. This would figure out 
how intimately related are seasons and phenology or in other words how strong is 
the repercussion of climate seasonal variation on the plants and animals successive 
and cyclic phenomena. Indeed, we almost notice seasons via phenological varia-
tion along with climatic one. This deep intimate co-occurrence between climate 
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and phenology phenomena is very appealing for wonder and consequently to the 
exploration of the relations and mechanisms of these relations and how living 
beings respond to climate seasonal variations during their life cycles.

As a matter of undeniable fact, this chapter consists of a core and mandatory 
knowledge for the agriculture and farmers to make their crops safe and the most 
productive. Therefore, this chapter is likely to be the backbone for this very book 
of agro- meteorology and all disciplines within the same scope and the nature and 
life’s scope.

Particularly, in the recent context of climate change. Indeed, Subrahmanyam 
and Murthy (in Ref. [1]) confirmed that global climate change is a reality, a 
continuous process that needs to be taken seriously. Many evidences have been 
gathered to depict that climate change is taking place. And although several species 
have responded to climatic changes throughout their evolutionary history, there is 
a concern as to how different ecosystems and populations will respond to this rapid 
rate of change.

The fact of the book being devoted to agro-meteorology imposes that this 
chapter should be more specified and oriented towards phenology of plants as to 
they are the subject of agriculture more than animals. This is also due to another 
fact that climate impacts plants more than animals. Accordingly, this chapter 
attempts to explain how climate factors affect and control each pheno-phase within 
the plant life cycle from dormancy and germination to fructification, after defining 
all of phenology, phonological phases, climate, climate factors, and climate seasonal 
variations.

2. Phenology

In general, Phenology is the observation and measurement of events in time [2]. 
Obviously, the word phenology is composed of the part “pheno” which refers to 
phenomena and “logy” which is commonly known to mean science or study, thus 
phenology is literally the study or science of phenomena. Practically, Phenology 
refers to the study the cyclic phenomena of living beings mainly plants and animals 
including insect and their succession in seasons as well as their timings [1, 3]. This 
is under the direct influence and control of climate and surrounding environmental 
conditions including the duration of sunlight, precipitation, temperature and other 
life-controlling factors [1]. The recent climate changes makes the deep mastery 
and comprehension of phenology worthwhile, because some unpredicted climate 
changes could cause many crop damages. Actually, the assessment of impacts of 
projected climate changes on natural ecosystems is not based on accurate scientific 
modeling or field studies at regional level [1], and It is well documented that plant 
and animal phenology is changing in response to recent climate warming in the 
Palearctic [3]; besides, global change, encompassing natural and anthropogenic 
changes to the Earth system at sub-annual to geologic time scales, has strong 
interactions with vegetation phenology [4]. Thus phenology is central and crucial 
as a background for the discipline of agronomy and mainly agro-meteorology to 
predict the eventual response of living being to the unpredictable climate changes 
and therefore probable agricultural damages.

The term of phenology was first introduced in 1853 by the Belgian botanist 
Charles Morren. It refers to the science that measures the timing of life cycle events 
for plants, animals, and microbes, and detects how the environment influences the 
timing of those events. Namely, it focuses on how environmental factors mainly 
climatic variables influence the phenol-phases to hence make a harmony between 
seasons and life cycle events including defoliation, plant dormancy, leaf budburst, 
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blooming and first flower, last flower, first ripe fruit, and leaf shedding, and for 
animals this includes molting, mating, egg-laying or birthing, fledging, emergence 
from hibernation, and migration. Thus, phenologists record the dates when every 
event occurs, its duration and how environmental conditions such as temperature 
and precipitation affect its timing [2].

3. Climate and weather

The timing of phenological events can be quite sensitive to environmental 
conditions mainly climatic [2, 4, 5]. For example, an advance of leaf budburst and 
blooming for could be caused by warming an drought in spring and this could be for 
two weeks earlier than usual, whereas cold and moisture could exceptionally could 
equally delay them. Thus, weather and climate controls the timing of phenol-phases 
which vary among years [2]. Effectively, climate cyclic variations are the controlling 
variables of phenol-phases timing. In plants, bud-burst, leaf-expansion, abscission, 
flowering, fertilization, seedset, fruiting, seed dispersal and germination all take 
place in due season [6].

On the one hand weather is limited to a very short period of time from one 
day to less than week and it includes atmospheric conditions of a region, such 
as temperature, precipitation, humidity, wind, and sunshine. The climate of a 
region, on the other hand, concern a long period more than thirty years commonly 
defined as the conventional period for climatic studies. Climate consists of the 
generally-prevailing weather conditions for this period and in a large geographic 
region. For example, Santa Barbara, California is characterized by a Mediterranean 
climate – warm, dry summers and cool, moist winters. There are, however, daily 
and weekly changes in the weather that can rapidly change the temperature, 
sunshine, and wind conditions [2]. Nonetheless, there is no steady rhythm for all 
years particularly in the context of recent climate changes. This would not be toler-
ated by some species and therefore they are likely been extinguished and rarified 
in many regions.

4. Climate elements controlling phenology

Temperature, solar radiation, and water availability are assumed to be the key 
factors that control plant phenology [4]. However, not only these climatic factors. 
Indeed, temperature is an inevitable factor on which depends all the chemical 
reaction and mainly those occurring inside cells of living organism. In addition 
the temperature is both a characteristic of live and an indispensable condition to 
survive. Some biological functions and reaction may be inhibited or stopped by 
cold like in hibernation and dormancy. The solar radiation is unequivocally source 
of energy which is transformed from it luminous form to the chemical form (ATP) 
by the photosynthesis in the chlorophyll within plants. Furthermore, sun light is 
factor to fixate the calcium, to product vitamin and the duration of insolation which 
is called photoperiod determines the season of fall, season of bud bursting and 
blooming. Precipitations are source of water for crops. Water is indispensable for 
any form of life on earth. Indeed water is the solvent in all physiological solution 
in living organisms. As well as it transmits nutrients and regulates temperature of 
bodies of living beings.

In fact all the climate with its elements and their features including duration, 
frequency and intensity are influencing phenophases and living beings lives whence 
the elaboration of the discipline of bioclimatology.
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5. Climate, overwintering and defoliation

In period of tough climatic conditions some plants and animals can no longer 
neither resist nor adapt to rude conditions of autumn and winter. Therefore, they 
adopt a specific strategy to survive. This is possible by pausing growth and devel-
opment, which can occur in different organs like seeds and buds. This is known 
as dormancy which is controlled both by genetic and environmental factors. As 
the most studied dormancy, seed dormancy is an important adaptive trait in wild 
plants. The plant hormone abscisic acid plays a crucial role in the establishment and 
maintenance of dormancy, whereas gibberellins promote germination. The abscisic 
hormone (ABA) is specific to plants, and plays many roles for plant responses to 
stresses such as drought, salinity, cold and freezing tolerance, heat stress and heavy 
metal ion tolerance. Dormancy is a main determinant period in the plant life cycle. 
It has strong variation between species [7].

According to the predictability of climate, the dormancy may be preventive or 
consequential. Predictive dormancy is when plants can predict the onset of winter 
through the short photoperiod and the decrease of temperature, however when 
climate is unpredictable and has a sudden changes, the organism enter directly in 
consequential dormancy after adverse conditions. This last may cause a high rate of 
mortality before entering in consequential dormancy which is a protection strategy. 
Furthermore, the biological clock in many spices determine autonomously the 
period of the year for every phenophase.

In soil, seeds dormancy is continually adjusted by a set of environmental signals 
(Figure 1). The time of the year is determined by signals related to the slow sea-
sonal change and this may indicate how sensitive the plant sensors mainly in seeds 
are. The figure illustrates the range of environmental signals and how they can 
potentially inform the seed of the time [8]. As buried and incorporated into soil, 
seeds responds to a wide range of edaphic and physical conditions to inform about 
the time of year and its appropriateness to the germination as illustrated in the  
Figure 1. The nitrate is commonly known to have a very important role in informing 
plants about the surrounding environmental conditions.

For the evergreen plants like some trees such as conifers, the dormancy 
consisted of the sustained light quenching for the whole winter period by the 

Figure 1. 
Environmental signals controlling seeds dormancy and germination. Source: Reference [8].
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xanthophyll-mediated non-photochemical antenna. This is a form of a protec-
tion for the evergreen foliage from photo-oxidative damage when photosynthesis 
is restricted or prevented by low temperatures during the winter. The molecular 
mechanisms of this cold acclimation are still unknown, it implies alterations in 
the photosystem II antenna. Photosystem I is also involved via its support of cyclic 
electron transport at low temperatures, and also by non-photochemical quenching 
of absorbed light irrespective of temperature. Processes like chloro-respiration 
and cyclic electron transport may also be important for maintaining the functional 
integrity of the photosynthetic apparatus of overwintering evergreens both during 
periods of thawing in winter and during recovery from winter stress in spring [9].

Defoliation (removal of leaves), on the other hand and for the deciduous plants, 
is the strategy to minimize or stop the photosynthesis in the overwintering period. 
Defoliation accelerates sink metabolism and hence remobilizes carbon and nitrogen 
reserves, leading to improved source-sink relations. Through removing lower and 
senescing leaves, plant can assure a greatest capacity of photosynthesis and carbon 
and nitrogen metabolism in despite of adverse conditions [10]. Hence, the defolia-
tion consists of a balancing between the minimum of photosynthesis supplies in 
adverse conditions and the plant needs.

6. Climate, germination and dormancy break

Whenever conditions are favorable, dormancy and overwintering become 
useless. Plants and seeds start anew their active lives. This starting is accomplished 
through germination in seeds characterized by the emergence of embryo from seed 
enclosing covers the endosperm, perisperm, testa, or pericarp. This metabolism is 
mainly activated by the seeds imbibition by water. This would incite the respiration 
metabolism to provide the necessary energy for the expansion of the embryo and 
after that the radicle through the covering tissues of the seed. The emergence of the 
radicle out of the seed indicates the germination completed and hence called the 
visible germination which ends up with the seeds germinated. Germination does 
not include the seedling growth [11].

In fact, not only water is the climatic factor inducing germination, there is 
also temperature and sunlight. However, the most essential environmental factor 
required for seed germination is water. Water availability acts following a specific 
model, the hydro-time model of germination [11].

While water availability and imbibtion of seed are indispensable to launch ger-
mination, temperature is important as well for germination and for all physiological 
functions both for animal and plants. In fact, the regulator role of temperature is 
commonly recognized in physiology as well as in germination. Indeed, temperature 
determines the germinability of seeds by determining its rate. It removes primary 
and secondary dormancy and temperature also induces the second dormancy [11].

Light is primarily responsible for the effect inducing germination after turning 
soil. As little as one millisecond of exposure to full sunlight can cause many seeds 
to germinate and produce seedlings. This principle may be utilized to reduce the 
use of herbicides in weed management programs. Hence, soil plays the role of light 
filter [11].

7. Climate and bud burst

Break in dormancy in many plants is triggered by temperature [1]. A sufficiently 
high temperature is indeed needed to make bud bursts. This would occur due 
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the expansion of internodes and leaves formerly formed in previous season. This 
high temperatures is almost needed for the newly formed buds due to the apical 
meristem getting activity resumed. On the other hand, the burst of dormant buds 
is caused by the elongation of the internodes following to cell expansion [12]. The 
young buds are very sensitive to coldness and may be severely damaged if they burst 
early in winter. This probable damage of buds have an inevitable repercussion on 
the crop.

Although, almost factors controlling the phenology of bud burst are poorly 
understood, bud burst has a particular timing controlled by some climatic and 
non-climatic factors including:

• Air temperature: the temperature of the air affects with its values summation 
since the mid-winter as well as with its high values in the last part of winter. In 
fact, there is a correlation between the daily mean temperature and the number 
of buds bursting per day [12]. However, a need for chilling is indispensable for 
the bud burst and similarly for seedling.

• Soil temperature (Root temperature): there is a positive correlation between 
bud burst and temperature of the rhizosphere. High temperature (25°C) 
promotes the early bud burst unlike low temperature of about 12°C. This may 
explains how our ancestors where tricky as they irrigate plants with warm 
water to activate the bud burst when it delays. This also implies the impor-
tance of site selection and soil management. Indeed, drainage due to stony or 
calcareous quality of soil boost its spring warmth. In contrary, wet soils like 
clay soil which maintain cold due to their content of water are recommended 
to postpone bud burst in cool climates, therefore coincidence of new buds with 
tough condition is avoided and then chance of ripening is increased [12].

• Photoperiod: In a less degree, the photoperiod influences the bud burst. Some 
plant receptors could detects the spring arrival basing on the increase of it and 
then incites the bud burst. While long shilling duration advances the bud burst 
and short shilling postpones it, the long photoperiod may compensate for short 
chilling duration.

8. Climate and flowering

Blooming or flowering is a featuring phenophase which usually heralds the 
arrival of spring season. Flowering is controlled by environmental conditions 
and developmental regulation. The complexity of this regulation is created by an 
intricate network of signaling pathways [13]. The plant Arabidopsis is a model for 
the study of flowering mechanism due to the significant number of environmental 
factors involved in this process for many other species. In addition, the genetic 
material of this plant is well developed. Many factors influence the flowering such as 
photoperiod, growth regulators, insolation and sunlight, circadian clock regulation, 
temperature, and chromatin structure [13].

8.1 Photoperiod role in flowering control

One of the most important factors controlling flowering time in temperate 
regions is the duration of the daily light period, or photoperiod. Plant genes involved 
in sensing the photoperiod were identified by the molecular genetic approaches. 
These genes encode the proteins responsible of the flowering process and its 
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regulation according the environmental conditions. Other genes encodes the compo-
nents of light signal pathways and components of the circadian clock.

The Figure 2 illustrates the relations among factors, genes, and processes 
involved in flowering phenology relating to the photoperiod. The effect of photope-
riod on flowering consists of a balance between genes which promote the flowering 
in green color in the Figure 2 and in red color those which repress the flowering. 
All these genes are incited by the sunlight. While Repressive effect is represented 
by the perpendicular arrows, and overexpression of genes is illustrated but e small 
upright arrows, the promotion is represented by arrows between genes. Similarly, 
interaction between proteins is indicated by simple lines. The expression of genes 
controlled by circadian clock is noted by arrows from it whereas arrows to the clock 
are for the process of lengthening the period by the gene [13].

8.2 The role of the circadian clock and the central oscillator in flowering

Biological Phenomena are almost systematic and have standard rhythm, timing 
and cyclicity. These are all controlled and adjusted by the biological clock or the 
circadian clock. This rhythmicity is at all living beings and in every division of time 
from one second to one year. The genes controlling the circadian clock have been 
identified by scientist as to be the gene (per, frq, clock, tau) [14].

The period of circadian clock is almost one day without being affected by 
transition between day and night, dark and light. This clock is observed in all 
functions and biological elements from stomat, CO2 assimilation, and gene tran-
scription to the clearly observable phenophases like defoliation, bud burst and 
flowering. This rhythmicity and circadian are believed to be created by the cyclicity 
of environmental phenomena and hence underwent a selection pressure. Indeed 
this circadian clock serves the harmony between environment with it climates and 
the phenology and therefore permit to living beings to efficiently anticipate their 
environment changes in particular periodic variations or more appropriately the 

Figure 2. 
Signaling pathways involved in the regulation of flowering by photoperiod in Arabidopsis source: Reference [13].



35

Climate as the Major Factor Controlling Phenology
DOI: http://dx.doi.org/10.5772/intechopen.95893

regulation according the environmental conditions. Other genes encodes the compo-
nents of light signal pathways and components of the circadian clock.

The Figure 2 illustrates the relations among factors, genes, and processes 
involved in flowering phenology relating to the photoperiod. The effect of photope-
riod on flowering consists of a balance between genes which promote the flowering 
in green color in the Figure 2 and in red color those which repress the flowering. 
All these genes are incited by the sunlight. While Repressive effect is represented 
by the perpendicular arrows, and overexpression of genes is illustrated but e small 
upright arrows, the promotion is represented by arrows between genes. Similarly, 
interaction between proteins is indicated by simple lines. The expression of genes 
controlled by circadian clock is noted by arrows from it whereas arrows to the clock 
are for the process of lengthening the period by the gene [13].

8.2 The role of the circadian clock and the central oscillator in flowering

Biological Phenomena are almost systematic and have standard rhythm, timing 
and cyclicity. These are all controlled and adjusted by the biological clock or the 
circadian clock. This rhythmicity is at all living beings and in every division of time 
from one second to one year. The genes controlling the circadian clock have been 
identified by scientist as to be the gene (per, frq, clock, tau) [14].

The period of circadian clock is almost one day without being affected by 
transition between day and night, dark and light. This clock is observed in all 
functions and biological elements from stomat, CO2 assimilation, and gene tran-
scription to the clearly observable phenophases like defoliation, bud burst and 
flowering. This rhythmicity and circadian are believed to be created by the cyclicity 
of environmental phenomena and hence underwent a selection pressure. Indeed 
this circadian clock serves the harmony between environment with it climates and 
the phenology and therefore permit to living beings to efficiently anticipate their 
environment changes in particular periodic variations or more appropriately the 

Figure 2. 
Signaling pathways involved in the regulation of flowering by photoperiod in Arabidopsis source: Reference [13].



Agrometeorology

36

seasonality of climatic elements including temperature, insolation by its intensity 
and photoperiod, humidity, precipitations [14]. This implies the constant quality of 
this circadian clock and meanwhile poses a problem of adaption to the unexpected 
climates changes. Thus, many vulnerable species may have been extinguished due to 
this effect.

Three outstanding interrelated types of this rhythmicity are characterized in the 
circadian clock including the input pathways which are relating to the daily cycle of 
light and dark and adjusting the clock mechanism to it. Secondly, a central oscillator 
which is responsible to keep the mechanism of 24 hours’ time. And output pathways 
for specific process as the thirds category of this circadian clock [13].

8.3 The role of the vernalization on flowering

As a commonly used technique, vernalization is used since a long history of agri-
culture. First discovered for plants which were planted in spring, then they needed 
some cold to germinate and to pass from vegetative life to productive life. Indeed, 
vernalization is almost related to flowering and fructification in particular. And it is 
defined as subjection of seeds and seedlings to coldness or chill in order to promote 
and hasten the growth and the flowering of plants.

In fact, plants are very sensitive to their environment and constantly adapting 
to the environmental variations by for example dormancy or overwintering during 
adverse conditions period which is a strategy to withstand them. However, in spite 
of its toughness, winter cold is in the other hand mandatory and indispensable for 
plant growth and flowering whence the principle of vernalization. This vernaliza-
tion is also an adaptive trait to prevent flowering before the spring arrival with its 
favorable conditions. Genetically, vernalization is merely the inhibition of genes 
which repress flowering particularly in Arabidopsis and cereals [15].

Exposure to low temperatures for several weeks will often accelerate flowering. 
Susceptibility to this treatment can differ markedly between varieties of a species. 
Therefore winter seasons is likely to an inevitable period in the plants life cycle 
because without long exposure to cold plants do not flower not pass to the repro-
ductive and productive phase of their life. During winter plants are in vegetative 
growth phase with the minimum of activities [13].

Figure 3 illustrates process, mechanism and all involved factors and genes in the 
flowering phenomenon, especially promotion of this flowering process is indicted 
in blue and the red color illustrates the components and genetic interaction which 
repress flowering including FLC (Flowering Locus C) and its relatives pointed as 
FLC clade. It inhibits the expression the flowering genes or properly named the 
floral integrator genes which are FD, FT, and SOC1 (Suppressor Of CONSTANS1). 
The photoperiod pathway passes by CO (CONSTANS) to induce the FT which is 
a protein working as a mobile signal of flowering. In the floral meristem, FT in 
partnership with FD protein activate SOC1 as well as SAP (sepalat), FUL (fruitful), 
and AP1 (apetatalata1) which are known as the floral meristem identity genes and 
which induces the floral meristems that will develop into flowers. Accordingly, 
Flowering locus C (FLC) and photoperiod pathway are antagonist.

In the one hand, Autonomous pathways genes partially determine the expres-
sion of FLC. In the other hand, the prolonged winter and cold further repress the 
FLC remodeling of chromatin. In addition, flowering is promoted by the plants 
hormones class of gibberellin which activates SOC1 along with the floral meristem-
identity gene LEY (LEAFY) [15].

As illustrated by Figure 4, vernalization, which repress FLC expression, along 
with the autonomous pathway genes induce flowering [13].
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9. Climate and fructification

The making of a fruit is a developmental process unique to plants. It requires 
a complex network of interacting genes and signaling pathways which consists of 
series of reaction launched by an environmental signal such as light, photoperiod, 
and temperature. Generally, fructification goes through three stages which are first 
the set of fruit which follows the pollination of flowers. Then the fruit development 
stage and finally the fruit ripening which received the most attention of researcher 
of the field. This is due its importance in commercialization an economy since it the 
quality of fruits is the most attractive feature for the customer. In fact the process of 
ripening activates a series of biochemical reactions that make the fruit edible and 
desirable to the consumer [16].

A detailed illustration of this process is provided by the following Figure 5. It 
is merely a scheme of activating the ripening related genes to be expressed into 
enzymes charged each of which by one or more of the various ripening pathways 
such odor, color or softening. This whole process is controlled and adjusted by hor-
monal and environmental signals. It is to be noted that ethylene as a plant hormone 
plays a major role in this process of ripening and fruit development [16]. Indeed, 

Figure 3. 
Outline of flowering pathways in Arabidopsis source: Reference [15].

Figure 4. 
The effects of Vernalization and the autonomous pathway on flowering time, emphasizing the central role of 
FLC source: Reference [13].
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fruits whose ripening is related to ethylene and a respiration increase are called 
climacteric fruit, such as tomato, apple, pear, and melon. In the other hand, the 
non-climacteric are featured by no ethylene associated with the increase and peak of 
respiration during the ripening phase. It is to note that sales men uses this ethylene 
to preserve fruits during transportation or deposit for long-period by picking fruits 
prematurely and when ready for exposition for sale they use ethylene to induce 
ripening. Similarly, it is used to advance flowering before the adverse periods.

10. Climate change and phenology

The obvious delay of defoliation and advance of blooming along with the 
appearance of butterfly in autumn and disappearance of many species of plants, 
insects and animals in many regions unequivocally indicate the climate change and 
warming, and triggered the scientific research and investigation in this respect [17]. 
In a context of global climate change being a reality, a continuous process that needs 
to be taken seriously, and a subject which continues to be a topic of hot debate at 
global conventions, world summits and international conferences and symposia 
[1]. Indeed, plant phenology is strongly controlled by climate and has consequently 
become one of the most reliable bio-indicators of ongoing climate change [18]. 
Thus, aberrations and anomalies in phenology are repercussions of climatic ones 
and hence are unequivocal and undeniable evidence of the climate change fact and 
the fact of their occurring irregularly. This may help to assess and predict ongoing 
and future significant impacts of climate changes on plants and the whole ecosys-
tems. Effectively, it is largely noticed the disappearance of many vulnerable and 
hyper-sensible species because of the climatic stress, the unpredicted change of 
weather, and inability of these species neither to withstand adverse conditions nor 
to adapt. However if erraticity of weather and climate persist, plants would adapt 
and a new ecotypes will appear. Indeed, the first response to climate changes is 
through changes in plant phenololgy and phenophase with their timing and dura-
tions and this would have a potential impact on the available resources [1].

Accordingly, long phonological records generate authentic data to study the 
effect of climate change on phenology and the whole ecosystem, environment and 

Figure 5. 
Schematic representation depicting the molecular mechanisms controlling the ripening of climacteric fruit 
source: Reference [16].
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nature future. This may includ parameters such as advance or delay in the appear-
ance of leaf, leaf fall, and timing of opening of flowers, and blooming which can 
be recorded right at the field site for a long period to form a long time series valid 
and reliable for the scientific analysis and deductions. For instance, increase in level 
of carbon dioxide in the atmosphere and consequent global warming may have a 
profound effect on the flowering time of plants [1].

Accordingly, it was highly recommended to work actively in terms of implemen-
tation of the climate change scientific findings in the field of the field of agriculture 
to both preserve and increase crops. Namely, it was proposed to adjust and recon-
sider the agricultural calendar according to the recent climate changes to avoid 
damages related to climate hazards. Indeed, planting dates should be judiciously 
set in such a way that fragile phenophases (e.g. germination, fruiting) do not come 
across hard climatic periods [17, 19].

11. Climate change phonological impacts and food security

The climate changes are commonly known as frustrating and alarming when 
first talked about in the first years of the past century and when they first came into 
existence among scientific community. All scientist talked about inundation by the 
sea level rise, drought, desertification, natural resources depletion as climate change 
aftermaths in a very dramatic way as it is the certain end of life on this planet. In 
fact, climate changes are constantly with clear and remarkable impacts mainly 
on living beings and foremost plants due their sessile life style directly exposed to 
climate influences. Furthermore, this created an intimate relation between plants 
life and climate or the entire surrounding environments.

Thus, plant’s life and physiology is utterly dependent to its environment and 
mainly the climate.

As the plant is the first source of food for all other living beings, the food secu-
rity is therefore subject to climate changes impacts. Indeed, since all phenol-phases 
are interrelated and related to climate seasonality and variation, the fructification 
as the final one is inevitably impacted by the climate changes and consequently crop 
quantity and quality. This uncovers and emphasizes the direct impact of climate 
changes on the food security.

Food is basically from cereal crops whose growth and development are depen-
dent to the day length and growing degree days (GDDs) and they are responsive to 
climatic factors in specific seasons [20].

The global warming hinders the crop growth and development and mainly 
causes a shift in phenological development of crops and affects their economic 
yield [20]. This is due to the fact that the rise of temperature and warm winters are 
indeed against vernalization which, as previously posited, mandatory for flowering 
and fructification. This implies that there would be only vegetative life and neither 
reproduction nor production for plants. Hence, the impact of climate changes is 
decreasing production in favor of phonological and only vegetative plants.

As climate warming is global and unavoidable phenomenon, the unique solution 
for food security in this context consists of an adaptive strategy and agronomic 
management through breeding of climate-adapted genotypes and increasing 
genetic biodiversity [20]. This is to say that we should make use the field of genetic 
engineering to develop local species, or more properly and appropriately use more 
adapted species brought from already temperate regions. This last alternative is 
more recommended to avoid transgenic organisms and crops whose use as food is 
unsecure.
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12. Conclusion

This chapter is a mandatory background knowledge for everyone interested 
on nature particularly on plants starting from agricultural professionals to simple 
farmers, amateurs and herborists. This chapter provides a solid basis for agro-
meteorology, and agronomy.

Therefore it is an inevitable part for this very book of agro-meteorology. 
Actually, the controlling of climate to plant phenophases was emphasized to prove 
the importance of its knowledge to predict and prevent the probable damages due 
the climate changes.

For more emphasis, the last two titles were devoted to the impact of climate 
changes on phenology and consequently on food security.
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Chapter 4

Changes in the Agro-Climatic 
Conditions in Bulgaria at the End 
of the 20th and the Beginning of 
the 21st Century
Valentin Stoyanov Kazandjiev  
and Veska Anastassova Georgieva

Abstract

Agriculture is one of the most sensitive sectors of the economy. Therefore, 
climate change has the greatest impact on agricultural production. Despite the 
achievements of modern agricultural science and the development of agrotech-
nologies, the importance of meteorological conditions for the size and quality of 
agricultural products cannot be compensated. Agriculture in Bulgaria is carried 
out under conditions of limited and insufficient moisture. By the end of the last 
century, the studied trends of climate change in the area of agricultural produc-
tion have led to a deterioration of agro-climatic conditions. The temperatures 
increase and decreasing rainfall and the uneven nature of their distribution cause 
short-term manifestations of this impact consisting of high variability, including 
extreme weather events and long-term manifestations consisting of changes in the 
agro-climatic characteristics of an agricultural area. Since the beginning of the 21st 
century, we have witnessed annual weather and climate records, both globally and 
nationally. The frequency and amplitude of extreme weather events is increasing 
every year. The World Meteorological Organization (WMO) is emphasizing 2019 as 
the fifth warmest year since the beginning of the 21st century. This paper presents 
the results of the changes study in agro-climatic conditions in the period 1986-2015 
compared to the reference period 1961-1990, as a result of changes in the values of 
main meteorological elements at the end of the last and the beginning of the present 
century. The results of the research are necessary for decision-making, both at 
scientific and management level, in risk assessment and preparation of measures for 
adaptation to climate change, and directly in agricultural practice - for the choice of 
crops, varieties and hybrids and in the choice of technological solutions.

Keywords: climate change, deviation, temperatures, rainfalls, vegetative season 
duration, degree days

1. Introduction

Agriculture, as a branch of our national economy, operates entirely under the 
open sky. For this reason, climate change and fluctuations and climate anomalies 
have a very significant impact on the growth, development and productivity of 
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agricultural crops. Climate change affects not only the quantitative but also the 
qualitative indicators of agricultural production. The development of agricultural 
practices and the application of precision and organic farming require in-depth 
knowledge of weather and climate, meteorological and climatic features and 
agro-climatic resources, in order to effectively and timely manage the processes to 
achieve maximum results.

The assessment of the influence of various factors shows that the most impor-
tant for food production are the hydrothermal conditions or more precisely the 
balance between temperature and humidity conditions. In the agricultural zone 
of Bulgaria the conditions of humidification are limiting, and they are determined 
by the balance between temperatures and precipitation. The condition of the main 
meteorological elements determines the quantitative indicators of the hydro-
thermal conditions. The established trends of their change toward the end of the 
last century in Bulgaria showed an increase in the average daily air temperatures, an 
increase in the minimum temperatures [1–3] and a decrease in precipitation [1, 4].

In order to obtain high yields of high quality agricultural products, the role of 
soils and their fertility, varieties and hybrids of crops, their biological potential 
and resistance to extreme weather fluctuations - drought, frost, over wetting and 
heat waves, which are a prerequisite for stress and reduced productivity. Also, the 
resistance of cultivated plants to diseases and pests, because when environmental 
conditions are optimal for plants, they are optimal for the development of weeds, 
diseases and pests.

The knowledge and combination of the whole complex of biotic, abiotic, 
economic and technological factors [5, 6] against the background of the changing 
climate and climatic anomalies with increasing frequency are subject to research by 
the National Scientific Program - “Healthy foods for strong bio economy and qual-
ity of life”, and the causal links between agro-climatic and soil conditions and the 
biological and genetic characteristics of the main types of crops for our conditions 
in the last 30 years are the subject of research by the project “Agricultural ecosys-
tems adapted to climate change”, which is part of the scientific program.

The aim of this study is to discover the changes in agro-climatic resources, as a 
result of changes in the main meteorological elements, at the end of the last century 
and the beginning of the present.

2. Experimental data

For the preparation of this up-to-date development, which presents the state of 
the hydro-thermal conditions in the period 1986-2015 from an agro-meteorological 
point of view, daily data on the basic meteorological elements were used: minimum, 
maximum and average daily temperatures and 24-hour precipitation for the indi-
cated period of 56 representative meteorological and agro-meteorological stations 
for the agricultural zone in the country, Figure 1.

The meteorological elements measured also include some agro-meteorological 
indices that more accurately define the meteorological conditions, namely: the 
dates of a steady transition of the average daytime air temperature at 5°C and 10°C 
in spring and autumn; the duration of period with temperatures above 5°C, also 
known as a potential vegetative season (PVP) and above 10°C - a real vegetative 
season (RVP); as well as the absolute minimum and maximum temperatures during 
the coldest and warmest months of the year - January and July, respectively, the 
absolute minimum temperatures in spring and autumn as an indicator of the occur-
rence of frost damage to agricultural production, as well as amounts of the active 
and effective temperatures and amounts of precipitation for the potential and real 
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growing season. In the course of this study, periods of dry spell (10-30 days without 
rainfall or rainfall less than 5 mm) and persistent drought (more than 30 days with-
out rainfall or rainfall less than 5 mm) were identified. The analysis of the results 
obtained is a good basis to draw important conclusions, significant conclusions 
about the agro-climatic resources and agro-meteorological conditions in the NUTS2 
administrative territorial planning zones.

3. Results and discussion

The growth, development and productivity of agricultural crops are most sig-
nificantly influenced by hydrothermal conditions during the growing season. For 
wintering cereals - wheat, barley and rapeseed - this is the period from October of 
the previous year to June of the next and for spring and heat-loving from March to 
September, and for orchards - until October. The analysis of the average monthly long-
term values of temperatures during the study period shows that they have increased, 
in almost all regions and months, compared to the reference period 1961-1990. In 
precipitation, the trends are not clearly expressed in all months and regions.

3.1  Change in basic meteorological elements during the period 1986-2015 
compared to the reference period 1961-1990

3.1.1 Deviation of the average monthly temperature from the norm

The analysis of the deviations of the average multi-annual monthly temperature 
by months and seasons for the research period (1986-2015) was made by adminis-
trative-territorial planning zones, Figure 2. In all agricultural areas the temperature 
deviations from the reference values in December are predominantly negative. 
Exceptions are some of the stations located in Northwestern and North-Central 
Bulgaria, where the average monthly temperature for 1986-2015 is higher than the 

Figure 1. 
Map with location of the meteorological and agrometeorological stations in the agricultural zone of Bulgaria.
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agricultural crops. Climate change affects not only the quantitative but also the 
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The meteorological elements measured also include some agro-meteorological 
indices that more accurately define the meteorological conditions, namely: the 
dates of a steady transition of the average daytime air temperature at 5°C and 10°C 
in spring and autumn; the duration of period with temperatures above 5°C, also 
known as a potential vegetative season (PVP) and above 10°C - a real vegetative 
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and effective temperatures and amounts of precipitation for the potential and real 
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in almost all regions and months, compared to the reference period 1961-1990. In 
precipitation, the trends are not clearly expressed in all months and regions.
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3.1.1 Deviation of the average monthly temperature from the norm

The analysis of the deviations of the average multi-annual monthly temperature 
by months and seasons for the research period (1986-2015) was made by adminis-
trative-territorial planning zones, Figure 2. In all agricultural areas the temperature 
deviations from the reference values in December are predominantly negative. 
Exceptions are some of the stations located in Northwestern and North-Central 
Bulgaria, where the average monthly temperature for 1986-2015 is higher than the 

Figure 1. 
Map with location of the meteorological and agrometeorological stations in the agricultural zone of Bulgaria.
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Figure 2. 
Average monthly temperatures for the period 1986-2015 and deviations in comparison with 1961-1990 on 
different regions: (a) Northeastern Bulgaria; (b) Southeast Bulgaria; (c) Central South Bulgaria;  
(d) Southwestern Bulgaria; (e) Northwest Bulgaria and (f) Central North Bulgaria.
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same during the reference period. The most negative temperature deviations are in 
Northeastern and Southern Bulgaria, reaching −0.6°C.

In January and February the trend is different from that in December. In both 
months during the study period it was warmer than the reference. In January in 
Northwestern and North-Central Bulgaria the deviations are higher than 1°C, 
varying from 1.0°C in Sevlievo and Knezha to 1.9°C in Gramada. In the other 
regions the deviations vary between 0.3°C in Krumovgrad and 1.3°C in Krushari 
and M. Tarnovo. In February, the positive trend of deviations is maintained, but the 
deviations are lower than in January. Without application of the average monthly 
temperatures in February it remains in Southwestern, Kyustendil and South Central 
Bulgaria, Krumovgrad, in the other stations the positive deviations vary between 
−0.1°C, Petrich and 1.3°C, Krushari. The winter in Western Bulgaria during the 
study period is warmer compared to the winter of the reference period. In Central 
Bulgaria the trend of positive deviations of the average long-term monthly tempera-
tures is similar to that in Western Bulgaria, but the values of these deviations are 
lower than in the western regions of the country.

In conclusion, it should be emphasized that despite the large values of the posi-
tive deviations, which is evidence of warming, January remains the coldest month 
of the year in the period 1986-2015. In agro-climatic terms, winters become milder 
and relatively snowless.

During the spring months of March, April and May (MAM) the deviations 
of the average monthly temperatures remain positive compared to those for the 
same months during the reference period in Western, Eastern and North-Central 
Bulgaria. In South-Central Bulgaria - Kardzhali, Krumovgrad and Ivaylovgrad the 
deviations of the average monthly temperatures in April and May are negative by 
0.2-0.3°C, i.e. in those places it is colder than in the period 1961-1990. In March it is 
warmer everywhere compared to the reference period, as in Northern Bulgaria the 
deviations are larger and vary between 0.4°C, Razgrad and 1.3°C in Bazovets. The 
average deviation in Northwestern Bulgaria is 1.0°C, in North Central 0.7°C, and in 
North-Eastern 0.6°C. In Southern Bulgaria the largest deviation is in Southeastern 
Bulgaria, 0.6°C. In South Central and Southwestern Bulgaria it is 0.4°C.

The average monthly air temperature in April has the smallest positive devia-
tions in spring. The averages for the 6 regions vary between 0.1°C in South Central 
Bulgaria and 0.3°C in East and North Central Bulgaria. In May the average devia-
tions by regions vary between 0.4°C and 0.5°C in Northern Bulgaria and 0.3°C and 
0.4°C in Southern Bulgaria.

In conclusion, it can be said that the trend toward warming continues in the 
spring, but the values of the deviations are smaller than those in January and 
February.

During the summer months of the study period - June, July, August (Southeast 
Asia) almost all over the country the deviations of the average monthly air 
temperatures are positive. The smallest are the average positive deviations in June, 
between 0.7°C in South-Central Bulgaria and 1.1°C in North-Western Bulgaria. 
The largest are the positive deviations in August with average deviations by 
regions, 1.5-1.6°C.

In conclusion, it can be said that during the summer the highest values of posi-
tive deviations of the average monthly values of the air temperature compared to 
the reference period were reported. The largest increase is in August.

The autumn months of September, October and November (SON) dur-
ing the study period become warmer. An exception is November, when in 
Northeastern, South Central and Southwestern Bulgaria, the average deviation 
is negative. The values of these deviations are of the order of 0.1-0.2°C, there-
fore it can be assumed that these deviations are of the order of the error of this 
meteorological element.
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Figure 2. 
Average monthly temperatures for the period 1986-2015 and deviations in comparison with 1961-1990 on 
different regions: (a) Northeastern Bulgaria; (b) Southeast Bulgaria; (c) Central South Bulgaria;  
(d) Southwestern Bulgaria; (e) Northwest Bulgaria and (f) Central North Bulgaria.
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North-Eastern 0.6°C. In Southern Bulgaria the largest deviation is in Southeastern 
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0.4°C in Southern Bulgaria.

In conclusion, it can be said that the trend toward warming continues in the 
spring, but the values of the deviations are smaller than those in January and 
February.

During the summer months of the study period - June, July, August (Southeast 
Asia) almost all over the country the deviations of the average monthly air 
temperatures are positive. The smallest are the average positive deviations in June, 
between 0.7°C in South-Central Bulgaria and 1.1°C in North-Western Bulgaria. 
The largest are the positive deviations in August with average deviations by 
regions, 1.5-1.6°C.

In conclusion, it can be said that during the summer the highest values of posi-
tive deviations of the average monthly values of the air temperature compared to 
the reference period were reported. The largest increase is in August.

The autumn months of September, October and November (SON) dur-
ing the study period become warmer. An exception is November, when in 
Northeastern, South Central and Southwestern Bulgaria, the average deviation 
is negative. The values of these deviations are of the order of 0.1-0.2°C, there-
fore it can be assumed that these deviations are of the order of the error of this 
meteorological element.
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3.1.2 Deviation of the monthly amount of precipitation from the norm

The size and sign of the deviations of the amount of precipitation during the 
survey period 1986-2015 compared to 1961-1990 by months, measuring stations 
and agro-industrial regions of the country are presented in Figure 3.

In Western Bulgaria, the average value of the multiannual (1986-2015) monthly 
amounts of precipitation during the winter months (DJF) has weak positive and 
negative values of deviations, whose values are minus 10.7 mm in January in Petrich 
and 13 mm in December in Gramada and would not have a significant impact on the 
dynamics of autumn-winter moisture accumulation process.

In Central Bulgaria the deviations of the monthly amounts of precipitation during 
the winter months (DJF) are analogous to those of the western part of the country. 
The largest negative deviations were registered in January in North-Central Bulgaria 
and reached 13 mm in Dermantsi. In December, the positive deviations prevail.

In Southeastern Bulgaria everywhere and for all winter months we have a decrease 
in precipitation. Malko Tarnovo is impressive, where the winter precipitation has 
decreased by 76 mm for the study period compared to the reference. At the same time, 
in the northeastern part of the country in December and January the deviations are 
predominantly positive, while in February they are negative. The positive deviations 
in December reach 17.5 mm in St. Oryahovo and in January 10.2 mm in Alfatar.

In conclusion, it can be said that in December the precipitation in Northeastern 
Bulgaria increased on average by more than 10%, and in January in Southeastern 
Bulgaria it decreased by 18%. The average change in the other areas is insignifi-
cant. In February in Western Bulgaria the decrease of the rainfall is between 
7 and 8% of the monthly norm, in North Central Bulgaria a decrease of 10%, 
while in South Central Bulgaria we have a slight increase. The largest decrease 
is in Eastern Bulgaria, where in the Northeast the decrease is by 13%, and in the 
Southeast by 11%.

In March, only negative deviations were reported in the stations of 
Northwestern Bulgaria. In the other areas there is both a decrease and an increase in 
precipitation. The average deviation by region is positive in the other regions. The 
decrease in Northwestern Bulgaria is 6% of the March norm. In the other regions 
the increase is between 2%, North Central and 12%, in Northeastern Bulgaria.

In April, an increase in rainfall was observed in the western regions. In 
Northwestern Bulgaria change is average of 5% and in Southwestern Bulgaria, by 
12% of the climatic norm for April. The largest is in Petrich, where this increase is 
30%. A decrease was registered in the other regions of the country. In the central 
regions it is on average between 4 and 8% of the norm for April. In the South-
Central region the decrease is bigger, as in Krumovgrad and Ivaylovgrad, the 
decrease reaches 12% and 17%, respectively. The most significant is the decrease of 
the precipitation in South-Eastern Bulgaria, where the average value of the devia-
tions reaches 12% of the monthly norm, and in M. Tarnovo it reaches 22%.

In May there was a clear decrease in the monthly amounts of precipitation by 
between 6 and 9% for the different regions of the country. An exception is Petrich, 
where there is a slight increase in the amount of precipitation. The largest decrease 
is observed in Alfatar 21% (NE) and Nikolaevo 15% (CN).

It can be said that in the spring (MAM) both negative and positive deviations 
of the monthly precipitation amounts during the studied period compared to the 
reference period are observed. The average change in the monthly amounts of 
precipitation by regions reached a 12% increase in March in Northeastern Bulgaria 
and in April in Southwestern Bulgaria and a decrease in Southwestern Bulgaria in 
April. By stations, the change increased to 30% of the monthly norm in Petrich in 
April and a decrease of 21% in Alfatar in May.
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Figure 3. 
Deviations in average multiannual monthly rainfalls for the period 1986-2015 compared to the reference period 
1961-1990: (a) Northeast Bulgaria; (b) Northwest Bulgaria; (c) Central North Bulgaria; (d) Central South 
Bulgaria; (e) Southeast Bulgaria and (f) Southwest Bulgaria.
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Figure 3. 
Deviations in average multiannual monthly rainfalls for the period 1986-2015 compared to the reference period 
1961-1990: (a) Northeast Bulgaria; (b) Northwest Bulgaria; (c) Central North Bulgaria; (d) Central South 
Bulgaria; (e) Southeast Bulgaria and (f) Southwest Bulgaria.
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Summer (JJA) is also characterized by various changes in the monthly amounts 
of precipitation. In June, negative deviations were observed in all regions except 
Southwestern Bulgaria. They are most significant in Northwestern and North-Central 
Bulgaria, where the average decrease reaches 17% and 11% of the monthly norm, 
respectively. At stations in Northwestern Bulgaria the decrease is between 10% in 
Bazovets and 24% in Vidin. In North-Central Bulgaria the reduction reaches 27% in 
Nikolaevo. In northeastern Bulgaria the deviations are negative, except for Dalgopol, 
but the average value is insignificant 5% of the monthly norm. By stations, however, 
the reduction reaches 18% in Krushari. The decrease of the average monthly amounts 
of precipitation during the studied period compared to the reference one in South 
Central Bulgaria is by almost 10%. By stations, in Pazardzhik, Plovdiv, Kardzhali 
and Kazanlak the change is a slight increase, but in Krumovgrad, Sadovo, Haskovo, 
Chirpan and Sliven the decrease is between 13% and 21% of the monthly norm. In 
Southwestern Bulgaria the positive deviation is predominant, as in Sandanski the 
increase reaches 10% of the monthly norm. In July in Northern and Southeastern 
Bulgaria there is an increase in precipitation by between 9 and 12% of the monthly 
norm for the month. In South-Central and South-Western Bulgaria there is a slight 
decrease. By stations, the increase in average monthly amounts reaches 20% in 
Razgrad, 24% in Varna, 36% in Shabla and 44% in Lom in northern Bulgaria and 26% 
in Yambol and 42% in Tarnovo in southwestern Bulgaria. A significant decrease in the 
monthly amounts of precipitation was reported in Haskovo, 20%; Krumovgrad, 18%; 
Ivaylovgrad, Sofia and Kyustendil, 12% and Chirpan, 11%.

In August, everywhere, except for Northwestern Bulgaria, a decrease in the 
monthly amounts of precipitation is reported. It is most significant in North Central 
Bulgaria, where the average deviation is 19% of the monthly norm and in South 
Central with a deviation of 14%. In Northwestern Bulgaria there is an increase of 
12% of the monthly norm, and in Southeastern Bulgaria by 6%. By stations the 
biggest decrease in Karlovo, Nikolaevo, and Krushari. The most significant increase 
in Vratsa, St. Oryahovo, Karnobat, Sadovo, and Asenovgrad.

The most significant change in the monthly precipitation amounts is observed in 
autumn (SON). In September and October there is an increase in precipitation every-
where, the largest being in Northeastern Bulgaria. There, in September, the increase 
reached 60% of the monthly value during the reference period, and in October 55%. 
The average deviation in the other regions fluctuates between 24% in October in South-
Central and 45% also in October in South-Central Bulgaria. By stations the largest 
increase is observed in September in St. Oryahovo, 84%, Targovishte and Shabla 79%.

In November, the deviations are negative everywhere. The decrease in Eastern 
Bulgaria is insignificant, around and below 10%. But in other areas it varies 
between 11 and 25% of the monthly norm. In Western Bulgaria the average devia-
tion is 21-25% of the norm, and at stations in Sandanski, 30%; in Petrich, 29%, in 
Montana 28%, and in Knezha, Pleven and Kyustendil 26% of the monthly norm.

The change in the average monthly precipitation amounts during the survey 
period 1986-2015 compared to those during the reference period is different during 
the months of the year. During the off-growing season, there is a predominantly 
insignificant decrease in the average monthly amounts of precipitation. The more 
significant decrease in Oryahovo, Dermantsi, Pavlikeni, Shabla, Dalgopol, M. 
Tarnovo, Kyustendil and Petrich is impressive, and a decrease between 13 and 19% 
of the norm. An increase of 13% was reported in Razgrad. The decrease in precipi-
tation during the off-growing season is at the expense of the serious decrease in 
November. In the remaining months the change in precipitation is insignificant.

The average values of the deviations of the average monthly amounts of pre-
cipitation during the growing season are insignificant, but positive in all consid-
ered regions. In some stations in Eastern and Southwestern Bulgaria the increase 
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exceeds 10% of the norm - Razgrad, Silistra, Shumen, Shabla, Varna, G, Toshevo, 
St. Oryahovo, Karnobat, Elhovo, Asenovgrad and Petrich. This increase is at the 
expense of the increase in September and October in these areas.

If analyze the average multiannual amounts of precipitation for the period 1986-
2015 for all 56 representative stations for the agricultural zone of the country and their 
comparison with the same values for the reference period 1961-1990 shows a pre-
dominant increase of the annual amount by 20-100 mm as the largest increase of the 
average multiannual amount was measured in Razgrad. An increase of this indicator 
by 50-60 mm was registered in the stations Borima, Shumen, Varna and St. Oryahovo. 
During the study period there are also individual places where the measured average 
multiannual precipitation amount is less than the same during the reference period. 
The values of this decrease are 20-70 mm, the largest decrease was found in M. 
Tarnovo, and in Ivaylovgrad this decrease is 42, and in Kyustendil 45 mm, Figure 4.

3.2 Agro-climatic conditions during the period 1986-2015

3.2.1  Dates of a permanent transition of the average daytime temperatures across 
5°C and 10°C in spring and autumn and temperature degree days

The steady transition of the average daytime temperature in spring and autumn at 
5°C and 10°C determines the duration of the potential vegetation period (PVP) and the 
real vegetation period (RVP), respectively. For more accurate determination of these 
dates, 10 representative stations in the agricultural zone of the country were selected: 
in Northern Bulgaria - Knezha, Pavlikeni, Obraztsov Chiflik and General Toshevo; 
in southern Bulgaria - Plovdiv, Stara Zagora and Karnobat; and in Western Bulgaria - 
Sofia and Kyustendil. In the northern part of the country, the average date for a 
sustainable temperature transition across 5°C at spring is March 17th, and in the fall 
below 5 C is November 30th. The duration of PVP is 258 days. In Southern Bulgaria, 
these transitions are March 17th and December 3th respectively, and the duration 
of PVP is 261 days. In Western Bulgaria, represented by the high hollow fields of the 
Sofia, Pernik and Kyustendil fields, the transitions across 5°C in the spring on March 
18th, and in the autumn on November 24th. The duration of PVP is 252 days.

The average multiannual dates of average daily temperatures transition across 
10°C in spring and autumn are similarly determined and shown in Table 1.

The data on the average duration of the PVP and RVP during investigation 
period (1986-2015) and their deviations in comparison with the same values for the 
reference period (1961-1990) are presented graphically in Figure 5.

Figure 4. 
Deviations between the average multiannual rainfalls for the period 1986-2015 compared to the same values in 
the reference period 1961-1990 for 55 representative stations located in the agricultural zone of Bulgaria.
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Summer (JJA) is also characterized by various changes in the monthly amounts 
of precipitation. In June, negative deviations were observed in all regions except 
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Bazovets and 24% in Vidin. In North-Central Bulgaria the reduction reaches 27% in 
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the reduction reaches 18% in Krushari. The decrease of the average monthly amounts 
of precipitation during the studied period compared to the reference one in South 
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The most significant change in the monthly precipitation amounts is observed in 
autumn (SON). In September and October there is an increase in precipitation every-
where, the largest being in Northeastern Bulgaria. There, in September, the increase 
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The average deviation in the other regions fluctuates between 24% in October in South-
Central and 45% also in October in South-Central Bulgaria. By stations the largest 
increase is observed in September in St. Oryahovo, 84%, Targovishte and Shabla 79%.

In November, the deviations are negative everywhere. The decrease in Eastern 
Bulgaria is insignificant, around and below 10%. But in other areas it varies 
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exceeds 10% of the norm - Razgrad, Silistra, Shumen, Shabla, Varna, G, Toshevo, 
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multiannual precipitation amount is less than the same during the reference period. 
The values of this decrease are 20-70 mm, the largest decrease was found in M. 
Tarnovo, and in Ivaylovgrad this decrease is 42, and in Kyustendil 45 mm, Figure 4.

3.2 Agro-climatic conditions during the period 1986-2015

3.2.1  Dates of a permanent transition of the average daytime temperatures across 
5°C and 10°C in spring and autumn and temperature degree days

The steady transition of the average daytime temperature in spring and autumn at 
5°C and 10°C determines the duration of the potential vegetation period (PVP) and the 
real vegetation period (RVP), respectively. For more accurate determination of these 
dates, 10 representative stations in the agricultural zone of the country were selected: 
in Northern Bulgaria - Knezha, Pavlikeni, Obraztsov Chiflik and General Toshevo; 
in southern Bulgaria - Plovdiv, Stara Zagora and Karnobat; and in Western Bulgaria - 
Sofia and Kyustendil. In the northern part of the country, the average date for a 
sustainable temperature transition across 5°C at spring is March 17th, and in the fall 
below 5 C is November 30th. The duration of PVP is 258 days. In Southern Bulgaria, 
these transitions are March 17th and December 3th respectively, and the duration 
of PVP is 261 days. In Western Bulgaria, represented by the high hollow fields of the 
Sofia, Pernik and Kyustendil fields, the transitions across 5°C in the spring on March 
18th, and in the autumn on November 24th. The duration of PVP is 252 days.

The average multiannual dates of average daily temperatures transition across 
10°C in spring and autumn are similarly determined and shown in Table 1.

The data on the average duration of the PVP and RVP during investigation 
period (1986-2015) and their deviations in comparison with the same values for the 
reference period (1961-1990) are presented graphically in Figure 5.

Figure 4. 
Deviations between the average multiannual rainfalls for the period 1986-2015 compared to the same values in 
the reference period 1961-1990 for 55 representative stations located in the agricultural zone of Bulgaria.
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The same calculations were made and for sums of active and effective tempera-
tures above 5°C and 10°C are shown in Figure 6. Average multiannual sums of 
rainfall during PVP and RVP during investigation period and deviation in compari-
son with the referent period are shown in Figure 7.

Figure 5. 
Duration of vegetative season 5-5°C and 10-10°C for the period 1986-2015 and deviation of duration in 
comparison with 1961-1990.

Figure 6. 
Average multiannual values of accumulated active and effective temperatures over periods with a sustained 
transition of temperatures over 5°C and 10°C.

Figure 7. 
Average multiannual rainfalls during the potential and real vegetative season in 1986-2015 and their deviation 
in comparison with the same seasons for the referent period 1961-1990.
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The same calculations were made and for sums of active and effective tempera-
tures above 5°C and 10°C are shown in Figure 6. Average multiannual sums of 
rainfall during PVP and RVP during investigation period and deviation in compari-
son with the referent period are shown in Figure 7.

Figure 5. 
Duration of vegetative season 5-5°C and 10-10°C for the period 1986-2015 and deviation of duration in 
comparison with 1961-1990.

Figure 6. 
Average multiannual values of accumulated active and effective temperatures over periods with a sustained 
transition of temperatures over 5°C and 10°C.

Figure 7. 
Average multiannual rainfalls during the potential and real vegetative season in 1986-2015 and their deviation 
in comparison with the same seasons for the referent period 1961-1990.
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4. Conclusions

The presented study is essential for a series of studies within the cited National 
Science Program and its project - Agricultural Ecosystems - adapted to climate 
change. The main results for this stage of project development are:

1. The values of the parameters of the climate change for the agricultural zone 
of the country during the studied period 1986-2015 for 56 meteorological and 
agrometeorological stations are obtained;

2. The sign and the amount of the deviations in the agricultural areas of the 
average multi-annual monthly values of the temperatures and the monthly 
amounts of the precipitation for the period 1986-2015 compared to the refer-
ence period 1961-1990 have been determined.

3. The data obtained show larger positive values of the temperature deviations 
in January, February, July, August and September and negative values of these 
deviations in December.

4. In case of precipitation - the positive and negative deviations by months are 
small in value, with the exception of Obraztsov Chiflik and Plovdiv. The non-
uniform nature of the distribution of precipitation by seasons increases and 
dry winters, dry beginning of spring, rainy June and prolonged 70-90 days 
of summer drought, followed by wet October and November, become more 
frequent. These features of the climate are a serious challenge for specialists 
in genetics and selection in creating varieties that can withstand periods of 
drought;

5. The average long-term values of active and effective temperatures for the 
periods with t ≥ 5°C and t ≥ 10°C are obtained, which in most regions of the 
country are 3500-4000°C respectively and over 1500-2500°C respectively. This 
is a sure indication that thermal conditions are not a limiting factor and allow 
the cultivation of second crops, as well as the introduction of tropical crops 
with a short growing season;

6. The in-depth analysis of the hydrothermal conditions is a prerequisite to 
recommend, over the next 5 years, a gradual but large-scale increase in invest-
ments for the construction of modern irrigation systems. The results of the 
climate scenarios for the next 20-30 years show the tendency of the observed 
changes to continue, which will make impossible the efficiency of agricultural 
production under natural conditions of humidification of soils.
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Chapter 5

Atmospheric Pollution 
Interventions in the Environment: 
Effects on Biotic and Abiotic 
Factors, Their Monitoring and 
Control
Nukshab Zeeshan, Nabila, Ghulam Murtaza, 
Zia Ur Rahman Farooqi, Khurram Naveed  
and Muhammad Usman Farid

Abstract

Atmosphere is polluted for all living, non-living entities. Concentrations of atmo-
spheric pollutants like PM2.5, PM10, CO, CO2, NO, NO2, and volatile organic compounds 
(VOC) are increasing abruptly due to anthropogenic activities (fossil fuels combustion, 
industrial activities, and power generation etc.). These pollutants are causing soil 
(microbial diversity disturbance, soil structure), plants (germination, growth, and bio-
chemistry), and human health (asthma, liver, and lungs disorders to cancers) interven-
tions. All the effects of these pollutants on soil, plants, animals, and microbes needed to 
be discussed briefly. Different strategies and technologies (HOPES, IOT, TEMPO and 
TNGAPMS) are used in the world to reduce the pollutant emission at source or when 
in the atmosphere and also discussed here. All gaseous emissions control mechanisms 
for major exhaust gases from toxic to less toxic form or environmental friendly form 
are major concern. Heavy metals present in dust and volatile organic compounds are 
converted into less toxic forms and their techniques are discussed briefly.
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Abstract

Atmosphere is polluted for all living, non-living entities. Concentrations of atmo-
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tions. All the effects of these pollutants on soil, plants, animals, and microbes needed to 
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TNGAPMS) are used in the world to reduce the pollutant emission at source or when 
in the atmosphere and also discussed here. All gaseous emissions control mechanisms 
for major exhaust gases from toxic to less toxic form or environmental friendly form 
are major concern. Heavy metals present in dust and volatile organic compounds are 
converted into less toxic forms and their techniques are discussed briefly.
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Zn), fumes, acid vapors (H2SO4), paints, pigments, black carbon and smoke from oil. 
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Ozone level of various sites of Northern Hemisphere has been increased from 10 to 50 
ppbv since 1860 [2]. Sulfate aerosols increase from 3 to 4 folds [3].

Pollutants which are suspended in the air are responsible for different diseases 
like respiratory and Cancer, corrosion of metals and damage of plant biochemistry. 
Most of these pollutants deposited on the surface of the plants and cause naissance 
and disturb sunlight interaction with chlorophyll, the scattering of light from these 
pollutants produce smog and many surface chemical reactions. Many air pollutants 
are in gaseous form, like oxides of sulfers (SO2 and SO3), carbon (CO2 and CO), 
and nitrogen (NO2 and NO3). Most of organic compounds are also present in the air 
like Hydrocarbons, Volatile organic compounds, poly aromatic hydrocarbons and 
different halogens and their derivatives. Chemical, Thermal and photochemical 
reactions of above mentioned pollutant caused secondary pollutants. A common 
example of thermal pollution is when the oxidation of SO2 occurs to SO3 by thermal 
reaction. If SO3 further catalyzed in the presence of Mn and Fe in water than it give 
rise to sulfuric acid mist. Nitrogen oxides and reactive hydrocarbons when react. 
They produced ozone, per-oxy-acetyle nitrate (PAN). Some order causing agents 
are also produced which are known as hydrogen sulfide, carbon disulfide and 
mercaptan while others are very difficult to define chemically.

Chemistry of atmosphere totally depends upon the chemistry of pollutant 
present. The activities such as stream of traffic, industrial emissions, cleaning and 
washing of roads, painting, repairing are the causes of air pollutant generation. 
Because of their harmful effects, the air pollutants are now major concern of human 
talks [4]. Noise pollution is also the part of air pollution. Increase of traffic and 
other anthropogenic activities the noise pollution is increasing day by day. It is also 
causing swear health effects in humans (high blood pressure, sleeplessness, nausea, 
depressions are common). The study revealed that air pollution is responsible for 

Some important terms and their definitions related to air pollution.

Term Definition Citation

Air pollution Occurrence of dangerous particles and chemical species into the 
surrounding air beyond the permissible limit is known as air pollution 
e.g. PM2.5, NOX, SOX etc.

[6]

PM2.5 The inhalable particles present in the air of size 2.5 micrometer or 
smaller are categorize as PM2.5.

[7]

PM10 The inhalable particles present in the air of size 10 micrometer or 
smaller are categorize as PM2.5.

[8]

CO It is a colorless, odorless dangerous gas present in the environment. It is 
a silent killer and mostly produced in low oxygen.

[9]

CO2 It is atmospheric gas essential for globe temperature balance but 
harmful at its high concentration. It is also colorless and 60% denser 
than air.

[10]

NO It is known as oxides of nitrogen and known to general public as 
laughing gas.

[11]

NO2 Oxides of nitrogen which enter into the environment from burning of 
fossil fuels.

[12]

SO2 Atmospheric gas which has pungent smell. It natural sources are 
volcanic eruption and anthropogenic are fossil fuel exhaust.

[13]

VOC Compounds of carbon and hydrogen which convert into vapor or gases 
phase and contaminate the surroundings are known as volatile organic 
compounds.

[14]

Aliphatic 
Hydrocarbons

Compounds with sigma bonds and delocalized pi electrons between 
carbon atoms forming a circle.

[15]
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430,000 premature deaths in Europe and almost 10,000 deaths due to noise pollu-
tion have been recorded. Due to these statistics air and noise pollution is listed in the 
top two stressors in the environmental burden disease [5].

According to the above discussion it is clear that the study of air pollution 
monitoring, their impacts on biotic components and their control strategies are very 
necessary to discuss in the nut shell.

2.  Effects of atmospheric pollutants on biotic components of environment

Figure 1 is showing the impacts of air pollution on Animals, Plants, Humans and 
Microbes.

The effect of these pollutants on the plants, humans, animals and microbes are 
comprehensively discussed in the following Table 1.

3. Air pollution and its control measures

Aerosols are classified into solid [SPM, Dust (PM2.5 and PM10)], liquid (fumes, 
mist, vapors) and gaseous (smokes, gases) particles. Air pollutants are categorize 
the matter which is suspended in the air like road dusts, fumes of chemicals, mists, 
smoke from different emissions), gaseous pollutants (gases and vapors) and odors 
producing reagents.

4. Atmospheric pollution monitoring devices

In this Table 2 the major monitoring devices with their technology is listed for 
detail review.

Figure 1. 
Impact of air pollution on biotic components of the environment.
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Pollutants Plants Humans Animals Microbes

Dust Reduce the 
pigments, 
enzymatic activity 
and respiration. 
Also block the 
pores in plant leaf 
[16–18].

Enhance metals 
intake [19], 
damage the lining 
of nasal cavity 
and enhance 
secretions [20].

Damage the DNA 
of animals and 
increase protein 
oxidative damage 
in obese rats [21].

Decrease the 
diversity of 
bacteria at highly 
polluted dust 
[22].

CO2 C4 plants are less 
beneficial than C3 
plants under high 
CO2 environment 
[23]

Increase sleeping, 
blood circulation, 
heart beat when 
exposed to high 
CO2 [24, 25]

High 
concentration 
leads to Zn 
accumulation and 
tissue damage in 
fish [26].

Elevated 
CO2 effect 
metabolism, 
cell structure 
and diversity of 
microbes [27].

SO2 Leaf necrosis. 
Dwarfing and 
necrosis. 0.05 to 
0.5 ppm of SO2 
damage the Spanish 
and cucumber 
while apple, barley 
and wheat are most 
sensitive to  
SO2 [28].

Small exposures 
causes cough 
while long 
exposures causes 
asthma [29, 30]

Reduce the 
sperm motility 
in rats alter the 
seminiferous 
tubules in testis 
[31] and higher 
exposure induces 
cardiovascular 
problems [32]

In the open air 
fumigation study 
minute quantity 
meaningfully 
reduced 
respiration in 
both pine and 
deciduous litter 
[33].

NOx It delays 
photosynthesis. 
Concentration of 
100 ppm cause 
spotting to leaf 
and break down. 
Oxidative stress 
increased due to 
boost in deduced 
oxygen species [34]

Premature 
demises cause 
in humans [35], 
Long-term 
contact to NOx is 
projected to lay 
foundation of 
2119 respiratory 
demises and 
991 lung cancer 
demises [36].

High level of 
protein damage 
was observed 
in tree sparrow 
when exposed 
to higher level of 
NO [37].

Not Yet Studied, 
a strong research 
gap exists here.

Ozone Ozone causes foliar 
injury, reduce 
the stomatal 
conductance, 
enhance the 
foliar injury and 
ultimately decrease 
the plant total 
biomass [38]

Premature death 
is the major 
concern [39].

Ozone exposure 
to mice evidence 
the enhance air 
passage way 
inflammatory cell 
infiltration and 
bronchial hyper-
responsiveness 
as compared to 
control [40]

Significantly 
reduced the 
mold or yeasts 
in yoghurts 
ozonated for 60s. 
Escherichia coli 
O157:H7 count 
reduced during 
vacuum cooling 
droplets of high 
ozone demand 
[41].

Aromatic 
Hydrocarbons

Cause 
fragmentation 
of nucleus and 
mitochondria and 
mitochondrion, 
chloroplasts and 
grana collapse [42].

White matter of 
left hemisphere 
reduced 
and related 
with slower 
information. 
Rapidity during 
intelligence 
testing [43].

Consuming the 
contaminated see 
food with heavy 
metals, PAHs 
and TPHs which 
is potentially 
poisonous [44].

Microbes are 
used mostly 
to remediate 
the site 
contaminated 
with PAHs.

Table 1. 
Effect of the pollutants.
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5. Particulate pollution control devices

The burning of diesel causes emissions. These emissions contain toxic gases 
and particulate matter (PM). Due to which there is a need to control these gases 
and particulate. For particulate control the diesel particulate filter is used to bind 
the PM which mostly is the combination of soot particles and organic fraction 
(soluble). The one bad thing with this system is the accumulation of soot particles 
in the filter lowers the activity of filtration [54]. To control the particulate matter 
from commercial cooking three technologies are used. The technologies named 
as Control technologies (CT) 1, 2 and 3. CT2 is the removal of grease technology 

Sr. No Device Technology used with pollutant Citation

1 Portable Monitoring Device 
for indoor air Pollution

For humidity and temperature complementary 
metal-oxide semiconductor (CMOS) 
technology, particulate matter by Laser-based 
light scattering, volatile organic compounds by 
Metal oxide gas sensor, CO2 by Non-dispersive 
infrared (NDIR), CO by Amperometric 
gas sensor, light by Infrared-responding 
photodiode and sound by Electret microphone 
with amplifier.

[45]

2 Home Pollution Embedded 
System (HOPES)

Internet of thing (IOT) device which is the 
grouping of gas semiconductor devices and an 
Infrared particulate matter sensor.

[46]

3 IoT Based system of Solar 
Power Environmental Air 
Pollution and Water Quality 
Monitoring System

Cheap system for sensing of alcohol, benzene, 
CO2, and NH3. When it is connected it to 
Arduino then it is able to sense the gases, and 
provide readings in PPM (parts per million).

[47]

4 A raspberry Pi controlled 
cloud based air and sound 
pollution monitoring system 
with temperature and 
humidity sensing

It is based on four modules which are
1. Module for monitoring Air Quality Index 

Monitoring,
2. Module for detection of Sound,
3. Module for Cloud-based Monitoring
4. The Anomaly Notification Module

[48]

5 The Next Generation Air 
Pollution Monitoring System 
(TNGAPMS)

Static Sensor Network (SSN), Community 
Sensor Network (CSN) and Vehicle Sensor 
Network (VSN) based on the carriers of the 
sensors.

[49]

6 The Ozone Monitoring 
Instrument (OMI)

OMI is an ultraviolet/visible (UV/VIS) nadir 
solar backscatter spectrometer, used to 
measure UV irradiance, trace gases of tropo-
spheric and strato-spheric chemistry.

[50]

7 Wireless distributed sensor 
networks

It is based on three metal oxides (MO) chemo-
resistive sensors for O3, NO2 and TVOC, an 
optical (IR based) total (TSP) sensor, noise 
sensor and a dual semiconductor sensor for 
temperature and humidity (RH) measurement.

[51]

8 TEMPO It measures the spectra required to recover O3, 
NO2, SO2, water vapors, ultraviolet radiation, 
and foliage properties.

[52]

9 Amperometric 
electrochemical gas sensors

It is used for the monitoring of inorganic gases [53]

Table 2. 
Air pollutants monitoring devices along with technologies.
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which is based on the boundary layer momentum theory. Particulate matter was 
the significant higher in base line (CT1) than CT2. CT3 technology is Electrostatic 
precipitator based and is use full to reduce the volatile organic compounds like 
acetaldehyde and formaldehyde produced during commercial cooking [55]. The 
efficiency of Electrostatic precipitators is reduced if the temperature of the flue 
gases increases. The low-low temperature EP (LLTESPs) is more effective in 
particulate matter removal in coal fired plants. This temperature can be control by 
using Wet flue gas desulfurization (WFGD) in ESP. The study was conducted to 
check the effectiveness of the LLTESPs and WFGD. The outlet samples indicate that 
the concentration of PM decreased with the decrease of temperature. The concen-
tration of soluble ions like mainly SO4

−2, Cl− and NH4
+ decreases in the outlet of 

LLTESPs (0.3 to 0.8 mg/m3) with respect to WFGD because the addition of gypsum 
slurry in WFGD (4.7 to 0.8 mg/m3) [56]. Preventive measures have been taken by 
individuals to get rid of polluted air. The facemasks are most commonly used by the 
Chinese people during the extremely high days. The model showed that 100-point 
increase in air quality index increases 54.5% consumption of facemasks. 187 million 
dollars could be save if control on air pollution has been achieved and it can be used 
for the social welfare of the habitants [57]. To combat with the particulate pollution 
there is a need of the hour to control the emission sources of particulate pollution 
with improved technologies [58].

6. Gaseous pollution control

CO: Catalytic converter (CC) is a device which is used to convert the hazard-
ous exhaust gases to non-hazardous exhaust gases by using the simple technique 
of redox reaction. The working of CC is totally based on the catalyst used. For CO 
control the Silver is used as a catalyst. The more the catalyst, the more the active site 
and fast reaction.

Catalysts were identified by BET, FTIR, SEM- EDX, XRD, XPS technologies 
[59]. A study revealed that ZnO–CuO created hetero-composites show selective 
CO detecting with T100 is in close vicinity to Topt to yield simultaneous CO detect-
ing together with its 100% catalytic oxidation for detection devices. The initiated 
oxygen reacts immediately with adsorbed CO to provide desired CO detecting 
together with 100% CO oxidation [60]. Evidences showed that oxidative desorption 
of CO enhance if oxygen species are present. Fast slaking of platinum in water boost 
the oxidation by two processes. One of the processes is chemical oxidation by using 
molecular oxygen and other is Langmunir-Hinshel wood surface oxidation [61].

SO2: The usage of segmented multistage ammonia-based liquid spray with 
different oxidation potentials to remove sulfur compounds from gas. MnO2 filter are 
used to absorb the SO2 from the exhaust. There are many sources of SO2 production 
like agricultural heavy machinery, vehicles etc. In this technology MnO2 along with 
ozone gas is introduced and found that 90% SO2 absorption is possible with the 
addition of ozone. This system also has the ability to improve the NO2 exhaust [62]. 
The alternative methods to reduce sulfur emissions are the use of low sulfur fuel, 
scrubbers to lower the emissions from sulfur rich fuel. Low sulfur in fuel and use of 
CNG reduce the SO2 emission [63].

Oxides of sulfur (SOx) are produced and exhausted during the operations of 
petrochemical industry and cause harmful effects on environment. One of the tech-
nique is sulfur recovery unit (SRU) which is made up of Claus process for removal 
of huge amount of sulfur removal and afterward a tail gas treatment unit (TGTU) 
for the remaining H2S removal (SCOT process, Beavon sulfur removal (BSR) 
process, and Wellman-Lord process) and flue-gas desulfurization (FGD) processes 
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(once-through or regenerable) [64]. Conversion of H2SO4 from SO2, which could 
be a great impact on reducing pollution [65]. Various approaches for controlling SO2 
emissions include.

7. Wet scrubber

In this technique, SO2 is absorb by the slurry of an alkaline chemical reagent, 
and SO2 (g) is either converted to liquid or solid.

Lime/limestone scrubbing: There are many sorbents but limestone is efficient 
for desulfurization process. Gypsum scaling is common when the CaSO4 is more 
than 15%. To avoid this scaling lime stone forced oxidation process is used. In this 
scaling oxidation of CaSO3 CaSO4 by blustering in the air (usually in the reaction 
chamber) [66].

Sodium (hydroxide) scrubbing: Sodium scrubbing liquor is very efficient in 
absorbing emitted SO2. It is usually used in industrial broilers.

Ammonia scrubbing: It is a unique and new technology, commonly used for 
desulfurization (DS) of flue gases, in this ammonia is used for DS and commer-
cial grade crop fertilizer is produced. It is currently using by Dakota Gasification 
Company’s (DGC) Synfuels Plant [67]. Further, electrostatic and electro-fabric 
precipitators are used to remove SO3 from the flue gases of coal power plants [68].

8. Chlorine emission control

Chlorine emission control technologies are necessary to meet the low emis-
sion standards of the USEPA. A study showed that flue gases were samples and 
analyzed by different emission control technologies (Selective non catalytic 
reduction, Electrostatic precipitators and fabric filters) and found that 86.1% of 
chlorine is exhausted in the form of gas. HCl is found significant in samples. The 
exclusion efficiencies of total chloride are 15.6% by ESP and 19.0–19.7% by FFs, 
respectively [69].

9. NOX control

An exhaust system is designed (patent) which has the ability to store NOx at 
temperature below 200° C and release the NOx above 200° C [70]. Rising trends 
of Nitrate aerosols were observed in china. The main cause is day time nitrate 
emissions. These can be controlled if the day time emissions of NH3 and O3 be 
under-control [71]. NOx emissions are very common from the burning of dried 
sewage sludge. It is studied that if the combustor physical and operation condition 
maintained than NOx emissions can be controlled about 75%. Further argued that 
moderate or intense low oxygen dilution is best suited option to reduce NOx with 
the cyclone type furnace [72]. Another study suggested that air staging can lead 
to higher reduction of NOx [73]. NOx can further be controlled from the diesel 
exhaust by controlling the temperature. It could be 90% less emission if the temper-
ature is minimized. Flue gas treatment with ozone oxidation technology is used to 
remove NOx. Increase in solubility and bond breakage is the key to success for this 
technology [74]. The three leading stack gas treatment techniques for NOx control 
are catalytic reduction with ammonia, non-catalytic reduction with ammonia, and 
direct scrubbing of NO with simultaneous absorption of SO2. The wet processes are 
much less developed than the dry processes [75].
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10. Control of heavy metals pollution in exhaust gases

Study showed that heavy metals show different fate. The control devices which 
are used in incinerators and other pollution control devices. Some heavy metals 
like cadmium and plumbum stick in fabric filter ash while chromium, copper and 
nickel were predominant in the ash present in bottom of the boiler. Zn was found at 
the bottom and in the ash of fabric filter with a ratio of 07: 03. Though, very minute 
Hg was found furnace ash, boiler, and SDR and fabric filter; most of Hg crossed 
through the fabric filter and occurred in an oxidized form. The wet scrubber 
showed high level control efficacy for mercury which is oxidized, and the addition 
of commercial stimulated carbon at a rate of 0.2 g/Sm3 resulted in 93.2% mercury 
removal efficiency [76]. One study revealed that, a high-gravity method using 
alkaline wastes, i.e., fly ash from petroleum coke, was planned for control of air 
pollution, containing NOX, CO2 and aerosols. Further reacted fly ash can be used for 
additional cementations material [77].

11. Odor pollution and its control

Odor pollution control is very important for industries and domestic processes 
because it also caused disputes among neighbors. There are many order producing 
compounds which includes, organic ammonia, mercaptans and sulfides. Organic 
and inorganic amines are also very common [78]. NH3 scrubbers are used. The 
modified scrubber contains two parts. One part use water to remove dust pollution 
and other part contain dilute acid solution for removal of ammonia and VOCs. 
Different acidic salts which include aluminum sulfate (alum), sodium bisulfate, 
potassium bisulfate, ferric chloride and ferric sulfate were found to work as well 
as strong acids (hydrochloric, phosphoric and sulfuric) for capturing NH3. This 
technique could result in the capture of a significant amount of the N lost. It also 
improves the environmental acceptance by the neighbors due to odor control [79].

12. Biodegradation

The degradation of organic pollutants by using the natural force (microorgan-
isms) to water and carbon-di-oxide is known as biodegradation (BD). In artificial 
technique heat is used but in BD microorganism were utilized. BD efficiently occur 
at optimum moisture conditions, If plenty of moisture is available than bacteria 
grow efficiently and BD process speedup and vice versa [80].

13. Conclusions

Anthropogenic accelerated atmospheric pollution is very much dangerous to 
biotic as well as abiotic factors of the environment. There are different air pollutants 
(PM2.5 and PM10, dust, NOx, Sox, CO, CO2, and VOCs) have different ways to cause 
damage to soil, plants, humans, and animals. Sometime this is even lethal for living 
things and cause pulmonary disorders to even cancers. As pollution is originated 
from all the anthropogenic activities like industrial processes, power generation 
and traffic vehicles and are part of economic externalities. These activities cannot 
be stopped but their life so there are many control technologies which minimize 
pollutants release into the atmosphere and save the biotic and abiotic components 
from damage.
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Chapter 6

Methane Cycling in Paddy Field:  
A Global Warming Issue
Mohammed Mahabubur Rahman and Akinori Yamamoto

Abstract

Paddy fields are major sources of CH4 emission and a vital source of global 
warming. Thus, it is important to understand the CH4 cycling in paddy field. The 
CH4 chemistry, mechanisms of production and emission from paddy fields are 
also significantly important to understand. This paper discusses about the CH4 
cycling, how CH4 emission effect on the global warming, and the mechanisms of 
CH4 exchange between rice paddy field and atmosphere, factors effecting the CH4 
production, oxidation, transportation and calculation. Also try to suggest the CH4 
mitigation options of paddy fields. The mitigation of CH4 emission can be achieved 
by water management, selection of rice cultivar and fertilization. Controlled irriga-
tion can also reduce CH4 production compared to flood irrigation. Cultivation of 
high-yielding and more heat-tolerant rice cultivars will be promising approach to 
reduce CH4 emissions and slow down the global warming.

Keywords: paddy soil, methane cycling, atmosphere, mitigation, climate

1. Introduction

Methane (CH4) is a key greenhouse gas (GHG), which has global warming 
potential 25-times higher than that of carbon dioxide (CO2) over a 100-year period 
[1, 2]. Atmospheric CH4 mixing ratio has increased approximately threefold since 
the pre-industrial era [3, 4]. The latest analysis of the World Data Centre for 
Greenhouse Gases (WDCGG) observations, the year-averaged CH4 mixing ratio 
is 1853 ± 2 ppb in 2016. Atmospheric CH4 mixing ratio has increased by 6.8 ppb y−1 
over the last decade [5]. Paddy field is the dominant anthropogenic source of CH4 
[6–10], accounting for approximately 10% of global CH4 emissions [11]. Emissions 
of CH4 from paddy soils are concentrated in irrigated areas; irrigated paddy soils 
account for 60% of the total rice harvesting area worldwide, but produce 78% of 
CH4 emissions in rice-producing areas [12]. Globally, around the tropics, sub-tropics 
and parts of the temperate boreal regions contribute most of the CH4 emissions 
from paddy rice fields because these regions have a large area of paddy field com-
pared with other regions. This includes areas like Central and Latin America, Africa 
and Southeast Asia [13]. Southeast Asia emits approximately 10 Mg CH4 km−2 and 
it contributes 90% to the global rice CH4 emissions chart [14]. Africa and South 
America contribute 3.5% and 4.7% to the global Paddy rice CH4 budget respectively.

Rice is a vital crop in the world and it is grown on more than 167.25 million 
hectares of land globally [15]. In Asia, China, India, Indonesia, Bangladesh, and 
Vietnam are the major dominant rice-producing countries. So, the areas of high rice 
production are equally the area of high CH4 emissions due to rice cultivation [14, 16]. 
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Methane Cycling in Paddy Field:  
A Global Warming Issue
Mohammed Mahabubur Rahman and Akinori Yamamoto

Abstract

Paddy fields are major sources of CH4 emission and a vital source of global 
warming. Thus, it is important to understand the CH4 cycling in paddy field. The 
CH4 chemistry, mechanisms of production and emission from paddy fields are 
also significantly important to understand. This paper discusses about the CH4 
cycling, how CH4 emission effect on the global warming, and the mechanisms of 
CH4 exchange between rice paddy field and atmosphere, factors effecting the CH4 
production, oxidation, transportation and calculation. Also try to suggest the CH4 
mitigation options of paddy fields. The mitigation of CH4 emission can be achieved 
by water management, selection of rice cultivar and fertilization. Controlled irriga-
tion can also reduce CH4 production compared to flood irrigation. Cultivation of 
high-yielding and more heat-tolerant rice cultivars will be promising approach to 
reduce CH4 emissions and slow down the global warming.

Keywords: paddy soil, methane cycling, atmosphere, mitigation, climate

1. Introduction

Methane (CH4) is a key greenhouse gas (GHG), which has global warming 
potential 25-times higher than that of carbon dioxide (CO2) over a 100-year period 
[1, 2]. Atmospheric CH4 mixing ratio has increased approximately threefold since 
the pre-industrial era [3, 4]. The latest analysis of the World Data Centre for 
Greenhouse Gases (WDCGG) observations, the year-averaged CH4 mixing ratio 
is 1853 ± 2 ppb in 2016. Atmospheric CH4 mixing ratio has increased by 6.8 ppb y−1 
over the last decade [5]. Paddy field is the dominant anthropogenic source of CH4 
[6–10], accounting for approximately 10% of global CH4 emissions [11]. Emissions 
of CH4 from paddy soils are concentrated in irrigated areas; irrigated paddy soils 
account for 60% of the total rice harvesting area worldwide, but produce 78% of 
CH4 emissions in rice-producing areas [12]. Globally, around the tropics, sub-tropics 
and parts of the temperate boreal regions contribute most of the CH4 emissions 
from paddy rice fields because these regions have a large area of paddy field com-
pared with other regions. This includes areas like Central and Latin America, Africa 
and Southeast Asia [13]. Southeast Asia emits approximately 10 Mg CH4 km−2 and 
it contributes 90% to the global rice CH4 emissions chart [14]. Africa and South 
America contribute 3.5% and 4.7% to the global Paddy rice CH4 budget respectively.

Rice is a vital crop in the world and it is grown on more than 167.25 million 
hectares of land globally [15]. In Asia, China, India, Indonesia, Bangladesh, and 
Vietnam are the major dominant rice-producing countries. So, the areas of high rice 
production are equally the area of high CH4 emissions due to rice cultivation [14, 16]. 
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Considering the large CH4 emission from paddy fields, it is important to understand 
the CH4 chemistry, mechanisms of CH4 production and emission. Moreover, the 
reduction of CH4 emission from rice paddy fields has become increasingly important. 
Therefore, the main objectives of this research are to discuss CH4 cycling in the 
paddy soil and global warming, the basic understandings of methane chemistry, 
production, oxidation, transportation, calculation, the mechanisms of CH4 exchange 
between rice paddy field and atmosphere, final emission and try to give some mitiga-
tion options of CH4 emissions from paddy soils to slow down the global warming.

2. Rice cultivation, methane cycling and global warming

Global warming is a serious problem nowadays. CH4 is one of the vital green-
house gases that contribute to global warming. About 60% of global CH4 emis-
sions are occurred because of anthropogenic activities [17]. The main sources of 
anthropogenic CH4 emissions are the oil and gas industries, agriculture, landfills, 
wastewater treatment, and emissions from coal mines. Globally, about 530 million 
tons of CH4 (converted in terms of carbon) are emitted annually [17]. Rice fields 
are contributing to global warming, but it is a far bigger problem than previously 
thought. The conventional paddy field with continuous flooding irrigation is 
known as a major source of CH4 emission [18]. The world’s largest rice produc-
ers are China and India. After China and India, the next largest rice producers 
are Indonesia, Bangladesh, Vietnam, Myanmar, and Thailand. It is expected 
that economic activities will become more active in the next future mainly in 
Asia. Reportedly, of the Asian population of about 4200 million people, about 
2700 million (60%) live on rice. Since Asia’s population is expected to continue 
increasing, the total area of paddy fields in Asia will also increase. The paddy 
area in 2009 was 10,940,000 ha in Thailand, 4,410,000 ha in the Philippines, 
7,420,000 ha in Vietnam and 12,100,000 ha in Indonesia [19]. So a hues amount 
of population needs more rice, more rice growing mean more CH4 adding to the 
atmosphere. During 1 kg of rice grain production, paddy field contributes 100 g 
of CH4 to the atmosphere. The default methane baseline emission factor is 1.3 kg 
CH4 ha−1−day−1, in continuous flooding rice cultivation [20, 21]. Part of the CH4 
produced in the rice soil is consumed in the oxidized rhizosphere of rice roots or 
in the oxidized soil-floodwater interface. Soil bacteria also can consume CH4 [22]. 
CH4 is also leached to ground water, as a small part dissolves in water and most of 
it escapes from the soil into the atmosphere (see Figure 1). The important thing 
is most of the CH4 is staying in the atmosphere for 10 years as it is or the increas-
ing CH4 abundance leads to a longer lifetime for CH4 [23]. After a certain time 
later, the CH4 is broken down into CO2. Approximately 95% of the CH4 produced 
in flooded soils is oxidized to CO2 before it release to the environment [24]. It is 
still not clear exactly how much of the CH4 is finally converted to CO2 and how 
much might remain as other intermediate carbon-containing compounds without 
a significant direct effect on the climate [25]. However, CH4 initially reacts with 
ozone in a ‘chain’ reaction that ultimately produces CO2 and water vapor. CH4 also 
creates ground-level ozone in the atmosphere. And ozone is not only harmful to 
human health but also contributes to climate change. CH4 is much more effec-
tive than CO2 at trapping heat (more than 60%) in the atmosphere [26]. Global 
temperatures in 2014 and 2015 were warmer than at any other time in the modern 
temperature record after 1880. And carbon emissions are the central cause of 
that rise. Rising temperatures and changes in rainfall have a significant effect 
on enhancing microbial activity and create ideal conditions for microbial CH4 
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production of flooded rice fields. It is predicted that atmospheric temperature will 
rise 2°C by 2060. If it is actually going to happen, most of the agricultural plants 
cannot grow; it will make severe starvation for the world population. On the other 
hand, sea level will rise. The consequences will be so devastating, most of the low 
lands will go underneath the water and it will increase homeless people all over 
the world.

3. Methane chemistry

CH4 is a very special kind of molecule. CH4 is an end product of the organic carbon 
decomposition under anoxic conditions and the simplest organic compound and 
member of the paraffin series of hydrocarbons [27]. It is colorless, odorless gas that 
occurs abundantly in nature and as a product of anthropogenic activities. Its chemical 
formula is CH4 (Figure 2). CH4 is lighter than air, having a specific gravity of 0.554. It is 
slightly soluble gas in water and burns readily in air, forming carbon dioxide and water 
vapor; the flame is pale, luminous and very hot. The boiling point of CH4 is −162°C and 
the melting point is −182.5°C. Basically, CH4 is very stable, but mixtures of CH4 and air, 
with the content between 5 and 14% by volume, are explosive [28].

Reactions of Methane

1. Combustion (oxidation)

a. Complete oxidation: CH4 + 2 O2, flame or spark → CO2 + H2O + heat

b. Partial oxidation: 6 CH4 + O2, 1500°C → CO + H2 + H2C2
   CH4 + H2O, 850o, Ni → CO + H2

Figure 1. 
Biogeochemical mechanisms of CH4 production of paddy field and it’s cycling (modify from [15]).



73

Methane Cycling in Paddy Field: A Global Warming Issue
DOI: http://dx.doi.org/10.5772/intechopen.94200

production of flooded rice fields. It is predicted that atmospheric temperature will 
rise 2°C by 2060. If it is actually going to happen, most of the agricultural plants 
cannot grow; it will make severe starvation for the world population. On the other 
hand, sea level will rise. The consequences will be so devastating, most of the low 
lands will go underneath the water and it will increase homeless people all over 
the world.

3. Methane chemistry

CH4 is a very special kind of molecule. CH4 is an end product of the organic carbon 
decomposition under anoxic conditions and the simplest organic compound and 
member of the paraffin series of hydrocarbons [27]. It is colorless, odorless gas that 
occurs abundantly in nature and as a product of anthropogenic activities. Its chemical 
formula is CH4 (Figure 2). CH4 is lighter than air, having a specific gravity of 0.554. It is 
slightly soluble gas in water and burns readily in air, forming carbon dioxide and water 
vapor; the flame is pale, luminous and very hot. The boiling point of CH4 is −162°C and 
the melting point is −182.5°C. Basically, CH4 is very stable, but mixtures of CH4 and air, 
with the content between 5 and 14% by volume, are explosive [28].

Reactions of Methane

1. Combustion (oxidation)

a. Complete oxidation: CH4 + 2 O2, flame or spark → CO2 + H2O + heat

b. Partial oxidation: 6 CH4 + O2, 1500°C → CO + H2 + H2C2
   CH4 + H2O, 850o, Ni → CO + H2

Figure 1. 
Biogeochemical mechanisms of CH4 production of paddy field and it’s cycling (modify from [15]).



Agrometeorology

74

2. Halogenation
CH4 + X2, heat → CH3X + HX
requires heat or light.
Cl2 > Br2 no reaction with I2.

4. Biogeochemical mechanisms of methane production of paddy fields

The production of CH4 is a microbiological process, which is predominantly 
controlled by the absence of oxygen and the amount of easily degradable actions 
[29]. Methanogens produce CH4 under anaerobic conditions [30, 31]. Methanogens 
are prokaryotic microorganisms and belong to the domain of archaea. They are living 
in an anaerobic environment (e.g., soil or water) or in the intestines of animals. 
Methanogens mainly use acetate (contributes about 80% to CH4 production) as 
a carbon substrate but another substrate like H2/CO2 and formats also contribute 
10–30% to CH4 production [32]. Acetate and hydrogen are formed by fermentation 
from hydrolyzed organic matter [29]. However, flooding of rice fields cuts off oxygen 
supply from the atmosphere to the soil, which leads to anaerobic fermentation of 
organic matter in the soil, resulting in the production of CH4 [33]. And thereafter 
much of it escapes from the soil into the atmosphere via gas spaces in the rice roots 
and stems, and the remainder CH4 bubbles up from the soil and/or diffuses slowly 
through the soil and overlying flood water (Figure 1). In flooded rice paddies, straw 
incorporation usually stimulates CH4 production [34]. Root exudates and degrading 
roots are also important sources of CH4 production, especially at the later growth 
stages of paddy. There are two major pathways of CH4 production (e.g., acetoclastic 
and hydrogenotrophic). Acetoclastic methanogens use ATP to convert acetate to 
acetyl phosphate and then remove the phosphate ion via a reaction catalyzed by 
coenzyme A [12]. CH4 is formed gradually by processes involving oxidized fer-
redoxin, tetrahydrosarcinapterin, coenzyme M, and coenzymes B. Taking account 
of all, CH4 emissions from paddy soil are the net result of CH4 production, oxida-
tion and transportation. The complete CH4 production process can be expressed as 
reduction and oxidation of two molecules of a simple hydrocarbon, one of which is 
reduced to CH4 and the other of which is oxidized to CO2: 2CH2O → CO2 + CH4 [15].

5. Methane transportation from paddy soil to atmosphere

The total CH4 emission process consists of three ways from soil to atmosphere 
e.g., transport via rice plants; bubble ebullition and molecular diffusion through 

Figure 2. 
Chemical formula of methane.
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the paddy water (see Figure 1). CH4 can escape from the rice paddy soil via 
aerenchyma in the plant (90%), ebullition (10%), and diffusion through the 
soil and water layer (1%). CH4 transports via the plant starts in the roots; CH4 
enters by diffusion through the epidermis and during the water uptake. It is likely 
that dissolved CH4 is directly gasified in the root cortex and further diffuses 
upwards to the root-shoot transition zone traveling through intercellular spaces 
and aerenchyma. The aerenchyma system is developed by the plant to transport 
the oxygen necessary for respiration from leaves towards the roots. Just like CH4 
diffuses from the soil into the root system, oxygen diffuses from the root into 
the soil, creating a relative oxygen-rich zone in the rhizosphere. CH4 is partly 
oxidized in the rhizosphere to CO2 by methanotrophic bacteria. Methanogenesis 
in the rhizosphere itself is suppressed by oxygen. The transport of CH4 to the 
atmosphere depends on the properties of the rice plant. The flux of gases in the 
aerenchyma depends on permeability coefficients, concentration gradients of 
roots and the internal structure of the aerenchyma. The number of tillers m−2, 
root mass, rooting pattern, total biomass, and metabolic activity also influence 
gas fluxes.

6. Factors effecting the methane production in paddy fields

6.1 Effects of temperature on methane production

Temperature is one of the major determining factors on the biological process 
(e.g., within the soil), which controls the CH4 production. Previous studies 
showed that increased soil temperature leads to an increase in CH4 produc-
tion [35]. There is a lot of qualitative evidence showing that CH4 production 
from rice field increase with the increasing temperature [35]. A laboratory 
experiment regarding CH4 production from two rice cultures incubated at 
temperatures between 20 and 38°C showed Eα values of 41 and 53 kJ mol−1. 
CH4 production in anoxic paddy soil suspensions incubated between 7 and 
43°C showed Eα values between 53 and 132 kJ mol−1 with an average value of 
85 kJ mol−1 [36]. The paddy soil temperature could control the amount of CH4 
production and there is a positive and strong correlation in both soil tempera-
ture and CH4 production pattern [37]. The effect of temperature on CH4 pro-
duction in paddy soil was investigated by [38], they found that in continuously 
flooded soil, the temperature optimum for CH4 production was 40°C, however, 
this shifted to 45°C during a period of intermittent irrigation accompanied by a 
marked decrease in activity. The optimum temperature during the non-cropping 
season was also 45°C (Figure 3).

6.2 Effects of soil pH and Eh on methane production in paddy field

Soil pH is another influential factor in CH4 production. The pH effects on 
CH4 production in a flooded rice soil. Methanogenic bacteria are acid sensitive. 
Generally, the optimum pH for methanogenesis is 7.0. Introducing the acidic 
materials frequently results in a decrease in CH4 production [39]. A slight decrease 
in soil pH can cause decreases in CH4 production. A slight increase in soil pH (about 
0.2 unit higher than the natural soil suspension pH) resulted in an enhancement of 
CH4 production by 11 to 20% and 24 to 25% at controlled Eh of −250 and − 200 mV, 
respectively [40]. These results suggested that a small reduction of soil pH could be 
obtained a decrease in CH4 production in paddy soil.
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6.3 Effects of paddy cultivar, root and rhizosphere on methane production

The decomposition of organic matter by methanogens under anaerobic condi-
tion leads to the production of CH4. Rice cultivars have significant effects on CH4 
production of planted soil due to large variation in composition and content of root 
exudates [41]. The roots of rice plants are colonized by methanogenic Archaea, 
which performs the last step in the production and emission of CH4 [42–45]. It has 
previously been shown using pulse labeling of rice plants with 13CO2 that plant 
photosynthesis accounts for more than 50% of total CH4 emission [45, 46] and 
that a particular group of methanogens, the Rice Cluster I is responsible for the 
production of CH4 from rice photosynthates [47]. It is well established that the type 
of rice cultivar affects the CH4 production from rice fields [48]. In the randomly 
determined CH4 production experiment found the initial production of CH4 was 
much larger on roots grown in the rice field (RF) than in low-level river bank soil 
(LL), as shown by factorial ANOVA (P < 0.0001), while the effect of the different 
rice cultivars was not significant (P = 5 0.7401). The randomly determined CH4 
production rates during the initial 3–8 days activity of the methanogenic com-
munity are shown in Figure 4a [49]. The rates of CH4 production also increased 

Figure 3. 
Effects of temperature on CH4 production in paddy soil shown in each figure. Periods of soil sampling:  
(A) continuous flooding (B) intermittent irrigation (C) from harvest to winter [38].
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with incubation time, those of roots grown on LL soil after a prolonged lag phase, 
but in a late phase, arbitrarily chosen after 17–28 days, reached a similar value in 
all different root samples assayed (Figure 4b) [49]. The root morphophysiological 
traits were positively and significantly correlated with grain yield, whereas root 
length, specific root length, root oxidation activity, root total and active absorbing 
surface area were negatively and significantly correlated with total CH4 emission 
[10]. However, rice plants can enhance CH4 production by providing substrates for 
methanogenesis through the production of root litter and root exudates that contain 
carbohydrates and amino acids [50]. These nutrients stimulate microbial activities 
and lead to an increase in CH4 production [51, 52]. In terms of the substrates, root 
exudates, especially in the form of acetate, represented a considerable source of CH4 
production at the rice ripening stage [53]. The CH4 emission peak occurring at the 
rice ripening stage because this stage attributed to the easily decomposable organic 
matter exuded from roots [54]. The rhizospheric CH4 oxidation at the different rice 
growth stages in detail. Under laboratory conditions, 29% of CH4 oxidation in the 
rhizosphere was found one week before panicle initiation and no CH4 oxidation 
occurred at the rice ripening stage. The CH4 oxidation in the rhizosphere at the 
harvest stage may be negligible in the field [55]. The rhizospheric CH4 oxidation 
rate varied with rice growing stages, being lower at the tillering stage (36.5% of CH4 
produced in rice rhizosphere) than at the panicle initiation stage (54.7%). This may 
be related to the oxidizing activity of rice roots varying with the rice growth stage 
[50]. At the late tillering stage, root exudates dominate CH4 production of planted 
soil [41, 56]. This would probably be due to the stimulating effect of plant roots on 
O2 released during the decomposition of soil organic carbon exceeding CH4 oxida-
tion in the rice rhizosphere [41, 57]. The relative contribution of root-associated 
CH4 production to CH4 emissions could be important in the rice paddies, as it varied 
between 4 and 52% [45].

6.4 Effects of paddy growing stages on methane emission

More than 90% of the total CH4 emitted during the cropping season of the rice 
plants. Emission through rice plants may be expected to show great seasonal varia-
tions as a function of changes in soil conditions and variations in plant growth. The 
CH4 emissions varied during the growth period of the rice plant. The CH4 emission 

Figure 4. 
Rates of CH4 production on excised roots from eight different rice cultivars retrieved from microcosms 
consisting of RF soil (open bars) or LL soil (hatched bars). The rates of CH4 production were determined  
(a) after 3–8 days of incubation and (b) after 17–28 days of incubation [49].
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low during the early growth stages of the rice plant [58]. This may be due to low 
levels of methanogenesis in this stage. And the high amounts of CH4 emissions were 
measured during the reproductive and ripening stages. This was happened probably 
due to the higher availability of fatty acids and sugars in this stage [58]. A signifi-
cantly high amount of CH4 emission occurred at the reproductive stage of the rice 
plants in the paddy field (Figure 5) [59].

6.5  Effects of field management (fertilization, water management, farming 
operations) on methane production

In the rice paddy filed, organic fertilizer application (such as animal manure, 
sewage sludge, crop residues) significantly enhances soil nutrient availability, 
microbial biodiversity and their activity [60]. Consequently, the increased avail-
ability of carbon after the application of organic fertilizer increases CH4 emissions 
and leads to a clear shift in the dominant methanogens in paddy soil [2, 61]. The 
CH4 emission and soil fertility both were significantly increased by multiyear 
organic fertilization in paddy soil [62]. The Figure 6 shows the effects of organic 
fertilizer on the pathway of CH4 production from rice soil. In the rice production, 
water management and nitrogen (N) fertilizers are the two main driving factors of 
greenhouse gas emissions [63]. N application can increase the production of CH4 
in paddy fields. The level of the microbial community and NH+4 stimulates the 
growth and activity of CH4 oxidation bacteria, reducing CH4 efflux [64]. N fertil-
izers might also affect CH4 production at the level of the microbial community [65]. 
In terms of water management, controlled irrigation can reduce CH4 production 
compared to flood irrigation. Flooding conditions in the fields cause limited oxygen 
and other gasses such as sulfates in that soil environment. This condition promotes 
methanogenesis activities that release more CH4 emission to the atmosphere [66]. 
Field burning of agricultural residues also results in release of CH4, nitrous oxide 
and other minor GHGs. Rice straw is a perspicuous type of organic matter to apply 
in terms of the carbon cycle in paddy field. The rice straw increased CH4 emission 
significantly [67].

Figure 5. 
CH4 emission pattern of different stages of rice growth [59].
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7. Oxidation process of methane in the paddy field soil

In paddy fields, CH4 production and oxidation happen simultaneously, so it is 
difficult to directly determine CH4 production and oxidation separately. CH4 oxida-
tion may occur in aerobic and anaerobic ways. Previously CH4 oxidation was usually 
determined by comparing CH4 fluxes from flooded soils under aerobic and anaerobic 
incubation conditions [68]. By using this approach, CH4 oxidation accounted for up 
to >90% of CH4 production [52]. With the development of CH4 oxidation inhibitors 
and isotopic methods, CH4 oxidation is now widely measured using these approaches 
and shows relatively low ratio (less than 70%) to CH4 production [69]. Generally, 
CH4 emission is extremely influenced by the balance between CH4 production and 
CH4 oxidation in paddy fields [70]. Oxidation of CH4 reduces the emission of CH4 in 
the soil of rice field to the atmosphere. CH4 is relatively inert in anoxic environments, 
but is oxidized by methanotrophic bacteria as soon as oxygen becomes available [71]. 
Aerobic methanotrophic bacteria are present in the oxic surface layer of the sub-
merged paddy soil and in the rhizosphere where oxygen is available in a shallow layer 
around the rice roots. The most distinctly possible sites for CH4 oxidation in rice fields 
are the water–soil interface and the rhizosphere. It has been shown that CH4 oxida-
tion is taking place within these zones of the paddy soil so that part of the produced 
CH4, does not reach the atmosphere [72]. The increase of CH4 production may, in 
turn, stimulate methanotrophic growth and CH4 oxidation [73], but methanotrophic 
growth can be limited by low oxygen concentrations [74, 75]. Because larger rice 

Figure 6. 
Effects of organic fertilizer on the pathway of CH4 production from rice soil [12].
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plants stimulate oxygen transport into the rhizosphere, water management practices 
can also affect CH4 oxidation rates through their effect on plant growth. The anaero-
bic CH4 oxidation in the subsoil of a rice paddy was below 5% of the CH4 emission 
during 38 whole growth periods [76]. The microbial aerobic oxidation activity of 
CH4, the population of aerobic CH4 oxidizers and the factors influencing the activ-
ity of CH4 oxidation were investigated in three types of paddy rice soil in Zhejiang 
Province, China. The experiment results concluded that the population of CH4 
oxidizing bacteria was at maximum within the peak-tillering, heading and flowering 
stages, during which the largest population of methanogenic bacteria also appeared. 
Temperatures from 25 to 35°C and pH from 6 to 8 were the optimum conditions for 
aerobic oxidation of CH4 in paddy rice soil [77]. Soil particle sizes also significantly 
affect the activity of CH4 oxidation. Approximately 95% of the CH4 produced in 
flooded soils is oxidized to carbon dioxide before it is released to the environment. 
Therefore, the oxidation is important for the biogeochemical cycling of CH4 [24].

8. Measurements techniques of methane emission from paddy field

Recently, scientists are applying several techniques for measuring the CH4 
emission from the paddy field.

8.1 Closed chamber method

The most common technique for measuring the CH4 emission in the rice paddy 
field is the closed chamber method (Figure 7) [24]. Normally, the chamber made 
of plexiglass (size: 50 cm length × 50 cm width × 100 cm height). The chamber 
equipped with a fan to make sure the inside gas mixing during chamber deploy-
ment. The chamber basement equipped with a water seal. Gas sampling needs to do 
simultaneously at three points per plot once a week. Normally, gas samples collect 
at 0, 5, 10, 20, and 30 min after the chamber deployment between 7:00–10:00 am. 
The samples taken by a syringe and store in evacuated glass vials and then subjected 
to the laboratory analysis using gas chromatography. The best hour for representing 
average daily flux is when temperatures are close to the daily mean, i.e., at 10 a.m. 
This is the best way to estimate the daily cumulative value from a unique measure-
ment of the day [67]. The main advantages of this method are detecting low fluxes, 
of being easy to manipulate, low costs and flexibility [78].

8.2 Eddy covariance method using an open-path gas analyzer

The eddy covariance method is a complex, expensive and advanced method for 
measuring the CH4 emission from the real-life rice paddies (Figure 8). The eddy cova-
riance method calculates fluxes of a scalar of interest (i.e. CH4, CO2, LE, and H) at the 
same time, measuring turbulent fluctuations in vertical wind speed and the scalar and 
then computing the covariance between the two [79]. A sonic anemometer-thermome-
ter (CSAT3) measures three-dimensional wind speed and sonic temperature. An open-
path CO2/H2O gas analyzer (LI-7500A) measures fluctuations in CO2 and water vapor 
densities and an open-path CH4 analyzer (LI-7700) measures CH4 concentrations [79]. 
CSAT3, the point of reference, has to fix at certain meters above the ground. The data 
from CSAT3, LI-7500A, and LI-7700 sampled at 10 Hz using a data logger (CR3000). 
The eddy covariance raw data need to process and quality control use EddyPro soft-
ware to compute the fluxes of CH4, CO2, LE, and H over a 30-minute interval.

Eddy covariance can give a better picture of how much CH4 real-life rice paddies 
are emitting, for example, detect and quantify CH4 from rice paddies [80]. Compare 
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Figure 7. 
The closed chamber technique of CH4 sampling in rice planted paddy field.

Figure 8. 
Set-up of eddy covariance system with CSAT3 sonic anemometer, LI-7500A open-path CO2/H2O analyzer, and 
LI-7700 open-path CH4 analyzer.
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with an open-path and a closed path CH4 analyzer to provide advances in understand-
ing the performance and limitations of the eddy covariance method applied to CH4 
measurements, from an instrumental and flux processing point of view. Closed-path 
CH4 analyzers require high flow rates for significantly reduced optical cell pressures 
to provide adequate response time and sharpen absorption features [81]. Closed path 
CH4 analyzer can detect low fluxes and it is less expensive and flexible, on the other 
hand, the eddy covariance method using an open-path gas analyzer is highly sensitive, 
expensive and complex but gets a better estimation of CH4 flax from paddies [82].

8.3 The calculation of the total methane emission (ECH4)

The CH4 can be calculated by following Equation (1).

 ( )4   E
plant bubble diffusionCH E E E= + +  (1)

At first, Eplant is given by.

 ∫ ⋅rootplant p tp CH4soilE = k k LAI C× × × ×  (2)

Where kp is the turnover rate of the methane emission via rice plant 
(=0.03 day−1), ∫tp is a factor of CH4 emission defined for each paddy type (=15.0), 
∫root is a distribution factor of rice root in the soil, and LAI is the leaf area index 
(m2 m−2).

Ebubble is given by.

 bubble b CH4soil threshE = k ×(C -C ),  (3)

Where kb is a turnover rate of the CH4 emission as bubble (=1.0 day−1), and 
Cthresh is the dissolved CH4 threshold at which CH4 bubble formation occurs  
(=6.0 gC m−3).

Ediffusion is given by,

 ,diffusion CH4soil C diH4at f tor soilmE =( pC  -C )×∫ ×∫ ×  (4)

Where CCH4 atm is the atmospheric CH4 concentration (=1.0 × 10–3 gC m-3), 
∫dif is a diffusion coefficient of CH4 (=1.73 × 10−4 m2 day−1), ∫tor is a tortuosity 
coefficient of the soil (=0.66), and psoil is the soil porosity defied for each soil type 
(mm mm−1).

9. Mitigation of methane emission from paddy field

CH4 emission increases during flooding condition and decrease when water 
drain from the field [83]. Therefore, the irrigation system is one of the most vital 
tools of rice farming and is the most important effort for CH4 mitigation. Thus, 
the water level is one of the main factors affect the production and emission of 
CH4 in rice paddy fields. In irrigated rice, a short aeration period at tillering has 
been shown to increase yield. Single mid-season drainage may reduce seasonal 
emission rates by about 50% [52]. In a controlled experiment, CH4 emissions can 
be significantly reduced when the field is drained and dried at mid tillering and 
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before harvest [53]. Higher yielding rice genotypes could be viable options for 
reducing the release of CH4 from paddy fields to the atmosphere [13]. System of 
Rice Intensification (SRI) is the alternative rice farming for climate change adapta-
tion and mitigates greenhouse gas emission from paddy fields. The study showed 
that the SRI paddy field with intermittent wetting-drying irrigation reduced CH4 
emission by up to 32% [84]. SRI application can save water irrigation up to 28%, 
38.5% and 40% in Japan, Iraq and Indonesia, respectively [85]. SRI also reduced 
greenhouse gas emission that is represented by reducing global warming potential 
up to 37.5% in Indonesia [86] and 40% in India [87].

The activity of CH4 producing bacteria is inhibited from the oxidizing condi-
tion of paddy soil by water management. CH4 emission factor for intermittently 
flooded paddy fields can decrease by approximately 20% [88]. Water management 
and organic material management are significant for reducing CH4 emissions from 
rice paddy fields. Mid-season drainage and intermittent flooding are effective for 
increasing the productivity and quality of rice as well as reducing CH4 emissions. 
Mitigation of CH4 emissions from rice paddy fields by water management has huge 
potential to be marketed. A field experiment in the Philippines showed that direct 
seeding techniques reduced CH4 emissions by 18% as compared with transplanted 
rice. Another study, in Japan, showed that global warming potential declined 
by 42% just by changing the puddle of rice seedlings to zero tillage. Moreover, 
CH4 emission can be reduced by shifting to more heat-tolerant rice cultivars and 
by adjusting sowing dates. It will also prevent yield decline due to temperature 
increases [89]. A multi-criteria evaluation ranking score for CH4 mitigation strategy 
is been done in Egypt. They found that short duration rice varieties got the highest 
score. This strategy could be reduced 25% of CH4 emission, reduce 20% of water 
consumption without any reduction in rice productivity. On the other hand, fertil-
izer management strategy was in the second-ranking and followed by the midseason 
drainage [90]. The heat-tolerant improved rice variety with low CH4 emission is a 
potential mitigation option [91].

10. Conclusions

The most important aim of studies on CH4 emission from paddy fields is the 
mitigation of global warming and adaptation with climate change. CH4 emission is 
controlled by several factors such as temperature, soil pH, Eh, rice cultivar, root, 
rhizosphere, group of methanogens, paddy growing stages and field management.

From the above-mentioned discussion, it is clear how CH4 cycling in paddy 
fields, also how much CH4 release to atmosphere and leached to ground water and 
soil.

CH4 can be reduced from paddy field through management practices like, the 
mid-season drainage, alternate wetting, drying irrigation and using alternative 
fertilizers have been shown to reduce CH4 emissions from rice paddies and achieve 
sustain rice production.

By using a combination of feasible mitigation technologies there is great 
potential to reduce CH4 emission from rice fields and increase rice production. 
Crop improvement strategies such as breed high yielding and high stress tolerant 
rice varieties with reduced CH4 emissions will help the CH4 mitigation. These rice 
varieties should be adaptable to changing climate e.g., the stress and water manage-
ment conditions.

Cultivation of high-yielding and more heat-tolerant rice cultivars will be a 
promising approach to reduce CH4 emissions from paddy fields and slowing down 
global warming.
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Abstract

Different means of hydrological data collection have developed and used. 
However, they are constraint in one way or other. This paper therefore revisited the 
rainfall simulator as potential tool for hydrological research. The research disclosed 
that there are three different types of rainfall simulators; drop former simulator, 
pressure nozzle simulator and hybrid simulator. It can further be classified as indoor 
model and outdoor. The research also showed that precipitation is the driving force 
in hydrological studies. Consequently, in the design of rainfall simulator, the fol-
lowing should be taken into consideration: nozzle spacing, pump size, nozzle size, 
nozzle type, nozzle spacing, plot size and pressure. Meanwhile, intensity, distribu-
tion uniformity, kinetic energy, rainfall drop size and rainfall terminal velocity 
should be noted in its evaluation. Factoring-in the aforementioned design consid-
erations, data collection is made easy without necessarily waiting for the natural 
rainfall. Since the rainfall can be controlled, the erratic and unpredictable change-
ability of natural rainfall is eliminated. Emanating from the findings, pressurized 
rainfall simulator produces rainfall characteristics similar to natural rainfall, which 
is therefore recommended for laboratory use if natural rainfall-like characteristics is 
the main target.

Keywords: rainfall-simulator, intensity, uniformity, kinetic-energy, drop-size, 
runoff, hydrology, research-tool

1. Introduction

Disintegration of the soil are impelled by the effect of rain drops on plain or almost 
plain soils, which detaches and splash soil particles and transports them downslope 
as a feature of surface flow. The net disintegration rate (sediments mass/unit zone) is 
an element of both rain sprinkle and surface flow. Runoff from earth surface conveys 
with it the most erodible sediment and fine sand particles from the dirt surface as the 
water streams downhill. At that point, rills are shaped; they start little channels, inevi-
tably framing gaps, which can bring about enormous soil losses [1]. These processes 
are regularly studied in the field with normal precipitation which may be moderated 
by uncontrolled factors such as irregularity of the precipitation events. This paper 
therefore reviewed rainfall simulator as a potential tool for hydrological research.
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2. Rainfall simulator

Rainfall simulators (RS) are device designed to model the characteristics 
of natural rainfall to the nearest possible. It can be used to determine inter-rill 
erosion rates and their dependent rainfall and soil parameters [1]. It has been 
a tool for agricultural research and has been used for different studies rang-
ing from determination of soil characteristic, such as infiltration rate, surface 
runoff, storage or erosion process studies [2]. Yakubu and Yusop [3] pointed out 
two most important aspects to note while using rainfall simulator; the method 
used to simulating rainfall and runoff from plot. Consideration was not given to 
infiltration.

3. Rainfall simulator classifications

There are three classification of rainfall simulator: drip, pressurised nozzle (PN) 
[3–5] and hybrid [6] rainfall simulator.

Drip simulator: also known as drop former (DF) [4] uses hanging yarn or 
hypodermic needles to produce drops of necessary size at zero velocity. Its impact 
velocity is attained by free fall which made others defined it as non-pressurised 
simulator [7]. The drilled holes and drop height determines the diameter of the 
raindrop and kinetic energy respectively [3] (see Figure 1).

It is capable of producing drops which ranges from 3 to 6 mm depending on the 
diameter holes [8]. Main advantage of the drip simulator is that it has the ability 
to produce relatively large drops at low application rate [5, 9]. It has the following 
disadvantages [10]:

i. It is impractical for field since it requires huge distance of at least 10 m height 
to attain terminal velocity.

Figure 1. 
Drop formers simulator [11].
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ii. Another constraint of this simulator is that simulation is only carried out on 
a limited plot depending on the size of the hanging yarn.

iii. It does not produce distribution drops unless a variety of drop forming sized 
tubes are used.

Pressurised Simulator (PN): produces drop distribution that includes both 
small and large range of drop sizes with nonzero initial velocity and an impact 
velocity similar to terminal velocity of raindrops. In order to obtain drops of suit-
able sizes while upholding high velocity, high discharge nozzles are required [7]. 
The application rates are reduced by means of an intermittent moving object which 
intercepts the rainfall. An example of this type of simulator was developed by [12]. 
The authors found out that it utilises the best nozzle known as “yet-for-rain simula-
tion” (spraying system 80,100-veejet nozzle). But problem with the 80,100-veejet 
nozzles was that it did not simulate rainfall energy characteristic and is still bet-
ter than other nozzles. This type of rainfall simulator provides about 80% of the 
required kinetic energy per volume of natural rain [5, 12, 13]. This nonzero pres-
surised nozzle has the following advantages over the hanging yarn simulator [10] as 
presented by Figure 2:

i. They can be used in the field and their intensities can be varied more than 
the drop forming type of simulator.

ii. Since the nozzle simulator has an initial velocity greater zero, it requires 
shorter height to reproduce the terminal velocity obtained from natural rain.

iii. According to Home, (2017), this simulator is often portable compared to 
drop former.

Hybrid type simulator: uses the principles of pressurised and drip former tech-
niques of simulation incorporated together. It was first developed by [15] to reduce 
the kinetic energy impact of the rainfall, but the research indicated that the technique 
reduced the kinetic energy at the detriment of the rain uniformity [3]. Wildhaber 
et al. used a similar method by placing mesh 0.5 m of aperture 2 mm × 1.7 mm under 
a spraying nozzle. The obtained result was not far from the non-pressurised simula-
tor type. Carvalho et al. also designed a pressurised nozzle simulator with mesh 
placed 2.35 m below the nozzle to change rainfall characteristics (see Figure 3), and 
varying the nozzles and mesh types. The results varied based on the aperture of the 
meshes employed. Conclusively, the hybrid simulator was noted as suitable tool to 
assessing erodibility of different types of soil.

According to its transportability, rainfall simulators are classified as indoor and 
outdoor [7].

Indoor rainfall simulator: this rainfall simulator is used for modelling precipi-
tation in a controlled environment. It is also known as Laboratory scale model. This 
simulator reduces lot of disadvantages incurred by the transportable type of rainfall 
simulator [7]. For example, Darboux et al. designed an indoor rainfall simulator 
system that simulated infiltration, run-off and erosion (see Figure 4), and the 
output was effective but the system was constrained with lack of non-recycle of the 
water system as well as not portable.

Outdoor rainfall simulator: could be portable or large depending on the 
projected purpose. Many of these types of simulator have been used to relate soil 
surface characteristics and controlling to runoff, infiltration and erosion as influ-
enced by different parameters [18–22].
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Figure 2. 
Pressurised nozzle simulator [14].

Figure 3. 
Hybrid simulator [16].
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A research carried out at Duke University Durham, using large transportable 
rainfall simulator of area 15.12 m2 (Figure 5). The system was tested with common 
pressure washing nozzles which produced rainfall intensity of 62.43 mm/h and 32 
mm h−1 with a corresponding uniformity coefficient (C.U) of 76.65 and 62% [13]. 
[23] developed a portable field simulator for use in hillside and obtained a consis-
tent raindrop size of 2.58 mm with an intensities of 20 to 90 mm h−1 and C.U of 
91.7% at an intensity of 60 mmh−1. In a similar event Abudi et al. [24] also designed 
and constructed a portable rainfall simulator for field investigation of runoff, the 
drop size obtained was 1.5 mm with a ground hitting velocity near that of natural 
rainfall and energy flux 76% of the natural rainfall. All the simulators offered good 

Figure 4. 
Rainfall simulation building [17].

Figure 5. 
Outdoor rainfall simulator [13].
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performance. The merit of these simulators is that it can be used to study field 
parameters required for hydrologic modelling on any surface including the ones 
covered with vegetation. But they were limited by problem of natural rainfall which 
resulted to dismantling the setup when experiment schedule was not over and water 
was not recycled.

From the numerous studies carried out on the simulation of rainfall both in field 
and laboratory experiment, two merits of rainfall simulator in a research carried 
out in 2010 using laboratory simulator [25] were pointed out as:

i. It is faster in data collection without waiting for the natural rain.

ii. With rainfall simulator, you can work with controlled rain, thereby, 
 eliminating the erratic and unpredictable changeability of natural rainfall.

4. Requirements and considerations for rainfall simulator

The characteristics of raindrop is also important for storm-water management 
purpose particularly in relation to understanding runoff process [26, 27]. Rainfall 
simulation should exemplify the following fundamental characteristic of the 
natural rain [7, 28].

i. Drop size distribution

ii. Terminal velocity

iii. Distribution uniformity

iv. The rainfall intensity and

v. Kinetic energy

4.1 Drop size distribution

One of the basic natural rainfall characteristics that are considered is it drop 
size which ranges between 0.5 and 5 mm [3]. The measurement of rain droplets 
sizes has been studied using various approaches [28], but there is no established 
standard for obtaining raindrop diameter size [3]. Basically, there are two methods 
used for determining drop size; manual and automatic raindrop measurement [26].

The manual measurement techniques of drop size distribution includes; stain, 
flour pellet, oil immersion and photographic methods while automated raindrop 
measurement techniques include; impact disdrometers (acoustic and displace-
ment); optical disdrometer (optical image and optical scattering). Figure 6 pres-
ents a tree of the drop size distribution classification. Drop size can be determined 
using Eq. (1):

 3
6

rD W
π

=   (1)

where W is the weight of the formed.
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4.2 Terminal velocity

A natural raindrop from greater height tends to reach terminal velocity before 
impact. This impact produces several effects on soil disintegration and infiltration. This 
is important particularly for studying soil erosion challenges where drops should reach 
their terminal velocity before impact [28]. This rainfall characteristic highly depends 
on the height of the simulator [3]. When the downward gravitational forces acting on 
the rainfall are cancelled out by the drag acting on the drop, the terminal velocity is 
achieved. Terminal velocity have been measured by many researchers using electronic 
devices to estimate the time for drops to pass consecutive point via photograph during 
fall [1, 7, 22, 28, 29] by stopwatch, timing the individual fall from a known height or 
simple computation [28, 30]. Computation of velocity of drop reaching the ground at 
an angle in natural precipitation (storm) with wind conditions 3. Simulated rainfall if 
well done can attain up to 94% of the terminal velocity of the natural rainfall [3, 31].

4.3 Rain intensity

One of the major ways to assess rainfall simulators is by the simulated rain 
intensity which the means by which other rainfall characteristics are defined, 
especially the rain impact kinetic energy [3]. Another characteristic that correlated 
with intensity is the drop size distribution [11]. The method to control rain inten-
sity varies in rainfall simulator. But it is quite a difficult task most especially using 
drop forming simulator because it involved the manual movement of the frame 
[3, 11, 32]. In the case of pressurised nozzle simulators, intensity and drop diameter 
are control the varying the pressure [3] or by introducing a body in a swinging or 
rotating motion under the nozzle [6, 14].

4.4 Kinetic energy

Kinetic energy of rainfall is the degree by which the energy of the rain is mea-
sured. It is the major factor in soil detachment process. The energy of the rain is 

Figure 6. 
Classification of drop size distribution methods.
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relational to its “erosivity” [1], and it is expressed in Jm−2 mm−1. The technique of 
varying kinetic energy differs among rainfall simulators and the purpose for which 
a research is carried out [3]. Obtaining higher kinetic energy with drop forming 
simulator is an indication of the non-portability of the simulator because it requires 
higher height get such KE value. Aksoy et al. [33] in an investigation obtained 
kinetic energy of 21 Jm−2 mm−1, using pressurised nozzle simulator at lower rainfall 
intensity of 45 mm/h and a height of 2.4 m. By varying the drop diameter from 2.7 
to 5.1 mm and height of fall from 0.17 to 2.5 m, similar result was obtained [34].

The kinetic energy of rainfall is depending on two factors; terminal velocity 
at impact and the spraying nozzle which give intensity. Therefore when a simula-
tor is designed for investigation of potential erosion by simulated rainfall, these 
aforementioned two factors should be taken note of [29]. This can however, be 
determined by using Eq. (2) [35].

 KE 0.119 0.0873log I= +  (2)

where KE is the kinetic energy of the rainfall in (MJha−1 mm−1) and I is the 
rainfall intensity in (mm/h).

4.5 Rainfall distribution uniformity

In simulated rainfall on a plot, uniformity is one the most important measure of 
determining how spatially distributed the rainfall is on a plot to avoid ponding and 
over saturation on one side [3]. It therefore measures the equal catches of simulation 
of rainfall [28]. There are factors that sometimes affect uniformity: this includes; 
wind, slope and altitude [1]. The degree of uniformity is dependent of the rainfall 
type. It is estimated using the Christiansen uniformity coefficient (Cu) equation as 
presented in Eq. (3) [3]

 1u
m

SDC
I

= −  (3)

where Cu is the Christiansen uniformity coefficient; SD is the standard deviation 
of simulated rain over the plot; Im is the mean simulated rain intensity.

Eq. (2) can further be expressed as in Eq. (4)
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where Xi is the individual rain gauge, Xm is the mean gauge of the rainfall and n 
is total number of rain gauges.

Spray patterns of different types are obtained from different nozzles. In rainfall 
simulators, there are two different types of nozzles that are often used based on their 
mould. Namely; flat and cone spray nozzles. From each of these nozzles there tends 
to be decrease in uniformity from centre to outward of the sprayed plot [3, 24]. 
The challenge of rainfall uniformity reducing from centre to outward of the plot 
can be mitigated by using network of nozzles, taking into consideration the wetted 
perimeter of individual nozzles. The wetted perimeter depends on the distance of 
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the simulator from the plot for nozzle that produces cone spray, operating pressure 
[36] in drop forming simulators (DFs) whereas in pressurised simulator (PN) Cu is 
increased based on increase in pressure and intensity [3]. Many researches have been 
carried out to estimate uniform application of depths as was used by Christensen to 
investigate the factors affecting water distribution from group of sprinklers [28, 29, 
37–39], but this has been recently criticised based on the fact that is less significant 
and that size of rain gauge for uniformity and intensity affects the results [14], yet it 
often used as guide in rainfall simulation. Uniformity of can be more than 90% [31] 
contrary to sprinkler uniformity standard bench mark of 85% [10].

The methods employed to measure coefficient of uniformity plays a significant 
role in achieving correct simulated rainfall data [3]. It is therefore difficult to 
compare the uniformity results of simulated rainfall from different report [31]. In a 
review, [5] pointed out that drop forming simulators produces higher rainfall uni-
formity than pressurised nozzle simulator at lower rain intensity. Generally speak-
ing without considering rainfall simulator type, investigator achieved average rain 
uniformity of 83% within the intensity range of 10 mm/h and 182 mm/h [1, 3, 31].

5. Design requirements of rainfall simulator

To successfully achieve afore listed natural rainfall characteristics, a designer of a 
rainfall simulator should take into considerations the following phonotypical features; 
pump pressure, simulators height, plot size and nozzle spacing. Each these physical 
features have impact on the purpose for which the rainfall simulator is designed.

5.1 Pressure

In pressurised nozzle simulator the choice of pressure is a determining factor to 
mimic the natural rainfall to the nearest possible outcome [40]. The basis for select-
ing pressure should be such that balance is stroked among rain intensity, unifor-
mity, rain drop size and kinetic energy, but different researchers are embedded with 
different approach toward pressure [3]. For example, in an investigation carried 
out by Cerda et al. indicated that uniformity was obtained at pressure 152 kPa using 
HARDI-1553-10 single nozzle and anything above this settings resulted to higher 
rain concentration at the plot boarder and below resulted to concentration of rain 
at the centre of the plot. The researcher therefore noted that increase in pressure 
has a maximum limit when targeting at rain uniformity above which decreases the 
uniformity [3]. In similar research by Sousa-Junior & Siqueira [31], similar trend of 
results were observed. Simulator under rainfall intensity of 3.1 mm/min, produced 
uniformity coefficient of 85% at 40 kPa [36]. Comparing the result of [35] with [41] 
investigation of rainfall intensity at 20 kPa and achieving 1.42–1.58 mm/min with 
an average rain uniformity of 60%, therefore, the effect of pressure cannot be over 
emphasised.

In Aksoy et al. [33] investigation, the orifice size was appreciated on examining 
the effects of pressure on 4-Veejet 8030, 4-Veejet 8050, 5-Veejet 8060 and 5-Veejet 
8070 nozzles of different orifices, except for 5-Veejet 8060 nozzle which gave rain 
uniformity of 83.6% at 33 kPa pressure otherwise the others mimicked uniformity 
of 82.1, 86, and 88.8% at 40, 42 and 48 kPa respectively. Larger orifice resulted to 
increase in uniformity though with increase in pressure. According to [14], study on 
development and calibration of pressurised nozzle simulator observed that unifor-
mity and intensity of modelled rainfall are affected by nozzle pressure disc angular 
velocity and angle of aperture.
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relational to its “erosivity” [1], and it is expressed in Jm−2 mm−1. The technique of 
varying kinetic energy differs among rainfall simulators and the purpose for which 
a research is carried out [3]. Obtaining higher kinetic energy with drop forming 
simulator is an indication of the non-portability of the simulator because it requires 
higher height get such KE value. Aksoy et al. [33] in an investigation obtained 
kinetic energy of 21 Jm−2 mm−1, using pressurised nozzle simulator at lower rainfall 
intensity of 45 mm/h and a height of 2.4 m. By varying the drop diameter from 2.7 
to 5.1 mm and height of fall from 0.17 to 2.5 m, similar result was obtained [34].

The kinetic energy of rainfall is depending on two factors; terminal velocity 
at impact and the spraying nozzle which give intensity. Therefore when a simula-
tor is designed for investigation of potential erosion by simulated rainfall, these 
aforementioned two factors should be taken note of [29]. This can however, be 
determined by using Eq. (2) [35].

 KE 0.119 0.0873log I= +  (2)

where KE is the kinetic energy of the rainfall in (MJha−1 mm−1) and I is the 
rainfall intensity in (mm/h).

4.5 Rainfall distribution uniformity

In simulated rainfall on a plot, uniformity is one the most important measure of 
determining how spatially distributed the rainfall is on a plot to avoid ponding and 
over saturation on one side [3]. It therefore measures the equal catches of simulation 
of rainfall [28]. There are factors that sometimes affect uniformity: this includes; 
wind, slope and altitude [1]. The degree of uniformity is dependent of the rainfall 
type. It is estimated using the Christiansen uniformity coefficient (Cu) equation as 
presented in Eq. (3) [3]

 1u
m

SDC
I

= −  (3)

where Cu is the Christiansen uniformity coefficient; SD is the standard deviation 
of simulated rain over the plot; Im is the mean simulated rain intensity.

Eq. (2) can further be expressed as in Eq. (4)

 //
1 100i m

m

X X
CU x

nX
 −

= −  
  

∑  (4)

where Xi is the individual rain gauge, Xm is the mean gauge of the rainfall and n 
is total number of rain gauges.

Spray patterns of different types are obtained from different nozzles. In rainfall 
simulators, there are two different types of nozzles that are often used based on their 
mould. Namely; flat and cone spray nozzles. From each of these nozzles there tends 
to be decrease in uniformity from centre to outward of the sprayed plot [3, 24]. 
The challenge of rainfall uniformity reducing from centre to outward of the plot 
can be mitigated by using network of nozzles, taking into consideration the wetted 
perimeter of individual nozzles. The wetted perimeter depends on the distance of 
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the simulator from the plot for nozzle that produces cone spray, operating pressure 
[36] in drop forming simulators (DFs) whereas in pressurised simulator (PN) Cu is 
increased based on increase in pressure and intensity [3]. Many researches have been 
carried out to estimate uniform application of depths as was used by Christensen to 
investigate the factors affecting water distribution from group of sprinklers [28, 29, 
37–39], but this has been recently criticised based on the fact that is less significant 
and that size of rain gauge for uniformity and intensity affects the results [14], yet it 
often used as guide in rainfall simulation. Uniformity of can be more than 90% [31] 
contrary to sprinkler uniformity standard bench mark of 85% [10].

The methods employed to measure coefficient of uniformity plays a significant 
role in achieving correct simulated rainfall data [3]. It is therefore difficult to 
compare the uniformity results of simulated rainfall from different report [31]. In a 
review, [5] pointed out that drop forming simulators produces higher rainfall uni-
formity than pressurised nozzle simulator at lower rain intensity. Generally speak-
ing without considering rainfall simulator type, investigator achieved average rain 
uniformity of 83% within the intensity range of 10 mm/h and 182 mm/h [1, 3, 31].

5. Design requirements of rainfall simulator

To successfully achieve afore listed natural rainfall characteristics, a designer of a 
rainfall simulator should take into considerations the following phonotypical features; 
pump pressure, simulators height, plot size and nozzle spacing. Each these physical 
features have impact on the purpose for which the rainfall simulator is designed.

5.1 Pressure

In pressurised nozzle simulator the choice of pressure is a determining factor to 
mimic the natural rainfall to the nearest possible outcome [40]. The basis for select-
ing pressure should be such that balance is stroked among rain intensity, unifor-
mity, rain drop size and kinetic energy, but different researchers are embedded with 
different approach toward pressure [3]. For example, in an investigation carried 
out by Cerda et al. indicated that uniformity was obtained at pressure 152 kPa using 
HARDI-1553-10 single nozzle and anything above this settings resulted to higher 
rain concentration at the plot boarder and below resulted to concentration of rain 
at the centre of the plot. The researcher therefore noted that increase in pressure 
has a maximum limit when targeting at rain uniformity above which decreases the 
uniformity [3]. In similar research by Sousa-Junior & Siqueira [31], similar trend of 
results were observed. Simulator under rainfall intensity of 3.1 mm/min, produced 
uniformity coefficient of 85% at 40 kPa [36]. Comparing the result of [35] with [41] 
investigation of rainfall intensity at 20 kPa and achieving 1.42–1.58 mm/min with 
an average rain uniformity of 60%, therefore, the effect of pressure cannot be over 
emphasised.

In Aksoy et al. [33] investigation, the orifice size was appreciated on examining 
the effects of pressure on 4-Veejet 8030, 4-Veejet 8050, 5-Veejet 8060 and 5-Veejet 
8070 nozzles of different orifices, except for 5-Veejet 8060 nozzle which gave rain 
uniformity of 83.6% at 33 kPa pressure otherwise the others mimicked uniformity 
of 82.1, 86, and 88.8% at 40, 42 and 48 kPa respectively. Larger orifice resulted to 
increase in uniformity though with increase in pressure. According to [14], study on 
development and calibration of pressurised nozzle simulator observed that unifor-
mity and intensity of modelled rainfall are affected by nozzle pressure disc angular 
velocity and angle of aperture.



Agrometeorology

102

5.2 Nozzle spacing

Nozzle spacing in rainfall simulation is a very vital parameter to be considered in 
the study of the rain uniformity. Where there is overlapping during spray from two 
or more nozzles results to higher intensity and uniformity. But report discussion on 
this has always been mute in literatures [3]. An average CU of 80% was obtained 
with the use of 4 fixed Veejet nozzles spaced between 2 and 4 m, but when the spac-
ing was reduced to 1, 2 m greater uniformity >86% was achieved [42]. Gabric et al. 
[34] design Veejet 80,100 nozzle and spaced 100 cm apart to assess intensity and 
uniformity of simulated rainfall, he achieved a uniformity of 86% at pressures of 
40 kPa. Aksoy et al. [32] also studied rain uniformity using a similar nozzle Veejet 
8030 and varied nozzle space between 1.45 and 1.25 m at 40 kPa and they achieved 
CU of 82.1%. A similar trend of results was obtained by [31] using 2-FullJet1/2 
SSHH40 nozzle with 1.06 m spacing and varied pressure between 50 and 170 kPa. 
This shows that the smaller the nozzle spacing, the less pressure required and the 
larger the spacing the more will be required to mimic good rain uniformity.

5.3 Plot size

The size of a plot is very crucial in the simulation of rainfall most especially in 
the determination of uniformity. The plot is therefore the predefined seclusion 
upon which parameter are examined for the purpose of research using simulated 
rain. It determines the size of the rainfall simulator [3]. Previous research showed 
that plot area varied from 0.24 [38] to 99 m2 [43]. Many investigators’ results 
showed that the smaller the plot size for rainfall simulation the higher the unifor-
mity [3]. An example is the result obtained by Sanguesa et al. as cited by [3] with 
one nozzle used on 1 m × 1 m and 2 m × 2 m plot size they achieved a CU of 91 and 
86% respectively. The results gotten when four nozzles arranged in strength line 
on a plot size of approximately 4.0625 m2 was 90% [3]. To explicate more on the 
effect of plot size on uniformity, 4flood jet nozzle was used on two different plot 
sizes of 3.56 m2 [10] and 8.84 m2 [33] and they obtained a corresponding uni-
formity coefficient of >90% and an average of 85.1%. The aforementioned result 
confirms that the plot size of a rainfall simulator affects the rain uniformity thus; 
increase in rainfall simulator plot size will decrease the uniformity. Sometimes the 
size of plot for rainfall simulation depends on the purpose for which the simulator 
is designed for. For example [38] selected plot size larger than the simulator top 
while [5] in a review pointed out some researchers makes use of smaller to obtain 
good uniformity. In nutshell, the factor determines selection of plot size in rainfall 
simulator is size of the simulator and the parameter under investigation [23].

Based on the simulator type, drop forming simulators are generally small in area 
(0.98 ± 68 m2) which can cover plot size of area 1.07 ± 0.12 m2 while in the case of 
pressurised nozzle type of simulator except for those using single; it can be as large 
as 5.12 ± 1.58 m2 [3]. Larger plot size in pressurised nozzle requires high pressure at 
higher height to attain good rain uniformity on the plot. For example, with plot size 
of 2.8 m2, rainfall intensity of 1.43–1.58 mm/h and rain uniformity of only 60% was 
achieved with operating pressure of 20 kPa [41]. These results were not encouraging 
at all but when pressure of 41 kPa was used on similar plot size of 2 m × 1.5 m (3 m2) 
a rainfall uniformity of 95% was achieved as cited by [5].

5.4 Simulator height and kinetic energy

Kinetic energy of simulated rain is being influenced by two major factors; height 
of simulator and surface of plot, most especially in drop former (DF) simulators 
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5.2 Nozzle spacing

Nozzle spacing in rainfall simulation is a very vital parameter to be considered in 
the study of the rain uniformity. Where there is overlapping during spray from two 
or more nozzles results to higher intensity and uniformity. But report discussion on 
this has always been mute in literatures [3]. An average CU of 80% was obtained 
with the use of 4 fixed Veejet nozzles spaced between 2 and 4 m, but when the spac-
ing was reduced to 1, 2 m greater uniformity >86% was achieved [42]. Gabric et al. 
[34] design Veejet 80,100 nozzle and spaced 100 cm apart to assess intensity and 
uniformity of simulated rainfall, he achieved a uniformity of 86% at pressures of 
40 kPa. Aksoy et al. [32] also studied rain uniformity using a similar nozzle Veejet 
8030 and varied nozzle space between 1.45 and 1.25 m at 40 kPa and they achieved 
CU of 82.1%. A similar trend of results was obtained by [31] using 2-FullJet1/2 
SSHH40 nozzle with 1.06 m spacing and varied pressure between 50 and 170 kPa. 
This shows that the smaller the nozzle spacing, the less pressure required and the 
larger the spacing the more will be required to mimic good rain uniformity.

5.3 Plot size

The size of a plot is very crucial in the simulation of rainfall most especially in 
the determination of uniformity. The plot is therefore the predefined seclusion 
upon which parameter are examined for the purpose of research using simulated 
rain. It determines the size of the rainfall simulator [3]. Previous research showed 
that plot area varied from 0.24 [38] to 99 m2 [43]. Many investigators’ results 
showed that the smaller the plot size for rainfall simulation the higher the unifor-
mity [3]. An example is the result obtained by Sanguesa et al. as cited by [3] with 
one nozzle used on 1 m × 1 m and 2 m × 2 m plot size they achieved a CU of 91 and 
86% respectively. The results gotten when four nozzles arranged in strength line 
on a plot size of approximately 4.0625 m2 was 90% [3]. To explicate more on the 
effect of plot size on uniformity, 4flood jet nozzle was used on two different plot 
sizes of 3.56 m2 [10] and 8.84 m2 [33] and they obtained a corresponding uni-
formity coefficient of >90% and an average of 85.1%. The aforementioned result 
confirms that the plot size of a rainfall simulator affects the rain uniformity thus; 
increase in rainfall simulator plot size will decrease the uniformity. Sometimes the 
size of plot for rainfall simulation depends on the purpose for which the simulator 
is designed for. For example [38] selected plot size larger than the simulator top 
while [5] in a review pointed out some researchers makes use of smaller to obtain 
good uniformity. In nutshell, the factor determines selection of plot size in rainfall 
simulator is size of the simulator and the parameter under investigation [23].

Based on the simulator type, drop forming simulators are generally small in area 
(0.98 ± 68 m2) which can cover plot size of area 1.07 ± 0.12 m2 while in the case of 
pressurised nozzle type of simulator except for those using single; it can be as large 
as 5.12 ± 1.58 m2 [3]. Larger plot size in pressurised nozzle requires high pressure at 
higher height to attain good rain uniformity on the plot. For example, with plot size 
of 2.8 m2, rainfall intensity of 1.43–1.58 mm/h and rain uniformity of only 60% was 
achieved with operating pressure of 20 kPa [41]. These results were not encouraging 
at all but when pressure of 41 kPa was used on similar plot size of 2 m × 1.5 m (3 m2) 
a rainfall uniformity of 95% was achieved as cited by [5].

5.4 Simulator height and kinetic energy

Kinetic energy of simulated rain is being influenced by two major factors; height 
of simulator and surface of plot, most especially in drop former (DF) simulators 
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Figure 7. 
Representation of rainfall drop size and terminal velocity of different rainfall simulator compared to natural 
rainfall.

Figure 8. 
Representation of rainfall intensity and uniformity coefficient of different rainfall simulator compared to 
natural rainfall.

[3] requires huge range of height from 7 m [6] and 10 m [44] to reach the terminal 
velocity. In similar research [45] developed a laboratory rainfall DF simulator, they 
would achieve the desired kinetic, the dripper was placed at 14 m above the plot. 
Examining the above results shows that the height of a simulator has significant 
influence on terminal velocity and kinetic energy. For example low kinetic energy 
of 5.8 Jm−2 mm−1 was achieved in a research due to low height of 2 m was used for 
their simulator [46]. This was also confirmed by when [34] used portable rainfall 
simulator to control rainfall, some of the rainfall parameters like KE was mimicked 
at 5 m above the plot to achieve the KE similar to natural rain.

One of the underlined differences between drop former (DF) simulator and 
pressurised nozzle (PN) is height of the simulator. The pressurised due to the pres-
sure achieves kinetic energy (25 Jm−2 mm−1) and D50 of 2.19 mm at the height of as 
low as 2.4 m above the plot as indicated by [24, 33]. According to [5] comparing the 
results of drop former simulator and pressurised nozzle both positioned at down-
ward spray, pressurised nozzles overestimated the kinetic energy while drip former 
underestimated the kinetic energy.

After close analysis of the relationships of rainfall simulator components inter-
dependently, [5] further observed that increased in pressure increases the intensity, 
rain uniformity and kinetic energy. Differences in plot size do not relate any other 
parameter apart from uniformity. Nozzle spray angle of aperture impacts the nozzle 
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spacing. The research further recommended that any rain simulator designer should 
take into consideration intensity, kinetic energy and uniformity when designing 
a rain simulator. Table 1 showed the results gotten by different researchers using 
different types of the rainfall simulators.

The average results from the various test indicated that Drop former produces 
higher rainfall drop sizes followed by hybrid while with pressurised rainfall simula-
tor, an average of 2.5 mm rainfall drop size is produced. That is, among the differ-
ent types of rainfall simulators, the pressurised rainfall simulator produces small 
varieties of drop sizes close to that of the natural rain. However, on the terminal 
velocity, the natural rainfall attains it before reaching it is fall from an infinity 
distance compared to the on obtainable from simulated rainfall (see Figure 7).

Figure 8 compares the uniformity and rainfall intensity of different types of 
rainfall simulators to the one obtainable from natural rainfall. The findings indicate 
that Drop former and hybrid rainfall simulator produces higher uniformity coef-
ficient compared to what is obtainable from natural rainfall. While, intensity of a 
rainfall from pressurised rainfall simulator is similar to the ones obtainable from 
natural rainfall.

6. Rainfall simulation on non-erodible and erodible surface

For a rainfall simulator to be used to study either on erodible or non-erodible 
surface, it needs to achieve rainfall characteristics close to those of natural rainfall, 
it needs to be portable and easy to control [3].

Furthermost of the research on erodible surface have involved erosion, infiltration 
and tillage studies [24, 51]. In disparity, the process concerning urban wet weather 
studies involved non-erodible surface and were defined based on pollutant volume 
and the corresponding discharge volume [3, 52]. In run off and sediment yield studied 
by [53] from an erodible watershed and non-erodible watershed using 10 modelled 
precipitation event, they achieved a runoff volume and sediment load of 5.5 ± 2.7 
and 5.5 ± 2.3 respectively, and the proportion of precipitation to runoff volume 
was on the average 14.5%. The simulated result was greater than when it was done 
on non-erodible soil surface. A conclusion was also made by [51, 54] that drop size 
and the fall velocity are given basic attention in the study of erosion and infiltration 
model involving erodible surfaces and [53] also noted that simulation on non-erodible 
surface increased runoff volumes linearly and peak flow rate exponentially and served 
as means of control of sediment load and flow rate by its spatial characteristics.

7. Conclusion

First of all, the method employed to accumulating runoff on non-erodible and 
erodible surface not the same. Simulating precipitation and collection of runoff on 
non-erodible surface is more challenging because non-erodible surface are mostly 
tiled surfaces where excavation is controlled. Recovering of the runoff from non-
erodible surface is the priority of researchers but the task is difficult. To overcome 
the difficulties in regenerating the runoff from an urban non-erodible surface.

Secondly, take note of the length and slope of the study area in the study of ero-
sion and infiltration as they are important requirement in simulation.

Thirdly, pressurised nozzle simulator will be suitable for simulating reasonable 
intensity, runoff and rain depth most especially for nonpoint source study on non-
erodible surfaces because the controlling intensity will be limited using drop former 
simulator.
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Figure 7. 
Representation of rainfall drop size and terminal velocity of different rainfall simulator compared to natural 
rainfall.

Figure 8. 
Representation of rainfall intensity and uniformity coefficient of different rainfall simulator compared to 
natural rainfall.
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One of the underlined differences between drop former (DF) simulator and 
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After close analysis of the relationships of rainfall simulator components inter-
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spacing. The research further recommended that any rain simulator designer should 
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model involving erodible surfaces and [53] also noted that simulation on non-erodible 
surface increased runoff volumes linearly and peak flow rate exponentially and served 
as means of control of sediment load and flow rate by its spatial characteristics.
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First of all, the method employed to accumulating runoff on non-erodible and 
erodible surface not the same. Simulating precipitation and collection of runoff on 
non-erodible surface is more challenging because non-erodible surface are mostly 
tiled surfaces where excavation is controlled. Recovering of the runoff from non-
erodible surface is the priority of researchers but the task is difficult. To overcome 
the difficulties in regenerating the runoff from an urban non-erodible surface.

Secondly, take note of the length and slope of the study area in the study of ero-
sion and infiltration as they are important requirement in simulation.

Thirdly, pressurised nozzle simulator will be suitable for simulating reasonable 
intensity, runoff and rain depth most especially for nonpoint source study on non-
erodible surfaces because the controlling intensity will be limited using drop former 
simulator.
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Fourthly, in the simulation of drop size and distribution, water quality should be 
taken note of. Though it may not be significant in the simulation of infiltration and 
soil erosion, but in urban water quality simulation which deals with measurement 
of pollutant level it is a very important factor to consider. In an investigation carried 
out in Malaysia [55], water quality presented a challenge in simulating intensity 
drop size, drop size distribution and uniformity using drop former simulator. As 
water is stored and kept for long period of time algae and other micro-organism 
may develop in it or around the dripper. This challenge is predominant in drop 
forming simulators and less in pressurised nozzle simulator because the pressure 
applied at the nozzle orifice reduces the risk of clogging. To minimise the challenge 
of clogging of dripper and nozzle orifices, screen should be provided at suction 
point or water source.

Duration of experiment on non-erodible surface using rain simulator is an 
important requirement. To overcome the delay in runoff generation on studying 
runoff on non-erodible surface which is predominant in drop former simulator, 
pressurised nozzles are preferable because it offers reasonable amount of runoff 
with short time. In contrast, on erodible surface, drop former simulators are 
preferred especially in the study of infiltration.

Rainfall uniformity is achieved higher in drop forming and hybrid simulators 
which is a good requirement for erodible surface that include infiltration studies 
where the interest is on measuring downward filtered water on the plot. Simulating 
on erodible surface, saturation of the plot surface is slower than simulation on non-
erodible surface. On the non-erodible surface the study interest is runoff collection. 
The researcher further recommended that mounting and dismounting of rainfall 
simulator should be flexible.

Finally, to achieve a good rainfall distribution uniformity using rainfall simu-
lator, the plot must be smaller than the wetted perimeter of the simulator most 
especially for outdoor simulator. In the case of indoor rainfall simulator, the plot can 
be larger than the wetted perimeter but consideration can only be given to collectors 
around the wetted perimeter.
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Chapter 8

The Role of Biosensor in Climate 
Smart Organic Agriculture toward 
Agricultural and Environmental 
Sustainability
Kingsley Eghonghon Ukhurebor

Abstract

The application of climate smart agriculture technique has been identified as an 
important aspect in proffering solutions for most of the challenges to climate change 
mitigation as well as environmental and agricultural sustainability. Several biosen-
sors and biosensing machineries such as nanoparticles/nanomaterials, polymers 
and microbes built-biosensors as well as their applications are now being used in 
most part of the world for solving some of the challenges in agricultural activities, 
food production and its sustainability. However, it is significant to assimilate multi-
faceted methods for sustainable development of more effective biosensors that 
can possibly be used for diverse applications especially in the area of climate smart 
organic/biological agriculture for environmental sustainability. Smart monitoring 
employing biosensors will ensure that biochemical and other categories of contami-
nants are kept at bay from conceding the quality and safety of food via the mitigation 
of pest and pathogens that could affect agricultural produce. Hence, this study will 
attempt to provide an overview of what has been done from previous studies on 
biosensing technologies and their wide application in climate smart organic/biologi-
cal agriculture as well as their role in environmental sustainability, and this will assist 
in proffering useful suggestions for future research studies as future contribution to 
knowledge for the advancement in agricultural and environmental sustainability.

Keywords: agriculture, biosensors, environment, food, sustainability

1. Introduction

Agriculture is an imperative and steady aspect of human existence, owing to 
fact that human survival depends on agricultural produce. Our engagement in 
agricultural activities have potentially and continually been of great assistance 
in the production and availability of food, raw materials, chemical and several 
other industrial resources [1, 2]. The agricultural sector as reported by “the Food 
and Agriculture Organization of the United Nations (FAO)” is faced with several 
problems such as failures in the market system and barriers in the trade system, 
uneven and futile socio-economic strategies, insufficient information, availability 
of finance and infrastructures, pressure at a result of upsurge in the population and 
insufficiency resources, agronomic practices, unsustainability and dilapidation 
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in the environment, etc. [3]. These problems are further confronted by the influ-
ences of climate inconsistency and deviations as agriculture primarily dependent 
on climate variables/parameters [4–6]. Consequently, Akrofi-Atitianti et al. [5] in 
their study reported that agricultural sector in the developing nations (like Africa 
and most other developing regions) remains one of the furthermost susceptible 
sectors to these problems of climate inconsistency and deviation. The issue of food 
safety and security as well as deficiency in food supply and climate change have a 
very strong relationship and according to Karimi et al. [2], it will be appropriate to 
always consider them to together. In light of this, “the United Nations Framework 
Convention on Climate Change (UNFCCC)” and “the Intergovernmental Panel on 
Climate Change (IPCC)” have always emphases importance of agriculture and have 
incessantly placed great priority on agricultural activities [3, 4].

According to Karimi et al. [2], the influences of climate change on agricultural 
activities are still lagged with some uncertainties. Nevertheless, climate modification 
is anticipated to unpleasantly affect agricultural sector as well as other sectors and 
human activities globally; this would be as a result of the vicissitudes in precipitation, 
temperature, carbon dioxide pollination and other weather parameters/variables 
[7–10]. Consequently, climate adaptation techniques are ultimately essential for 
mitigating these increasing climate/weather actions in our environment [6, 11–14]. 
According to Abegunde et al. [15], climate smart agriculture is a substantial aspect 
in proffering solutions for both climate change mitigation, agriculture and envi-
ronmental sustainability. They reported that agricultural activities can contribute 
significantly to climate change mitigation in the following ways:

a. The avoidance of further deforestation and conversion or/and alteration of 
wetlands (marshlands or swamplands) and grasslands (savannahs).

b. The intensification and spiraling in the storage of carbon in vegetation and soil.

c. The reduction of current and the avoidance of future upsurges in greenhouse 
gases (GHGs) emissions from nitrous oxide, methane and other forms of GHGs.

Efforts genuinely gear toward the reduction of GHG emissions should be 
embrace agriculture. According to Fanen and Olalekan [16], some of the most 
important agricultural products are possible of filling the gaps between recent 
produces and the produces that have the potential for improving inputs and man-
agement as well as the promotion of truncated GHS emission possibilities. Climate 
smart agriculture has some exceptional possibilities in tackling food safety, security, 
adaptation and moderation tenacities [15, 16]. It has been reported that climate 
smart agriculture is a dependable alternative that can assist in undertaking the food 
insecurity issues that are alleged to be caused by the altering of the climate/weather 
[15, 16]. However, some developing countries have realized that some of these 
concepts of climate smart agriculture that have been recommended as solutions to 
existing problems are somehow not too suitable in their contexts as a result of some 
environmental capriciousness [2, 15, 16]. Besides, agriculture played a fundamental 
part in the alleviation of poverty and to enact major undesirable influences that 
climate change is expected to have on several regions globally.

Supposedly, early accomplishment in climate smart agriculture has been recog-
nized as an indispensable means of capacity building as well as skill and guide for 
future opportunities [15]. However, it is desirable to have a proper meaning of what 
is meant by smart system before exploring to climate smart agriculture practice. 
Hence, according to Abegunde et al. [15] “a smart system or product is that which 
facilitates the interface of a system with persons/users and is able to acclimate the 
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framework of the user without compelling the user to acclimate to it”. Smart system 
may comprise of the following characteristics [2, 15]:

a. Capability to collaborate with other devices.

b. Adaptability to acquire and improve the compatibility between its functioning 
and its environment.

c. Self-sufficiency, which indicates that the system can function without intrusion 
from the user.

d. Capability to network with person via natural interface.

e. Multi-purposeful which indicates a single product is capable of executing 
multiple roles.

f. Personality which indicates the system is proficient to be active and accomplish 
the features of credible personality.

g. Reactivity, which indicates that the system can respond to its environment in a 
special way.

A smart system is capable to carry out an integral approach, from sensing to 
acting, to carry out optimal on-line control for performance or product quality 
through smart sensing techniques, besides the use of biosensors has contributed 
to the advancement of climate smart agriculture. Biosensors technology has the 
potential to improve agricultural productivity as well as food, chemical and other 
industrial innovative tools and techniques for the monitoring and management 
of swift infection disease diagnostic, the capacity enhancement of plants for the 
absorption of nutrients, the capacity enhancement of animal production, etc. [16]. 
In other to address the contribution of agricultural activities to these problems 
of alterations in the climate system, climate smart agriculture is gradually being 
indorsed in most parts of the world to assist in the integration of the economy, social 
and environmental extents of sustainable development in building on the three 
core aspects, viz.: “sustainably increasing agricultural productivity and revenues; 
acclimating and building resilience to climate change and; reducing and/or remov-
ing GHGs emissions relative to conventional practices” [3]. It is to be reported that 
climate smart agriculture has not yet be fully adopted in most developing countries 
(Africa inclusive); this is attributed to the limited understanding of the constraints 
of these countries to effectively implement the adaptation approaches faced by 
those involved in agricultural activities across these regions [5, 17]. Even though 
most developed nations of the world are beginning to adopt and apply climate smart 
agriculture, there is still a great deal to be done for its improvement. In light of this, 
biosensor in climate smart organic agriculture need to be incorporated, and this will 
definitely play a significant role in agricultural and environmental sustainability.

Due to the incessant growing of the world’s population which according to the 
United Nations (UN) [18] is projected to reach around nine billion by the year 2050 
from the present estimated eight billion is considered a time bomb due to the fact 
that upsurge in population will obviously translate to equivalent increase in food 
demand. Smart monitoring employing biosensors will ensure that biochemical 
and other categories of contaminants are kept at bay from conceding the quality 
and safety of food as well as the pest and pathogens that could affect agricultural 
produce. Biosensors are also deployed for the purpose of measuring alcohol, 
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carbohydrates, acids, etc. Hence, this chapter will attempt to present an assess-
ment of what has been done from previous studies in biosensing technologies for 
climate smart organic/biological agriculture as well as their role in agricultural 
and environmental sustainability vis-à-vis food safe/security and climate change 
that are been explored by researchers in the area of biosensors technology for the 
improvement of agriculture. The limitations faced with some of the prominent 
techniques especially as it relates to climate smart organic/biological agriculture 
will be highlighted; this will evidently assist in proffering useful suggestions for 
future research studies as future contribution to knowledge for the advancement in 
agricultural and environmental sustainability.

2. Application of biosensors in climate smart organic agriculture

Biosensors are diagnostic devices that combine biological constituents and 
transducers for the discovery of sample like metabolites, drugs, microbial load, 
contaminants, control parameters, etc. They do so by translating biochemical reac-
tions into quantifiable physiochemical signals such as electrical signal which in turn 
measure the amount of sample that are used for the discovery of analyte concentra-
tion [19–22]. Biosensors have several applications in the diverse fields or areas such 
as medicinal discovery and diagnosis, food protection and processing, defense and 
security, environmental management, etc. [21–23]. There are several types of biosen-
sors used in the environment as it relates to soil, water and air in the area of in climate 
smart biological/organic agriculture and these biosensors depend on the sensing 
rudiments or transducers. Ever since the first discovering of the glucose biosensor in 
1956, by Prof. L.C Clark Jnr, which however came in limelight commercially in 1975 
[24], there are now several biosensors discovered for various commercial purposes. 
These contemporary biosensors have wider range of applications which offers 
additional specific, sensitive, fast, tangible and multiplicative results compared to 
previous chemical sensors [19, 20, 23].

Presently, with the advancement of nanotechnology, innovative nanomaterials 
are now being invented and their innovative features as well as their applications 
in biosensors [23, 25]. Nanomaterials-built biosensors, encompass the combination 
of biotechnology, molecular engineering, chemistry, physics, environmental and 
material science. These various fields have been of great assistance in advancing the 
understanding and specificity of biomolecule discovery, the ability of detecting or 
manipulating atoms and molecules, biomolecular recognition, pathogenic diagnosis 
as well as the monitoring and management of agriculture and the environment 
in general [23, 25]. The application of various biosensors such as nanoparticles/
nanomaterials, polymers and microbes built-biosensors for agricultural and 
environmental activities have assisted in the reduction of the quantity of chemicals 
spread, reduction in nutrient losses in fertilization and upsurge in the yields via the 
reduction of pests and diseases for the enhancement of nutrients [26].

Biosensors are broadly categorized into two classes which are based on sensing 
components and transduction modes. The sensing components consist of enzymes, 
antibodies (immunosensors), micro-organisms (cell biosensors), biological tissues 
and organelles. While, the transduction modes hinge on the physiochemical variation 
resulting from sensing components. Accordingly, dissimilar transducer biosensors 
can be piezoelectric, electrochemical, calorimetric and optical [19, 27]. As reported 
by Reyes De Corcuera and Cavalieri [27], the common types of piezoelectric trans-
ducer biosensors are acoustic and ultrasonic; the common types of electrochemical 
transducer biosensors are amperometric, conductometric and potentiometric; while 
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the common types of optical transducer biosensors are absorbance, fluorescence and 
chemiluminense. According to Arora [20], biosensors can also be categorized based 
on the period/order they were discovered. In these categories we have first-generation 
biosensors, second-generation biosensors and third-generation biosensors.

The first-generation biosensors: These biosensors are the modest approach involv-
ing the unswerving discovery of either increase of an enzymatically produced 
product or decrease of a substrate of a redox enzymes using natural mediator 
for electron transfer. Examples are glucose biosensor which uses enzyme glucose 
oxidase and oxygen detecting decrease in oxygen level or increase in hydrogen 
peroxide corresponding to the level of glucose.

The second-generation biosensors: They the biosensors that use non-natural redox 
mediators like ferricynide, quinones and ferrocene for the movement of electron 
which increases the reproducibility and sensitivity. Examples are self-monitoring 
amperometric glucose biosensors.

The third-generation biosensors: These are biosensors wherein the redox 
enzymes which are immobilized on the electrode surface in such a manner 
that direct electron transfer is possible between the enzyme and transducer. 
According to Borgmann et al. [19], it uses organic conducting material like 
“Tetrathiafulvalnetetracynoquinodi Methane (TTF-TCQN)”.

As mentioned earlier, with the present advancement of nanotechnology, inno-
vative nanomaterials are now being invented and their innovative features as well 
as their applications exist in biosensors [25]. However, it was in 1962 that Clark 
and Lyons invented the first biosensor that measure glucose in biological samples 
which utilized the strategy of electrochemical detection of oxygen or hydrogen 
peroxide via controlled glucose oxidase electrode and even since then, incredible 
improvement has been attained both in the skill involved and the applications of 
biosensors with advanced tactics involving nanotechnology, electrochemistry and 
bioelectronics [19, 21, 23, 24, 28–30]. The discovery of biosensors as an influential 
and pioneering diagnostic device (which has to do with biological sensing compo-
nent with several applications) has undoubtedly espoused dominant importance 
in various fields. Its utilization has attained some significant application in the 
field of pharmacology, biomedicine, environmental science, food protection and 
processing (agriculture). Biosensors discovery have led to the development of 
accurate and influential diagnostic tools by means of biological sensing component 
as biosensor [21, 22]. According to Turner [30], the technical approaches used in 
biosensors are built on label-built and label-unrestricted detection. Label-built 
detection is primarily dependent upon the explicit features of label composites to 
target detection. Nevertheless, these categories of biosensors are reliable; but are 
habitually involve in the combination of explicit sensing components fabricated 
with restrained target protein. On the other hand, label-unrestricted technique 
allows the detection of the target molecules/particles that are not categorized or 
hard to tag [31, 32]. Topical interdisciplinary approaches of biotechnology and 
electronics technology paved way for evolving label-unrestricted biosensors for 
several detection approaches with numerous applications in the areas/fields of 
medical science and environmental science.

The major distinctive components in a biosensor which are illustrated in Figure 1 
as a block prototypical distinctive biosensor with a processor and display unit accord-
ing to Mehrotra [33] are:

a. Detecting/Sensing Component: This is also known as a biorecognition 
component; as in the case of a glucose sensor, the biorecognition component is 
a deactivated glucose-sensitive enzyme.
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the common types of optical transducer biosensors are absorbance, fluorescence and 
chemiluminense. According to Arora [20], biosensors can also be categorized based 
on the period/order they were discovered. In these categories we have first-generation 
biosensors, second-generation biosensors and third-generation biosensors.

The first-generation biosensors: These biosensors are the modest approach involv-
ing the unswerving discovery of either increase of an enzymatically produced 
product or decrease of a substrate of a redox enzymes using natural mediator 
for electron transfer. Examples are glucose biosensor which uses enzyme glucose 
oxidase and oxygen detecting decrease in oxygen level or increase in hydrogen 
peroxide corresponding to the level of glucose.

The second-generation biosensors: They the biosensors that use non-natural redox 
mediators like ferricynide, quinones and ferrocene for the movement of electron 
which increases the reproducibility and sensitivity. Examples are self-monitoring 
amperometric glucose biosensors.

The third-generation biosensors: These are biosensors wherein the redox 
enzymes which are immobilized on the electrode surface in such a manner 
that direct electron transfer is possible between the enzyme and transducer. 
According to Borgmann et al. [19], it uses organic conducting material like 
“Tetrathiafulvalnetetracynoquinodi Methane (TTF-TCQN)”.

As mentioned earlier, with the present advancement of nanotechnology, inno-
vative nanomaterials are now being invented and their innovative features as well 
as their applications exist in biosensors [25]. However, it was in 1962 that Clark 
and Lyons invented the first biosensor that measure glucose in biological samples 
which utilized the strategy of electrochemical detection of oxygen or hydrogen 
peroxide via controlled glucose oxidase electrode and even since then, incredible 
improvement has been attained both in the skill involved and the applications of 
biosensors with advanced tactics involving nanotechnology, electrochemistry and 
bioelectronics [19, 21, 23, 24, 28–30]. The discovery of biosensors as an influential 
and pioneering diagnostic device (which has to do with biological sensing compo-
nent with several applications) has undoubtedly espoused dominant importance 
in various fields. Its utilization has attained some significant application in the 
field of pharmacology, biomedicine, environmental science, food protection and 
processing (agriculture). Biosensors discovery have led to the development of 
accurate and influential diagnostic tools by means of biological sensing component 
as biosensor [21, 22]. According to Turner [30], the technical approaches used in 
biosensors are built on label-built and label-unrestricted detection. Label-built 
detection is primarily dependent upon the explicit features of label composites to 
target detection. Nevertheless, these categories of biosensors are reliable; but are 
habitually involve in the combination of explicit sensing components fabricated 
with restrained target protein. On the other hand, label-unrestricted technique 
allows the detection of the target molecules/particles that are not categorized or 
hard to tag [31, 32]. Topical interdisciplinary approaches of biotechnology and 
electronics technology paved way for evolving label-unrestricted biosensors for 
several detection approaches with numerous applications in the areas/fields of 
medical science and environmental science.

The major distinctive components in a biosensor which are illustrated in Figure 1 
as a block prototypical distinctive biosensor with a processor and display unit accord-
ing to Mehrotra [33] are:

a. Detecting/Sensing Component: This is also known as a biorecognition 
component; as in the case of a glucose sensor, the biorecognition component is 
a deactivated glucose-sensitive enzyme.
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b. The Transducer: The chemical, biochemical, organic, structural or physical 
device that interpret discrepancies in the target biophysical variables like oxy-
gen, glucose, etc. to a physically quantifiable output signal and/or vice versa.

c. Signal Processor: This could be an electrical/electronic device with/without a 
display system, a processor and an amplifier.

Biosensor machineries are also been applied in agriculture and environmental 
management/monitoring. According to Verma and Bhardwaj [34], this is another 
important aspect wherein biosensor technology is beginning to gain grounds. These 
biosensor machineries in agriculture and environmental monitoring/management 
will undoubtedly assist in the swift identification of pesticidal deposits in order to 
avert the corresponding health dangers in form of climate smart organic/biological 
agriculture [16, 26, 34–38]. According to Verma and Bhardwaj [34], the traditional 
or conventional means, such as “high-performance liquid chromatography, capil-
lary electrophoresis and mass spectrometry” are efficient for the investigation of 
environmental pesticides; hitherto, there are some restrictions such as intricacy, 
time-intense measures, necessity of high-end devices and operative proficiencies. 
Therefore, even if it is believed that unpretentious biosensors have great advan-
tages; hitherto, it is not easy to invent integrated biosensors that can analyze several 
categories of pesticides. Hence, steady enzyme-built biosensors have been invented 
for understanding the physiological (biological and physical) influence of pesticides 
in the environment, food security and quality management [34, 36, 39]. In the study 
carried out by Pundir and Chauhan [39], they reported that acetylcholinesterase 
inhibition-built biosensors have been invented. Over the years, for the purpose of 
swift analysis, this method has received great improvement with additional topical 
developments in acetylcholinesterase inhibition-built biosensors including immo-
bilization means as well as other diverse approaches for fabrication [21]. In the same 
way, piezoelectric biosensors have been established for sensing the organophos-
phate and carbamate environmental influence of pesticides [36]. Organochlorine 
pesticides are recognized for affecting the ecosystem where pesticides such as 
endosulfan cause substantial environmental impairments [40]. Organochlorine 
pesticides have been reported to cause alteration in the reproductive system of in 
both male and female fish disparately [40], and in view of these facts, the discovery 
of biosensors for detecting aquatic ecosystem would have more consequence as a 

Figure 1. 
Block prototypical of a distinctive biosensor.
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result of biomagnification [21]. In handling this quest, electrochemical biosensors 
have experienced revolution with swift advances in the fabrication as well as the use 
of constituents like nanomaterials [21, 24].

At this juncture, it is of great significant to place distinct prominence for the 
selection or collection of receptors for biosensor advancement, the use of diverse 
transduction procedures and fast screening approaches for the applications of 
biosensor in agricultural activities (food production, security and safety) as well 
as environmental protection, monitoring and management. To aid this, biosen-
sor fabrication appears to be vital and the improvements in this aspect have been 
absolutely elucidated by several researchers.

3. Biosensor in climate smart organic agriculture

The main challenges faced in agriculture vis-à-vis food safety and sustainability 
are emphasis on three basic aspects as reported by Neethirajan et al. [38], viz.:

a. Nanomaterials and their application in sustainable agriculture challenges.

b. Energy sustainability challenges.

c. Commercialization of sustainable technology challenges.

Nanotechnology is one of the foremost applications in agricultural monitoring and 
management. It has several valuable possessions and applicability [38]. According 
to Prasad et al. [41], it has all it takes to improve food safety and quality, enhance the 
absorption capability of soil nutrient, increase agriculture inputs, and upsurge the 
potentials in the miniaturized device measurement. Supposedly, nanotechnology 
has been used effectively for the following: precision in farming machinery (agri-
cultural precision), smart feed management, food waste management, production 
of agro-chemicals/agro-materials such as nano-pesticides, nano-herbicides and 
nano-fertilizers, labelling and packaging of agricultural products, and several other 
agricultural fields [38]. According to Neethirajan et al. [38], the use of nanotechnology 
for agriculture as it relates to food sustainability is likely to cause some consequences in 
the upcoming years. This collaborated the study of Dasgupta et al. [42], that notwith-
standing the benefits from the recent combination of nanomaterials/nanoparticles 
and animated charcoal for the enhancement of antimicrobial possessions, food grade 
nano-emulsion applied in fruit juice, integrated nano-microbials used as water steril-
izers, effective nutraceutical nano-delivery and improved plant extracts conjugated by 
means of nano-packaging could have some consequences as well. A major emphasis 
in nanotechnology is in its application for agricultural precision (precision in farming 
machinery), wherein plant excerpts from its main parts such as leaves, flowers, stems 
and roots, from various species have been effectively integrated into nanoparticles/
nanomaterials [42, 43].

Nanomaterials/nanoparticles have all it takes improve green synthesis in a sole/
single-step by means of ion and metal diminishing implications; this according to 
Prasad et al. [41], is auspicious for the application of room temperature, easy-use, 
adjustable and climbable as well as eco-system friendly. During green synthesis, 
co-enzymes and solvable metabolites like phenolic composites, alkaloids as well 
as terpenoids are wholly condensed to nanoparticles/nanomaterials. Intrinsically, 
nanoparticles/nanomaterials are known as “magic bullets” resulting in improved 
plant development, location precise delivery of nutrients and amplified plant 
infection or disease resistance.
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biosensor in agricultural activities (food production, security and safety) as well 
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are emphasis on three basic aspects as reported by Neethirajan et al. [38], viz.:

a. Nanomaterials and their application in sustainable agriculture challenges.
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c. Commercialization of sustainable technology challenges.

Nanotechnology is one of the foremost applications in agricultural monitoring and 
management. It has several valuable possessions and applicability [38]. According 
to Prasad et al. [41], it has all it takes to improve food safety and quality, enhance the 
absorption capability of soil nutrient, increase agriculture inputs, and upsurge the 
potentials in the miniaturized device measurement. Supposedly, nanotechnology 
has been used effectively for the following: precision in farming machinery (agri-
cultural precision), smart feed management, food waste management, production 
of agro-chemicals/agro-materials such as nano-pesticides, nano-herbicides and 
nano-fertilizers, labelling and packaging of agricultural products, and several other 
agricultural fields [38]. According to Neethirajan et al. [38], the use of nanotechnology 
for agriculture as it relates to food sustainability is likely to cause some consequences in 
the upcoming years. This collaborated the study of Dasgupta et al. [42], that notwith-
standing the benefits from the recent combination of nanomaterials/nanoparticles 
and animated charcoal for the enhancement of antimicrobial possessions, food grade 
nano-emulsion applied in fruit juice, integrated nano-microbials used as water steril-
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nanomaterials [42, 43].
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single-step by means of ion and metal diminishing implications; this according to 
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as terpenoids are wholly condensed to nanoparticles/nanomaterials. Intrinsically, 
nanoparticles/nanomaterials are known as “magic bullets” resulting in improved 
plant development, location precise delivery of nutrients and amplified plant 
infection or disease resistance.
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One of the utmost substantial challenges in nanotechnology is in the develop-
ment of consistent rick-advantage evaluations by means of standardized assessment 
and procedures. The establishment of reliable and standardized procedures in nano-
material/nanoparticle measurement, classification and assessment of their effect on 
living organism and the environment as well as the involvement of all relevant stake-
holders such as farmers, agents of food industries, non-governmental organizations 
etc. in a dialog of public support and consumer acceptance [41, 44]. These challenges 
in sustainable energy can be effectively taken care of by the application biological or 
organic solutions. According to Adesina et al. [37], some main applications have been 
explored in applied organic or biological for the generation of energy:

a. Biofuels could be produced, deposited, transformed and renewed to bio-electric-
ity in order to expressively diminish the cost of producing solar electricity. This 
can be accomplished by means of leveraging through the intake of H2 or electron 
lashing carbon fixing metabolism, to simplify the combination by means of 
photovoltaics effectiveness in a process known as electro-photosynthesis [42].

b. Hydrogen-built electrosynthesis is one of the furthermost efficacious bioengi-
neering energy creation set-ups. It exhibits exceptional properties such as high 
effective bioenergy storing capacity for electrical energy of about 80%, lengthy 
distance transportability with least energy forfeiture, hydrogen oxidation 
in microorganisms involving “Nicotinamide Adenine Dinucleotide (NAD+; 
C21H27N7O14P2)” decrease diminishing potential discrepancy and affordability 
as a result of lesser cell-protein necessities of hydrogen oxidation [38].

c. Electron transmission can extracellularly arbitrate electro-synthesis effi-
ciently. This can be done reproducible by means of a nanostructured surface 
to simplify the of creation bio-film. It could prance the necessity of protracted 
surface area and improve the transfer of hydrogen electron [38].

d. Applied organic or biological energy creation would be significantly improved 
by means of the invention of several other machineries. Such innovative 
machineries are; gene engineering, whole genome engineering, protein engi-
neering, and biosensing [38].

These innovative machineries will curiously enhance the development, produc-
tion and generation biofuel. Apparently, since one of the furthermost protuberant 
applications of applied biology is in the area of sustainable energy; hitherto, expect-
edly biofuel is to become the furthermost positioned procedures in for apprehend-
ing and storing solar energy with minimum costs [38]. Presently, the challenges 
facing the development, production and generation biofuel are: the energy gen-
eration effectiveness and scale; competence investigation in cell self-assembly as 
well as duplication monitoring and management, and antagonistic environmental 
consequences [38]. Anticipatedly, in the forthcoming years, biofuel is to advance 
and extend sources of traditional energy to reutilize and replicate the generating 
constituents of energy and to improve hybrid energy photosynthesis [38]. In Table 1 
outlines some of the aspects where biosensors are deployed in agricultural activities.

However, the commercialization or industrialization of sustainable machiner-
ies in the agri-food scope is ongoing via some core emphases such as; biosensor 
commercialization or industrialization, sensing technology commercialization or 
industrialization, and intelligent agricultural/food commercialization or industri-
alization (such as climate smart biological or organic agriculture) [26]. In biosensor 
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Transduction Electrode Analyte sensed Applications

Electrochemical 
magnet 
immunosensing [45]

Magnetic 
graphite-epoxy 
composite 
(m-GEC)

Salmonella in milk The GEC holds a distinct 
feature of hybridization that 
allows the pathogens’ DNA 
to be immobilized instantly. 
The procedure does not need 
reagents, and provides swift 
detection.

Electrochemical 
magnet 
immunosensing [46]

m-GEC b-lactamase 
resistance in 
Staphylococcus aureus

GEC products have feeble 
generic adsorption for either 
DNA samples or enzymes 
labels. They do not need 
blocking phases on the 
transducer’s free sites to 
moderate generic adsorption.

Gold nanoparticle-
based [47]

GEC Salmonella IS200 This is a good substrate 
for enhanced and directed 
immobilization of 
biomolecules with exceptional 
transductive features for the 
fabrication of a several of 
electrochemical biosensors, 
like immunosensors, 
genosensors, and enzyme 
sensors.

Amperometric 
electrochemical 
immunoassay [48]

Platinum 
(Pt) working 
electrode, Ag/
AgCl reference 
electrode and a Pt 
counter electrode.

Staphylococcus 
aureus in food 
samples such as 
milk, cheese, and 
meat

This has been proven to 
be fast, operative and 
reproducible, and can be 
employed to sense specific 
pathogenic microbes via 
antibodies against precise 
antigens.

Multiplexing optical 
(luminescence) [49]

na E. coli O157: H7, 
S. typhimurium 
and Legionella 
pneumophila

The entire quantification and 
calibration assay period is 
18 min, aiding extremely swift 
analyses.

High-density 
microelectrode array 
[50]

na E. coli O157: H7 
bacteria in food 
materials

It is field-deployable, easy to 
use, compact, and reagent-less 
and provides result in minutes 
compared to conventional 
procedures.

Flow-type antibody 
sensor
[51]

quartz crystal 
microbalance chip

E. coli in drinking 
water, beef, pork, 
and dumpling

The sensor quantifies changes 
in frequency as a result mass 
deposits that are designed by 
antigen-antibody interface.

Acoustic-based 
biosensor (the 
Quartz Crystal 
Microbalance)
[52]

n.a DNA detection This enhances the processing 
of time by circumventing 
gel electrophoresis and can 
be combined in a diagnostic 
laboratory or an automated 
lab-on-a-chip device for plant 
pathogen diagnostics as a 
routine detection device.

Table 1. 
Biosensor applications in agricultural activities.
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Biosensors Industries

BIACORE Biacore AB located in Sweden

Model-Amp Biosens, BioITO biosens, SMAlgal Biosensor srl located in Formello, Italy

MB-DBO, Polytox-Res, Biocounter Biosensores SL located in Moncofar, Spain

Portable Toxicity Screen (PTS) 52 Biotechnology Ltd. located in Uxbridge, UK

Cellsense Euroclon Ltd. located in Yorkshire, UK

DropSens- Screen printed Electrodes DropSense located in Asturia, Spain

Model-B.LV5, Model-B.IV4 Innovative Sensor Technology located in Nevada, USA

NECi’s Nitrate Biosensor Nitrate Elimination Co. Inc. located in Michigan, USA

Optiqua EventLab™, Optiqua MiniLab™ Optisense located in Netherlands

REMEDIOS Remedios located in Aberdeen, Scotland

SciTOX-ALPHA, SciTOX-UniTOX SciTOX Ltd. located in Oxford, USA

Table 2. 
Commercial biosensors industries for environmental monitoring and management.

commercialization or industrialization, important aspects for the determination 
of its commercialization or industrialization are simpler sample pre-treatment, 
bioreceptor steadiness, multi-detecting/multi-sensing features, impoverishment/
miniaturization, quicker testing period, wireless accessibility and affordability [53]. 
Some the foremost properties of commercialized accessible well-known biosensors 
industries are their simple structure, reduced sizes and ideal potentials for “point of 
care” applications [38]. They target food composition, progression monitoring and 
management as well as food safety and security such as allergens, pathogens, toxins, 
pollutants/contaminants and additives have been reported that the industries for 
food quality biosensors purpose is primarily from the following metabolites; “glu-
cose, sucrose, glycerol, cholesterol, creatinine, alcohol, methanol, lactate, lactose, 
glutamate, malate and ascorbic acid” [26, 38]. According to Bahadır and Sezgintürk 
[53], compared to earlier and present/modern considered biosensors in academic/
research laboratories, the modern biosensors which are mostly commercialized 
are far further fewer indicatory of the truncated achievement rates in agri-food-
connected biosensor development.

The limitations encumbering biosensor development in agriculture/food sector 
are substantial impediments, such problems are; “mass production, sensor lifetime, 
component integration and handling practicability” [38]. The motives behind these 
restrictions are that the utmost machineries applied in present and forthcoming 
agriculture/food biosensing technology are in their infancy/early stages and they 
include; “nanotechnology, agriculture/food material science, biomimetic chemistry 
and microengineering”. These basic factors could assist in the determination of 
forthcoming biosensors industries is its safety to human well-being, which implies 
that it is those with limited or no human well-being effect will have their com-
mercialization in the forthcoming years [38]. The commercialization of intelligent 
agriculture/food industry specifies urgent needs in new and effective procedures 
to guarantee food quality and safety, to economize production procedure and to 
diminish loss in agriculture [54].

Biosensors have been employed for the monitoring and management of reme-
diation procedures via the determination of the parameters that influence the 
growth of microbes, such as nutrient accessibility, pH, metal ions, liquified oxygen 
and temperature [55]. Biosensors that are required for the detection of environ-
mental contaminants on field or large scale are not difficult to handle and need little 
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volumes of sample rather than conventional analytical procedures which required 
active sample pre-treatment phases [25, 56, 57]. However, the quest of effective bio-
sensors is continuously increasing, not just in the field of agricultural and environ-
mental sciences, but also in other fields such as medical sciences and engineering. 
Presently, as a result of the wide range applications of biosensors, potential markets 
are still been advanced and some the few available commercial biosensors industries 
for environmental monitoring and management are listed in Table 2.

4. Conclusion

Climate smart agriculture purposes exceptional prospects for handling the 
issues of food security as well as easing the adaptation and mitigation succors for 
environmental and agricultural sustainability. Climate smart agriculture has been 
of great assistance in this regard to most developed nations. Implementing climate 
smart agriculture as a capable and swift climate change response is extremely vital 
for building capacity and achieving food security as well as sustainable agriculture 
and environment globally In developing nations especially those of Sub-Sahara 
Africa, viewing the susceptibility to the altering climatic/weather conditions, 
their substantial dependence on agriculture for livelihoods and the critical role 
agriculture play in their economic sector; they would predominantly benefit 
from climate smart agriculture. Considering these regions’ susceptibility to the 
changing climatic condition, their heavy reliance on agriculture for livelihoods, 
and the critical position agricultural sector holds concerning food security in 
these nations climate smart agriculture would undoubtedly be of great assistance. 
Nevertheless, there is a necessity for variance methods in encouraging the accep-
tance and advancement of climate smart agriculture. The small-scale agricultural 
segment in most developing nations is categorized by a diverse inhabitant. 
Consequently, a solitary even method would not be suitable in advancing climate 
smart agriculture practices among these set of farmers. The consequence of this is 
that approaches to support climate smart agriculture implementation should fac-
tor in specific collective as a replacement for mainstreaming approaches globally. 
Consequently, all stakeholders should contemplate of employing modalities that 
can accommodate the diverse features of climate smart agriculture and circum-
vent the potential challenges that could otherwise ascend. Additionally, since 
climate smart agriculture development in developing countries depends on the 
willingness of those involved in agricultural activities, hence, there is a need for 
all stakeholders to understand the multi-dimensional climate change issues and 
the subsequent self-mobilization for evolving and executing strategies to respond 
to the issues at appropriate scales.

Conclusively, in spite of the numerous benefits of biosensors and biosensing 
machineries such as nanoparticles/nanomaterials, polymers and microbes built-
biosensors in solving some of the challenges in agricultural activities vis-à-vis 
environmental sustainability; there is still the need to significantly assimilate 
multi-faceted methods in developing biosensors that can potentially be used for 
diverse applications in climate smart organic/biological agriculture for environ-
mental sustainability. Therefore, it is suggested that appropriate combination of 
biosensing as well as bio-fabrication with non-natural/synthetic biology methods 
by applying either/both electrochemical, optical, bio-electronic moralities would 
be crucial for efficacious development of comprehensive and influential biosen-
sors for contemporary future contribution to knowledge in the field of biosensor 
machinery in climate smart organic/biological agriculture for environmental 
sustainability.
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Biosensors Industries

BIACORE Biacore AB located in Sweden

Model-Amp Biosens, BioITO biosens, SMAlgal Biosensor srl located in Formello, Italy

MB-DBO, Polytox-Res, Biocounter Biosensores SL located in Moncofar, Spain

Portable Toxicity Screen (PTS) 52 Biotechnology Ltd. located in Uxbridge, UK

Cellsense Euroclon Ltd. located in Yorkshire, UK

DropSens- Screen printed Electrodes DropSense located in Asturia, Spain

Model-B.LV5, Model-B.IV4 Innovative Sensor Technology located in Nevada, USA

NECi’s Nitrate Biosensor Nitrate Elimination Co. Inc. located in Michigan, USA

Optiqua EventLab™, Optiqua MiniLab™ Optisense located in Netherlands

REMEDIOS Remedios located in Aberdeen, Scotland

SciTOX-ALPHA, SciTOX-UniTOX SciTOX Ltd. located in Oxford, USA

Table 2. 
Commercial biosensors industries for environmental monitoring and management.
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of its commercialization or industrialization are simpler sample pre-treatment, 
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care” applications [38]. They target food composition, progression monitoring and 
management as well as food safety and security such as allergens, pathogens, toxins, 
pollutants/contaminants and additives have been reported that the industries for 
food quality biosensors purpose is primarily from the following metabolites; “glu-
cose, sucrose, glycerol, cholesterol, creatinine, alcohol, methanol, lactate, lactose, 
glutamate, malate and ascorbic acid” [26, 38]. According to Bahadır and Sezgintürk 
[53], compared to earlier and present/modern considered biosensors in academic/
research laboratories, the modern biosensors which are mostly commercialized 
are far further fewer indicatory of the truncated achievement rates in agri-food-
connected biosensor development.

The limitations encumbering biosensor development in agriculture/food sector 
are substantial impediments, such problems are; “mass production, sensor lifetime, 
component integration and handling practicability” [38]. The motives behind these 
restrictions are that the utmost machineries applied in present and forthcoming 
agriculture/food biosensing technology are in their infancy/early stages and they 
include; “nanotechnology, agriculture/food material science, biomimetic chemistry 
and microengineering”. These basic factors could assist in the determination of 
forthcoming biosensors industries is its safety to human well-being, which implies 
that it is those with limited or no human well-being effect will have their com-
mercialization in the forthcoming years [38]. The commercialization of intelligent 
agriculture/food industry specifies urgent needs in new and effective procedures 
to guarantee food quality and safety, to economize production procedure and to 
diminish loss in agriculture [54].

Biosensors have been employed for the monitoring and management of reme-
diation procedures via the determination of the parameters that influence the 
growth of microbes, such as nutrient accessibility, pH, metal ions, liquified oxygen 
and temperature [55]. Biosensors that are required for the detection of environ-
mental contaminants on field or large scale are not difficult to handle and need little 
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volumes of sample rather than conventional analytical procedures which required 
active sample pre-treatment phases [25, 56, 57]. However, the quest of effective bio-
sensors is continuously increasing, not just in the field of agricultural and environ-
mental sciences, but also in other fields such as medical sciences and engineering. 
Presently, as a result of the wide range applications of biosensors, potential markets 
are still been advanced and some the few available commercial biosensors industries 
for environmental monitoring and management are listed in Table 2.

4. Conclusion

Climate smart agriculture purposes exceptional prospects for handling the 
issues of food security as well as easing the adaptation and mitigation succors for 
environmental and agricultural sustainability. Climate smart agriculture has been 
of great assistance in this regard to most developed nations. Implementing climate 
smart agriculture as a capable and swift climate change response is extremely vital 
for building capacity and achieving food security as well as sustainable agriculture 
and environment globally In developing nations especially those of Sub-Sahara 
Africa, viewing the susceptibility to the altering climatic/weather conditions, 
their substantial dependence on agriculture for livelihoods and the critical role 
agriculture play in their economic sector; they would predominantly benefit 
from climate smart agriculture. Considering these regions’ susceptibility to the 
changing climatic condition, their heavy reliance on agriculture for livelihoods, 
and the critical position agricultural sector holds concerning food security in 
these nations climate smart agriculture would undoubtedly be of great assistance. 
Nevertheless, there is a necessity for variance methods in encouraging the accep-
tance and advancement of climate smart agriculture. The small-scale agricultural 
segment in most developing nations is categorized by a diverse inhabitant. 
Consequently, a solitary even method would not be suitable in advancing climate 
smart agriculture practices among these set of farmers. The consequence of this is 
that approaches to support climate smart agriculture implementation should fac-
tor in specific collective as a replacement for mainstreaming approaches globally. 
Consequently, all stakeholders should contemplate of employing modalities that 
can accommodate the diverse features of climate smart agriculture and circum-
vent the potential challenges that could otherwise ascend. Additionally, since 
climate smart agriculture development in developing countries depends on the 
willingness of those involved in agricultural activities, hence, there is a need for 
all stakeholders to understand the multi-dimensional climate change issues and 
the subsequent self-mobilization for evolving and executing strategies to respond 
to the issues at appropriate scales.

Conclusively, in spite of the numerous benefits of biosensors and biosensing 
machineries such as nanoparticles/nanomaterials, polymers and microbes built-
biosensors in solving some of the challenges in agricultural activities vis-à-vis 
environmental sustainability; there is still the need to significantly assimilate 
multi-faceted methods in developing biosensors that can potentially be used for 
diverse applications in climate smart organic/biological agriculture for environ-
mental sustainability. Therefore, it is suggested that appropriate combination of 
biosensing as well as bio-fabrication with non-natural/synthetic biology methods 
by applying either/both electrochemical, optical, bio-electronic moralities would 
be crucial for efficacious development of comprehensive and influential biosen-
sors for contemporary future contribution to knowledge in the field of biosensor 
machinery in climate smart organic/biological agriculture for environmental 
sustainability.
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Abstract

Agro-pastoralists in the tropical semi-arid dryland areas of sub-Saharan Africa 
are significantly affected by climate change and variability. The agro-pastoral 
families are coping with production-related climatic risks through livelihood 
diversification to ensure food security. Data were collected from a sample of 411 
agro-pastoralists across five districts in the semi-arid northern and central regions 
of Tanzania through survey conducted between November 2017 and July 2018. 
Secondary data regarding crop yields and livestock populations for eight years from 
2009 to 2017 were collected from the National Bureau of Statistics and the respec-
tive District offices. Results show that about three-quarters of the agro-pastoralists 
managed diversified crop and livestock portfolios with two or more crops and 
animal species. However, simulated crop yields reveal positive correlations. 
Construction of integrated portfolios that generate good returns at a modest risk 
can be achieved through strategic choices between high-return high-risk and low-
return low-risk crop and livestock activities. Thus, the paper recommends for costly 
long-term breeding and genotype improvement programs, strategically changing 
the make-up of the current crop and livestock portfolios which appear to be an 
affordable and tailored solution for building risk resilience among agro-pastoral 
communities in the drylands.

Keywords: modern portfolio theory, climate change and variability, farm returns, 
risks, variability

1. Introduction

Farming systems in sub-Saharan Africa (SSA) are especially vulnerable to natural 
hazards, as they are typically dependent on natural resources, such as limited and 
erratic rainfall with high inter- and intra-annual variability, pests and diseases, 
nutrient-poor soils and other natural calamities [1]. Weather and climate, with its 
inherent variability, means that farmers are facing risk, entailing either reduced or 
total production failure [2].
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Farming systems in sub-Saharan Africa (SSA) are especially vulnerable to natural 
hazards, as they are typically dependent on natural resources, such as limited and 
erratic rainfall with high inter- and intra-annual variability, pests and diseases, 
nutrient-poor soils and other natural calamities [1]. Weather and climate, with its 
inherent variability, means that farmers are facing risk, entailing either reduced or 
total production failure [2].
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Effects of climate change on agriculture will be most adverse in regions that 
already suffer from high temperatures and low precipitation [3]. Such regions 
include the semi-arid drylands of SSA, where over three-quarters of the cropland 
is depends on the weather as it is rain-fed, hence further amplifying the sensitivity 
of agriculture to precipitation [3]. The expected increases in temperature for SSA is 
estimated to range from 2.0 to 4.5°C by 2100, while the annual rainfall for indi-
vidual countries is expected to change by −39 to +64 mm by 2030 [4].

In order to cope with, and adapt to, climate change and variability, agro-
pastoralists in the tropical areas of SSA are pursuing diversified livelihood strategies 
in crop and animal agriculture for enhancing food security. Crops are grown and 
livestock kept in diverse mixtures of varying sensitivity to production risks in order 
to ensure farm income and reduce the risk of failure [5]. Ref. [6] shows clearly that 
in semi-arid environments, combining crop production and livestock diversifies 
livelihoods. With limited public investments in planned adaptations, agro-pastoral-
ists remain vulnerable to climatic risks while relying mostly on their autonomous 
coping strategies and adaptations.

The strategic diversification choices not only spreading risk [7], but also pro-
vide an important hedge against risk [8]. It is not prudent to invest all resources in 
highly correlated activities that may all perform poorly at the same time. Therefore, 
investing in two or more activities, whose returns are not full correlated, reduces 
the overall volatility below that of each one being taken separately [9]. As managers, 
agro-pastoralists guarantee food security by reducing the volatility of their farming 
by seeking a mix of farming activities that have either a small or negative correla-
tion of related returns. This is critical for agro-pastoralists pursuing their liveli-
hoods amid climatic risks are being further aggravated due to climate change.

Moreover, agricultural diversification enhances food security and farm income 
thus mitigating climate-related production risks [10]. Each crop-livestock combina-
tion has specific returns and risks. However, few studies evaluate the returns and 
risks associated with various crops and livestock portfolios among agro-pastoral 
farmers in the dryland areas of SSA.

This paper contributes to bridging this research gap by evaluating the levels 
of returns and risks associated with crop-livestock portfolios among agro-
pastoralists in the semi-arid areas of Northern and Central Tanzania. The Modern 
Portfolio Theory (MPT) was used to evaluate risk in corporate and financial 
portfolio management, to evaluate the returns and risk of different crop-livestock 
portfolios which enhance food security. The results of this study inform the 
strategic diversification choices for enhanced resilience of agro-pastoralists in the 
face a changing climate.

2. Methodology

2.1 Theoretical framework

Smallholder agro-pastoral farmers are struggling to adapt to climate change 
and variability in order to maximize their utility (welfare) by safeguarding their 
livelihoods. The classical economic analysis of decision-making in the presence 
of risky and uncertain outcomes is based on Expected Utility (EU). EU theory 
underlies choices under risk [11]. EU theory provides a framework for modeling the 
choices of a rational individual whose goal is to maximize expected utility [12]. The 
underlying assumption of EU theory is that individuals have stable and coherent 
preferences; they know what they want and they examine the available alternatives 
before selecting the one that they judge to be best [13].
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According to [12], rational choice theory is based on a model comprising two 
components: 1) a group of alternatives that are possible to realize, under different 
conditions; and 2) an individual’s preferences that reflect their goals. However, 
the EU theory framework is criticized because it assumes that decision-makers 
are familiar with the probability distributions of each alternative outcome [12]. 
This is a serious theoretical flaw underlying EU in the face of climate change, 
which is inherently endowed with uncertainty [14, 15], not risk. Other complex 
alternative frameworks are suggested in the literature, including Subjective Utility 
Theory, Maxmin, α-maxmin, Minmax Regret, Maxmin EU, Smooth Ambiguity and 
Variational Preferences (Heal and Millner 2013). Kahneman and Tversky (1979) 
present a critique of expected utility theory as a descriptive model of decision mak-
ing under risk and develop an alternative model, which they call prospect theory.

Despite its shortcomings, EU is still a useful theoretical framework for under-
standing the choices of agro-pastoral household livelihood activities. This is because 
agro-pastoralists in the semi-arid tropical drylands have lived with the vagaries of 
weather extremes for generations. In this regard, they have learned the patterns 
of climatic risks that impact their livelihood activities, meaning that risks due to 
climate change will not be a completely new experience.

Extremely risky situations, such as natural disasters, like climate extremes, 
have a significant effect on the probability distributions, resulting in the tails of the 
distribution being emphasized. On the other hand, investment alternatives, such as 
adaptations, are determined by the shape and symmetry of the expected outcome 
distributions [12]. Markowitz’s method of optimization [16] in the context of 
Modern Portfolio Theory (MPT), can be adapted to include anomalies, heavy-tailed 
and asymmetric distributions, as well as more sophisticated measures of extreme 
risks. These technical attributes support its use in risk analysis in riskier undertak-
ing such as crop and animal agriculture in the dryland farming systems.

In this paper, we extend EU theory into the MPT framework in order to analyze 
alternative portfolios of crop and livestock types by agro-pastoralists in terms of 
their returns and associated risks. MPT uses information about the joint probability 
distribution of outcomes of all possible assets in a portfolio (including means, vari-
ances, and covariances) in order to select a portfolio that efficiently manages risk 
[17]. Although MPT has been applied to financial and corporate portfolio manage-
ment since the 1950s, its potential for analyzing climate change adaptation and 
resilience by evaluating returns of livelihood activities and associated risk remains 
unfulfilled.

The MPT framework is increasingly adapted for risk management in agriculture, 
in particular focusing on diversification in agriculture and forestry for reasonably 
higher and stable output in the face of uncertain climate [1, 3, 18]. There are three 
assumptions of MPT for diversification: (i) there is more than one possible invest-
ment at any given time; (ii) these investments are subject to risk; and (iii) that 
the same economic and environmental conditions do not affect all investments 
equally [19].

The livelihood resilience of agro-pastoralists in the face of climate change and 
variability would be enhanced if crop-livestock portfolios generate upgraded 
returns with minimal variances. Optimal diversification by combining activi-
ties with low positive covariance and income-skewing is a primary risk reducing 
strategy. This is achieved by reducing the risk of the overall return by selecting 
a mixture of activities whose net returns have a low or negative correlation [20]. 
This means that farmers spread risk by diversifying the allocation of productive 
assets across various income-generating activities, often preferring farm plans that 
provide a satisfactory level of security even if this means sacrificing income on 
average [21].
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Agro-pastoralists might wish to avoid income fluctuation and to maximize 
income at the same time. Since farms can be thought of as assets within an overall 
portfolio, agricultural producers might behave in a manner like investors who pay 
attention to the concept of diversification. However, agro-pastoralists might not 
have considered diversification in the same way that the typical financial investor 
might: they often look at diversification as changing their crop mix, rotational 
system, and livestock breeds, or even as cultivating spatially separated farms [22] 
and splitting livestock across distant grazing locations [23]. Despite the relevance of 
considering these forms of diversification, our analytical scope is limited to diver-
sification of alternative combinations of crop and livestock enterprises. However, it 
highlights possible future research for increasing the scope of portfolio diversifica-
tion in SSA.

2.2 The study area

The study was conducted in the semi-arid drylands of northern and central 
Tanzania, covering five districts namely Mwanga, Arusha, Babati, Kongwa and 
Ikungi from Kilimanjaro, Arusha, Manyara, Dodoma and Singida regions, respec-
tively. The long-term temperatures and rainfall (1990–2016) were analyzed by 
considering averages of five base years from 1990 to 1995 and the five years of 
2009–2016. The aim was to investigate if there was a notable shift in temperatures 
and rainfall in over the long-term. Unlike comparing a single base (1990) and 
terminal year (2016), the clusters of five years in the base and terminal periods 
facilitate capturing intermittent annual volatility.

The average annual monthly minimum temperature has increased by around 1°C 
in northern Tanzania (Table 1). This means that over time, months that used to be 
cooler are getting warmer. The maximum temperature has risen by 0.3°C in Arusha 
and 0.9°C in Mwanga. The standard deviations are larger, thus indicating increased 
volatility of temperatures. Rainfall has only increased marginally in Mwanga and 
Babati (+16.3 and + 1.3 mm, respectively) and decreased by 72.2 mm in Arusha. The 
magnitudes of standard deviations indicate higher inter-rainfall annual variability.

In the central semi-arid areas, in the cooler months, Kongwa has become 
warmer by about 1°C, while warmer months have registered an average increase 
of about 0.4°C over time (Table 1). Ikungi has registered marginally decreasing 
(−0.3°C) minimum and increasing (+0.1°C) maximum temperatures. In terms of 

Study 
locations

Temperature (°C) Rainfall (mm)

District Base years [earliest 5 yearsѱ] Now [recent 5 years†] Base years 
[earliest 5 

yearsѱ]

Now  
[recent 

5 years†]Min Max Min Max

Mwanga 17.0 (0.32) 29.9 (0.82) 18.1 (0.36) 30.7 (0.34) 431.9 (146.7) 448.2 (80.9)

Arusha 14.4 (0.26) 26.0 (0.61) 14.9 (0.29) 26.3 (0.47) 775.1 (195.9) 702.8 (132.7)

Babati na na na Na 584.4 (183.3) 585.7 (227.9)

Kongwa 16.8 (0.40) 29.0 (1.28) 17.6 (0.14) 29.4 (0.19) 517.2 (30.0) 566.6 (168.5)

Ikungi 16.5 (0.58) 27.5 (0.38) 16.2 (0.17) 27.6 (0.34) 608.5 (188.8) 668.8 (193.9)

Numbers in open and closed brackets are averages and standard deviations, respectively; na = data not available.
ѱBase earliest 5 years between 1990 and 1995.
†The 5 years between 2009 and 2016.
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rainfall, locations in central Tanzania have experienced an increase of monthly 
annual average rainfall between 50 and 60 mm.

Generally, over time, the study locations are getting warmer and experienc-
ing an increase in rainfall. However, larger standard deviations, particularly with 
rainfall, indicate higher variability. Increasing temperatures will counteract mar-
ginal increases in rainfall through increased evapo-transpiration, thus inducing 
stress on plant and animal production. While our results highlight the general trend 
in temperature and rainfall, a more rigorous analysis of rainfall distribution in 
terms of the number of rainy days would provide more information on the rainfall 
distribution, which is what matters most for agricultural production.

2.3 Research design and sampling

This study used a cross-sectional survey design that allowed data to be collected 
at a single point in time, while still having a broad scope. The study used crop 
livestock panel data over the period of 8 years (2009–2017), available at the district 
level, are also used in the analysis. A simplified formula for proportions by [8] is 
adopted in order to obtain the desired sample size of agro-pastoralists in semi-arid 
northern and central Tanzania, assuming 95% confidence level and 0.05 as sam-
pling error; the formula is as follows in Eq. 1:

 
( )

=
+ 21
Nn
N e

 (1)

where n is the sample size;  N is the population size; and e is the level of preci-
sion i.e. sampling error.

Using the above formula, a total of 411 agro-pastoral households were sampled.
A multi-stage sampling approach was employed in order to select the study 

locations and, ultimately, the individual agro-pastoral households. The study loca-
tions from region, district, ward, and down to the village were selected based on 
the criteria of having the largest number of agro-pastoralists. The study covered 5 
regions, each represented by one district, as well as an overall total of 12 wards and 
23 villages. The last stage was random selection of agro-pastoral farmers from lists 
of heads of agro-pastoral households as provided by agricultural field officers in the 
selected sample villages.

2.4 Data types and data collection

Both primary and secondary data are used in this study. Primary data were col-
lected through structured household questionnaire interviews. The questionnaire 
covered among other information, the production costs, yields and sales. Secondary 
data were collected from respective offices at the meteorological weather stations, 
the National Bureau of Statistics (NBS) online database, and district offices. The 
secondary data included historical crop yields and livestock numbers, with the lat-
ter expressed in livestock units (LU). The conversion of different livestock species 
into a standard LU was based on the coefficients suggested by [24]: one animal rep-
resenting 0.7, 0.1, 0.1 and 0.01 LU for cattle, goat, sheep, and chickens, respectively.

2.5 Data analysis

2.5.1 Adapted definitions of MPT terminologies

Beforehand, it was important to present the conventional MPT terminologies 
and how they were applied in this paper (Table 2).
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income at the same time. Since farms can be thought of as assets within an overall 
portfolio, agricultural producers might behave in a manner like investors who pay 
attention to the concept of diversification. However, agro-pastoralists might not 
have considered diversification in the same way that the typical financial investor 
might: they often look at diversification as changing their crop mix, rotational 
system, and livestock breeds, or even as cultivating spatially separated farms [22] 
and splitting livestock across distant grazing locations [23]. Despite the relevance of 
considering these forms of diversification, our analytical scope is limited to diver-
sification of alternative combinations of crop and livestock enterprises. However, it 
highlights possible future research for increasing the scope of portfolio diversifica-
tion in SSA.

2.2 The study area

The study was conducted in the semi-arid drylands of northern and central 
Tanzania, covering five districts namely Mwanga, Arusha, Babati, Kongwa and 
Ikungi from Kilimanjaro, Arusha, Manyara, Dodoma and Singida regions, respec-
tively. The long-term temperatures and rainfall (1990–2016) were analyzed by 
considering averages of five base years from 1990 to 1995 and the five years of 
2009–2016. The aim was to investigate if there was a notable shift in temperatures 
and rainfall in over the long-term. Unlike comparing a single base (1990) and 
terminal year (2016), the clusters of five years in the base and terminal periods 
facilitate capturing intermittent annual volatility.

The average annual monthly minimum temperature has increased by around 1°C 
in northern Tanzania (Table 1). This means that over time, months that used to be 
cooler are getting warmer. The maximum temperature has risen by 0.3°C in Arusha 
and 0.9°C in Mwanga. The standard deviations are larger, thus indicating increased 
volatility of temperatures. Rainfall has only increased marginally in Mwanga and 
Babati (+16.3 and + 1.3 mm, respectively) and decreased by 72.2 mm in Arusha. The 
magnitudes of standard deviations indicate higher inter-rainfall annual variability.

In the central semi-arid areas, in the cooler months, Kongwa has become 
warmer by about 1°C, while warmer months have registered an average increase 
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(−0.3°C) minimum and increasing (+0.1°C) maximum temperatures. In terms of 
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rainfall, locations in central Tanzania have experienced an increase of monthly 
annual average rainfall between 50 and 60 mm.

Generally, over time, the study locations are getting warmer and experienc-
ing an increase in rainfall. However, larger standard deviations, particularly with 
rainfall, indicate higher variability. Increasing temperatures will counteract mar-
ginal increases in rainfall through increased evapo-transpiration, thus inducing 
stress on plant and animal production. While our results highlight the general trend 
in temperature and rainfall, a more rigorous analysis of rainfall distribution in 
terms of the number of rainy days would provide more information on the rainfall 
distribution, which is what matters most for agricultural production.

2.3 Research design and sampling

This study used a cross-sectional survey design that allowed data to be collected 
at a single point in time, while still having a broad scope. The study used crop 
livestock panel data over the period of 8 years (2009–2017), available at the district 
level, are also used in the analysis. A simplified formula for proportions by [8] is 
adopted in order to obtain the desired sample size of agro-pastoralists in semi-arid 
northern and central Tanzania, assuming 95% confidence level and 0.05 as sam-
pling error; the formula is as follows in Eq. 1:
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the National Bureau of Statistics (NBS) online database, and district offices. The 
secondary data included historical crop yields and livestock numbers, with the lat-
ter expressed in livestock units (LU). The conversion of different livestock species 
into a standard LU was based on the coefficients suggested by [24]: one animal rep-
resenting 0.7, 0.1, 0.1 and 0.01 LU for cattle, goat, sheep, and chickens, respectively.
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Beforehand, it was important to present the conventional MPT terminologies 
and how they were applied in this paper (Table 2).
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2.5.2 Incorporating local management into district crop yields and livestock units

The cross-sectional survey used in our study cannot generate longer time series 
data because even recalling data from five-years before is problematic as small-
holder farmers do not keep records. In order to predict future (expected) returns for 
crop and livestock portfolios, frequently the historical performance of respective 
returns are examined [25, 26]. The secondary data for eight years (2009–2017) are 
the longest time series of crop yields and livestock numbers available from the study 
districts. These secondary data were the basis for simulating the distributions of 
future expected yields and livestock units.

Given the nature of data collection and management systems of family farms, the 
aggregated district-level data can have biases and errors resulting from the aggrega-
tion process. Common crop yield estimates are often based on rough estimates of 
aggregate production and area harvested. Owing to significant variation in farming 
practices and growing conditions across farming systems and agro-ecological zones, 
higher-level yield estimates may differ starkly from local yields realized by any given 
smallholder farmer [27]. According to [28], yields and related economic returns vary 
overtime and space, with this variation important for understanding the vulner-
ability of farms to climatic risks. Therefore, we used the cross-sectional household 
survey crop yields and livestock units to normalize respective district-level data. The 
normalization tends to localize aggregated data thus improving the reliability and 
validity of yields and livestock units at the local scale. The normalization approach is 
adapted from the work of [28] as follows in Eq. 2.

 β = /aij aijk hiky y  (2)

where 
aijky = aggregate district-level yield/livestock specie unit of ith crop/

livestock type in jth year of the reference production period (2009–2017), in kth 
district; 

hiky = average observed household yield/livestock type unit of ith  
crop/livestock type in kth district; βaij

 = normalization factor of aggregate district 
level crop yield/livestock type unit of ith crop/livestock type in jth district.

Terminology Usage in financial investments and in this paper

Asset/securities Items within a portfolio which refers to crops and livestock species kept by the 
agro-pastoralist.

Correlation A measure of the degree to which the change in the return of two assets is similar. It 
represents correlations of crop and livestock activities.

Diversification Investing in different assets that together make up a portfolio. It refers to crop and 
livestock activities.

Efficient portfolio A portfolio offering maximal expected return at a chosen level of risk or minimal risk 
at a given return. In this study, it is the crop and livestock portfolio giving relatively 
higher returns at given levels of risk.

Portfolio Set of financial assets held by an investor. It refers to the crop and livestock 
combinations pursued by the agro-pastoralist.

Return Financial returns from a financial investment asset. The concept refers to the value of 
crop outputs and livestock units managed by the agro-pastoralist.

Risk The uncertain outcome of a financial investment expressed as standard deviations or 
variance. It refers to the standard deviations associated with returns from crop and 
livestock portfolios.

Table 2. 
Terminologies of the MPT as applied in this paper.
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The factor is used to downscale secondary aggregated crop yields and livestock 
units to the local context. Thus, the normalized crop yields and livestock units were 
used to derive returns and associated risks as shown in Eq. 3.

 β= ×nij aij aijky y  (3)

where 
nijy = normalized aggregate district-level yield/livestock type unit of ith 

crop/livestock type in jth year of reference production period.

2.5.3 Expected returns of crop or livestock

The size of the returns was measured by the expected mean value of the dis-
tribution. The expected mean return E(R) is given by the weighted average of all 
possible returns, using the probability of achieving the actual return (Ri). However, 
this study employs historical data, meaning that the expected or mean return Ri 
of an individual agro-pastoral return is derived from normalized crop yields and 
livestock units during the 2009–2017 period. The expected returns of crops and 
livestock are estimated as shown in Eq. 4:
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where 
iR= expected return of crop enterprise per hectare over the 2009 to 2017 

period of a particular crop and livestock units per household over the 2009 to 2017 
period; Rs = historical actual returns, and n = number of years.

2.5.4 Risk of individual agro-pastoralist activities

The risk of an individual agro-pastoral’s crop and livestock portfolios was 
measured using respective standard deviations. For most agro-pastoralists as 
“investors,” risk is experienced when they engage in crop and livestock production 
activities that generate returns that are lower than what was expected. As a result, 
it is a negative deviation from the expected (average) return. In other words, each 
crop and livestock activity presents its own standard deviation [26]. A higher 
standard deviation translates into greater risk. The standard deviation of a return is 
the square root of the variance. In general, the variance can be calculated as shown 
in Eq. 5:
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where σ 2= variance, n = number of year, Ri = historical actual return, and R= 
expected returns.

2.5.5 Expected returns of a portfolio

Regardless of how the individual return was calculated, the expected return of a 
portfolio is the weighted sum of the individual returns from the crops and livestock 
that form portfolio, as presented in Eq. 6:
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Where: ws = the proportion of the value of the portfolio constituted by the 
current market value of the ith crops or livestock entities, that is, it is the ‘weight’ 
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tion process. Common crop yield estimates are often based on rough estimates of 
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The factor is used to downscale secondary aggregated crop yields and livestock 
units to the local context. Thus, the normalized crop yields and livestock units were 
used to derive returns and associated risks as shown in Eq. 3.

 β= ×nij aij aijky y  (3)

where 
nijy = normalized aggregate district-level yield/livestock type unit of ith 

crop/livestock type in jth year of reference production period.

2.5.3 Expected returns of crop or livestock

The size of the returns was measured by the expected mean value of the dis-
tribution. The expected mean return E(R) is given by the weighted average of all 
possible returns, using the probability of achieving the actual return (Ri). However, 
this study employs historical data, meaning that the expected or mean return Ri 
of an individual agro-pastoral return is derived from normalized crop yields and 
livestock units during the 2009–2017 period. The expected returns of crops and 
livestock are estimated as shown in Eq. 4:
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activities that generate returns that are lower than what was expected. As a result, 
it is a negative deviation from the expected (average) return. In other words, each 
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attached to the crop or livestock, n = the number of crops or livestock in the portfo-
lio, 

sR  = historical actual return, 
pR = expected return of the portfolio.

2.5.6 Risk associated with portfolio diversification strategy

Risk is the chance that an investment’s return will be different from what is 
expected. This includes the possibility of losing some or all of the original invest-
ment. Modern Portfolio Theory [16] offers a solution to the problem of portfolio 
choice for a risk-averse investor like an agro-pastoralist. The optimal portfolios, 
from the rational investor’s point of view, are defined as those having the lowest 
risk for a given return. These portfolios are said to be mean–variance efficient [29]. 
Portfolio risk is measured by calculating the standard deviation of the historical 
returns or average returns of a specific investment. The standard deviation of the 
portfolio’s rate of return depends on the standard deviations of return for its enti-
ties, their correlation coefficients, and the proportions invested. It is calculated as 
shown in Eq. 7:

 σ ρ σ σ
= =
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1 1

n n

p i j ij i j
i i

X X  (7)

where σ p
 = standard deviation of the portfolio,

i jX X  = proportion invested in each asset,

ρij
 = correlation coefficients between i and j,

σ σi j
 = standard deviation of each asset, and n = number of years.

2.6 Results and discussion

2.6.1 Crops and livestock diversification in Tanzania

Diversification is widely used strategy to spread risk as crops differ in their 
sensitivity to climate and weather extremes. About three-quarters (77%) of the 
responding agro-pastoral households diversified with two or more crops. A sub-
stantial number of agro-pastoral households only grow maize (Figure 1(a)). The 
eight widely diversified crop portfolios, with at least ten counts of involved agro-
pastoral households, included maize-sunflower, maize-cowpea, maize-groundnut, 
maize-millet-sunflower, maize-pigeon pea, maize-millet, maize-sorghum, and 
maize-green gram. Maize as the main preferred staple features in all major crop 
portfolios. With exception of maize, which is relatively sensitive to seasonal 
droughts and intermittent dry spells, the other crops tolerate drought, a characteris-
tic of the semi-arid farming environment. This means that agro-pastoralists in these 
dryland areas tend to make a strategic choice of crop mixes in order to minimize 
production risks. The high preference of maize as a food staple suggests that there 
must be efforts in crop breeding and improvement programs in order to develop 
drought efficient maize varieties.

Diversification involving two or more livestock types involved around 
70% of the sampled agro-pastoralists. Chickens were kept by the majority of 
the agro-pastoralists (Figure 1(b)). The prominent livestock diversification 
portfolios included cattle-goat-chicken, cattle-goat, cattle-chicken, and goat-
chicken. Despite the fact that cattle production is highly vulnerable to seasonal 
droughts drying up pasture and water sources, it remains a part of the livelihood 
activities of agro-pastoral communities. Cattle are part of the social identity of 
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agro-pastoral societies in Tanzania. Goats, appearing in every major diversified 
livestock portfolio, are well adapted to the drier environment due to its ability to 
browse on trees and shrubs. Scavenging rural chickens can also thrive through 
critical drought periods.

Furthermore, diversification strategies integrating crops and livestock stand a 
better chance of effectively spreading production risk. Four major used diversified 
crop-livestock portfolios with at least ten counts of respondent agro-pastoralists 
include maize-millet-sunflower-cattle-goat-sheep-chicken, maize-cattle-goat-
chicken, maize-cattle, and maize-sunflower-cattle-goat-chicken. Maize also 
features in the integrated crop-livestock portfolios. Goat and chickens, which are 
relatively less affected by droughts, were part of the integrated portfolios. Goats 
can browse on shrubs when the land lacks grazing grasses due to seasonal droughts. 
Cattle and sheep, which are reliant upon grasses, are highly vulnerable when graz-
ing grounds dry up due to prolonged seasonal droughts. The prominence of cattle 
that are less-resilient to critical droughts and stressful heat urges for interventions 
to reduce risk in cattle production. Such interventions include water harvesting and 
storage, as well as climate-smart breeding and genotype improvement for adapt-
ability to the drier environment.

Figure 1. 
Current diversification of crop and livestock portfolios. (a) Crop portfolio diversification. (b) Livestock 
portfolio diversification. (c) Crop-livestock portfolios diversification.
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attached to the crop or livestock, n = the number of crops or livestock in the portfo-
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sR  = historical actual return, 
pR = expected return of the portfolio.
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chicken. Despite the fact that cattle production is highly vulnerable to seasonal 
droughts drying up pasture and water sources, it remains a part of the livelihood 
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agro-pastoral societies in Tanzania. Goats, appearing in every major diversified 
livestock portfolio, are well adapted to the drier environment due to its ability to 
browse on trees and shrubs. Scavenging rural chickens can also thrive through 
critical drought periods.

Furthermore, diversification strategies integrating crops and livestock stand a 
better chance of effectively spreading production risk. Four major used diversified 
crop-livestock portfolios with at least ten counts of respondent agro-pastoralists 
include maize-millet-sunflower-cattle-goat-sheep-chicken, maize-cattle-goat-
chicken, maize-cattle, and maize-sunflower-cattle-goat-chicken. Maize also 
features in the integrated crop-livestock portfolios. Goat and chickens, which are 
relatively less affected by droughts, were part of the integrated portfolios. Goats 
can browse on shrubs when the land lacks grazing grasses due to seasonal droughts. 
Cattle and sheep, which are reliant upon grasses, are highly vulnerable when graz-
ing grounds dry up due to prolonged seasonal droughts. The prominence of cattle 
that are less-resilient to critical droughts and stressful heat urges for interventions 
to reduce risk in cattle production. Such interventions include water harvesting and 
storage, as well as climate-smart breeding and genotype improvement for adapt-
ability to the drier environment.

Figure 1. 
Current diversification of crop and livestock portfolios. (a) Crop portfolio diversification. (b) Livestock 
portfolio diversification. (c) Crop-livestock portfolios diversification.
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2.6.2 Crop and livestock production with associated risks

2.6.2.1 Localized crop yields with associated risks

The district-level secondary data for seven growing seasons were localized 
through normalization with observed crop yields and livestock units in the survey 
localities. Table 3 shows that, exception for millet, localized yields were higher than 
unadjusted aggregate district-level crop yields. For most crops, including sorghum, 
green gram, maize, groundnuts and beans, the localized yields ranged between a 
quarter and a half percent over the aggregate district-level yields.

The temporal volatility of locally adjusted crop yields, as reflected by the 
coefficients variation, was apparently higher than unadjusted district-level 
yields. Implicitly, local yields were highly variable with higher variances that 
were extended into adjusted aggregate yields through the normalization process. 
Although the aggregate data includes data collected outside the survey localities, it 
is still plausible to argue that the study locales represent the areas of respective dis-
tricts. Therefore, in order to realistically reflect the local production risks faced by 
agro-pastoralists, downscaling higher level information is important. Furthermore, 
crop yields for most crops were below the national average of 1–2 tons for most for 
cereals and grain legumes. This reflects the higher production risks associated with 
crop production in semi-arid dryland areas.

2.6.2.2 Localized livestock units with associated risk

Results in Table 4 indicate that cattle are the most significant livestock asset. 
Locally adjusted livestock units tended to be relatively smaller for cattle and sheep. 
There was some increase in the locally adjusted livestock units for goats and chick-
ens. Given that the local livestock units were the denominator of the normalization 
factor, it means there were fewer goats and chicken but more cattle and sheep in 
the locales on average than in the rest of the respective districts. At the district 
scale, the numbers of goats and chickens were much variable over the period of 
8 years. Locally adjusted livestock units tended to vary widely over the years, but 
with only limited differences across animal types. Goats and chickens are normally 
sold by agro-pastoralists for immediate cash needs, while decisions to sell cattle 

Crops Unadjusted district-level revenue (ton/ha) Locally adjusted revenue (ton/ha)

Mean Std. Dev. CV Mean Std. Dev. CV

Maize 265155.20 63638.00 0.24 375812.00 245828.80 0.65

Cowpeas 482332.80 352575.20 0.73 511172.00 507919.60 0.99

Beans 283974.00 89206.00 0.31 578570.00 466446.80 0.81

Sorghum 180968.80 36960.80 0.2 245302.40 136375.20 0.56

Green gram 201761.60 140492.40 0.7 335786.80 386753.60 1.15

Millets 245716.00 78527.60 0.32 235958.80 113006.80 0.48

Sunflower 179408.40 74166.00 0.41 229247.20 166135.60 0.72

Pigeon peas 70556.40 70255.60 1 125584.00 194655.20 1.55

Groundnuts 834024.40 564639.20 0.68 1395787.20 1583467.60 1.13

Table 3. 
Unadjusted and locally adjusted revenue (Tshs).
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are carefully considered. Therefore, due to the volatility in the local production 
conditions and outputs, the aggregated information cannot be generalized for local 
realities.

2.6.2.3 Potential diversification of crop and livestock portfolios

An efficient portfolio is either a portfolio that offers the highest expected 
return at a given level of risk, or one with the lowest level of risk for a given 
expected return. The majority of agro-pastoralists manage combinations of two 
crops and two livestock species. The paired combinations of crops and livestock 
were the basis for developing integrated portfolios through a permutation process. 
Table 5 shows one crop-livestock portfolio (Sorghum, sunflower, cattle and goat) 
with highest returns at a less level of risk. As presented earlier, maize is the pre-
dominant enterprise. Maize-beans-cattle-sheep had the highest returns followed 
by millet-beans-cattle-chickens.

Apparently, the high-return high-risk portfolio categories tended to include cat-
tle and beans, which are high value commodities. However, these two commodities 
are sensitive to climatic shocks, especially droughts. Beans are the major source of 
food protein that are widely consumed and traded in both rural and urban areas of 
Tanzania. Beans from northern Tanzania are also exported to Kenya. Maize-green 
gram-goat-sheep and maize-millet-cattle-goat were the least-risk, lowest-return 
portfolios. Early maturing maize varieties, millet, and green gram are drought 

Types Unadjusted livestock Locally adjusted livestock

Mean Std. Dev. CV Mean Std. Dev. CV

Cattle 2449339.20 852204.00 0.35 750101.20 1108561.00 1.48

Goats 200464.40 141244.40 0.7 258387.20 383990.00 1.49

Sheep 103268.40 43691.20 0.41 18273.60 22033.60 1.21

Chicken 71740.80 56381.20 0.76 127069.20 150926.40 1.19

Table 4. 
Unadjusted and locally adjusted livestock revenue (Tshs).

Portfolio Expected return (TShs) Risks (TShs) CV

Maize, beans, cattle and sheep 382937.20 206574.40 0.54

Maize, sorghum, cattle and chicken 442307.60 221783.60 0.5

Millet, beans, cattle and chicken 240376.80 140229.20 0.58

Maize, groundnut, cattle and chicken 330034.00 175310.00 0.53

Maize, cowpea, cattle and goat 283015.20 157092.80 0.56

Maize, sunflower, cattle and goat 283541.60 156077.60 0.55

Sorghum, sunflower, cattle and goat 1129880.00 486694.40 0.43

Maize, pigeon pea cattle and sheep 140962.40 130660.00 0.93

Maize, green gram, goat and sheep 108776.80 106370.40 0.98

Maize, millet, cattle and goat 386227.20 204694.40 0.53

Table 5. 
Expected returns and risks of potential crop-livestock portfolios.
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are carefully considered. Therefore, due to the volatility in the local production 
conditions and outputs, the aggregated information cannot be generalized for local 
realities.

2.6.2.3 Potential diversification of crop and livestock portfolios

An efficient portfolio is either a portfolio that offers the highest expected 
return at a given level of risk, or one with the lowest level of risk for a given 
expected return. The majority of agro-pastoralists manage combinations of two 
crops and two livestock species. The paired combinations of crops and livestock 
were the basis for developing integrated portfolios through a permutation process. 
Table 5 shows one crop-livestock portfolio (Sorghum, sunflower, cattle and goat) 
with highest returns at a less level of risk. As presented earlier, maize is the pre-
dominant enterprise. Maize-beans-cattle-sheep had the highest returns followed 
by millet-beans-cattle-chickens.

Apparently, the high-return high-risk portfolio categories tended to include cat-
tle and beans, which are high value commodities. However, these two commodities 
are sensitive to climatic shocks, especially droughts. Beans are the major source of 
food protein that are widely consumed and traded in both rural and urban areas of 
Tanzania. Beans from northern Tanzania are also exported to Kenya. Maize-green 
gram-goat-sheep and maize-millet-cattle-goat were the least-risk, lowest-return 
portfolios. Early maturing maize varieties, millet, and green gram are drought 

Types Unadjusted livestock Locally adjusted livestock

Mean Std. Dev. CV Mean Std. Dev. CV

Cattle 2449339.20 852204.00 0.35 750101.20 1108561.00 1.48

Goats 200464.40 141244.40 0.7 258387.20 383990.00 1.49

Sheep 103268.40 43691.20 0.41 18273.60 22033.60 1.21

Chicken 71740.80 56381.20 0.76 127069.20 150926.40 1.19

Table 4. 
Unadjusted and locally adjusted livestock revenue (Tshs).

Portfolio Expected return (TShs) Risks (TShs) CV

Maize, beans, cattle and sheep 382937.20 206574.40 0.54

Maize, sorghum, cattle and chicken 442307.60 221783.60 0.5

Millet, beans, cattle and chicken 240376.80 140229.20 0.58
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tolerant and, hence, risk efficient. Likewise, goats are relatively less vulnerable than 
cattle. However, the downside risk associated with cattle is downplayed when this 
activity is part of the risk-efficient crop-livestock portfolios.

2.7 Conclusions and policy implications

Agro-pastoral households in the semi-arid areas of central and northern 
Tanzania have lived with the vagaries of weather, coping and adapting through an 
array of diversified crop and livestock portfolios. In the face of a changing climate, 
along with other production and market risks, current and potential crop and 
livestock portfolios must be empirically illuminated in order to test their underly-
ing efficacy in ensuring acceptable returns and associated risks. Shedding light on 
the levels of returns and associated risks is critical in informing the future design 
of crop-livestock portfolios that enhance the livelihood resilience of agro-pastoral 
households in semi-arid areas of Tanzania.

The majority of agro-pastoralists are diversifying within and integratively across 
crop and animal farming activities. Some crops and livestock species, such as maize, 
cattle and sheep, are sensitive to climatic related production risks, but are widely 
raised. Apart from long-term breeding and genotype improvement programs to 
develop varieties and breeds that are drought resistant, the strategic reorientation 
of crop and livestock portfolios appears to be an affordable and tailored solution. 
For instance, goats and chickens that can thrive under critical drought conditions 
should be promoted in order to create portfolios that generate acceptable returns 
while minimizing risk.

Crop and livestock productivity in the semi-arid areas of central and northern 
Tanzania are generally low compared the national averages. Factors that contribute 
to such lower productivity among others include dependence on weather-depen-
dent rainfed agriculture and lack of rainwater harvesting infrastructure. However, 
semi-arid Tanzania is home to a majority of the poor, with destitute cropping and 
herding families, thus making them poverty hotspots where poverty reduction 
efforts should be strategically targeted. Our analyses suggest an array of crop and 
livestock portfolios that can be promoted in order to generate economic returns 
within certain bounds of risks.

This study investigates the levels of economic returns and associate risks for the 
current and potential crop and livestock portfolios. In order to highlight the centrality 
of strategic choices of economic portfolios among agro-pastoralists for enhanced live-
lihood resilience, it is important to incorporate off-farm activities into the portfolio 
diversification analysis. However, this is left as an empirical niche for further studies.

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Chapter 10

Arabian Sea Tropical Cyclones:
A Spatio-Temporal Analysis in
Support of Natural Hazard Risk
Appraisal in Oman
Suad Al-Manji, Gordon Mitchell and Amna Al Ruheili

Abstract

Tropical cyclones [TCs] are a common natural hazard that have significantly
impacted Oman. Over the period 1881–2019, 41 TC systems made landfall in Oman,
each associated with extreme winds, storm surges and significant flash floods, often
resulting in loss of life and substantial damage to infrastructure. TCs affect Omani
coastal areas from Muscat in the north to Salalah in the south. However, developing
a better understanding of the high-risk regions is needed, and is of particular
interest in disaster risk reduction institutions in Oman. This study aims to find and
map TC tracks and their spatio-temporal distribution to landfall in Oman to identify
the high-risk areas. The analysis uses Kernel Density Estimation [KDE] and Linear
Direction Mean [LDM] methods to better identify the spatio-temporal distribution
of TC tracks and their landfall in Oman. The study reveals clear seasonal and
monthly patterns. This knowledge will help to improve disaster planning for the
high-risk areas.

Keywords: Oman, Arabian Sea, tropical cyclone, storm track analysis, natural
hazard risk assessment, hazard mapping

1. Introduction

Understanding and forecasting the consequences of climate change is critical to
support the work of planners and decisions makers. Climate change has touched
many aspects of our environment and life; for example, 43% of all natural disasters
are related to flooding, which has impacted 56% of all people around the world [1].
Rising global temperature drives more frequent and extreme rainfall events [2], and
through thermal expansion, sea level rise. It has been reported that the temperature
of the Indian Ocean is increasing faster than other oceans [3]. These factors increase
flood risk for coastal zones, particularly those in low lying areas, such as Oman.

These increased risks are expected to persist. For example, in Japan, general
circulation models used to forecast the frequency of future storms and cyclones
indicate potential losses of about 10 billion USD per year from 100 year return
period rainfall events [4]. Similar findings from more frequent and extreme events
are projected for central India [5]. Major storms also heavily impact important
coastal habitat and ecosystems, particularly coral reefs [6, 7] that are also under
climate change pressure from ocean warming and acidification. Recent studies
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provide a projection of tropical cyclones (TCs) for 2081–2100 at global and regional
scales, and conclude that with a scenario of 2 degrees of global warming, there will
be a global reduction in the number of TCs but an increase in TC intensity (more
cyclonic events of category 4 and 5), and an increase of tropical cyclonic rainfall
amount by 5–20% [8].

These more intense events are often very damaging. For example, the Gulf Coast
of the United States was hit by Hurricane Katrina in 2005, resulting in 1300 fatalities,
and infrastructure and urban damage costs of $75 billion. In 2003, Hurricane Isabel
struck North Carolina and New Jersey resulting in 40 deaths and $3.6 billion in
damage [9]. The damage risk is exacerbated by urbanization, including in the Gulf
countries, as flood hazards are elevated by modification of otherwise natural land
surfaces, whilst more people and assets are also exposed to the elevated flood risk [10].

These pressures apply in Oman, where TC’s represent a significant risk to people
and infrastructure [11]. TCs and storms coming from the Arabian Sea are common
in Oman [12, 13]. They are associated with intense rainfall, flash flooding, and can
generate tremendous infrastructural, socio-economic and environmental losses
[14–16]. For example, TC Gonu, the first category 5 ‘super cyclone’ recorded in the
Arabian Sea in a century, hit northern Oman and Iran in 2007, with 78 fatalities,
and an estimated $4.6 billion in damage [12]. Gonu is considered Oman’s worst
natural disaster but smaller events can be very damaging too; for example a 2002
cyclonic storm (ARB 01) caused about $50 million in damage [17, 18]. The most
intense recent events to impact Oman were in the 2015 North Indian Ocean season,
comprising the cyclonic storm Ashobaa and the extreme cyclonic storms Chapala
and Megh, both of which resulted in fatalities. Since then southern Oman has
experienced flash flooding due to TCs Mekuno and Luban in 2018, with further
intense storm events in 2020 [19]. A higher frequency of extreme rainfall events is
now considered the new norm in Oman [20].

In the Arabian Sea region, the majority of TCs form near the Laccadive Islands
[�11° N, 73° E] in two seasons: the pre-monsoon and the post-monsoon [21]. The
pre-monsoon season runs from the end of April to June when the south-west wind
rises, and the sea surface becomes very warm. The post-monsoon season runs from
September to December, when the south-west wind declines and a northeast wind
develop over the Arabian Sea [22].

Recent studies report an increase in the frequency of extremely severe cyclonic
storms in the pre-monsoon period [23] an increase attributed to elevated anthropo-
genic black carbon and sulphate emissions [24]. These anthropogenic emissions
lead to a weakening of the climatological vertical wind shear, causing an increase in
TC intensity in the Arabian Sea [24].

Most of these more intense TCs make landfall [24] and so pose a growing risk.
Understanding cyclone frequency and direction is thus essential in identifying areas
at high risk in Oman and supporting disaster management. Therefore, this study
analyses TCs in the Arabian Sea to better understand their frequency and direction.
The study presents a spatio-temporal analysis of cyclone tracks in the Arabian Sea
region, drawing on observations from 1881–2019. The research aims to identify
high-frequency seasons, the cyclone direction in each season, and the linear direction
trend. The results are intended to identify the more exposed areas around the Arabian
Sea, particularly in Oman, and to support disaster risk appraisal and management.

2. Data and methods

A spatial [GIS] database of TCs was created based on tracks obtained from the
Indian Metrological Department Atlas for the period 1881–1999 [25, 26] and the
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IMD e-Atlas for storm and depression tracks over the North Indian Ocean for 1891–
2019 [27]. The data used represent all known major tropical systems in the Arabian
Sea, 1881–2019, for which observations are available. The tracks show tropical
system intensity [category] with data organized based on the temporal [seasonal
and monthly] distribution of cyclone tracks and their point of origin. Tracks that
made landfall in Oman were extracted from the total tracks for dedicated analysis.

Two methods were used in the spatio-temporal analysis. First, kernel density
estimation [KDE] was used to calculate the TCs density distribution. The standard
deviations of the KDE showed the high-density area of tracks and were calculated
seasonally and monthly for both total Arabian Sea cyclones, and those making
landfall in Oman.

Next, the Linear Direction Mean [LDM] is used to identify the linear trend of
tracks [the mean orientation and mean angular direction of cyclone tracks], also by
month and season. Adding the temporal dimension is useful as it can reveal seasonal
variability in tracks. The LDM statistic is “the angle of a line representing the mean
direction or orientation of all the lines in the dataset” [28]. The orientation mean
considers only the tracks’ movements, whilst the linear direction mean θR½ ] addi-
tionally considers the from/to [e.g. east to west] direction of travel. Esri ArcGIS was
used to calculate the LDM and circular statistics of compass angle and circular
variance [see below] with tracks defined by each cyclone’s origin and endpoint
coordinates plotted in a space graph with origin 0, 0 [28]. The statistics calculated
are as follows:

Y ¼
Pn

i¼1 sin θi
n

(1)

X ¼
Pn

i¼1 cos θi
n

(2)

Where X and Y are the rectangular coordinates of the mean point, and n is the
number of tracks.

OR ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2 þ Y2

p
(3)

Where OR is the length of the resultant vector [in decimal degree [DD] and
subsequently distance, where 1 DD = 111.3 km].

cos θ ¼ X
OR

(4)

sin θ ¼ Y
OR

(5)

Where cos �θ is the sum of the cosines of the angles of the trackand sin �θ is the
sum of the sines of track angles. The mean angular direction θR is then:

θR ¼ arctan
sin �θ
cos �θ

� �
(6)

The θR of the resultant vector R½ � is the mean directional counter clockwise from
due east [with a value up to 180°]. The resultant vector R½ � shifted into the correct
quadrant is the compass angle clockwise from due north [with value 0–360°].

The circular variance [s] shows how much storm track directions deviate from
the directional mean, and is analogous to the standard deviation. The circular
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variance is calculated from the length of the resultant vector [OR], with the result
then subtracted from 1 as [28]:

s ¼ 1�OR
n

(7)

The circular variance, s, has a value between 0 and 1. If all lines pointed in the
same direction, the OR would equal the number of lines n [OR/n = 1], and the
circular variance [s] = 0. If lines pointed in the opposite direction, then OR = 0
and s =1 [28].

The KDE and LDM analyses thus show the location-frequency [density] of the
Arabian Sea tropical cyclones [1881–2019] and their mean tracks, and how these
factors vary over time, by cyclone intensity, and in particular for those cyclones
which pose the most significant risk to Oman, those making landfall.

3. Results

3.1 Arabian Sea tropical cyclones frequency

Table 1 presents summary statistics for TCs that formed in the Arabian Sea,
1881–2019. In total, 236 systems formed in the Arabian Sea; of which 134 made
landfall, and 102 died in the Arabian Sea or the Gulf of Aden. India has the highest
frequency of Arabian Sea cyclones making landfall, with 26.7% of the total, about
half of all those making landfall. Overall 47 systems made landfall in Oman [19.9%
of the total], and another 16 entered Omani coastal waters but died at sea [between
60–64° E].

Table 2 shows the monthly distribution of Arabian Sea cyclones. The data is
grouped into temporal bands that indicate two to four cyclones occur every
15 years, except for 1955–1984 when twice this rate occurred. There is a high
frequency of cyclone formation in May–June and October–November. Half of all
landfall events occurred in the pre-monsoon [13 in May, nine in June], and 30% in
the post-monsoon [five in September, six in October, plus one in November], a
pattern consistent with the shorter record of Membery [29]. Thus the formation of
TCs in the Arabian Sea occurs in two distinct seasons; pre-and post-monsoon.

Landfall country Frequency %

India 63 26.7

Oman 47 19.9

Pakistan 10 4.2

Somalia 7 3.0

Yemen [Socotra islands] 7 3.0

Terminates at Sea 102 43.2

Arabian Sea 96 40.7

Gulf of Aden 6 2.5

Total 236 100

Source: [IMD archive].

Table 1.
Distribution of tropical systems in the Arabian Sea, 1881–2019.
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3.2 Track analysis of Arabian Sea storms making landfall in Oman

3.2.1 Tracks classification

The tracks analysis (Figure 1) reveals a distinct difference in pre-and post-
monsoon cyclones. Figure 1(1) shows the distribution of cyclone origin point and
track in the pre-monsoon by month. All pre-monsoon cyclone origins were in the
Arabian Sea, to the south-east in May, moving slightly to the northeast in June, then
to the north in July. The tracks vary in each month direction, but a clear pattern of
track movement is to the south-west Arabian Sea in May and to the north-west in
June and July, although there are numerous cases in June when the track curves
northeast toward India.

Figure 1(2) shows the distribution of origin points and tracks in the post-
monsoon. Origin points are distributed over a larger area than in the pre-monsoon.
Most post-monsoon storms originate in the northeast Arabian Sea in September and
move gradually to the south-east and the south Arabian Sea in October–December.
However, several storms formed in the Bay of Bengal and track west over India
before arriving in the Arabian Sea. The tracks analysis shows that in the post-
monsoon, cyclones usually track to the west of the Arabian Sea in September, then
gradually to the south-west toward the Gulf of Aden and the Horn of Africa in
October–December. However, some November cyclones recurved to India in the
east of the Arabian Sea.

The origins and tracks for the sub-set of systems that made landfall in Oman also
vary by season and month of formation. Figure 1(1) shows pre-monsoon origins
and tracks, revealing a distinct difference in tracks within this period. In May,
systems frequently travel to the coast between Masirah Island (central Oman) and
Salalah in south-west Oman. In June the track direction moves to central to north-
east Oman, such that tropical systems arrive at the coast between Masirah Island
and Ras Al Had, the easterly most point of Oman at the mouth of the Oman Sea.
Note, however, that the historical record indicates that storms occasionally deviate
from this general pattern. A strong storm of May 1898 crossed Oman from Ras

Years Jan Feb Mar Apr May June July Aug Sep Oct Nov Dec Total %

1880–1894 0 0 0 1 2 5 0 0 0 1 3 0 12 5

1895–1909 0 0 0 1 4 5 2 0 0 5 1 1 19 8

1910–1924 0 0 0 1 3 2 0 0 0 2 1 0 9 6

1925–1939 1 0 0 0 5 7 0 0 2 5 4 0 24 9

1940–1954 0 0 0 4 2 6 0 0 1 4 5 1 23 10

1955–1969 0 0 0 0 6 5 3 2 1 5 5 2 29 13

1970–1984 0 0 0 1 6 9 4 0 2 12 10 2 46 21

1985–1999 0 0 0 0 3 6 0 0 1 6 5 3 24 10

2000–2014 0 0 0 0 5 9 0 0 4 6 7 1 32 12

2015–2019 0 0 1 0 2 4 0 0 1 5 1 4 18 6

Total 1 0 1 8 38 58 9 2 12 51 42 14 236 100

% 0% 0% 0% 3% 38% 25% 4% 1% 5% 22% 18% 6% 100

Source: [IMD archive].

Table 2.
Monthly distribution of tropical systems in the Arabian Sea, 1881–2019.
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variance is calculated from the length of the resultant vector [OR], with the result
then subtracted from 1 as [28]:

s ¼ 1�OR
n

(7)

The circular variance, s, has a value between 0 and 1. If all lines pointed in the
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landfall events occurred in the pre-monsoon [13 in May, nine in June], and 30% in
the post-monsoon [five in September, six in October, plus one in November], a
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Landfall country Frequency %
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Total 236 100

Source: [IMD archive].

Table 1.
Distribution of tropical systems in the Arabian Sea, 1881–2019.
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3.2 Track analysis of Arabian Sea storms making landfall in Oman
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Madrakah (south of Masirah Island) and moved to north Oman [25], whilst a
storm of June 1885 moved to the south-east coast and entered the Gulf of Aden off
Yemen [30].

Figure 1(2) shows that the origins and tracks in the post-monsoon similarly have
a distinct tracks pattern within this period. In September cyclones track to Central
Oman from Masirah Island to Ras Madrakah and then in October–December move
progressively toward Salalah in south-East Oman.

3.2.2 KDE of Arabian Sea tracks

Kernel Density Estimation [KDE] is used to analyze cyclone tracks’ distribution in
the Arabian Sea and identify areas with a high-density of cyclones. Figure 2 displays
the KDE of all tracks in the Arabian Sea and shows a high density of tracks over a
large area of the Arabian Sea, from 15–25° N and 60–73° E. In the pre-monsoon
(Figure 2(1)) there is a high-density of track movement to the north-east, toward the
north-west Indian coast (Gujarat), whilst in the post-monsoon (Figure 2(2)) the
high-density area is more to the south and south-east of the Arabian Sea.

Figure 3 shows the KDE of those tracks that made landfall in Oman. There is a
high density of tracks in the mid-East coastline of Oman near Ras Madrakah, which
is also evident in the pre-monsoon period (Figure 3(1)). In the post-monsoon
period, the highest density of tracks is toward the south-east coastline of Oman,
near Salalah (Figure 3(2)).

Figure 4 shows the KDE of cyclone tracks making landfall in Oman, by pre-and
post-monsoon month. In May, the tracks’ highest density is in mid-Oman near Ras
Madrakah, with some tracks in the south near Salalah. In June there remains a high

Figure 1.
Seasonal distribution of Arabian Sea cyclone tracks with landfall in Oman, 1881–2019: (1) pre-monsoon,
(2) post-monsoon.

150

Agrometeorology

density in mid-Oman, but additionally to the north of Oman, near Ras Al Had.
In the post-monsoon, the highest density of the tracks is in mid-Oman near Ras
Madrakah in September which moves to the south near Salalah in October.

3.2.3 Linear direction mean of Arabian Sea storm tracks

Linear Direction Mean (LDM) results are presented in Table 3 and Figure 5. For
all storm tracks in the Arabian Sea (Figure 4(1)) the LDM is to the north-west
toward Oman and Iran, with directional mean angle 127.8° (clockwise from due
east; compass angle 322.25°), and an average track length of 1480 km. Figure 4(1)
shows that the LDM in the pre-monsoon is to the north, toward Pakistan, with
mean directional angle 120.4°, the post-monsoon LDM is to the north-west toward
Oman’s north-east coastline, with mean directional angle 136.4°.

Figure 5(1) shows the LDM of those tracks that made landfall in Oman. This
track’s mean directional angle is 157.8°, to the mid-East Oman coastline south of
Masirah Island, and with a mean length of 2169 km. The LDM of the pre-monsoon
tracks moved slightly to the north of the LDM of all tracks, to the middle of Masirah
Island, with mean directional angle 146.0°, and mean length 1827 km. The post-
monsoon landfall tracks have a mean directional angle of 157.9° to Ras Madrakah,
with a mean length of 2361 km.

Figure 5(3) shows the LDM of tracks that made landfall in Oman, by seasonal
distribution (pre-and post-monsoon), and Figure 5(4) shows the monthly LDM of
tracks. May and June in the pre-monsoon are the highest frequency storm months.

Figure 2.
Kernel density estimation (KDE) of Arabian Sea tracks 1881–2019: (1) pre-monsoon, (2) post-monsoon.
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Kernel Density Estimation [KDE] is used to analyze cyclone tracks’ distribution in
the Arabian Sea and identify areas with a high-density of cyclones. Figure 2 displays
the KDE of all tracks in the Arabian Sea and shows a high density of tracks over a
large area of the Arabian Sea, from 15–25° N and 60–73° E. In the pre-monsoon
(Figure 2(1)) there is a high-density of track movement to the north-east, toward the
north-west Indian coast (Gujarat), whilst in the post-monsoon (Figure 2(2)) the
high-density area is more to the south and south-east of the Arabian Sea.

Figure 3 shows the KDE of those tracks that made landfall in Oman. There is a
high density of tracks in the mid-East coastline of Oman near Ras Madrakah, which
is also evident in the pre-monsoon period (Figure 3(1)). In the post-monsoon
period, the highest density of tracks is toward the south-east coastline of Oman,
near Salalah (Figure 3(2)).

Figure 4 shows the KDE of cyclone tracks making landfall in Oman, by pre-and
post-monsoon month. In May, the tracks’ highest density is in mid-Oman near Ras
Madrakah, with some tracks in the south near Salalah. In June there remains a high
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density in mid-Oman, but additionally to the north of Oman, near Ras Al Had.
In the post-monsoon, the highest density of the tracks is in mid-Oman near Ras
Madrakah in September which moves to the south near Salalah in October.

3.2.3 Linear direction mean of Arabian Sea storm tracks

Linear Direction Mean (LDM) results are presented in Table 3 and Figure 5. For
all storm tracks in the Arabian Sea (Figure 4(1)) the LDM is to the north-west
toward Oman and Iran, with directional mean angle 127.8° (clockwise from due
east; compass angle 322.25°), and an average track length of 1480 km. Figure 4(1)
shows that the LDM in the pre-monsoon is to the north, toward Pakistan, with
mean directional angle 120.4°, the post-monsoon LDM is to the north-west toward
Oman’s north-east coastline, with mean directional angle 136.4°.

Figure 5(1) shows the LDM of those tracks that made landfall in Oman. This
track’s mean directional angle is 157.8°, to the mid-East Oman coastline south of
Masirah Island, and with a mean length of 2169 km. The LDM of the pre-monsoon
tracks moved slightly to the north of the LDM of all tracks, to the middle of Masirah
Island, with mean directional angle 146.0°, and mean length 1827 km. The post-
monsoon landfall tracks have a mean directional angle of 157.9° to Ras Madrakah,
with a mean length of 2361 km.

Figure 5(3) shows the LDM of tracks that made landfall in Oman, by seasonal
distribution (pre-and post-monsoon), and Figure 5(4) shows the monthly LDM of
tracks. May and June in the pre-monsoon are the highest frequency storm months.

Figure 2.
Kernel density estimation (KDE) of Arabian Sea tracks 1881–2019: (1) pre-monsoon, (2) post-monsoon.
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Figure 3.
Seasonal kernel density estimation [KDE] of Arabian Sea cyclone tracks 1881–2019, for cyclones making
landfall in Oman. (1) pre-monsoon, (2) post-monsoon.

Figure 4.
Monthly kernel density estimation [KDE] of Arabian Sea cyclone tracks 1881–2019 for cyclones making
landfall in Oman.
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Tracks Compass
Angle 1

Direction Mean
angle2 θR½ �

Circular
Variance s½ �

X Y OR

[km]

All tracks 322.25 127.75 0.28 67.72 16.82 1479

Pre-monsoon 332.59 120.41 0.24 67.04 18.96 1221

Post-monsoon 313.63 136.37 0.31 66.27 14.91 1569

Tracks making Oman
landfall

298.25 151.75 0.11 64.54 17.09 2169

Pre-Monsoon 302.25 147.74 0.08 63.47 17.11 1827

Post-Monsoon 287.39 162.60 0.03 64.71 16.25 2361

May 302.59 147.41 0.05 62.30 15.71 1748

June 306.30 143.70 0.12 65.35 18.91 1984

Sep 287.63 162.37 0.02 67.99 18.92 2424

Oct 289.22 160.78 0.03 65.87 15.45 2885

Notes. 1. The resultant vector R½ � shifted into the correct quadrant clockwise from due north. 2. The directional mean
angle θR½ � of the resultant vector R½ � value up to 180° counter clockwise from due east.

Table 3.
Linear direction mean (LDM) parameters for Arabian Sea storm tracks, 1881–2019.

Figure 5.
Linear direction mean (LDM) of Arabian Sea cyclone tracks: (1) all tracks, (2) tracks making landfall in
Oman, and (3) tracks making landfall in Oman by pre- and post-monsoon month.
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Figure 3.
Seasonal kernel density estimation [KDE] of Arabian Sea cyclone tracks 1881–2019, for cyclones making
landfall in Oman. (1) pre-monsoon, (2) post-monsoon.

Figure 4.
Monthly kernel density estimation [KDE] of Arabian Sea cyclone tracks 1881–2019 for cyclones making
landfall in Oman.
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Storms in May track toward the mid-east coast of Oman and Ras Madrakah. In June
storms have a similar LDM but move to the north-west Arabian Sea and toward
Oman’s capital, Muscat, as they originate further north and east than May storms,
whilst having a track length several hundred kilometers greater. A similar situation
occurs in the post-monsoon. The LDM of tracks is similar for September and
October storms, with October storms originating to the northeast of May storms.
September storms thus tend to track toward Masirah Island on Oman’s eastern
coast, whilst in October, storms making landfall tend to head toward the south-east
coast, and Salalah, Oman’s main southern city.

4. Discussion

Our study has sought to support the management of risk from natural hazard in
Oman, through developing an improved understanding of TC hazard. To do this we
have: collated geographical data from the Indian Metrological Department for all
known TC and cyclonic storm events in the Arabian Sea since 1881; plotted the
tracks of each storm from point of origin to expiration, by storm category (size), by
month and season, and with particular reference to those events that made landfall
in Oman (these events tend to be large); and conducted a directional analysis to
determine likely course of a TC and a spatial (KDE) analysis to determine geo-
graphic areas at higher risk of TC makings landfall.

Our analysis sheds light on the origins and tracks of Arabian Sea TCs by season.
TCs in the Arabian Sea form in two seasons: the pre-monsoon and the post-
monsoon [30, 31]; our analysis reveals a distinct difference in the subsequent TC
track between these pre-and post-monsoon periods. All pre-monsoon TCs form in
the Arabian Sea itself. In May, they start in the south-east and track to the south-
west; in June their origin moves north-east and TCs track north-west; in July TCs
form further north still, but continue to track north-west. There are however cases
in June when TCs curve north-east toward India. TCs in the post-monsoon period
originate over a larger area extending as far as the Bay of Bengal, with TCs tracking
west over India to arrive in the Arabian Sea. However, most TCS in this season form
in the north-east Arabian Sea in September, then south-east and the south Arabian
Sea from October – December. TCs tend to track south-west toward the Gulf of
Aden and the Horn of Africa in October–December, although some TCs in the east
Arabian Sea recurved to India.

In general, TCs affect Omani coastal areas from Muscat in the north to Salalah in
the south (Figure 6). Our analysis specifically of those TCs that made landfall in
Oman shows that the origins and tracks for systems that make landfall in Oman also
vary by season and month of formation. Pre-monsoon TCs tend to originate in the
south of the region in May and frequently make landfall between Masirah Island
(central Oman) and Salalah in south-west Oman. In June TCs tend to originate
further north and make landfall between Masirah Island and Ras Al Had, the
easterly most point of Oman at the mouth of the Oman Sea. There are however,
some exceptions to this general behavior. Post-monsoon cyclones also have distinct
origins and tracks. September TCs tend to form in the north and are likely to make
landfall in central Oman, from Masirah Island to Ras Madrakah (Al Duqum), whilst
from October–December TCs move progressively toward Salalah in south-east
Oman.

Our tracks analysis (part of a wider study of TC resilience in Oman) was first
conducted up to and including 2014, and subsequent events have provided an
opportunity to test our general conclusions. Early confirmation came from tropical
storm Ashobaa in June 2015, which our results suggested would strike Oman in the
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northern region, and indeed this is what happened, with the storm traveling to the
north-eastern coast, hitting Oman near Ras-Al Had. Similarly, TC Mukuno that also
developed in the pre-monsoon (May 2018), traveled to the south-eastern coast,
hitting Salalah and Yemen, as suggested by our analysis. For the post-monsoon we
note that TC Hika, which formed in September 2019, traveled to the mid-Omani
coastline toward Al Duqum (where it caused substantial damage), whilst TC Luban,
formed in the Arabian Sea in October 2018, took a direction to the south-west
Arabian Sea toward Salalah and Yemen. Whilst such observations cannot qualify as
a formal test of the analysis, they do provide support for the general conclusions as
to the seasonal behavior of cyclone tracks in the region.

Thus our analysis reveals a series of general and broadly predictable spatio-
temporal patterns. Individual events may deviate from these trends, but the general
patterns are useful in informing natural hazard risk assessment and management in
the region, including Oman, which has suffered extensive damage in the past due to
TCs. The results could, for example, assist with more targeted cyclone preparation

Figure 6.
Oman’s coastal areas.
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and deployment of emergency response resources, based upon areas most at risk to
cyclones overall (strategic planning), and to specific storm events when these are
first identified (tactical planning). For example, knowing that cyclones that develop
in June are more likely to make landfall in Oman’s northern part is valuable emer-
gency planning intelligence.

Globally, the urban area exposed to both flood and drought is forecast to at least
double from 2000–2030 [32], indicating the growing importance of understanding
and managing these risks. For Oman, the key risk is loss of life and damage from
TC. Developing an improved understanding of TC occurrence and behavior,
through historical analysis of TC timing and tracks should help to build resilience to
TC, and climate change, for the country. Building resilience to TC requires a much
wider process of institutional organization and action, which we discuss elsewhere
[33] with specific reference to Oman’s natural hazard management governance.
However, a key element of natural hazard risk management is an understanding of
the hazard itself. Our historical analysis of nearly a century and a half of TC tracks
in the Arabian Sea, provides enhanced insight into the likely timing and location of
TCs making landfall in Oman. This knowledge can support strategic decision mak-
ing (e.g. prior appraisal of potential flood damage; location prioritization of mitiga-
tion resources) and improved understanding of likely destination of TC when they
emerge in the Arabian Sea, thus supporting pre-emptive event management.

5. Conclusions

In Oman, tropical cyclones and storms are amongst the most significant natural
hazards currently facing the country. Past TCs have resulted in significant loss of
life, and billions of dollars in damage costs. The future incidence and behavior of
TCs is uncertain, but prediction of a global reduction in TC frequency, but accom-
panied by an increase in intensity and rainfall when TCs do occur [8], seems to be
borne out by recent decades of TC observation in the Arabian Sea region, where
fewer but more extreme events are evident.

From our analysis of all recorded Arabian Sea cyclones, we conclude that
cyclone tracks vary according to season (pre-and post-monsoon) and month of
formation. In the pre-monsoon, cyclones tend to form in the northeast Arabian Sea
and moves to the north; in the post-monsoon cyclones tend to form to the south-
east Arabian Sea and track to the west.

Whilst there are clearly exceptions evident in the historical record of Arabian
TCs spatio-temporal analysis reveals clear seasonal and monthly patterns in the
origins and tracks of TCs. This leads to an improved estimation of the likely fate of
tropical systems, including a better understanding of where TC s are likely to make
landfall in Oman, given their time and point of origin. This knowledge can help
improve disaster planning for areas at high-risk.
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Effects of Demographic 
Characteristics for Farmers’ to 
Climate Change in Bunkure, 
Nigeria
Salisu Lawal Halliru, Abubakar Abdullahi Bichi  
and Aliyu Shu’aibu Muhammad

Abstract

This study examine the effects of demographic characteristics on farmers’ level of 
awareness to climate change in Bunkure, Nigeria. The study hypothesized that, there 
is no significant relationship between farmers’ demographic characteristics and level 
of awareness to climate change. Survey design approach was adopted using primary 
data source. A total of three hundred and fourty-seven (347) farmers were selected 
purposively. The data collected was analyzed using descriptive statistic and ANOVA. 
The study revealed that majority of the farmers in the area are males that fall  
within the active age bracket due. However, the study concluded that the greater the 
size of the household the greater the chances of being engaged in farming and more 
aware on climate change effects. It was revealed that those that attend tertiary educa-
tion do not participate in farming activities. Also large number of the respondents 
were aware that climate is changing through the educative programmes of mass 
media. The study recommended that, adequate support should be given to female 
to participate in all agricultural activities. Educated persons should be encourage to 
participate more on agriculture. More emphasis on dissemination of climate change 
issues on adaptation strategies through the mass media is also highly needed.

Keywords: demographic, farmers, climate change

1. Introduction

The issue of climate change today has become one of the major challenges that 
humanity faces in the 21st century due to its significant effects on socio-economic 
and political stability in different geographical location. The Intergovernmental 
Panel on Climate Change (IPCC) [1], views climate change as statistically signifi-
cant variation in either mean state of the climate or in its variability, persisting for 
an extended period (typically decades or longer). This change may be due to natural 
processes or persistent anthropogenic activities over the different component of the 
ecosystem. Although extreme violent weather has occurred throughout the human 
history, but the recent upsurge in climate related hazards call for the confirmation 
of the argument for global warming and climate change as results of observed 
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increasing in temperature that makes some areas to experiencing extreme weather 
conditions [2–7].

The on-going climate change and its associated global warming are expected to 
cause distinctive climate variability in different zones, which will impact negatively 
on the ecosystem and agriculture [8, 9]. That is the reason why, it is good for the 
people to acquire knowledge of weather and climate and their implications on envi-
ronmental resources including agriculture for the betterment ecosystem and human-
ity. In fact the impact of climate change is felt worldwide with varying degree as a 
result of differences in underlying factors that triggered the change. In Nigeria for 
instance, the severity of the impact is felt by the majority of people whose livelihoods 
are more defended on agriculture due to its highly depended on weather and climate. 
Also agriculture in Nigeria is a major user of land resources as it account for about 
1.4 billion hectares of land for crop cultivation and an additional 2.5 billion hectares 
are used for pasture [10]. With this development, one can say that Climate plays an 
important role in the living and livelihood of man because his agricultural activities 
are so much defended on the nature and variability of the Climate.

As Man begin to witness reduction in agricultural production he assumed to be 
exacerbated by climate change and related events [11]. This scenario makes local 
farmers to be no longer able to predict onset and cessation of rain, based on past expe-
riences due to their low level of socio-economic status. These lead local farmers with 
low socio-economic status to plant too early without receiving update on the weather 
forecast. Hence, it was believed that wealthier farmers benefit more from the daily, 
week, monthly and seasonal information of weather and climate than the poor sub-
sistence farmers who are the most vulnerable most to challenges of climate change. 
This problem and other related call the attention of the United Nations Task Team on 
Social Dimensions of Climate Change to discuss and ensure that the social dimensions 
of climate change are adequately reflected in global agendas in order to builds on the 
principles of equity and social justice, especially for the most vulnerable people.

Several attempts have been made by scientists to study the effect of climate 
change on agricultural productivity and farmers’ adaptation in different parts of 
Nigeria [12]. But information on the effects of farmers’ demographic characteristics 
as determinant factor influencing their level of awareness on climate change in 
Kano state and Bunkure Local government Area has been limited.

Bunkure local government area is an agrarian rural areas of Kano where most 
of its inhabitant depend on farming as their main source of livelihood. This trend 
makes them to be most prone to the effects of climate change and its variability. 
Therefore is there need to understand the effects of social dimension of the farmers’ 
awareness on climate change and their sources of information to climate change. 
Understanding this knowledge may greatly help in developing measures and effec-
tive monitoring, adaptation and mitigation measures to climate change in the study 
area and any climate harzard prone areas.

It is against this background that this study was conducted to assess the effects of 
socio-economic characteristics on farmers’ level of awareness to climate change in 
Bunkure Local Government area of Kano State, Nigeria that will help to mitigate the 
effects of climate change.

2. Material and methods

2.1 The study area

Bunkure Local Government Area is about 50 km south from the ancient city of 
Kano located between Latitude 11034′ 02‟N to Latitude 11046′ 05”N of the Equator 
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and between Longitude 8026′ 36″E to Longitude 8046′ 43″E of the Prime Meridian. 
The study area is comprises of fifteen wards [13] with an aerial extend of 487Km2 
with a population of 170,891 inhabitants [14]. It bordered with Dawakin kudu and 
Kura LGAs by the North, Wudil and Garko LGA by the East while Kibiya at the 
South Western part of the study area (see Figure 1). The climate of the study area 
is the reincarnation of the climate of Kano which is the tropical dry-and-wet with 
the movement of the Inter-Tropical Discontinuity (ITD) gives rise not only the two 
seasons (wet and dry seasons) but four distinct seasons, Rani, Damina, Kaka and 
Bazara [13, 15].

The wet season lasts from May to mid-October with a peak in August while the 
dry season extends from mid-October of one calendar-year to mid-May of the next. 
The mean annual rainfall is between 800 mm and 900 mm; and variations about 
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This study adopts survey design approach using primary data in the area in order 
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change. The primary data were obtained through questionnaires. The data obtained 
include information on farmers’ socio-economic characteristics, knowledge about 
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Based on the population figure of the study area, a total of three hundred and 
eighty-two (382) farmers were selected using the Krejcie and Morgan‘s [16] method 
of determining sample size. But after retrieval of the questionnaires only three 
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three hundred and fourty-seven (347). Purposive sampling technique was used 
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by including presumable typical areas or groups in the sample [17]. Due to non-
availability of population figures at ward level in the 1991 and 2006 census results, 
the copies of questionnaire were distributed uniformly among the ten [10] wards 
in the local government area. Each ward had 38 copies of questionnaire except for 
Bunkure ward which had an addition of 2 making 40 copies of questionnaire being 
the most populated ward as the local government headquarters.

The data collected was subjected to simple descriptive statistics and tables, per-
centages and bar graphs was used to present the data in order to analyze the effects 
of socio-economic characteristics of respondents in relation to their awareness to 
climate change.

3. Results and discussion

3.1 Socioeconomic characteristics of respondents

3.1.1 Age of respondents

As indicated in Table 1 majority (79.3%) of the sampled farmers are within 
the active age bracket of 31–50 years. This results suggest that, the farmers were 
still in their active/productive age and as such they can understand and experi-
ence the effects of climate change and adaptive strategies. The modal age bracket 
or group of farmers between 21–50 years according to [18] are considered to be 
active/productive age in farming activities. Participation of youth in agriculture 
in Nigeria is due to the high level of agricultural apathy by the youth as suggested 
in the studies on youths’ participation in agriculture in Nigeria conducted by 
[19, 20]. This result corroborated the findings of [21] on adaptation strategies 
to climate change among grain farmers in Goronyo LGA of Sokoto State which 
showed that people within the age bracket of 31–50 years are active in farming 
activities in the area.

3.1.2 Gender of respondents

Gender issues in climate change have recently become important because of 
the social, spatial and economic contexts within which the change is perceived 
and responded by gender. The gender distribution of the respondents as shown in 
Figure 2 indicated that 95% of the respondents are males while, female’s farmers 
constituted only 5%. The result shows that majority of the farmers are males in 

Age Group (Years) Frequency Percentage

18–30 42  12.10

31–40 120  34.6

41–50 155  44.7

51–60 20   5.8

>60 10   2.8

Total 347  100

Source: Field Survey (2019)

Table 1. 
Age of respondents.
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the area and this has connection with the culture of the people in Kano where 
male engaged in all activities including agriculture in order to provide food for 
their families. This is in agreement with other related studies by [22, 23], that the 
agricultural sector and the tedious activities related to climate change adapta-
tion strategies are dominated by males. On the other hand, the study contradict 
the findings of [24] on farmer’s perception on the effect of climate change and 
variation on urban agriculture in Ibadan Metropolis, South-western Nigeria were 
66.9% of their respondents were females while 33.1% were males.

3.1.3 Household size

The size of household as indicated in the Table 2 shows that less than half (45%) 
of the respondents had a household size of between 6–10 persons while households 
with 11–15 persons constituted (33%). This implies that on the average, a typical 
household size is about 11 persons. This indicated that the greater the size of the 
household the greater the chances of being engaged in farming and more awareness 
on climate change effects.

Figure 2. 
Distribution of Respondent’s gender. Source: Field survey (2019).

Household size Frequency Percentage

<5 13 3.8

6–10 157 45.2

11–15 113 32.6

16–20 44 12.7

>20 20 5.8

Total 347 100

Source: Field Survey (2019)

Table 2. 
Household size.
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3.1.4 Educational attainment of respondent

The results in Figure 3 revealed that majority of the total respondents (53.31%) 
had Quranic education as their highest education attainment while a few (4.61%) 
had tertiary education. In the study conducted by [18] on the Perceptions on 
climate change and adaptation strategies among sweet potato farming households 
in Kwara State, North central Nigeria found that just about 2% of the respondents 
had tertiary education. This indicated that those that attend tertiary education 
do not participate in farming activities due to the preference for white collar jobs, 
especially in developing countries like Nigeria [20, 25]. The result in Figure 3 
further indicated that the entire sampled respondents in the study area had one 
type of education or the other which could enhances their reasoning in all aspect 
of life.

3.2 Farmers awareness of climate change

3.2.1 Awareness of climate change

From the findings of the study it was revealed in Table 3 that a large number 
of the respondents (82%) were aware that climate is changing. Though, the result 
is higher but lower than the findings of [21] where 98% of the sampled farmers 
claimed that they are aware of climate change. This difference occurred as a result 
of differences of their level of educational attainment, culture and socio-economic 
characteristics. This is because according to [26] in their studies on determinants of 
farmers’ adaptation to climate change in Ghana showed that education was positive 
and significantly related to farmers’ decision to adapt to climate change.

Figure 3. 
Level of education of the respondents. Source: Field survey (2019).

Level of Awareness Total Percentage (%)

Yes 284.54 82

No 62.46 18

Total 347 100

Source: Field Survey (2019).

Table 3. 
Level of awareness of climate change.
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3.2.2 Sources of information on climate change

The results in Figure 4 shows that farmers access information on climate 
change from different sources. The figure revealed that mass media were the major 
sources of awareness for majority of the respondents as 24.5% got their awareness 
on climate change from the radio; 22.8% from the television. A little over 20% 
of the respondents claimed that, their awareness of climate change was by their 
personal experiences. Also extension agents in the study area shows little concern 
on informing farmers on the incidence of climate change but rather the media 
plays a significant role in educating not only farmers but the general public through 
their programmes of daily weather forecast report and other scientific news and 
programmes. Because today, mass media plays vital role in translating sciences that 
shaped peoples’ perceptions on various issues related to environment, technology 
and risk . This makes many people to pay much attention to the science based news 
which in turn affect their positive knowledge about climate change [27].

4. Conclusion

The study provides an insight on the effects of farmers’ demographic character-
istics to climate change in Bunkure, Nigeria. The study revealed that majority of the 
sampled farmers in the study area are males that fall within the active age bracket 
and can understand and experience the effects of climate change due to their active 
participation in agricultural activities.

As gender issues in climate change become important issues globally the result of 
the study shows that majority of the farmers are males in the area and this has con-
nection with the culture of the people in Kano where male engaged in all activities 
including agriculture in order to provide food for their families.

However, the study concluded that the greater the size of the household the 
greater the chances of being engaged in farming and more aware on climate change 
effects.

From the results on the level of farmers’ education it was revealed that those 
that attend tertiary education do not participate in farming activities due to the 
preference for white collar jobs. Also it was established that all the respondents in 
the study area had one type of education or the other which could enhances their 
reasoning in all aspect of life.

From the findings of the study it was revealed that a large number of the respon-
dents were aware that climate is changing. Mass media such as radio, television 
through their programmes of daily weather forecast report and other scientific 
news and programmes are the major sources of farmers’ information to climate 

Figure 4. 
Source of awareness on climate change. Source: Field survey (2019).
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change for majority of the respondents. A little of the respondents claimed that, 
their awareness of climate change was by their personal experiences. Surprisingly, 
extension agents who are saddled with the responsibilities of educating farmers in 
their palaces of assignment particularly in the study area shows little concern on 
informing farmers on the incidence of climate change.

5. Recommendations

Following the findings and conclusions made from the study, the following 
recommendations were made:

There is a need for the government and Non-governmental organization to sup-
port the participation of female in all agricultural activities through establishment 
of female farmers’ cooperative group or society. By so doing, it will go a long way in 
improving their standard of living.

Educated persons should be encourage to participate more on agriculture 
through giving loan and other incentives to under the activities. This will help 
in improve their standard instead to wait for white collar job which has no time 
to come.

More emphasis on dissemination of climate change issues through the mass 
media is highly needed through public-private partnership on adaptation strategies 
to reduce factors that aggravate climate change and as well as showcase successful 
adaptation techniques adopted elsewhere that have local relevance.

Also there is need for the government to motivate extension agents to continue 
discharging their public responsibilities in order to improved farmer education for 
effective agricultural activities and adaptation strategies on the changing climate.

There is need for public-private partnership to provide financial support to 
farmers in order to increase their ability to adopt various management strategies in 
response to climate change.

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Abstract

Today’s intensified agricultural production is characterized by crop and pasture 
monocultures, which have a significant impact on soil microbial diversity and 
abundance. This chapter provides a case study in which the relative importance of 
brome grass (Bromus inermis) monoculture pasture versus intra-site microhabitat 
diversity is explored using fatty acid methyl ester (FAMEs) assay to delineate the 
presence and abundance of several classes of soil microbes instrumental in soil 
nutrient cycling, plant health, plant organic matter decomposition, and soil stabili-
zation. The chapter explores spatio-temporal variability of bacteria, actinomycetes, 
saprophytes, mycorrhizae, and micro-eukaryotes over two durations (summer 
and fall) collected using two distinct sampling methods. One of the methods is 
commonly employed, namely, transect-based, while the other is informed by soil 
electroconductivity measurements conducted over the entire pasture site from a 
previous survey.

Keywords: grassland, plant-soil feedback, soil electroconductivity, soil health,  
soil quality, Bromus

1. Introduction

The role of below-ground soil processes as well as plant-soil feedbacks, 
particularly those facilitated by the interaction between plants and soil microbes, 
are poorly understood despite having a key role in potentially regulating the 
productivity of ecosystems [1–4]. Soil microbial communities are critical for soil 
functioning and health as drivers for biogeochemical cycles [5, 6]. They have 
been shown to be shaped by the abiotic and biotic environments (e.g., plant and 
animal communities, edaphic characteristics, water, and climate), management 
practices (e.g., crop rotations and grazing) and are known to alter the amount, 
quality, and distribution of organic carbon (OC) within the soil profile—key for 
soil health [1, 7–10].
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Today’s intensified agricultural production is characterized by crop and pasture 
monocultures, which have a significant impact on the soil microbial diversity and 
abundance. As an example, pastures in Eastern Nebraska grasslands have been 
shaped by Brome grass (Bromus inermis), a perennial grass species that was first 
introduced from Eurasia into North America in the 1880s as a forage grass and for 
soil stabilization [11]. The use of this species was promoted after the drought of 
the 1930s to control soil erosion and stabilize soil banks and ditches in Nebraska 
and elsewhere [11, 12]. The species has been successful at colonizing and spreading 
into pastures due its vigorous tillering and dense establishment of rhizomes and 
rootstocks [11, 13, 14]. In Eastern Nebraska, the species thrives well in clay loams 
forming even stands and monocultures in pastures [11, 13–15]. Deep roots (up to 
2.7 m), debris, and exudates have been shown to influence both soil structure and 
texture positively through increased organic matter availability as well as binding 
properties which increase soil water holding capacity [11]. While there have been 
several studies that addressed the role of brome grass in soil processes and organic 
matter mineralization such as [13–15], some research has been conducting on its 
role in shaping the microbial community in pasture sites such as those conducted by 
Grigera et al.; Lauber et al.; Pereira e Silva et al.; and Segal et al. [16–19].

Understanding factors driving the spatio-temporal variability of soil micro-
bial communities in monocultures can inform the selection of best management 
practices that can maintain and regulate soil biodiversity and enhance the micro-
bial-soil ecosystem functions in these systems. However, quantifying microbial 
abundance and diversity have been a challenge over a range of spatial and temporal 
scales [20, 21]. This is in part attributed to the high heterogeneity in microbial 
populations found in two adjacent locations that are as close as 10 cm apart [21]. 
Sampling strategies have been proposed to capture the spatial heterogeneity in soil 
microbial biota [10]. One strategy is the randomized sampling method that is com-
mon among researchers [15, 22] and the other is the application of transects across 
the site of study guided by physical and biological variables including slope, water 
gradients, soil pH, or plant productivity [10, 23–25]. Each strategy has its strengths 
and shortcomings, especially where soils are spatially variable. It is agreed upon 
however, that besides vegetation, soil characteristics such as soil moisture, soil 
structure, organic matter, and temperature are some of the main drivers that 
govern spatio-temporal variability in microbial populations [21, 26].

Soil microbes can thrive under a wide range of temperatures. Nevertheless, 
microbial enzymatic catalytic functions perform optimally over a shorter range 
of temperatures. During spring and summer seasons (approximately 20–30°C), 
microbial abundance and activity are both at high levels compared to that measured 
during winter conditions (>10°C) characterized by reduced vegetation and less 
favorable edaphic conditions [17, 18]. Low temperatures affect the plant develop-
ment resulting in the reduction of substrate (nutrients within the rhizosphere of 
plant roots) for soil microbes [17, 18]. Winter conditions characterized by both 
low temperatures and low nutrient availability trigger bacterial spore and fungal 
sclerotia formation. Soil microbial dormancy reduces the microbial abundance and 
ecosystem functions. Spores, sclerotia, and other soil microbial growths can remain 
dormant for long durations until the edaphic conditions become more favorable for 
reproduction and growth. During these periods of low temperatures, enzymatic 
activities and microbial functions are minimal [17, 18]. In order to understand tem-
poral variation in soil microbial communities and their ecosystem functions, sam-
pling over different temperatures and/or seasons is recommended and advisable.

Physical and chemical properties of soils in monocultures can potentially serve 
as a guide in delimiting zones of similar soil microbial abundance and diversity 
compared to sampling along a transect line. A property widely used to monitor soil 
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characteristics is the apparent electrical conductivity (ECa), which measures the 
amount of electric current that soil can conduct [27]. This valuable trait relates to soil 
texture, that is, soils with high clay content exhibit higher ECa values and vice versa 
[28]. The percentage of clay particles in soil influence its physical texture. Additional 
soil properties such as salinity, water, organic matter content, and cation exchange 
capacity (CEC) are also directly correlated with ECa. This soil characteristic is used 
for delineating homogeneous zones and is utilized by large commercial producers for 
guiding the fertilizer application and other land management practices [27].

This case study assesses the relative importance of brome grass monoculture 
versus intra-site microhabitat diversity in determining the microbial abundance and 
diversity. We hypothesize that soil microbial communities are in most part shaped 
by the brome monoculture rather than the intra-site variability in edaphic factors 
such as temperature, pH, N, ECa, and OC in a relatively homogeneous site. We tested 
two soil sampling techniques, ECa-guided sampling technique and transect-based 
sampling methodology, and used fatty acid methyl ester (FAMEs) assay [19, 29, 30] 
to determine and quantify the soil microbial diversity and abundance. The assay 
characterizes the composition of fatty acid species recovered from membranes of 
soil microbes which serve as unique markers for soil microbiota identification [30]. 
FAMEs assay is cost-effective and has been shown to give similar results to genomic 
analysis of bacterial and archaeal ammonia oxidizers [19].

2. Materials and methods

2.1 Site description

The experiment was conducted at a 15-ha pasture site, located at the Eastern 
Nebraska Research and Education Center (ENREC), University of Nebraska-
Lincoln (latitude 41° 8′28.45″ and longitude N, 96°27′1.05”W) (Figure 1). 

Figure 1. 
Map showing distribution of soil apparent electrical conductivity (ECa) mS m−1 in brome grass pasture study 
site. The points on the map indicate locations where soil sample were taken following EC ( ) and random 
August ( ) and October ( )-based techniques. On the right corner is the site location in highlighted state of 
Nebraska and continental map of USA.
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Nebraska and continental map of USA.
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Soil chemical properties Value

1:1 Soil pH 5.80

WDRF Buffer pH 6.80

1:1 S Salts mmhocm−1 0.09

Organic matter LOI % 4.14

Nitrate-N ppm N 4.42

Potassium ppm K 462.40

Sulfate-S ppm S 34.40

Zinc ppm Zn 2.81

Iron ppm Fe 189.38

Manganese ppm Mn 31.68

Copper ppm Cu 1.95

Calcium ppm Ca 2452.00

Magnesium ppm Mg 579.80

Sodium ppm Na 35.80

Boron ppm B 0.55

CEC/Sum of cations me/100 g 20.12

%H Sat 8.80

%K Sat 6.00

%Ca Sat 60.80

%Mg Sat 23.60

%Na Sat 0.80

Chloride ppm Cl 8.52

Mehlich P-III ppm P 30.40

Table 1. 
Physical and chemical properties in the brome grass pasture site in eastern NE. (Ward Laboratories, Kearney, 
Nebraska, 2017).

Annual average precipitation is 748 mm and the mean annual temperature is 
9.9°C. January and July are the coldest and warmest months of the year with an 
average minimum of −11.3°C and maximum of 30.4°C, respectively (https://
www.usclimatedata.com/climate/mead/nebraska/united-states/usne0316). 
The precipitation in 2017—when sampling took place—totaled 869 mm, with 
112.3 mm in the month of August and approximately 24.4 mm falling 6 days 
prior to soil sampling on August 31. Minimal rainfall amounts of less than 
2.54 mm had been recorded 11 days prior to sampling on 27th of October. The 
total amount of rainfall in October was 128.3 mm with most of it falling in the 
first half of the month.

The site is ~360 m above sea level with a topography that is relatively flat (0–2% 
slope). Under the older soil classification, the soil is characterized as sharpsburg 
silty clay loams of the fine, smectitic, mesic Typic Argiudoll series. Under the new 
classification, the pasture is comprised of yutan silty clay loam, tomek silt loam, 
and filbert silt loam with each occupying about one third of the pasture.

The soils are slightly acidic (pH 5.8) and are characterized by a high organic 
matter (OM 4.1%) (Table 1). The pasture was seeded over 20 years ago with smooth 
brome grass Bromus inermis Leyss which forms a monoculture. Brome grass is 
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characterized with low C:N ratio of about 60 [31]. In studies conducted by Vinton 
and Goergen [32], brome grass yielded a C:N ratio of 50.68 compared a high value 
(102.1) for Panicum virgatus (switchgrass) which makes it highly palatable for 
livestock [32]. It grows rapidly and aggressively at the start of the growing season 
and does well in soils that are rich in nitrogen. Its low C:N ratio results in relatively 
fast decomposition rates thereby increasing soil available N and rapid expansion 
and growth of the species in a positive plant-soil feedback system. Every year in 
spring, nitrogen fertilizer is applied at the rate of 14.6 kg ha−1, and since 2014, 
animals (cattle) graze on this pasture between the end of April to end of September. 
N fertilization has been conducted as a management practice in the north central 
USA to improve beef animal daily gain (ADG) through increased forage biomass in 
pastures attributed to N availability through enhanced N cycling processes [33].

2.2 Apparent electrical conductivity (ECa)

A soil survey to characterize the soil ECa at the pasture site was conducted on 
April 4, 2017. The survey consisted of 22 transects running from north to south with 
an average spacing of 15 m between transects. A Geonics dual-pole EM38 (Geonics, 
Inc., Mississauga, Ontario, Canada) was mounted in a plastic sled and towed 
through the fields at about 5 km h.−1 using a four-wheel all-terrain vehicle. Soil ECa 
sampling locations were determined using a Geode global positioning system (GPS) 
(Juniper Systems, Sunnyvale, CA, USA). The geographical coordinates as well as 
EM38 output were collected every 10 s and stored on a data logger. The raw data was 
processed using the ESAP-95 software [34] to identify 12 sampling points that best 
represented the spatial soil ECa variability within the field.

2.3 Soil physical and chemical properties

A set of samples used for the determination of the soil physical and chemical 
properties were collected in early June. These samples were collected at a depth of 
20 cm and included soil cores taken from five randomly selected locations in the pas-
ture to represent field scale soil properties. Samples were air-dried, sieved to remove 
large debris, and bulked into five composite samples and sent to Ward Laboratories 
Inc. (Kearney, NE.) for soil analysis (Table 1). The second set involved soil cores 
obtained from the designated 12 points that were chosen to represent the soil ECa 
gradient of the pasture as described above in the pasture ECa survey. Soil cores were 
collected from 10 to 15 cm depth increments and analyzed as follows: substrate water 
content was determined gravimetrically, samples were weighed, oven-dried at 105°C 
for 2 days, and weighed again. Laboratory EClab and pH were determined in 1:1 
water:substrate slurries using a conductivity meter for EClab and a glass electrode for 
pH [35]. Extractable phosphorus (P) was determined using the method of [36] with 
P concentration determined spectrophotometrically at 882 nm using the phospho-
molybdate blue method [37]. Inorganic nitrogen (N) in 1 M KCl extracts was mea-
sured colorimetrically using an AA3 flow injection ion analyzer (Seal Analytical, Inc. 
Mequon, WI). Nitrate-N was determined using the Cd reduction method [38]. Total 
C and N were measured by dry combustion (EA1112 Flash NC Elemental analyzer, 
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Soil chemical properties Value

1:1 Soil pH 5.80

WDRF Buffer pH 6.80

1:1 S Salts mmhocm−1 0.09

Organic matter LOI % 4.14

Nitrate-N ppm N 4.42

Potassium ppm K 462.40

Sulfate-S ppm S 34.40

Zinc ppm Zn 2.81

Iron ppm Fe 189.38

Manganese ppm Mn 31.68

Copper ppm Cu 1.95

Calcium ppm Ca 2452.00

Magnesium ppm Mg 579.80

Sodium ppm Na 35.80

Boron ppm B 0.55

CEC/Sum of cations me/100 g 20.12

%H Sat 8.80

%K Sat 6.00

%Ca Sat 60.80

%Mg Sat 23.60

%Na Sat 0.80

Chloride ppm Cl 8.52

Mehlich P-III ppm P 30.40

Table 1. 
Physical and chemical properties in the brome grass pasture site in eastern NE. (Ward Laboratories, Kearney, 
Nebraska, 2017).

Annual average precipitation is 748 mm and the mean annual temperature is 
9.9°C. January and July are the coldest and warmest months of the year with an 
average minimum of −11.3°C and maximum of 30.4°C, respectively (https://
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characterized with low C:N ratio of about 60 [31]. In studies conducted by Vinton 
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spring, nitrogen fertilizer is applied at the rate of 14.6 kg ha−1, and since 2014, 
animals (cattle) graze on this pasture between the end of April to end of September. 
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April 4, 2017. The survey consisted of 22 transects running from north to south with 
an average spacing of 15 m between transects. A Geonics dual-pole EM38 (Geonics, 
Inc., Mississauga, Ontario, Canada) was mounted in a plastic sled and towed 
through the fields at about 5 km h.−1 using a four-wheel all-terrain vehicle. Soil ECa 
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sured colorimetrically using an AA3 flow injection ion analyzer (Seal Analytical, Inc. 
Mequon, WI). Nitrate-N was determined using the Cd reduction method [38]. Total 
C and N were measured by dry combustion (EA1112 Flash NC Elemental analyzer, 
Thermo Finnegan Scientific Inc., Waltham, MA) of air-dried ground soil.

2.4 Fatty acid methyl ester (FAMEs) analysis

Soil samples used for quantification of soil microbial community and abundance 
were collected in August at peak biomass and October when regrowth occurred. 
Measurement of ECa was conducted at the beginning of the season prior to 
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livestock being grazed on the pasture field. ECa is a product of dynamic soil factors 
(e.g., soil moisture) and static measurements (e.g., bulk density, clay type) [39] and 
is generally stable throughout the growing season. Sampling following the soil ECa 
gradient (described above) was repeated at the 12 selected points, while soil sam-
pling following the transect method were taken at points about 15–25 m apart along 
a SE-NW and NE–SW transects during August and October sampling, respectively. 
The GPS coordinates of locations where soil samples were collected were obtained 
via the GPS app locator of a smartphone to identify transect sampling points on the 
pasture site map. Approximately, 50 g of soil core taken at a depth of 10–15 cm was 
transferred to plastic ziplock bag and kept in an icebox. Between samples, the soil 
corer was cleaned with alcohol (70%) to prevent cross contamination of samples. 
Soil samples were transported to the laboratory where they were processed using 
2 mm sieves to remove pebbles and any plant material and immediately stored in 
the freezer (−20°C) until ready for assay.

For the assessment of microbial diversity and abundance, the total microbial 
fatty acids (FA) were extracted following the procedure described by Schutter 
and Dick [30]. Briefly, total microbial lipids in 5 g soil samples were extracted in 
10 ml of 0.2 M methanolic potassium hydroxide and the mixture heated at 37°C 
for 1 h with intermittent shaking. The solution was then neutralized by adding 
1 N acetic acid and the lipids dissolved in hexane. The mixture was centrifuged at 
6000 rpm for 10 min and the supernatant was carefully recovered, filtered, and 
further processed before fatty acids were quantified using gas chromatography 
with 0.05 mg/ml nonadecanoic acid (C19:0) as an internal standard. A total of 19 
FAMEs were retained and used to determine microbial community composition 
following FAMEs nomenclature of the IUPAC-IUB Commission on Biochemical 
Nomenclature (IUPAC-UIB, 1987). Specific fatty acids with 14–20 carbon com-
position were used to represent fungal, bacterial groups, and micro-eukaryotes. 
Bacterial biomass was represented by the sum of 10 FAMEs: iC14:0, iC15:0, 
aC15:0, C15:0, iC16:0, iC17:0, aC17:0, C17:0, cyC17:9, cyC19:9,10, and cyC19:11,12 
[16]. Actinomycetes bacteria were quantified by 10Me fatty acids: 10MeC18:0 
and 10MeC19 [22, 40], while saprophytic fungal biomass was represented by 
C18:2cis9,12 [41]. In addition, micro-eukaryotic biomass was represented by the 
sum of C20:3, C20:4 and C20:5 [19, 42]. Finally, the fatty acid C16:1cis11 was used as 
a biomarker for arbuscular mycorrhizal fungi (AMF) [43]. Total microbial bio-
mass was estimated by summing up FAMEs representing bacteria, actinomycetes, 
saprophytic fungi, and AMF. In addition, total FAMEs for bacterial (bacteria and 
actinomycetes) and fungi (AMF and saprophytic fungi) were used to calculate the 
ratio of fungi to bacteria biomass in the soil.

3. Statistical analysis

The resulting datasets from FAMEs analysis on the microbial groups were 
analyzed using generalized linear mixed models procedure (GLIMMIX Procedure) 
in SAS® 9.4 software package and means separated at p < 0.05. This analysis 
involved testing sampling methods (ECa-directed vs. transect-based), the effect 
of sampling date/time as well as any interactions between sampling method and 
time. To further investigate any impacts of plant (brome grass monoculture) as 
well as the effect of soil physical and chemical parameters on microbial diversity 
and abundance, principal component analysis (PCA) was conducted. The PCA was 
performed to determine the contribution of soil characteristics (e.g., ECa, pH) in 
the variation and separation of both temporal and sampling method. Soil chemical, 
physical and biological attributes were used in the PCA to elucidate the effects of 
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sampling technique and timing of sampling. This was conducted using R program-
ming software version 3.4.1, utilizing ade4 package [44] and factoextra package for 
visualization purposes [45].

In addition, the relationship between soil microbes and soil physicochemical 
characteristics was visualized using heatmap. The heatmap was generated using a 
combination of packages and their functions in the R programming language. The 
hclust function and scale both available in stats package were utilized, respectively, 
for hierarchical cluster analysis after applying the scale function to centralize the 
various data about the mean and to generate z-scores around each variable’s stan-
dard deviation about the mean. Cluster analysis was performed using the default 
‘complete’ agglomeration method. The melt function in the reshape2 package was 
used to organize the dataset before plotting the heatmap using ggplot function 
acquired from the ggplot2 package. The z-score legend was generated using scale_
fill_gradient2 function in ggplot2 package and color breaks represented z-scores 
ranging from −3 to 3 over the entire dataset.

4. Results and discussion

4.1 Site characteristics

The physical and chemical characteristics of soil in the brome grass pasture are 
summarized in Table 1. Soil organic matter contents were relatively high, averag-
ing 4.14%. High organic matter content in the top 20 cm of the pasture soil can be 
attributed to dense rhizomatous roots of brome grass root biomass and shoots [32]. 
Soil nutrient availability to crops is influenced by soil pH. The pasture site exhibited 
a slightly acidic soil pH (5.98) and was positively correlated (R2 0.89, p < 0.05) with 
calcium but negatively correlated to percent H+ (R2 0.95, p < 0.05). Available N 
(Nitrates-N ppm) of soils sampled from the pasture site averaged 4.42, which can be 
attributed to the cow dung manure, N fertilizer, as well as the high biomass from the 
brome grass shoots and roots. 1:1 soil soluble salts (mmho cm−1) was strongly and 
positively correlated to measured available soil nitrates (R2 0.79, p < 0.05). Available 
P in the pasture site was measured at 18.07 ppm P. Hydrogen (H+) cations contrib-
uted significantly to the total sum of cations me 100 g−1 (CEC) of the pasture site.

Values for ECa ranged from 21 to about 44 mS m−1 (Figure 1), which indicated 
a low to moderate level of spatial site heterogeneity. The mean ECa value was 32 mS 
m−1 with ECa of 30.1–35 and 25.1–30 mS m−1 being more common (the two com-
bined covered nearly the entire the pasture). Regions with lowest and highest ECa 
values mainly constituted small pockets that were randomly distributed across the 
pasture with no clear pattern that could be discerned (Figure 1). As a result, soil in 
this pasture was considered to be less variable and the ECa values fell within normal 
range of 0–150 mS m−1 for grass pasture [35] but lower than in a fertilized maize 
field [46] within Eastern Nebraska.

4.2 Soil microbial community

General composition of microbial communities, namely, total microbial biomass, 
diversity, and composition of soil microbes detected using FAMEs assay in soils 
sample collected over two seasons and methods is presented in Figures 2 and 3. Each 
sector of the pie chart (Figure 3) represents individual microbial composition as 
a percentage of total recovered microbial fatty acid. Microbial biomass was domi-
nated by bacteria (55–65%), followed in declining order by arbuscular mycorrhizae 
(15–25%) saprophytic fungi (8–9%) actinomycetes (8%) micro-eukaryotes (4%). 
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attributed to dense rhizomatous roots of brome grass root biomass and shoots [32]. 
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(15–25%) saprophytic fungi (8–9%) actinomycetes (8%) micro-eukaryotes (4%). 
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Bacteria was found to be highly correlated (R2 0.84, p < 0.05) with actinomycetes. 
This was consistent across the two sampling durations. Bacteria correlation with 
saprophytic fungi (R2 0.53–0.6, p < 0.05) and micro-eukaryotes (R2 0.56–0.59, 
p < 0.05) was only significant during August and October sampling, respectively. 
The abundance of soil micro-eukaryotes showed significant correlation with AMF 
(R2 0.74–0.77, p < 0.05) for both soil sampling methods while the correlation with 
saprophytic fungi (R2 0.64, p < 0.05) and actinomycetes (R2 0.72, p < 0.05) was 
observed only in August and October, respectively. Furthermore, the total recovered 
microbial FA was found to be strongly correlated with all microbial groups ranging 
between R2 0.59 and 0.89 and was statistically significant across all microbial groups 
and sampling times except for AMF (p = 0.59) in October samples. The high cor-
relation of bacteria with actinomycetes are similar to that of Grigera et al. [16] who 
established a high level of correlation (R2 0.88, p < 0.05) in an agricultural field in 
Buffalo county, Nebraska, continuously cropped with corn. These high correlations 
highlight similarities in the edaphic conditions (e.g., pH and organic matter con-
tent) in which the microbes coexist in complementary biogeochemical functions in 
recycling both N and C [47].

Figure 2. 
Total microbial biomass (A) and the ratio of fungi to bacteria (B). Individual bars represent the mean and 
standard error collected following ECa (clear bars) and random method (dark bars).
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4.3 Comparison of sampling methods

Statistical analysis did not show any significant differences in soil microbial 
biomass of soil samples collected based on ECa stratification or transect sampling 
methods. The sampling method did not result in any significant differences 
(Table 2.) in the abundance of bacteria, actinomycetes, saprophytes, mycorrhi-
zae, or micro-eukaryotes. Transect sampling technique has the same sensitivity 
and reliability as an ECa-based method in capturing the spatial and temporal 
dynamics of soil microbiota and can thus be used as a method of choice for sites 
with a relatively low range of ECa variability indicative of similar soil chemical, 

Figure 3. 
Pie charts showing diversity and composition of soil microbes detected using FAMEs assay in soils sample 
collected in august (a and C) and October (B and D). Soil samples were collected following ECa-based method 
(A and B) and random method (C and D). Each sector represents individual microbial composition as a 
percentage of total recovered microbial fatty acid.

Type III tests of fixed effects

Effect Bacteria Actinomycetes Saprophytes Mycorrhizae Micro-eukaryotes

Date (D) <.0001 0.002 0.239 0.076 0.740

Sampling (S) 0.583 0.650 0.660 0.413 0.589

DxS 0.257 0.274 0.656 0.318 0.951

Table 2. 
Summary table of date (D) and sampling methodology (S) and their interactive effects of D and S on 
bacteria, actinomycetes, saprophytes, mycorrhizae, and micro-eukaryotes sampled at the PR-HPA site in Mead, 
Nebraska.
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Figure 4. 
Monthly average temperature and precipitation from Mead weather station (41.17° N, 96.47° W) closest to the 
pasture study site (4 km) at the East Nebraska research and Experimental Station (ENREC). Bars indicate 
total monthly precipitation while stars show mean monthly temperature.

physical and microbial properties. The two soil sampling techniques used in this 
research (i.e., ECa- and transect-based) captured comparable soil microbial com-
munities and abundance in both space and time highlighting the significant role 
of vegetation on soil microbial communities as highlighted by others like Grigera 
et al.; Lauber et al.; Pereira e Silva et al.; and Segal et al. [16–19].

4.4 Effects of temperature on soil microbes

There were statistically significant seasonal differences in the total soil microbial 
biomass irrespective of soil sampling technique with a considerably higher abundance 
in August compared to October. Total soil microbial mass in August and October 
soil samples had means of 130.2 and 137.7 nmol g−1 in August compared to 117.7 and 
119.8 nmol g−1 in October for soil samples collected via ECa-directed and transect-
based sampling methods. Despite the observed decline in October, which was cooler, 
no statistical difference was observed in space and time for microbial biomass.

When examining the effect of sampling date (i.e., August vs. October) on the 
abundance of individual microbial groups, results demonstrated a significant shift 
in soil biota with temporal changes affecting selective groups. Specifically, sap-
rophytic fungi, actinomycetes, and micro-eukaryotes remained seasonally stable 
and constituted about 8–9 and 3–4% of the total microbial biomass, respectively 
(Figure 2). Bacteria and AMF abundance exhibited a significant temporal variabil-
ity. In particular, a significant decline of bacterial biomass ranging from 4 to 10% 
observed in August and October, respectively, was observed irrespective of method 
of soil sampling. In contrast to bacteria, a significant increase (4–10%) in AMF 
abundance was noted in soil sampled in October compared to August (Figure 4). 
Bacterial abundance declined by up to 10% from August to October with a corre-
sponding 10% increase in AMF observed during the same period.

Fungi to bacterial (F:B) ratio which is indicative of the changes in soil microbial 
communities [48] was calculated in August (0.30–0.39) and noted to have increased 
(0.45–0.53) in October, representing a 20 and 32% increase for ECa and transect 
soil samples, respectively. Although there was a general increase in F:B in October 
samples, statistical significance was only observed in soil sampled via the transect 
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method (Figure 3B). Increase in F:B ratio during the cooler month reflected the 
shift in compositional abundance of fungi and bacteria that was observed in 
October (Figure 2). Commonality in trend in total microbial biomass and the ratio 
of fungi to bacteria as observed along time illustrates the comparable sensitivity of 
the two soil sampling methods [16, 22, 49].

Shifts in soil microbial communities are affected by seasonality and specifi-
cally temperature and moisture. Temporal changes in soil microbial abundance 
observed in our work has also been demonstrated elsewhere in soil under controlled 
environment [3, 50] as well as in different ecosystems including forests [51–54], 
deserts [55], cultivated land, [17–19] as well as grasslands [17]. While fluctuation 
in microbial abundance across the soil types are common, and the key drivers tend 
to vary according to the location and soil type, with environmental factors such as 
temperature and precipitation being the most dominant factors [17, 50, 54, 55].

Our results concur with those of several researchers such as Papatheodorou, 
Argyropoulou, and Stamou [56] who conducted studies on soils from a grassland 
in Mediterranean Greece. They detected a linear decline in bacterial diversity, 
evenness, richness, and mean oxidation, especially of carbohydrate and carboxylic 
substrates over a 6-month (July to December) study. Substrate use efficiency and 
specifically carbon use efficiency have also been found to decrease with nutrient 
availability and increasing temperature [57]. Our study’s August and October 
environmental conditions showed that the monthly mean temperature was 
higher (20.8°C) in August compared to October (12.2°C). Cumulative monthly 
precipitation measured 78.89 mm and 110.99 mm for August and October, respec-
tively, which for this area is about average for August but double the average for 
the month of October (Figure 2). In addition, we examined in detail these two 
environmental parameters recorded 4 days preceding the soil sampling dates. 
The results summarized in Table 3 showed that average temperature was 20.5°C 
in August and dropped to 10.7oC in October. With respect to precipitation, a 
cumulative 1.27 mm of rain was received 3 days prior to the August sampling and 
none prior to the October sampling. While there were differences in precipitation 
both monthly (August and October) and the days preceding the aforementioned 
sampling dates, this variation did not have a significant effect on soil moisture as 
revealed by computed soil gravimetric water content (Table 3). This implies that, 
changes observed in bacterial and fungal composition (Figure 4) may possibly 
have resulted from factor(s) other than soil moisture which are discussed in the 
next section below. These results concur with those of [58] who characterized soil 
microbial communities and their conditioning by varied plant species. They noted 
that soil bacterial communities are primarily influenced by abiotic conditions; 
namely temperature and ECa (Figure 5). Fungal communities on the other hand 
are determined by biotic conditions such, as plant species [58] as seen with the 

Date Sample type Temperature (°C) Precipitation 
(mm)

Gravimetric water 
content (%)

August 31 EC 20.5 ± 2.2 0.3 ± 0.4 18.7 ± 5.9

Random 19.8 ± 6.2

October 27 EC 10.7 ± 2.5 0 17.84 ± 2.4

Random 17.39 ± 2.1

Table 3. 
Summary of weather data and soil water content. Values indicate means and standard deviation of 
temperature and precipitation recorded 5 days before soil samples were collected. Gravimetric soil water content 
was calculated as the difference between fresh and dry soil of a unit of soil and the values indicate mean and 
standard deviation.
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Figure 4. 
Monthly average temperature and precipitation from Mead weather station (41.17° N, 96.47° W) closest to the 
pasture study site (4 km) at the East Nebraska research and Experimental Station (ENREC). Bars indicate 
total monthly precipitation while stars show mean monthly temperature.
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evenness, richness, and mean oxidation, especially of carbohydrate and carboxylic 
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precipitation measured 78.89 mm and 110.99 mm for August and October, respec-
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cumulative 1.27 mm of rain was received 3 days prior to the August sampling and 
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both monthly (August and October) and the days preceding the aforementioned 
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increased flush of Brome grass root growth during the late fall season. The brome 
plant-AMF microbial feedback elicits subsequent biases toward the development 
of brome grass monoculture.

4.5  Impacts of chemical, biological, and physical properties  
on soil microbial communities

The overall relationship between the soil microbes and soil physiochemical 
characteristics was computed and summarized in https://prhpa.unl.edu/supple-
mentary-materials-ltar-pasture-soil-characteristics-0. The results show significant 
correlations between soil physical, chemical, and biological characteristics. In gen-
eral, there were 30 and 24 statistically significant correlations among the measured 
soil parameters sampled in August and October, respectively. A total of 15 of these 
correlations were consistent across the two sampling time points (https://prhpa.unl.
edu/supplementary-materials-ltar-pasture-soil-characteristics-0).

Concerning microbial groups and their abundance as impacted by soil physi-
cochemical characteristics, bacteria was negatively correlated with bulk density 
(BD) and NO3

− at −0.74 and − 0.66, respectively, while being positively correlated 
(R2 0.73) with C:N. In addition, saprophytic fungi were strongly correlated with 
ECa, EClab, and NO3

− at R2 0.6, 0.84, and 0.88, respectively. On the other hand, in 
soil sampled in October, statistical significance was solely observed between AMF 
and soil NO3

− (R2–0.61). These results are in agreement with the direct effect of 
BD on soil drainage and its negative influence on bacteria populations similarly 
observed in crop-livestock studies [59]. Additionally, soils with high available NO3

− 
demonstrate a lower population of bacteria necessary in nitrification processes 

Figure 5. 
Cluster heat map showing relationship between soil microbiota, soil physicochemical attributes, and 
environmental variables. Soil properties and microbes are indicated on the bottom, while soil ECa and 
temperature are to the left of the image. The rows representing soil samples characteristics are clustered based on 
hierarchical cluster analysis of the values of the measured soil variables represented in the columns. These soil 
variables are sorted based on physical, chemical, and biological characteristics. Letters “E” and “e” represent 
high and low field ECa, respectively, and classification was based on the median ECa value of 32.5 mS m−1. 
The ECa values greater than 32.5 mS m−1 units are represented by “E,” while those below the media are denoted 
by “e.” Letters “T” and “t” represent the warmer and cooler month of August and October, respectively. The z 
values are represented by the blue color, while the color intensity shows the level of significance.
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[47]. Soils with low N content, indicative of high C:N ratios, have higher bacterial 
populations. A highly positive association of ECa, EClab and NO3

− with sapro-
phytic fungi is attributable to the cationic byproducts as well as NO3

− from extra-
cellular breakdown of organic matter by the saprohytic fungi’s enzymes. Seasonal 
variations that lead to lower soil temperatures influence bacteria populations and 
nitrification processes reducing NO3

−. On the other hand, AMF colonize roots of 
regrowth brome grass roots resulting in their higher prevalence and abundance in 
October soil samples. Our findings concur with those of [58] who determined that 
plant species determined the relative abundance of AMF fungi in comparison to 
saprotrophs (e.g., saprophytic fungi and bacteria) which were influenced by soil 
abiotic factors such as pH.

The relationship between soil microbes and soil physicochemical character-
istics as impacted by ECa variability of individual sampling point was examined 
using PCA (Figure 6). The first two PCA axes explained a total of 57.4% of the 
variability with PC1 and PC2 explaining 32.3 and 27.4%, respectively, of the total 
variation between several of the soil physicochemical characteristics, temperature, 
and microbial diversity (Figure 5). Specifically, PC1and PC2 largely explained 
variability in microbial groups and soil characteristics, respectively, (Figure 6). A 
consistent discrimination of soils was evident in the sum of microbial fatty acids 
which was noted as being negatively associated with relatively low ECa levels. High 
levels of ECfield, EClab, and NO3

− where associated with soils of high microbial 
abundance which was similarly observed by [16] in a corn field in Buffalo county 
in Nebraska. This observation is also noted in this study as shown in the right hand 
corner of the heatmap which generally depicts soils of 32.5 mS m−1 exhibiting 
z-scores of above 0 across microbial types (Figure 5). High P levels on the other 
hand decreased AMF root colonization and spore density thereby decreasing 
microbial abundance and diversity in soils that are relatively high in P from sources 
such as fertilizers [60, 61]. Sources of P in this pasture site included effluents from 
the livestock in the form of manure and urine.

Figure 6. 
Principal component analysis (PCA) of microbial groups in soil sampled via ECa method during the warm 
(August) and cooler (October) temperature. Abbreviations containing a combination of letters and numerals 
denote the seasons temperature (warm “T” and cool temperature “t”) followed by soil ECa (high “E” or low “e” 
soil ECa values relative to the median value of 32.5 mS m−1), while the numeral (1–12) indicates the point on 
the field where soil samples were collected following ECa gradient.
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The pasture site comprised of a monoculture of brome grass, a cool season 
grass species with extensive below ground rhizomes and a unique a capacity to 
maintain active growth during cooler weather. Brome grass has been reported to 
yield high root biomass [62] with approximately 1014 g m−2 root mass measured 
in 0–10 cm depth of the soil. The seasonal shifts impacts in root biomass produc-
tion impacted soil microbial communities specifically increasing AMF abundance 
[63] by influencing C availability [52, 64]. We speculate that as these plants were 
undergoing late season growth, facilitated by their inherent ability to withstand low 
soil temperatures (can withstand temperatures as low as −28°C); C allocation to the 
rhizomes (storage organs) increased as a survival strategy thereby affecting root 
exudate production. Exudates acting as cues coupled with changes in the produc-
tion of these compounds have been shown to impact soil microbial community 
and composition [65]. Thus, elevated production of these signal molecules may 
have triggered a surge in species of AMF that preferentially associate or benefits 
from this grass species [66–68]. Bacteria in turn are critical for C nutrient cycling 
[69, 70]. Some bacteria species are also known to interact with plants symbiotically 
while fixing nitrogen and also externally in root zones, decomposing organic matter 
and releasing nutrients to plant roots [71]. Their abundance is largely influenced by 
the substrate quality of the roots and their exudates.

5. Conclusion

The underlying mechanisms that influence feedbacks and vegetation dynamics 
within a complex plant-microbial community interaction are largely unresolved 
[4, 56]. Soil ecosystems are dynamic and diverse, and their physicochemical 
characteristics vary spatially and temporally. In this study, we compared and 
contrasted the intra-microbial abundance and diversity of a pasture site in two 
sampling periods and sampling methods. Our results showed that several classes 
of soil microbes instrumental in soil nutrient cycling, plant health, plant organic 
matter decomposition, and soil stabilization were present. These included in order 
of abundance: bacteria (63%), AMF (17%), saprophytic fungi (9%), actinomy-
cetes (8%), and micro-eukaryotes (3%). The composition of the soil communities 
changed with the falling temperature, with bacterial abundance diminishing 
by up to 10% from August to October with a similar magnitude of increase in 
AMF observed during the same period. Our results showed that the soil bacte-
rial communities were primarily influenced by abiotic conditions, while fungal 
communities were shaped by the biotic environment such as the plant species such 
as seen during the flush of regrowth by brome grass (cool season grass) and real-
location of nutrients to root growth that contributed to AMF rapid proliferation 
and abundance. These findings may provide reasonable evidence that a prolonged 
positive feedback between brome grass plant-AMF microbial interactions elicits 
subsequent biases toward the continued dominance and development of brome 
grass monoculture in a site that was once natural grassland.

Our findings showed that the random sampling technique has the same sensitiv-
ity and reliability as an ECa-based method in capturing the spatial and temporal 
dynamics of soil microbiota and can thus be used as a method of choice for sites with 
a relatively low range of ECa variability, indicative of similar soil chemical, physical, 
and microbial properties, especially in locations with established legacy effects (in 
our case, more than 20 years of a brome grass monoculture). Our findings sup-
port and add to new information regarding temporal changes in plant-climate-soil 
interactions which have not been conducted previously for pasture sites dominated 
by cool-season grasses such as brome grass over several decades of development.
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Chapter 13

Beetles and Meteorological 
Conditions: A Case Study
Marcos Paulo Gomes Gonçalves

Abstract

The meteorological factors study in the beetle population dynamics, as well as 
its association with vegetation, is of fundamental importance for understanding the 
variation that occurs in its population. Thus, it was reported the influence of tem-
perature, humidity, insolation and precipitation on the beetles in general and it was 
presented a case study that examined the relationship between time and population 
fluctuation of curculionids in Mata de Cocal and an area used for crop rotation and 
animal grazing, in the city of Teresina, Brazil, from August 2011 to July 2012. It was 
verified that beetles populations certain are governed and conditioned by meteoro-
logical variables to a greater or lesser extent depending on the characteristics of the 
community itself and the biotic and abiotic environmental factors of the area where 
they live: the temperature that changes the its metabolic rate, the insolation and 
humidity that can affect its fertility and longevity can be cited as examples. From 
the case presented, It was found that the Curculionidae community has a positive 
association with precipitation and humidity and a negative association with insola-
tion and temperature, being that in native forests curculionids are not as dependent 
on meteorological variables as in agricultural fields.

Keywords: ecology, biometeorology, entomology, Coleoptera, Curculionidae

1. Introduction

Coleopteran insects, which they are popularly known as beetles, are important 
indicators of the environment quality, as they are susceptible to climatic variations 
and occupy a habitats diversity [1–3]. Among the beetles, the family Curculionidae 
Latreille, 1802, is a very important group present in forest ecosystems due to the role 
of wood deterioration they make.1

Insects like all living beings are subject to the nature forces, so there may be an 
influence that can inhibit or favor the species certain development. For example, the 
hottest and driest events on El Niño are having an alarming effect on biodiversity 
in the Amazon Rainforest, contributing to the reduction of insects in the Amazon 
and across the globe2 [4]. Intense droughts and forest fires during the last El Niño 
climatic phenomenon, combined with human disturbances - deforestation and 

1 Curculionids are known as Rüsselkäfer or Rüssler in German, charançon in French and weevil in English. 
In Brazil, they are known as gorgulhos, carneirinhos or bicudos depending on the region.
2 El Niño is an atmospheric-oceanic event is the abnormal warming of surface waters of the tropical 
Pacific Ocean. It affects regional and global meteorological conditions, changing wind dynamics around 
the world, changing rainfall patterns in tropical and mid-latitudes.
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burning to clear areas for agricultural production and the sale of illegal wood - led to 
the reduction of beetles in the Amazon, the numbers dropped in half - with effects 
that can last at least two years, according to the researchers: about 8000 beetles were 
counted in 2010; 3700 in 2016, after El Niño; and 2600 beetles in 2017 [4].

Thus, in view of the climate changes that are already occurring and that are 
predicted for the coming years, the meteorological factors study in the beetle 
population dynamics, as well as its association with vegetation, is of fundamental 
importance for understanding the variation that occurs in its population.

In this way will be discussed the influence of temperature, humidity, insolation 
and precipitation on the beetles in general, firstly, in this chapter. And a second 
moment, as it is a relevant subject and to complement the scientific literature about 
the family Curculionidae when associated with the native forest and the areas 
agriculture and meteorological variables, a case study will be reported that aimed to 
analyze the curculionids relationship to temporal factors (precipitation, insolation, 
temperature and humidity) in Mata de Cocal (native forest) and in an area used for 
crop rotation and animal grazing (agricultural field).

2. Beetles and meteorological conditions

Around the world, extreme climatic events increase and expose the vulner-
ability of insect populations, altering the biological functioning and the community 
structure of these invertebrates. Depending on a given meteorological situation, 
in addition to affecting the forests biodiversity and the ecosystem functioning, the 
community of a given species can become a pest for an agricultural crop.3

Thus, beetles are subject to natural forces that can inhibit or favor the species 
certain development, because they are associated with the relative humidity, pre-
cipitation, insolation and temperature mainly [1]. The following will be seen how 
each of these factors can influence the insects.

The ambient temperature regulates the insects’ internal temperature, as they are 
pecilothermal animals - they do not have a thermoregulation system. Temperature 
gives insects a change in their metabolic rate interfering with their development –  
egg, larva and pupa phase – and their behavior [2, 3]. Thus, when the ambient 
temperature is favorable, the smaller insects benefit from the easy heat exchange 
with the environment, also having more efficient respiratory and circulatory activ-
ity, more intense metabolic activity and greater capacity to use food resources [2]. 
In general, for insects, the optimum temperature for the fastest development and 
the offspring largest number is close to 25° C and the optimum range for the insects 
most is between 15 and 38° C [7].

Unfavorable temperatures decrease the insect’s metabolic activity. Very low 
temperatures can lead to an almost absolute killing of certain species of beetles [3]. 
For example, −16° C is the critical value for the North American tree bark beetle 
species Dendroctonus frontalis Zimm, 1868, which belongs to the Curculionidae 
family [3, 8]. There is also a negative influence of the average temperature increase 
in the forest environment in relation to the European beetle Ips typographus (L.), 
1758, which also belongs to the same family [3, 9–10].

3 In South America, weather conditions (temperature, precipitation and wind dynamics) are related to 
the displacement route - which involves Paraguay, Argentina, Brazil and Uruguay - of the locust cloud 
that can destroy a plantation in just one day [5]. Too, the increase in temperature relates positively to the 
generations number of the fruit fly, Anastrepha grandis [6]. Consequently, high temperatures, in addition 
to increasing the population of the fruit fly, favor the spread of this insect in areas that do not yet inhabit 
and may thus accentuate losses for agricultural production [6].
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Some insects, like plants, need a certain number of sunshine hours to complete 
their development. These hours interfere with fertility and longevity [2]. In addi-
tion to humidity, precipitation, temperature, insolation is decisive for the distribu-
tion the insects fauna richness [1, 11, 12]. Some beetles families, in northeastern 
Brazil, have associated this meteorological variable positively [1, 11, 13].

The amount of water contained in the insects body varies between 70 to 90%, 
which depends on the food type they consume and the environment in which they 
live [2]. The relative humidity is directly related to the insects exposure or their 
protection, the low moisture content can affect the physiology, longevity, develop-
ment and insects oviposition [14]. For most insects, the favorable range for greater 
longevity, fertility and development speed ranging from 40 to 80% [7].

The rainfall may indirectly interfere with the insects. In study, in the Ponta 
Grossa city- Brazil, in areas with different anthropization degrees and plant succes-
sion, it was found that the insects seasonality is related to the rainy season, as there 
is a greater availability of food resources, which provides a high population peak 
[15]. However, the excess water can be harmful to plants, it can cause water stress 
and soil get soggy [1].

There are brazilian studies in which there was the highest record of specimens 
sampled in the rainy season. For example, in a fragment of Atlantic Forest, in the 
Gurjaú Ecological Reserve, Santos obtained 71.5% of the total sampled specimens 
in the rainy season (May to July 2003) and 28.5% of the total sampled beetles in the 
dry season (October and November 2003) [16].

Few species of coprophagous beetles survive in areas with an average annual 
rainfall of less than 250 mm, the individuals number increases only at the begin-
ning of the first rains and with the rise in air temperature [17]. Corroborating this 
understanding, studies have shown that, in pastures, the scarab community popula-
tion fluctuation is predominantly governed by the region’s macro-climatic variables 
and that the beetles presence is seasonal and conditioned by temporal parameters, 
correlating to the compensated average air temperature negatively and to the com-
pensated average relative humidity and the pluviometric precipitation positively 
[18, 19]. In Mata de Cocal, it was confirmed canonical correlation between sets of 
variables monthly record of beetles occurrence and monthly weather data [1].

To attest to the meteorological factors influence of on the curculionid community 
population fluctuation, in an area of forest native (Mata de Cocal) and agriculture 
(crop rotation with grazing animals), a case study will be presented in the next section.

3. Case study

3.1 Methodology

This study was carried out at the Agricultural Sciences Center localized at the 
Federal University of Piauí (UFPI), in the Teresina city, from August 2011 to July 2012.

Teresina’s climate, based on the classification made by Thornthwaite and 
Mather, is C1sA’a’, it is characterized as dry subhumid, megathermic, with moder-
ate hydrous surplus in summer and a potential evapotranspiration of 32.2% in the 
trimester – September, October and November [20].

A native vegetation area was used for sampling, its respective latitude and longitude 
is 5° 2′52 “S and 42 ° 47’11” W, which it presents formation denominated Mata de 
Cocal. The other area used is characterized by being an agricultural field with respec-
tive latitude and longitude is 52° 2 ‘57’ ‘S and 42° 46′ 57 “W, where during the present 
study there was a concomitant and rotational cultivation of pigeon pea (Cajanus 
cajan (L.) Millsp.), cowpea (Vigna unguiculata (L.) Walp), corn (Zea mays L.) and 
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A native vegetation area was used for sampling, its respective latitude and longitude 
is 5° 2′52 “S and 42 ° 47’11” W, which it presents formation denominated Mata de 
Cocal. The other area used is characterized by being an agricultural field with respec-
tive latitude and longitude is 52° 2 ‘57’ ‘S and 42° 46′ 57 “W, where during the present 
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cajan (L.) Millsp.), cowpea (Vigna unguiculata (L.) Walp), corn (Zea mays L.) and 
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watermelon (Citrullus lanatus (Thunb.) Matsum & Nakai), in addition to the occa-
sional presence of sheep (Ovis aries L., 1758) and goats (Capra aegagrus hircus L., 1758).

Geographically, this native vegetation is concentrated in the Piauí and Maranhão 
states, most western portion of the Northeast region, widely occupied by dicots 
and palm trees formations [21]. In vegetation terms, an extensive mosaic is formed 
with so different physiognomies that the region's specialty in having disseminated 
features with different species and structures is observed in little space, accompa-
nied by alterion in soil and climate [22]. The Piauí and Maranhão are an extensive 
ecotonal zone located between the Amazon sub-humid and the Northeastern semi-
arid, transition region [23].

For the samples, unattractive pitfall traps were used to capture the insects. (These 
traps were also used, for example, see [19, 24])Three independent sample units are 
used, called "stations" located at ground level. Each station consisted of four plastic 
containers with a capacity of 500 mL, a diameter of 10 cm and a height of 11 cm, cov-
ered by a plastic plate 20 cm in diameter, suspended by pieces of wood approximately 
15 cm, to prevent or reduce water entry in the rainy season. The containers were buried 
with the edge at ground level, with the addition of 200 ml of 4% formaldehyde solu-
tion as fixative liquid. The flasks were connected by metal bulkheads, 100 cm long by 
20 cm high, to direct the insects to the station’s containers. The stations were arranged 
in the shape of a Y. Figure 1 (adapted) shows the schematic drawing of the station.

Three identical stations were randomly arranged in each area. Each station 
kept a distance of 5 m between them. They were obtained weekly samples, totaling 
52 samples from August 2011 to July 2012. At the UFPI’s entomology laboratory, 
screening and identification of Coleoptera specimens was carried out, besides the 
deposit of the material sampled for its preservation, for possible future studies.

The monthly meteorological data of the compensated average air temperature, 
compensated relative humidity, precipitation and insolation were obtained through 
the network of the National Institute of Meteorology – INMET. The weather station 
from which the weather data originated has a respective latitude and longitude of 5 
° 220.16 "S and 42 ° 48'14.77"W and an altitude of 75 m. The areas of native forest 
and agricultural field in which the samples were obtained are within a radius of 
3 km from the aforementioned weather station.

Figure 1. 
Station design (adapted).
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Faunistic indices were calculated: dominance, abundance, frequency and 
constancy, as well as diversity indices, H variance and confidence interval with the 
ANAFAU software [25]. Correlations were performed using the Pearson method 
between the records of monthly occurrence of the population fluctuation of the 
subfamilies and the monthly data of the meteorological variables using the software 
BIOESTAT version 5.3 [26]. Later, the canonical correlation was performed between 
the sets of the monthly occurrence of the population fluctuation of the subfamilies 
and the set of monthly meteorological data by the same software.

3.2 Results and discussion

3.2.1 Population fluctuation and fauna measures

Table 1 shows that in the period analyzed in the Mata de Cocal 591 insects of 
the Curculionidae family were sampled and distributed in 2 subfamilies: Molytinae 
Schönherr, 1823, and Scolytinae Latreille, 1804, with 22 and 569 specimens respec-
tively. Already in the agricultural field 63 insects of this family were collected and 
distributed in Molytinae and Scolytinae too, with 41 and 22 specimens respectively. 
In total, 654 Curculionidae beetles were collected, 90.37% in the Mata de Cocal area 
and 9.63% in the agriculture area.

The subfamily Molytinae was more numerous in the agricultural field than the 
same subfamily in Mata de Cocal, while Scolytinae presented more specimens in 
this area than in that one.

The population fluctuation of beetles ranged from a minimum of 0 specimens in 
Mata de Cocal, in the months of August, October and November 2011, and March and 
July 2012, to a maximum of 513 in April 2012, which represented 86.80% of the insects 
collected in that area. In the agricultural field, in the months of September, October 
and November 2011, no specimen was collected from the family studied, while 32 
were collected in the month of April 2012, which represented 50.79% of the specimens 
collected in that area. For all subfamilies, the population peak occurred in April.

The population peak of a given insect community occurs when the set of 
homeostatic mechanisms in nature, in relation to one’s own family or species, as 
intrinsics – internal – and extrinsics– external–, is favorable to its development in a 
given habitat, over a given period of time [1]. Intrinsic mechanisms depend on the 
members of the population themselves, as is the case with intraspecific competi-
tion, while extrinsic mechanisms depend on the participation of something outside 
the population itself, such as interspecific competition, food and space restrictions, 
weathering, parasitism, predatism and meteorological variations [1]. Thus, the 
April month had the most favorable environmental homeostatic conditions for the 
studied communities of curculionids.

Table 2 shows that all subfamilies were dominant, constant and accessory. 
As for abundance, subfamilies were very abundant in Mata de Cocal, while they 
were common in the agricultural field. Also, the fauna indexes – Shannon-Weaner 
diversity, Margalef wealth and equitability – were different among the curculionid 
communities of the studied areas. The highest values of these indexes were obtained 
in the agriculture area.

Normally the difference between insect community is the relationship of 
insects to biotic factors – vegetables diversity; intra and interspecific competi-
tions; mammal diversity– and abiotic factors – such as seasonality with its 
characteristics of temperature, air humidity, rainfall and photoperiod; soil 
edaphic conditions; among other factors [1]. In this way, the association of the 
Curculionidae community to the biotic and abiotic factors of which they are 
inserted may explain the difference in terms of abundance and fauna indexes 
presented in the studied areas.
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distributed in Molytinae and Scolytinae too, with 41 and 22 specimens respectively. 
In total, 654 Curculionidae beetles were collected, 90.37% in the Mata de Cocal area 
and 9.63% in the agriculture area.

The subfamily Molytinae was more numerous in the agricultural field than the 
same subfamily in Mata de Cocal, while Scolytinae presented more specimens in 
this area than in that one.
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and November 2011, no specimen was collected from the family studied, while 32 
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collected in that area. For all subfamilies, the population peak occurred in April.
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the population itself, such as interspecific competition, food and space restrictions, 
weathering, parasitism, predatism and meteorological variations [1]. Thus, the 
April month had the most favorable environmental homeostatic conditions for the 
studied communities of curculionids.

Table 2 shows that all subfamilies were dominant, constant and accessory. 
As for abundance, subfamilies were very abundant in Mata de Cocal, while they 
were common in the agricultural field. Also, the fauna indexes – Shannon-Weaner 
diversity, Margalef wealth and equitability – were different among the curculionid 
communities of the studied areas. The highest values of these indexes were obtained 
in the agriculture area.

Normally the difference between insect community is the relationship of 
insects to biotic factors – vegetables diversity; intra and interspecific competi-
tions; mammal diversity– and abiotic factors – such as seasonality with its 
characteristics of temperature, air humidity, rainfall and photoperiod; soil 
edaphic conditions; among other factors [1]. In this way, the association of the 
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3.2.2 Curculionids and meteorological variables

3.2.2.1 Weather data

Throughout the study, there was an average insolation of 8.4 h.d-1, an average 
relative humidity of 72.4%, an average daily compensated air temperature of 
27.4°C and 1218.9 mm of rainfall. When these values are compared to the clima-
tological normal from 1980 to 2009 calculated by Bastos and Andrade Júnior – 
who it had an average insolation of 7.8 h.d-1, relative humidity of 69.8%, average 
air temperature of 28.2°C and 1351.9 mm annual rainfall–, it was verified that 
the insolation and humidity were higher while precipitation and temperature 
were below [27]. The record of monthly meteorological data for the period is 
shown in Table 3.

Year Month Insolation (h.d−1) Relative 
humidity (%)

Precipitation (mm) Average temperature (° C)

2011 Aug. 10.1 65.4 10.8 27.2

Sep. 10.3 58.1 0.6 28.5

Oct. 8.8 66.1 167.6 28.6

Nov. 7.8 74.8 124.6 27.4

Dec. 8.6 68.2 23.4 28.3

2012 Jan. 6.4 75.7 133.1 27.1

Feb. 5.6 83.4 317.1 26.2

Mar. 7.4 85 264 26.3

Apr. 7.7 82.5 121 26.7

May 9.3 77.3 31.3 27.2

Jun. 8.8 72.7 25.4 27.2

Jul. 10 60.8 0 27.5

Source: INMET Network data.

Table 3. 
Meteorological data (insolation, compensated average relative humidity, precipitation and average 
compensated air temperature) from August 1, 2011 to July 31, 2012 in Teresina.

Area Subfamily Dominance Abundance Frequency Constancy

Mata de cocal Scolytinae D* va F Y

Molytinae D va F Y

Agricultural field Scolytinae D c F Y

Molytinae D c F Y

*D = dominant; F = frequent; Y = accessory; c = common; va = very abundant; a =abundant.
Mata de cocal: Diversity Index (Shannon-Weaner) => H = 0.1590 H Confidence Interval (P = 0.05) => [0.156938; 
0.161106] Wealth Index (Margalef) => ALFA = 0.1567 Uniformity or Equitability Index => E = 0.2294.
Agricultural field: Diversity Index (Shannon-Weaner) => H = 0.6470 H Confidence Interval (P = 0.05) => 
[0.637532; 0.656375] Wealth Index (Margalef) => ALFA = 0.2414 Uniformity or Equitability Index =>  
E = 0.9334.

Table 2. 
Faunistic analysis of the curculionid subfamilies sampled in Mata de Cocal and in the agricultural field.
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who it had an average insolation of 7.8 h.d-1, relative humidity of 69.8%, average 
air temperature of 28.2°C and 1351.9 mm annual rainfall–, it was verified that 
the insolation and humidity were higher while precipitation and temperature 
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Table 3. 
Meteorological data (insolation, compensated average relative humidity, precipitation and average 
compensated air temperature) from August 1, 2011 to July 31, 2012 in Teresina.

Area Subfamily Dominance Abundance Frequency Constancy

Mata de cocal Scolytinae D* va F Y

Molytinae D va F Y

Agricultural field Scolytinae D c F Y

Molytinae D c F Y

*D = dominant; F = frequent; Y = accessory; c = common; va = very abundant; a =abundant.
Mata de cocal: Diversity Index (Shannon-Weaner) => H = 0.1590 H Confidence Interval (P = 0.05) => [0.156938; 
0.161106] Wealth Index (Margalef) => ALFA = 0.1567 Uniformity or Equitability Index => E = 0.2294.
Agricultural field: Diversity Index (Shannon-Weaner) => H = 0.6470 H Confidence Interval (P = 0.05) => 
[0.637532; 0.656375] Wealth Index (Margalef) => ALFA = 0.2414 Uniformity or Equitability Index =>  
E = 0.9334.

Table 2. 
Faunistic analysis of the curculionid subfamilies sampled in Mata de Cocal and in the agricultural field.
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3.2.2.2 Relationship between curculionids and meteorological variables

Beetles like all living things are subject to the nature forces, so there is a relevant 
influence in a way that can inhibit or favor a particular group of insects. Studying 
the relationship between meteorological factors and the population fluctuation of 
beetles is important for understanding the variation that occurs in their population.

For investigation and understanding of this association in the Mata de Cocal and 
in the agricultural field, the monthly records of the subfamilies fluctuation and the 
monthly meteorological data were correlated.

Significantly, in Mata de Cocal, the subfamily Molytinae was negatively associ-
ated with heat stroke (−0.61; p < 0.05), while the same subfamily, in an agricultural 
area, was negatively associated with insolation (−0.70; p < 0.05) and temperature 
(−0.61; p < 0.05), and positively with humidity (0.68; p < 0.05) and precipita-
tion (0.56; p < 0.10). In both areas, the Scolytinae subfamily had no significant 
association with a p-value equal to>0.10. Figures 2–5 show that only the subfamily 
Molytinae, in the agriculture area, was significantly associated with all meteorologi-
cal variables (Table 4).

Canonical correlation was performed between the monthly records of the subfam-
ilies and the data set related to insolation, humidity, precipitation and temperature. 

Figure 2. 
Dispersion diagram: the daily insolation versus the monthly population fluctuation of Molytinae.

Figure 3. 
Dispersion diagram: the precipitation data versus the monthly population fluctuation of Molytinae.
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Canonical correlations and eigenvalues were observed in Tables 5 and 6. The correla-
tion between the pair of canonical variables, also called canonical R, was approxi-
mately 0.79 in both areas, which represents the best possible correlation between any 
linear combination of the monthly meteorological data with the records monthly of 
the subfamilies Curculionidae. The Canonical R statistic expresses the relationship 
magnitude between the variables sets.

Figure 4. 
Dispersion diagram: the monthly relative air humidity data versus the monthly population fluctuation of 
Molytinae.

Figure 5. 
Dispersion diagram: the monthly average temperature data versus the monthly population fluctuation of 
Molytinae.

Subfamily
Molytinae

Insolation (h.d−1) Humidity (%) Precipitation 
(mm)

Temperature (°C)

(r) p- value (r) p- value (r) p- value (r) p- value

Mata de cocal −0.61 < 0.05 0.42 ns* 0.29 ns −0.38 ns

Agricultural field −0.63 < 0.05 0.68 < 0.05 0.56 < 0.10 −0.70 < 0.05

N (pairs) = 12; degrees of freedom = 10;
* ns = not significant.

Table 4. 
Correlation between monthly records of population curculionids fluctuation and monthly meteorological data 
in Mata de Cocal and in agriculture area.
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linear combination of the monthly meteorological data with the records monthly of 
the subfamilies Curculionidae. The Canonical R statistic expresses the relationship 
magnitude between the variables sets.

Figure 4. 
Dispersion diagram: the monthly relative air humidity data versus the monthly population fluctuation of 
Molytinae.

Figure 5. 
Dispersion diagram: the monthly average temperature data versus the monthly population fluctuation of 
Molytinae.

Subfamily
Molytinae

Insolation (h.d−1) Humidity (%) Precipitation 
(mm)

Temperature (°C)

(r) p- value (r) p- value (r) p- value (r) p- value

Mata de cocal −0.61 < 0.05 0.42 ns* 0.29 ns −0.38 ns

Agricultural field −0.63 < 0.05 0.68 < 0.05 0.56 < 0.10 −0.70 < 0.05

N (pairs) = 12; degrees of freedom = 10;
* ns = not significant.

Table 4. 
Correlation between monthly records of population curculionids fluctuation and monthly meteorological data 
in Mata de Cocal and in agriculture area.
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The Chi-Square (χ2) equal to 11.5400, with 8 degrees of freedom, was recorded 
in the Mata de Cocal, and the Chi-Square (χ2) equal to 10.6400, with 8 degrees of 
freedom, in the agricultural area, for the association between the variables sets: 
monthly records of the subfamilies population fluctuation and the monthly meteo-
rological data. The Molytinae subfamily had a greater association with the monthly 
data set on meteorological variables in both areas.

The Curculionidae community in the agricultural area obtained the greatest 
associations with the monthly meteorological data as shown in Table 6. In both 
areas, there was association with the relative air humidity and precipitation posi-
tively and insolation and the average temperature in a negative way. In Mata de 
Cocal, there was a greater association with insolation (−0.80) and a lower associa-
tion with temperature (−0.33), while there was a greater association with insola-
tion and temperature (−0.87) and less association with precipitation (0.82) in the 
agricultural area.

Probably, the presence of trees in Mata de Cocal provided microtemporal condi-
tions that favored the subfamilies not to become so dependent on meteorological 
variables.

3.3 Ecological niche of the family Curculionidae

The identified subfamilies specimens occupy a functional or biological position 
within the ecosystem in which they are inserted. This includes what they represent 
in the overall ecosystem, by what they do and how they do.

The curculionids, along with Cerambycidae family beetles, are the ones that occur 
most associated with native and exotic forest species, performing an important role 
in the wood degradation [28]. They stand out for the great number of species and 
high degree of polyphagia: there are species that can be xylophages, mycophages or 
spermatophytes [28–31]. They occur in forest species native to the Mata de Cocal, 
such as the babassu coconut palm [32]. These insects are common in tropical regions 
and only attack live trees that show changes in their physiological conditions [28, 31].

Mata de cocal Agricultural field

Molytinae Scolytinae Molytinae Scolytinae

V 0.93 0.21 0.97 0.40

Mata de cocal: canonical R= 0.79; canonical R2= 0.63; χ2 = 11.5400, 15; Degrees of freedom= 8; p-value < 0.1729.
Agricultural field: canonical R= 0.79; canonical R2 = 0,62; χ2 = 10.6400, 15; Degrees of freedom= 8; p-value 
<0.2229.

Table 5. 
Canonical correlation between the beetle population fluctuation records and the meteorological data set (V).

Insolation (h.d−1) Relative air 
humidity (%)

Precipitation (mm) Average 
temperature (° C)

U (mata de cocal) −0.80 0.42 0.42 −0.33

U (Agricultural 
field)

−0.87 0.86 0.82 −0.87

Mata de cocal: canonical R= 0.79; canonical R2= 0.63; χ2 = 11.5400, 15; Degrees of freedom= 8; p-value < 0.1729.
Agricultural field: canonical R = 0,79; canonical R2= 0.62; χ2 = 10.6400, 15; Degrees of freedom= 8; p-value < 
0.2229.

Table 6. 
Canonical correlation between data on meteorological variables and beetle population fluctuation record sets (U).
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The curculionids diet basis is deficient in essential vitamins of group B and 
sterols, whose absence is compensated by a diet rich in nitrogen supplied by symbi-
otic fungi that synthesize them from nutrients absorbed from the galleries that they 
make inside the wood [30]. These specimens have a fundamental ecological role in 
the forests formation, as they recycle vegetable biomass. When they consume their 
hosts tissues, they facilitate the saprophytic organisms entry that accelerate the 
vegetable material deterioration [31].

Given that each species can be associated with several factors such as the climate, 
the soil, the vegetation type, among others, the deforestation processes of the native 
forest areas, can lead to the species loss, causing changes in their community [1].

All physical and biological entities in a given ecosystem form a unified and com-
plex integral system [1]. As seen, there is a deep, direct and essential link between 
curculionids and the ecological processes of the ecosystem in which they are inserted.

Given this importance, it is necessary for them to remain in the environment in 
which they are, for that reason, there must be the maintenance of meteorological 
conditions related to insolation, precipitation, temperature and humidity, as well as 
the conservation – rational use – of the Mata de Cocal when its preservation is not 
possible – full and permanent protection.

4. Conclusion

Given the above, it is inferred that beetles populations certain (such as the sub-
family Molytinae in the present study) are governed and conditioned by meteoro-
logical variables to a greater or lesser extent depending on the characteristics of the 
community itself and the biotic and abiotic environmental factors of the area where 
they live. From the case presented, it verifies that the Curculionidae community has 
a positive association with precipitation and humidity and a negative association 
with insolation and temperature, being that in native forests curculionids are not as 
dependent on meteorological variables as in agricultural fields.

Finally, as this chapter shows the association of curculionids with meteorological 
parameters in two habitats: Mata de Cocal and agricultural field; it becomes impor-
tant as a parameter for a first description for further ecological studies of taxonomic 
refinements and deeper inflections.

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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of the Creative Commons Attribution License (http://creativecommons.org/licenses/
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