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Chapter 1

Molecular Mechanisms of Distinct 
Diseases
Adnan Batman, İrem Yalım Camci, Elif Kadioglu, 
Kezban Uçar Çifçi, Berçem Yeman Kıyak, Servet Tunoglu, 
Ezgi Nurdan Yenilmez Tunoglu and Yusuf Tutar

Abstract

Molecular medicine describes molecular structures and mechanisms and this 
chapter focuses on molecular and genetics errors of diseases. Diseases can be 
classified into deficiency diseases, hereditary diseases, infectious diseases and 
physiological diseases and to get a glimpse of the mechanisms the chapter covers 
the most common disease of each class.

Keywords: chromosomal diseases, cancer, neurodegenerative diseases, pulmonary 
diseases, obesity-induced insulin resistance, lymphoblastic leukemia, viral 
immunology and infectious diseases

1. Introduction

Distinct diseases have different etiology pattern and this chapter covers the 
chromosomal diseases, cancer, neurodegenerative diseases, pulmonary diseases, 
obesity-induced insulin resistance, lymphoblastic leukemia, viral immunology 
and infectious diseases. These communicable and non-communicable diseases 
negatively affect structure-function of the organism and specific symptoms are 
associated with these conditions. Pathogens or internal dysfunctions may lead these 
diseases. The chapter provides pathology of selected diseases from each class along 
with the molecular mechanisms.

1.1 Chromosomal diseases

1.1.1 Down syndrome

Down syndrome (DS) is the most common chromosomal genetic disorder. The 
disease is caused by the trisomy of human chromosome 21 (HSA21) and is also the 
most genetic mental disability [1]. The HSA21 mosaic can also lead to DS. Maternity 
age is an important aspect in the formation of an individual with DS [2]. The main 
cause of this disease is the absence of normal chromosome separation during meiosis 
and the production of gametes with two copies of chromosome copies instead of 
a single copy. As a result, DS individuals have trisomy 21 in some body cells, and a 
normal number of chromosomes in others. This is called mosaicism and is seen in 
approximately 4% of DS individuals. The term mosaicism was first reported in 1961 
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[3] and can occur in two ways: either a normal zygote is exposed to an early mitotic 
error following fertilization, which results in trisomy 21 in some cells, or an early 
mitotic error in some cells allows it to return to normal karyotype [4].

HSA21 is the most studied human chromosome, and since the long arm of 
chromosome 21 has been fully sequenced, a significant progress has been made in 
understanding its functional genomic units. HSA21 is the smallest chromosome 
and the overall gene density per megabase is about 15 genes per Mb (for the human 
genome) [5]. HSA21 is also very rich in long encoding RNA (lncRNA) genes, and, 
one of the poorest for genes encoding microRNA (miRNA). Also, the gene density 
is average for pseudogenes encoding the protein per Mb [6]. HSA21 is a weak 
chromosome in non-encoding RNAs (ncRNAs) and long nuclear elements (LINE). 
Interestingly, HSA21 shows significant enrichment for proteins found in cytoskel-
eton structures. These cytoskeletal proteins are known to play a role in neurological 
disorders, especially Alzheimer’s neuropathology [7].

Individuals with DS occasionally develop the myeloproliferative disorder 
(TMD), a disease that is mostly unique to DS. Almost all TMD cases were found to 
contain somatic mutations on the X chromosome, in the GATA1 transcription factor 
[8]. Certain features of DS contain genes on other chromosomes causing gene and 
trisomy mutations and working together to reveal the disorder in HSA21. Studies 
have shown that the formation of Trisomy 21 precedes the formation of GATA1 
mutations [1]. This may indicate that Trisomy 21 either increases genomic discrep-
ancy leading to GATA1 mutations, or it supplies a selected medium for hematopoi-
etic cells containing GATA1 mutations.

1.1.2 Molecular mechanism

Many hypotheses have been proposed to explain the genotype–phenotype relation-
ship in DS. One of these is the ‘gene dosage effect’ hypothesis putting forward that 
the phenotypes arise directly from the dosage imbalance of the genes. Overlapping 
this hypothesis, the ‘DS Critical Region’ (DSCR) was announced in the 1990s. [9, 10]. 
Many of the DS features can be called into a subset of the critical genes in the DSCR 
region, suggesting that DS phenotypes are mainly caused by the dosage imbalance 
of only a few genes on HSA21. Genomic regions affecting the presence of certain DS 
phenotypes have been identified and high-resolution genetic maps of DS features have 
been created [11]. Olson et al. studied the DSCR regions in mice to test its hypothesis. 
They concluded that dosage imbalance of some individual genes on HSA21 directly 
affects certain phenotypes, but they stated that more studies are needed [12].

The “amplified developmental instability” hypothesis suggests that dosage 
imbalance of the HSA21 gene leads to a non-specific impairment of cellular homeo-
stasis [10]. Extra chromosome materials may also contribute to phenotypes by 
disrupting chromosomal regions. Some data on monozygotic twins for TS21 suggest 
that differential expression between normal and trisomic twins can be regulated 
across chromosome domains. This study shows that some DS phenotypes can be 
enlightened by the modification of the chromatin structure in the nucleus [13]. 
Monozygotic twins affected by DS but showing incompatible phenotypes have been 
reported in some cases, suggesting the role of epigenetics in the phenotypic vari-
ability of DS. For example, DNA methylation (controlling gen expression) has been 
shown to change in Trizomy of chromosome 21 (TS21) samples [14].

1.1.3 Turner syndrome

Turner syndrome (TS) is a disorder in mosaic karyotypes associated with 
complete or partial loss of the X chromosome. Seen especially in women, TS is 
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associated with short stature, delayed puberty, ovarian dysgenesis, infertility, 
congenital malformations of the heart, type 1 and type 2 diabetes mellitus, osteopo-
rosis, and autoimmune disorders. It occurs in almost every 2500 live female births. 
Fetuses affected by TS are 99% estimated to result in fetal death. Approximately 
half have monosomy X (45, X) and 10% have a repeat (isochromosome) of the long 
arm of the X chromosome. Most of the rest has a mosaic in more cell lines for 45X. 
TS, which is associated with a missing X chromosome, was first identified about 
100 years ago [15].

Related genes: Shox gene (short length homeobox protein-coding) located on 
X and Y chromosomes, it is a gene responsible for TS phenotype. This gene does 
not undergo X inactivation, and a decrease in the expression of SHOX explains 
some of the TS-related growth deficits. The gene product controls the expression 
of natriuretic peptide B (NPBB) and FGFR3 (fibroblast growth factor receptor 3) 
and regulates the proliferation and of chondrocytes, and also cooperates with SOX5, 
SOX6 and SOX9 and some other genes [16].

The TS genome is hypo-methylated with less hypermethylation sites and there 
are RNA expression changes that affect the X chromosome genes and autosomal 
genes compared to women who are 46 XX. Known escape genes are expressed 
differently in individuals with TS and other X chromosome genes such as RPS4X 
and JPX (CD40LG and KDM5C) in particularly, KDM5C (encoding lysine-specific 
demethylase 5C) can participate in the transcriptional profile of neuronal genes and 
play role in different neurocognitive profiles [17]. 40S ribosomal protein S4 (RPS4X) 
also plays an important role in TS, bringing together multiple protein complexes. In 
addition, the Y paralog of RPS4X (RPS4Y) may also have a role since it is normally 
expressed as duplicates [18].

Many different studies show that women with TS have increased mortality 
compared to the pool of a wide variety of related diseases [19]. The most obvious 
increase in morbidity is caused by autoimmunities like diabetes mellitus or thy-
roiditis, osteoporosis, cardiovascular diseases, hypertension, congenital malforma-
tions, especially endocrine diseases including heart diseases, digestive system and 
anemia [20].

1.1.4 Genotype-phenotype

It is still unclear which chromosomal regions or genes make up the phenotypi-
cal properties of TS. The physical symptoms of TS were thought to be due to the 
absence of normal sex chromosomes before inactivation of the X chromosome, or 
the haplo-insensitivity of the genes in the pseudo-autosomal regions of the aneu-
ploidy [21]. It is thought that a complete phenotype results in the loss of short arm 
(Xp) in the X chromosome. Aneuploidy itself can cause growth failure. Loss of a 
region in Xp22.3 was found to be related to neurocognitive problems in TS [22]. Loss 
of the SRY gene locus in the short arm of the Y chromosome leads to the phenotype 
of TS, even if it does not cause a population of 45 X cells. It has also been suggested 
that an area in Xp11.4 is important for the development of lymphedema [23].

1.2 Cellular proliferation: cancer

Cancer can be defined as the uncontrolled cell growth with the most basic expla-
nation. Cell stacks that grow uncontrollably are called tumors. Benign tumors grow 
much slower and usually do not metastasize, while malignant tumors can spread to 
other organs through metastasis, and lead to multiple organ damage and eventu-
ally death. Tumor cells acquire characteristic features such as sustaining growth 
signals in the process of cancer, avoiding growth suppressors, resisting cell death, 
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ensuring replicative immortality, initiating angiogenesis, and activating invasion 
and metastasis [24].

Cancer cells acquire these abilities in the process due to genetic instability 
and inflammation caused by environmental and hereditary effects. Many studies 
show that viruses, in addition to many environmental factors such as radiation 
and chemicals, induce cancer. Chronic inflammation has been shown to trigger 
oncogenic mutations, genetic instability, tumor growth, and angiogenesis through 
angiogenesis and cause local immunosuppression [25].

Two types of gene groups involved in cancer are oncogenes, which trigger cel-
lular growth and uncontrolled proliferation, causing increased genetic instability 
with increased expression and tumor suppressor genes that cause cancer as a result 
of decreased control of their expression, cell division, and growth. Proto-oncogenes 
include RAS, WNT, MYC, ERK, and TRK genes. A mutation that may occur on 
a proto-oncogene or a regulatory region of the gene (e.g., promoter region) can 
cause an increase in the amount of protein with the change in protein structure 
[26]. Expressions of oncogenes can also be regulated with miRNAs [27]. Mutations 
occurring in these regulatory miRNAs can cause activation of oncogenes [28]. 
Cancer cells increase cell growth-division by activation of oncogenes, as well as 
suppress preventive control mechanisms of tumor suppressor genes that control 
this process.

Mutations in tumor suppressor genes cause loss of function. Therefore, they 
occur in both alleles. To inactivate the gene and its protein, wide-ranging effects, 
such as deletions, frame-shift mutations, insertions, should be seen rather than 
point mutations [29]. Tumor suppressor genes include retinoblastoma (RB) [30], 
TP53, BRCA1, BRCA2, APC, and PTEN. Many side factors such as transcription 
complexes, changes in cellular metabolism, microenvironment can guide the course 
of cancer [31].

The development of cancer is a multi-stage process consisting of initiation, 
promotion, and progression. Cancer-inducing events are usually caused by genetic 
mutations. Mutant cell proliferates rapidly in the promotion stage and acquires 
features that allow malignant behavior in the progression stage. Production of 
telomerase and expression of p53 are examples of malignant behavior [32]. Then, 
the process proceeds in the form of dysplasia formation, where new blood vessels 
are formed (angiogenesis) with cellular transformation. Angiogenesis facilitates the 
intravasation of cancer cells after undergoing an epithelial-mesenchymal transi-
tion (EMT) [33]. EMT gives an invasive phenotype to cancer cells and is managed 
by various transcription factors (such as SNAI, SLUG, ZEB2, ETS1, TWIST) [34]. 
These transcription factors also regulate each other for the protection of EMT [35].

1.2.1 Cancer cell metabolism

Normal cells only use anaerobic glycolysis when oxygen is absent or limited, 
while cancer cells can convert glucose to lactate in the presence of oxygen. Otto 
Warburg discovered that cancer cells exhibit a differentiated metabolism abil-
ity [36]. Warburg effect is biochemical properties that help identify cancer cells. 
On the other side, cancer cells are generally highly glucose-dependent. Glucose 
intake of cells is enabled by overexpression of different isoforms of membrane 
glucose transporters in cancer cells [37]. It has been shown that the benefit of the 
Warburg effect for cancer cells is not just the formation of glycolytic ATP, but also 
the production of many glycolytic intermediates before anabolic processes such as 
NADPH and amino acids [38]. Cancer cells are also able to metabolize glutamine to 
synthesize some amino acids they need, use it as a nitrogen source and for fatty acid 
synthesis in hypoxic conditions [39]. Therefore, blood glutamine levels increase 
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in some cancer cases [40]. Lactic acid is used to produce citric acid and maintain 
cancer progression in neighboring cancer cells. This is called the “Reverse Warburg 
effect” [41].

Tumor micro-environment, consisting of fibroblasts, adipocytes, endothelial 
cells, and macrophages, is a good source for tumor growth. Tumors “steal” energy-
rich metabolites from their micro-environment [42]. Monocarboxylate carriers 
(MCTs) are used for L-lactate transfer between cancer cells and their microenviron-
ment [43]. Tumors have heterogeneous structures with hypoxic and aerobic regions. 
A “metabolic symbiosis” behavior has recently been found between the two regions 
[44]. Lactate is produced by glycolysis in hypoxic tumor cells. This product is 
obtained by aerobic cancer cells by MCT1. Aerobic cells convert lactate to pyruvate 
with lactate dehydrogenase isoform B (LDH-B) enzyme.

When glucose consumption is not enough to meet the energy need of cancer 
cells, they begin the fatty acid oxidation (FAO) [45]. For example, prostate cancer, 
leukemia, and large B-cell lymphoma, increasing palmitate and FAO uptake in cells 
are among the most commonly used bioenergetic pathways [46–48]. Normal cells 
usually receive fatty acids by diet, while tumors show an increase in de novo fatty 
acid synthesis [45].

Pyruvate plays a pivotal role in the regulation of metabolic reprogramming, 
especially in tumors [49]. Pyruvate dehydrogenase (PDH) converts cytosolic pyru-
vate into mitochondrial acetyl-CoA, which is the first substrate of the Krebs cycle. 
Pyruvate dehydrogenase kinase (PDK) negatively regulates PDH. This reaction 
slides glucose from oxidative to glycolytic metabolism [50]. Lactate dehydrogenase 
(LDH) is the primary metabolic enzyme converting pyruvate into lactate. LDH 
plays an important role in arranging food interchange between stroma and tumor. 
Studies have shown that inhibition of LDH is important for treating advanced 
carcinomas [51]. Mitochondrial hyperpolarization is a mutual property of several 
tumor cells [52]. Tumor cells, which have more negative mitochondrial structures, 
are more selective targets in drug therapies [53].

1.2.2 Brain cancer

Brain tumors are cancer tissues that grow abnormally and prevent the brain or 
central spinal system from performing its normal functions. Primary brain tumors 
originating from brain tissue can usually spread only to other parts of the brain, and 
occasionally to other organs. Tumors that form in another tissue in the body migrate 
to the brain are called metastatic or secondary brain tumors. These types of tumors 
occur more frequently than primary brain tumors. They are termed after their 
tissue of origin [54].

The most prevalent primary tumor types in adults are glioma, astrocytomas, 
oligodendroglioma, meningioma, schwannoma, pituitary tumors, and central 
nervous system (CNS) lymphoma.

1.2.3 Genetic background of brain cancer

Retinoblastoma mutations are found in almost 75% of brain tumors and are 
mostly associated with glioblastoma, and Tp53 mutations are found in more 
than 80% of advanced gliomas [55]. Primary glioblastomas have EGFR tyrosine 
kinase mutations, tumor suppressor PTEN gene mutations, DNA repair protein 
O6-methylguanine-DNA methyltransferase (MGMT) protein abnormalities [56, 
57]. While IDH1 mutations in the control mechanism of the citric acid cycle are 
seen in advanced glioblastomas, IDH2 mutations are usually shown in oligo-
dendroglioma [58]. Mutations in the BRAF oncogene are common in pilocytic 
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central spinal system from performing its normal functions. Primary brain tumors 
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occasionally to other organs. Tumors that form in another tissue in the body migrate 
to the brain are called metastatic or secondary brain tumors. These types of tumors 
occur more frequently than primary brain tumors. They are termed after their 
tissue of origin [54].
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mostly associated with glioblastoma, and Tp53 mutations are found in more 
than 80% of advanced gliomas [55]. Primary glioblastomas have EGFR tyrosine 
kinase mutations, tumor suppressor PTEN gene mutations, DNA repair protein 
O6-methylguanine-DNA methyltransferase (MGMT) protein abnormalities [56, 
57]. While IDH1 mutations in the control mechanism of the citric acid cycle are 
seen in advanced glioblastomas, IDH2 mutations are usually shown in oligo-
dendroglioma [58]. Mutations in the BRAF oncogene are common in pilocytic 
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astrocytomas, pleomorphic xanthoastrocytomas, and gangliogliomas [55]. In 
some glioblastoma tumors, telomere length is maintained by mutations in the 
TERT promoter and ATRX gene [59].

WHO groups glioma patients based on the presence of two genetic changes; 
first, mutations [60] in the family of genes encoding isocitrate dehydrogenase 
(IDH), and second, loss of two specific parts of the genome (1p and 19q co-dele-
tion) [61]. The presence or absence of these changes gives a clue about the patient’s 
prognosis and appropriateness of various kinds of treatments.

Approximately 40% of people with astrocytoma, oligodendroglioma, or IDH 
mutation bear a hereditary variation. This variation is a single nucleotide polymor-
phism (SNP) in the 8q24 region of the genome [62]. There is another SNP in the 
11q23 region, which enhances the risk of IDH-mutant brain cancer. Approximately 
5–8% of gliomas are familial, POT1 gene mutations have been found in 6 of 300 
families with glioma [63].

Non-coding RNAs (ncRNAs) play important roles in regulating tumor malignancy 
in glioma [64–66]. According to healthy brain tissue, mir-21 expression increases 
in glioma and mir-21 acts as an oncogene [67, 68]. It has been reported that mir-124 
and mir-137 act as tumor suppressors in glioblastoma multiform cells [69]. Hotair, 
SOX2ot, CRNDE, Malat1, H19, GAS are lncRNAs that have been recently shown 
to regulate glioma [70, 71]. Glioma cells also express the circRNAs, for example, 
circBRAF, bircFBXW7, circSMARCA5. These regulate proliferation, migration, and 
invasion of glioma cells [72–74]. The exosomal ncRNAs, mir-21, mir-148a, lncRNA 
PU03F3, lncRNACCAT2 can be used as circulating biomarkers of glioma patients 
[75–78]. circRNAs and the exosomal ncRNAs were also reported as potential biomark-
ers for the diagnosis and prognosis of glioma patients.

1.3  Molecular pathology of neurodegenerative diseases with Alzheimer’s 
disease in focus

As a characteristic of almost all neurodegenerative diseases, abnormal protein 
assembly gathers these diseases under the prion concept [79]. Prion protein, known 
as PrP, was introduced to define protein pathogens and distinguish them from 
viruses and was identified as a proteinaceous infectious particle known to resist 
inactivation. Even back at that time, its importance was foreseen in terms of shed-
ding light on the etiologies of chronic degenerative diseases [80]. Self-propagation 
is an important characteristic of prions that is also observed in abnormal protein 
assembly in Alzheimer’s Disease (AD) [81, 82]. Aggregation of proteins in neuro-
degenerative diseases was believed to occur spontaneously in autonomous cells, 
however, it was later understood that this aggregation begins in a particular region 
and propagates across other regions developing the disease further. Transmission of 
these prion proteins across neuronal cells takes place trans-synaptically [82].

As described more than a 100 years ago, abnormal protein assembly forms the 
basis of neurodegeneration with AD being one of the most common neurodegen-
erative diseases. The pathology of abnormal protein assembly starts with misfolding 
of native proteins that gather to form seeds which eventually lead to aggregation 
and development of protein fibrils. The pathophysiology of AD involves amyloid 
plaque inclusions of β-amyloid (Aβ) peptides and neurofibrillary lesions of tau pro-
tein. Tau inclusions may also be characteristics of other neurodegenerative diseases, 
which do not necessarily show the same implications. Altering the native forms of 
this protein may contribute to its pathology and cause damage to its host cell.

Most cases of this disease are sporadic, while dominantly inherited mutations 
are also seen to a lesser extent. Back in the 1990s, missense mutations of APP, 
encoding amyloid precursor, were shown to cause AD [83–87]. Mutations in this 
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gene also increase the aggregation tendency of encoded proteins. Many studies have 
demonstrated phenotypes associated with neurodegeneration when this protein is 
overexpressed.

There are six isoforms of microtubule-associated protein tau ranging from 352 
to 441 amino acids, encoded by the MAPT gene as a result of alternative mRNA 
splicing. One half has three repeats and the other has four repeats, altogether 
establishing the microtubule-binding domain and also the core of tau filaments 
in case of pathology [88]. All isoforms have been observed in the brains of AD 
patients. Diseases that have isoforms with only three or four repeats, but not both, 
lack the Aβ peptides seen in AD and therefore do not carry the symptoms specific 
to the disease [70]. Tau inclusions may be of a variety of conformations, which can 
also be caused by different mutations on the MAPT gene, explaining the existence 
of numerous tauopathies [89–93].

Aβ peptides are encoded by the amyloid precursor protein gene, APP, and are 
widely expressed as type 1 transmembrane glycoproteins. As a result of alterna-
tive mRNA splicing, there are three major transcripts named APP695, APP751, 
and APP770 [94, 95]. β- and γ-secretase enzymes take part in the production of 
Aβ peptides in sequential endoproteolytic cleavage. β-secretase is responsible for 
cleaving the N-terminus of the peptide thus removing the portion that remains on 
the extracellular side. This cleaved peptide is endocytosed and intracellular aggrega-
tion builds up which is later released into the extracellular space [79]. γ-Secretase is 
a membrane-embedded enzyme that is able to cleave many transmembrane proteins 
including C-terminus of the Aβ peptide. It a complex enzyme of four proteins; 
presenilin (PS) forming the catalytic core, presenilin enhancer-2 (Pen-2) enabling 
maturation of PS, anterior pharynx-defective (Aph-1) stabilizing the complex, and 
nicastrin possibly being the receptor for the enzyme’s substrate [96, 97]. PS and 
Aph-1 each have two variants resulting in at least four different enzyme complexes, 
which give rise to various cleaved Aβ peptides. Additionally, γ-secretases cleave 
the peptide in three different sites. Different protein variants and cleavage sites 
produce Aβ peptides of different profiles, some of which may be more susceptible to 
 aggregation [98].

Overall, it is important to target the pathways leading to abnormal protein 
assembly and only then treatments may be proposed based on these mechanisms. 
Once the first protein inclusion is formed, it is essential to keep an eye on the time 
frame until the disease symptoms come forth. When techniques sensitive enough to 
catch the first protein inclusion are developed, then tracking its transformation into 
filaments can be helpful in designing novel preventive approaches. Understanding 
this cascade will also contribute to planning more efficient therapeutic methods.

1.4 Cellular and molecular mechanisms of asthma and COPD

Asthma and chronic obstructive pulmonary disease (COPD) are common 
disorders characterized by progressive chronic inflammation in the lungs. They 
have unique characteristics with dissimilarly involved cells, mediators, and inflam-
mation. They also have distinct responses to corticosteroid treatment. Roughly 15% 
of COPD patients have characteristics of asthma [99]. Also, a comparable ratio of 
asthma patients has traits of COPD that is currently the fifth leading cause of death 
worldwide [100]. Many risk factors are linked to COPD including smoking tobacco, 
air pollution, indoor cooking while tobacco smoking (including passive smoking) 
making up around 80% of the cases [101]. There are many types of cells and media-
tors that have a significant effect during the pathogenesis of asthma and COPD.

Macrophages have a crucial role in coordinating the inflammatory response acti-
vated by cigarette smoke extract in COPD cases [102]. They discharge inflammatory 
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mation. They also have distinct responses to corticosteroid treatment. Roughly 15% 
of COPD patients have characteristics of asthma [99]. Also, a comparable ratio of 
asthma patients has traits of COPD that is currently the fifth leading cause of death 
worldwide [100]. Many risk factors are linked to COPD including smoking tobacco, 
air pollution, indoor cooking while tobacco smoking (including passive smoking) 
making up around 80% of the cases [101]. There are many types of cells and media-
tors that have a significant effect during the pathogenesis of asthma and COPD.

Macrophages have a crucial role in coordinating the inflammatory response acti-
vated by cigarette smoke extract in COPD cases [102]. They discharge inflammatory 
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mediators including tumor necrosis factor (TNF)-α, IL-8, other CXC chemokines, 
monocyte chemotactic peptide (MCP)-1, LTB4 and reactive oxygen species (ROS) 
[103]. However, the role of macrophages in asthma is not certain. Allergens via 
low-affinity IgE receptors may activate macrophages causing an inflammatory 
response through the discharge of a definite arrangement of cytokines. On the other 
hand, macrophages also excrete anti-inflammatory mediators, such as IL-10 that is 
thought to decrease in subjects with intense asthma [104].

Activated neutrophils were shown to be enhanced in some subjects with severe 
asthma and COPD in their sputum and airways [105]. Among the serine proteases 
secreted by neutrophils are neutrophil elastase (NE), cathepsin G, proteinase-3, 
matrix metalloproteinase (MMP)-8 and MMP-9, leading to alveolar destruction 
[103]. The mechanisms of neutrophilic inflammation in asthma and COPD are not 
clear. Demonstration of priming in COPD occurs at neutrophils in the peripheral 
circulation. Many chemotactic signals exhibit the capacity for neutrophil recruit-
ment in COPD. These include LTB4, IL-8 and related CXC chemokines, comprising 
GRO-α (growth-related oncoprotein) and ENA-78 (epithelial neutrophil activat-
ing protein of 78 kDa) which are enhanced in COPD airways [106]. Although the 
mentioned mediators might be sourced from alveolar macrophages and epithelial 
cells, neutrophils have the capacity of being a vital source of IL-8 [107].

Airway and alveolar epithelial cells in COPD can be a vital point of source of 
inflammatory mediators and proteases 5. Cigarette smoke activates epithelial cells 
which produce inflammatory mediators, including TNF-α, IL-1β, GM-CSF and 
IL-8 [108]. Epithelial cells play an important role in airways defense and tissue 
repair processes. Goblet cells, a type of epithelial cell, in mucus catch bacteria and 
inhaled particulates [109]. Epithelial cells release antioxidants and antiproteases. 
Immunoglobulin A is carried by epithelial cells, hence involved in adaptive immu-
nity [110]. On a side note, native and adaptive immune reactions of the airway 
epithelium are triggered by cigarette smoke and damage by other harmful agents, 
increasing sensitivity to infection.

The main role of dendritic cells is to introduce innate and adaptive immune 
reaction by activating macrophages, neutrophils, T and B lymphocytes among 
others [103].

Lymphocytes are directly involved in the pathogenesis of both asthma and 
COPD. Both airway and parenchymal inflammation exist in asthma and COPD 
patients [111]. Most lung lymphocytes are T cells which are in the respiratory tract 
of ordinary humans. Activated T lymphocytes are characteristic in both asthma 
and COPD, but CD4+ type-2 T lymphocytes are the major player in asthma whereas 
CD8+ type-1 lymphocytes are specific to COPD [111]. CD4+ T lymphocytes can 
generate many cytokines involved in mediating cell functions and cell–cell com-
munications. This is done through impressing physiologic cell properties such as 
proliferation, differentiation and activation of other immunocompetent cells, 
chemotaxis, and connective tissue metabolism [112]. On the other hand, CD8+ T 
lymphocytes exist in the respiratory mucosa and are activated in response to foreign 
antigens [111]. Specifically, the cells in the respiratory mucosa have an important 
role in anti-viral immunity. Another lymphocyte type is B cells which are the 
minority (<5%) lymphocytes. The main function of B cells located in the lungs is 
the production of immunoglobulins for local defense mechanisms [113].

Apart from these mentioned cells, there are crucial molecular mediators in the 
pathogenesis of asthma and COPD. The first family of mediators is transform-
ing growth factor (TGF) family. The TGF-β subfamily is composed of five parts 
that exhibits plenty of effects pertaining to asthma and COPD. A recent study 
shows that overexpression of TGF-β1 in mice causes Smad3-dependent pulmo-
nary expression of procollagen, antiproteases and fibrosis [114]. TGF-β exhibits 
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chemotactic signatures for monocytes, macrophages and mast cells. Research shows 
an abnormal pulmonary expression of TGF-β1 in subjects suffering from COPD. 
Protein and mRNA expression of TGF- β1 are abundant in the lung tissue, including 
airway epithelial cells, of mild to moderate COPD patients. TGF-β1 has the role in 
pathogenesis of COPD because of its increased expression in parallel to the number 
of macrophages [115].

Another mediator family is the fibroblast growth factor (FGF) family with 23 
members in humans. Their functional receptors are named from FGFR1 to FGFR5 
[116]. FGFs have many functions such as development, tissue homeostasis, and 
repair. In addition to further growth factors, FGF-1, FGF-2, and FGF-7 and their 
receptors FGFR1 and FGFR2, are located abundantly in the lungs [101]. Research 
shows that increased expression degrees of FGF-1, FGF-2, and FGFR1 were 
detected in vascular and epithelial areas in the lungs of COPD patients. FGF-1 
causes higher collagenase expression and lower collagen I expression in lung 
fibroblasts which prompt tissue remodeling.

Another family of mediators is the vascular endothelial growth factor (VEGF) 
family. There are seven units in this family capable of attaching to related cellular 
receptors. VEGFs have many functions including paracrine acting, angiogenic 
factors, prompting mitogenesis, emigration, and permeabilization of the vascular 
endothelium [101]. VEGF and its receptors assist in tissue remodeling as well as dis-
ease intensity in incessant lung diseases such as asthma [117]. COPD patients have 
increased pulmonary VEGF expression in bronchial and alveolar epithelial located 
around the vascular smooth muscle and alveolar macrophages. Additionally, unlike 
healthy subjects, COPD patients exhibit elevated levels of VEGFR-1 and VEGFR-2 
expression inside the endothelium [118]. Furthermore, VEGFR-2 and VEGF 
expressions are decreased in COPD patients. Compared to VEGFR-2, VEGFR-1 has 
a higher affinity for VEGF which leads to VEGFR-1 scavenging VEGF from VEGFR-
2. This phenomenon culminates VEGFR-1 activation and in the case of endothelial 
apoptosis, increased MMP activity as well as vascular and alveolar decimation [101]. 
This suggests the importance of harmony among VEGF, VEGFR-1, and VEGFR-2 
during the pathogenesis of COPD subordinary types.

Finally, cytokines and chemokines are mediators supplying a chemotactic gradi-
ent which has the potential to activate macrophages, CD8+ T cells and neutrophils 
for COPD patients. It is known that inflammatory cells of both native and gained 
immune systems are significant in the COPD pathophysiology. This is where cyto-
kines and chemokines are the key drivers [103, 119]. Different types of cytokines 
arrange chronic inflammation in asthma and COPD. T2 cytokines which are IL-4, 
IL-5, IL-9 and IL-13 interfere with allergic inflammation. Other types of cytokines 
including TNF-α and IL-1β accelerate the inflammatory response [120]. In asthma 
and COPD patients, chemokines are instrumental in drawing inflammatory cells 
from the circulation into the lungs [121].

1.5 The endocrine system

1.5.1 Molecular mechanism of obesity and obesity-induced insulin resistance

Obesity is a serious health problem that has become epidemic all over the world, 
especially in developed countries. It is characterized by hypertrophied adipocytes 
that secrete various adipokines and hormones, chronic inflammation in all tissues, 
and systemic insulin resistance resulting in type 2 diabetes, hypertension, and 
hyperlipidemia. In addition to these metabolic diseases, it can cause diseases such 
as cancer, atherosclerosis, obstructive sleep apnea syndrome, steatohepatitis, and 
musculoskeletal problems [122]. The obesity rate is 20% in women and 18% in men 
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mediators including tumor necrosis factor (TNF)-α, IL-8, other CXC chemokines, 
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hyperlipidemia. In addition to these metabolic diseases, it can cause diseases such 
as cancer, atherosclerosis, obstructive sleep apnea syndrome, steatohepatitis, and 
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in developed countries [123]. It affects complex metabolic pathways in all tissues 
as a result of chronic and progressive inflammation, leads to insulin resistance, 
endothelial dysfunction and lipotoxicity.

The pathophysiology of obesity includes complex interactions of numerous 
adipokines, hormones and pro-inflammatory cytokines with the central nervous 
system and metabolic organs (such as liver, pancreas, and muscle) as a result of 
genetic-environmental interactions.

Genetic etiology: Obesity is generally present in a polygenic etiology. Many 
studies have investigated the genetic background of body mass index (BMI) and 
waist/hip ratio (WHR), which are the best measurements of obesity. The results of 
these studies have been presented collectively in genome-wide association stud-
ies (GWAS) [124]. Although, single gene defects (monogenic) are rare in obesity, 
including especially melanocortin-4 receptor, leptin and leptin receptor genes [125].

Dysregulation in hypothalamic control: The center of food intake and energy 
regulation in the central nervous system is the arcuate nucleus (ARC) in the hypothal-
amus besides the autonomic nervous system and brain stem. The balance between the 
opposing effects of orexigenic and anorexigenic neurons is important. Agouti-related 
protein (AgRP) and neuropeptide Y (NPY) (AgRP/NPY) neurons are orexigenic that 
promotes appetite and eating. Pro-opiomelanocortin–producing (POMC) peptide 
and cocaine-and-amphetamine–regulated transcript (CART), collectively known as 
POMC/CART neurons are anorexigenic that suppress appetite and eating. Oxygenic 
pathways that increase energy balance become more effective in obesity [126].

Adipose tissue dysfunction and systemic inflammation; The most important 
pathophysiological mechanisms of obesity and obesity-related insulin resistance 
are adipocyte dysfunction (visceral adipose tissue; VAT) and low-grade chronic 
systemic inflammation. In particular, white adipocyte tissue in obese subjects 
contributes to the regulation of food intake, energy metabolism and other functions 
by secreting adipokines from adipose tissue, which provide the necessary signals to 
the central nervous system, hypothalamus, liver, pancreas, muscle tissue, and other 
systems to regulate appetite, food intake, and energy balance [125]. Leptin is the 
most important adipokine that stimulates anorexigenic POMC/CART neurons and 
induces production of pro-inflammatory cytokines (TNF-alpha and IL-6) by mac-
rophages and monocytes. In the case of hyperleptinemia, leptin resistance develops 
by the inhibition of the JAK2/STAT3 signaling pathway, which later increases 
oxidative stress and inflammation, causing insulin resistance, hyperlipidemia and 
hypertension [127]. Resistin is a pro-inflammatory adipokine produced by the 
resistin gene (RETN), which activates SOCS3, causing the insulin signaling pathway 
to be inhibited and consequently induces insulin resistance [128]. Other adipokines 
like Retinol binding protein 4 (RBP4), Angiopoietin-like protein 2 (ANGPTL2), 
Visfantin, Adiponectin, Lipocalin 2, Serum Amyloid A, Angiotensinogen, Renin, 
Angiotensin-Converting Enzyme, Acylation-Stimulating Protein, and Vaspin, are 
increased, and adiponectin, and Apelin are decreased in obesity, altogether stimu-
lating inflammation, lipolysis, releasing free fatty acid (FFA) and causing insulin 
resistance as a result [129].

Gastrointestinal hormones and microbiota: Gastrointestinal hormones and 
gut microbiota play a significant role in the complex pathophysiology of obesity. 
Ghrelin produced in the stomach induces starvation and food intake by stimulating 
orexigenic AgPR/NPY neurons in the hypothalamus. Although the effect of ghrelin 
cannot be fully explained, it is thought to increase in obesity, stimulate growth 
hormone release (GH), increase gastrointestinal motility and insulin secretion 
[130]. Decreased GLP-1, Peptide YY, pancreatic polypeptide, and increased amylin 
and cholecystokinin cause appetite inhibition and gastric emptying delay, resulting 
in excess energy [129]. Besides hormones in the gastrointestinal tract, changes in 
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microbiota-gut-brain axis and their effects on metabolic organs are also important. 
Occurring as a result of nutrition and gene–environment interactions; chronic 
systemic inflammation resulting from intestinal microbiota dysbiosis (increase in 
Firmicutes-Bacteroides ratio), microbial fermentation products, increase in short-
chain fatty acid formation and intestinal permeability, decrease in butyrate-pro-
ducing bacteria rate, leads to an increase in proinflammatory response in metabolic 
organs, impaired fat metabolism and glucose metabolism [131, 132].

İmpaired insulin sensitivity and oxidative stress; The beginning of insulin 
resistance is the first step in the pathophysiology of T2D. Anabolic effects such 
as glycogen and protein synthesis, glucose transport, adipogenesis are formed by 
phosphatidylinositol-3-kinase (PI3K)/Akt pathway activation as a result of insulin 
binding to its receptor (INSR) synthesized in the pancreas [133]. On the other hand, 
insulin shows mitogenic effects with mitogen-activated protein kinases/Ras path-
way (MAPK/Ras).

Adipokines, FFA’s, pro-inflammatory cytokines (TNF-a, IL-18, IL-1β, IL-6), syn-
thesized as a result of inflammation in adipose tissue in obesity, also cause systemic 
inflammation in metabolic tissues such as liver and muscle. As a result, decreased 
GLUT-4 expression, activation of Ser/Thr kinases with insulin receptor substrate 
(IRS) phosphorylation, production of ceramides and proinflammatory cytokines, 
suppressing of cytokine signaling-3 (SOCS-3) expression, insulin pathways and 
effects. On the other hand, increased production of reactive oxygen radicals and 
production of toxic doses NO with inducible nitric oxide synthase (iNOS) activation, 
affect mitochondrial and endoplasmic reticulum functions. Activation of pro-inflam-
matory pathways increased oxidative stress, mitochondrial dysfunction, ER stress 
affects lipid metabolism, insulin mechanisms of action and other metabolic pathways, 
causing insulin resistance, Type 2 diabetes, hypertension, and hyperlipidemia [134].

Beta-cell dysfunction: In addition to peripheral insulin resistance in obesity, 
serious reductions in beta cell function are also observed. An increase in fat accu-
mulation in islet cells due to chronic lipotoxicity disrupts the function of beta cells 
by blocking calcium channels. Chronic hyperglycemia due to disruption in glucose 
metabolism and systemic inflammation due to an increase in oxidative damage 
and lipotoxicity, disrupt insulin secretion pathways and cause changes in apoptosis 
gene expression. Hyperinsulinemia in obesity, impaired insulin signaling pathway, 
oxidative stress, lipotoxicity in islet cells, loss of beta-cell function and apoptosis 
may lead to the formation of type 2 diabetes [122, 135].

Obesity has become a pandemic all over the world as a result of rapidly changing  
lifestyles and genetic heritage in the last century. Despite the findings in recent 
studies on the development and complications of obesity, it is difficult to say that 
the subject of etiology and pathophysiology is still not fully understood. Especially 
omics technologies, big data on environmental gene interactions, neuroendocrinol-
ogy, and neuropsychological studies will reveal findings that open up different 
horizons. However, due to its complications from deadly metabolic diseases to 
cancer, rapid preventive measures should be taken, and effective treatment models 
should be developed.

1.6 Alterations of blood cells: lymphoblastic leukemia

Acute lymphoblastic leukemia (ALL) is a heterogeneous malignancy emerging 
from lymphoid precursors. It is characterized by the proliferation of immature 
lymphoid cells with somatic mutations including chromosomal rearrangements, 
and aneuploidy [136]. ALL has two peak points; first point occurs at ~5 years of 
age (80%), and the second point occurs at the age of ~50 (20%) [137]. The basic 
mechanism underlying the development of ALL is similar in children and adults, 
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resistance is the first step in the pathophysiology of T2D. Anabolic effects such 
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insulin shows mitogenic effects with mitogen-activated protein kinases/Ras path-
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thesized as a result of inflammation in adipose tissue in obesity, also cause systemic 
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(IRS) phosphorylation, production of ceramides and proinflammatory cytokines, 
suppressing of cytokine signaling-3 (SOCS-3) expression, insulin pathways and 
effects. On the other hand, increased production of reactive oxygen radicals and 
production of toxic doses NO with inducible nitric oxide synthase (iNOS) activation, 
affect mitochondrial and endoplasmic reticulum functions. Activation of pro-inflam-
matory pathways increased oxidative stress, mitochondrial dysfunction, ER stress 
affects lipid metabolism, insulin mechanisms of action and other metabolic pathways, 
causing insulin resistance, Type 2 diabetes, hypertension, and hyperlipidemia [134].

Beta-cell dysfunction: In addition to peripheral insulin resistance in obesity, 
serious reductions in beta cell function are also observed. An increase in fat accu-
mulation in islet cells due to chronic lipotoxicity disrupts the function of beta cells 
by blocking calcium channels. Chronic hyperglycemia due to disruption in glucose 
metabolism and systemic inflammation due to an increase in oxidative damage 
and lipotoxicity, disrupt insulin secretion pathways and cause changes in apoptosis 
gene expression. Hyperinsulinemia in obesity, impaired insulin signaling pathway, 
oxidative stress, lipotoxicity in islet cells, loss of beta-cell function and apoptosis 
may lead to the formation of type 2 diabetes [122, 135].

Obesity has become a pandemic all over the world as a result of rapidly changing  
lifestyles and genetic heritage in the last century. Despite the findings in recent 
studies on the development and complications of obesity, it is difficult to say that 
the subject of etiology and pathophysiology is still not fully understood. Especially 
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ogy, and neuropsychological studies will reveal findings that open up different 
horizons. However, due to its complications from deadly metabolic diseases to 
cancer, rapid preventive measures should be taken, and effective treatment models 
should be developed.

1.6 Alterations of blood cells: lymphoblastic leukemia

Acute lymphoblastic leukemia (ALL) is a heterogeneous malignancy emerging 
from lymphoid precursors. It is characterized by the proliferation of immature 
lymphoid cells with somatic mutations including chromosomal rearrangements, 
and aneuploidy [136]. ALL has two peak points; first point occurs at ~5 years of 
age (80%), and the second point occurs at the age of ~50 (20%) [137]. The basic 
mechanism underlying the development of ALL is similar in children and adults, 
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while they have the frequency of different genetic subtypes. Molecular analysis of 
genetic changes in leukemia disease provides a great advantage in order to under-
stand prognosis and pathogenesis of ALL [138].

The diagnosis of ALL depends on the presence of at least 20% lymphoblast 
in bone marrow. Immunophenotyping by flow cytometry (FCM) identifies the 
subtype of ALL that may be B-cell precursor (BCP), mature B-cell types, or 
T-cell ALL. Chromosomal abnormalities are a characteristic of lymphoblastic 
leukemia, which are found in B or T cell lineage. The most common abnormality 
found in adult B precursor ALL is the t(9;22) BCR-ABL translocation, while the 
t(12;21)(p13;q22) TEL-AML1 translocation is most commonly found in child-
hood B precursor ALL [139]. On the other hand, the discovery of mutations in 
the receptor tyrosine kinase FLT3 contributes to the understanding of leukemo-
genesis mechanism in hyperdiploid ALL (20% of cases). Based on this finding, 
targeting specific tyrosine kinase inhibition may be useful in the management of 
leukemia [140].

1.6.1 Treatment in patients with lymphoblastic leukemia

Small-molecule kinase inhibitors have a clear benefit in the treatment of many 
cancer types including leukemia. Imatinib mesylate, a small-molecule inhibitor 
of BCR-ABL kinase, is highly effective in the treatment of chronic myelogenous 
leukemia (CML) [141]. Although the single kinase inhibitor is a remarkable treat-
ment option in a different type of leukemia, it will need to be combined with either 
other targeted therapy or chemotherapy because of the resistance to small-molecule 
inhibitor [142]. Unlike ALL, Chronic Lymphocytic Leukemia (CLL) is defined the 
accumulation of monoclonal B cell with a special immunophenotype in the bone 
marrow, blood, and other lymphoid organs where B lymphocytes express CD19, 
CD23, CD5, low-level CD20 and surface immunoglobulins [143]. The standard 
treatment procedure of ALL and CLL includes consolidation therapy following 
chemotherapy in pediatric patients. For adult patients, unlike pediatric patients, 
the allogeneic hematopoietic stem cell transplantation is frequently preferred as 
consolidation therapy [144]. Because the patients resistant to chemotherapy are 
not respond to treatment well enough, novel therapy approaches such as Chimeric 
antigen receptor-modified T cell (CAR-T) therapy have developed in order to 
overcome chemotherapy resistance and improving the outcome of patients [145]. 
CAR-T cells, as immunotherapeutic tools, are genetically engineered to express a 
chimeric antigen receptor recognizing an antigen that is located in the special cells 
such as a tumor [146]. CD19 antigen on B lymphocytes was considered the initial 
target for CAR-T cell therapy. However, specific antigen loss might cause the failure 
of CAR-T cell therapy in CLL. CD19–20 co-targeting CAR-T cells were designed to 
kill both CD19-positive and CD19-negative CLL and it was shown that these cells 
were very effective in killing CLL cells. In one of the first reported in pediatric ALL 
the clinical trials, CAR-T cells targeted the CD19 antigen of B cells are designed with 
CD3ζ and CD28 costimulatory domain [147].

1.7 Viral immunology and infectious diseases

1.7.1 The differences between HIV-1 and SARS-CoV-2 genome

The origin of a pathogen has a crucial role in developing vaccines and block-
ing transmission. This may last many years due to its elusiveness as seen in HIV-1, 
SARS, and MERS [148–150]. According to a recent report, it was emphasized that 
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SARS-CoV-2 is able to infect T cells, which are targeted by HIV [151]. Another 
report alleged that the motif insertions of spike glycoprotein, similar to HIV-1, may 
help increase the range of host cells of SARS-CoV-2. HIV-1 envelope glycoprotein 
contains mutable insertions and deletions not necessary for biological function. 
Only 1 and 2 insertions are matched in only a few HIV-1 strains and this reveals that 
four insertions are scarce. Thus, HIV-1 cannot be assumed as the source for those 
insertion sequences in the SARS-CoV-2 genome due to their inefficient identities 
and scarceness in the HIV-1 sequences [152].

1.7.2 The origin of SARS-CoV2

The reported cases showed that there have been 3,162,284 COVID-19 cases in 
at least 212 countries and approximately 7.1% of which was resulted in death as of 
April 30, 2020 [153]. It is known that SARS-CoV, MERS-CoV, and SARS-CoV-2 are 
the members of coronoviridae family of the Nidovirales order, which comprises a 
relatively positive-sense, single-stranded RNA genome of around 26–32 kb [154]. 
5o-methylguanosine cap at the beginning, a 3o-poly-A tail at the end, and a total of 
6–10 genes in between exist in their genome [155, 156].

This family has extremely expressive instability and recombination rate, which 
is similar to RNA viruses, so it is practically unfeasible to prevent their distribu-
tion among humans and animals worldwide; nevertheless, the fact that the virus is 
exceedingly pathogenic to humans is closely related to random genetic recombina-
tion in the host. Although there is a strict genetical relation between SARS-CoV-2 
and SARS-CoV, it is explicit that SARS-CoV-2 has a unique feature providing 
rapidly spread worldwide [157].

SARS-CoV-2 genome sequence is much more resembles a SARS-like bat rather 
than SARS-CoV [158, 159]. Two open reading frames translating the replication- 
and transcription-related gene into two large non-structural polyproteins [156]. 
Ribosomal frameshifting contributes to translate two different but overlapping 
open reading frames. Besides these nonstructural proteins, the subgenomic RNA 
also encodes the viral genome packaging protein N (nucleocapsid), and the viral 
coating proteins M (membrane), E (envelope), and S (spike) as the structural 
proteins. Viral coating proteins, which interact with host surface receptors, is 
generally preferred as the therapeutic target blocking protein–protein interac-
tion [160, 161]. TMPRSS2, the human serine protease, enables S Protein of both 
SARS-CoV and SARS-CoV-2 to prime, and these two viruses use the angiotensin-
converting enzyme 2 (ACE2) receptor in order to bind the host cell as the first 
step of the viral entry mechanism. Unlike SARS-CoV and SARS-CoV-2, the cell 
entry of MERS-CoV depends on the binding of its own spike protein to DPP4 
(dipeptidyl peptidase 4). The RT-PCR analysis of the throat swabs is essential 
to the diagnosis of COVID19 pneumonia, and it takes 3.5 h to provide the 
results [162].

1.7.3 Current treatment approaches

Clinical management puts emphasis on the importance of supportive care and 
prevention of complications due to a lack of specific treatment for COVID-19 pneu-
monia. On the other hand, potential antiviral therapies for the purpose of rapidly 
dealing with this pandemic are taking place on several clinical trials. These trials 
focused on three main targets that include enhancing the host immune system, 
blocking the virus spike protein-host cell surface receptor interaction, and vaccine 
development [163].



Methods in Molecular Medicine

14

while they have the frequency of different genetic subtypes. Molecular analysis of 
genetic changes in leukemia disease provides a great advantage in order to under-
stand prognosis and pathogenesis of ALL [138].

The diagnosis of ALL depends on the presence of at least 20% lymphoblast 
in bone marrow. Immunophenotyping by flow cytometry (FCM) identifies the 
subtype of ALL that may be B-cell precursor (BCP), mature B-cell types, or 
T-cell ALL. Chromosomal abnormalities are a characteristic of lymphoblastic 
leukemia, which are found in B or T cell lineage. The most common abnormality 
found in adult B precursor ALL is the t(9;22) BCR-ABL translocation, while the 
t(12;21)(p13;q22) TEL-AML1 translocation is most commonly found in child-
hood B precursor ALL [139]. On the other hand, the discovery of mutations in 
the receptor tyrosine kinase FLT3 contributes to the understanding of leukemo-
genesis mechanism in hyperdiploid ALL (20% of cases). Based on this finding, 
targeting specific tyrosine kinase inhibition may be useful in the management of 
leukemia [140].

1.6.1 Treatment in patients with lymphoblastic leukemia

Small-molecule kinase inhibitors have a clear benefit in the treatment of many 
cancer types including leukemia. Imatinib mesylate, a small-molecule inhibitor 
of BCR-ABL kinase, is highly effective in the treatment of chronic myelogenous 
leukemia (CML) [141]. Although the single kinase inhibitor is a remarkable treat-
ment option in a different type of leukemia, it will need to be combined with either 
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proteins. Viral coating proteins, which interact with host surface receptors, is 
generally preferred as the therapeutic target blocking protein–protein interac-
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to the diagnosis of COVID19 pneumonia, and it takes 3.5 h to provide the 
results [162].
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monia. On the other hand, potential antiviral therapies for the purpose of rapidly 
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blocking the virus spike protein-host cell surface receptor interaction, and vaccine 
development [163].
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1.7.4 Human Papillomavirus genome and treatment

HPV genome, which is a double-stranded circular DNA, has the early (E) genes 
that are responsible for replication and transcription, and the late (L) genes that are 
responsible for viral capsid proteins. In the early stage of HPV infection, the highly 
expressed E1 and E2 proteins provide the maintaining of viral replication and 
transcription within the cervical cell [164].

HPVs, unlike SARS coronaviruses, are non-enveloped viruses and don’t have a 
specific host cell receptor that initiates the viral infection. Additionally, HPVs have 
many different genotypes such as HPV type 16 and type 18 which are known as the 
reason for cervical cancer. HPV infection may cause low-grade cytological changes 
on Papanicolaou smears, or low-grade squamous intraepithelial lesions [165]. When 
malignant conversion considered, viral oncoproteins E6 and E7 attach, respectively, 
tumor suppressor protein p53 and Rb have a crucial role [166]. Until today, many 
vaccine developments studies have been carried out to protect HPV malignant type 
16 and 18. For example, the clinical vaccine Gardasil 9 provides effective protection 
against vaginal, cervical, and vulvar diseases caused by HPV type 16,18 and also its 
5 other different types [167].

2. Conclusion

The chapter outlined the unique mechanism of each disease. Depending of the 
origin of the disease; deficiency, hereditary, infectious and physiological diseases 
may be treated diversely but the perturbation effect can only be eliminated with 
proper intervention. Current amelioration may be improved by biochemical meth-
ods only if the molecular mechanism is clearly understood. Therefore, molecular 
medicine provides unique solutions to diagnose and treat disease by elucidating 
macromolecular interaction and abnormalities in cells and tissues. The chapter 
summarizes current findings and methods to alleviate and cure the diseases.
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Chapter 2

Molecular Medicines for Parasitic 
Diseases
Bhawana Singh

Abstract

Being the cause for significant amount of morbidities and mortalities, parasitic 
diseases remain the major challenge for the healthcare community due to the limita-
tions associated with the current chemotherapeutics. Drug discovery/invention can 
be achieved by collaborative efforts of biotechnologists and pharmacists for identi-
fying potential candidates and successfully turn them into medicine for improving 
the healthcare system. Although molecular medicine for disease intervention is 
still in its infancy, however, significant research works and successful trials in 
short span of time have made it broadly accepted among the scientific community. 
This chapter identifies different molecular medicine approaches for dealing with 
parasites that have been coming up on the horizon with the new technological 
advances in bioinformatics and in the field of omics. With the better understanding 
of the genomics, molecular medicine field has not only raised hopes to deal with 
parasitic infections but also accelerated the development of personalized medicine. 
This will provide a targeted approach for identifying the druggable targets and their 
pathophysiological importance for disease intervention.

Keywords: CRISPR/Cas9 system, monoclonal antibody, immune checkpoint 
inhibitors, nanomedicine

1. Introduction

Parasitic diseases remain the threat to global healthcare sector, with considerable 
mortalities and morbidities associated with these diseases. Combating parasitic 
infection relies mostly on conventional chemotherapeutic approaches; however, an 
exponential rise in the number of recrudescent cases, lack of vaccines and toxici-
ties issues associated with chemotherapies emphasized the need for the research to 
develop alternative strategies. It is noteworthy that emergence of drug resistance is 
not new; microbes have been evolving since ages, by knocking out one or the genes. 
In context of emerging drug resistance, World Health Organization (WHO) has 
warned for the upcoming “post-antibiotic era”, therefore, molecular medicine has 
surged. Molecular medicine is the application of gene and/or DNA based infor-
mation for therapeutic purpose. It involves the study of molecular mechanisms, 
identification of erroneous genetic and/or molecular pathways and development of 
molecular intervention with the aim to improve disease management.

This chapter provides an insight into how the anomalies in molecular 
pathways can be targeted leading to discovery of potential candidates for 
development of clinical medicine and innovative therapies to improve disease 
management strategies.



29

Chapter 2

Molecular Medicines for Parasitic 
Diseases
Bhawana Singh

Abstract

Being the cause for significant amount of morbidities and mortalities, parasitic 
diseases remain the major challenge for the healthcare community due to the limita-
tions associated with the current chemotherapeutics. Drug discovery/invention can 
be achieved by collaborative efforts of biotechnologists and pharmacists for identi-
fying potential candidates and successfully turn them into medicine for improving 
the healthcare system. Although molecular medicine for disease intervention is 
still in its infancy, however, significant research works and successful trials in 
short span of time have made it broadly accepted among the scientific community. 
This chapter identifies different molecular medicine approaches for dealing with 
parasites that have been coming up on the horizon with the new technological 
advances in bioinformatics and in the field of omics. With the better understanding 
of the genomics, molecular medicine field has not only raised hopes to deal with 
parasitic infections but also accelerated the development of personalized medicine. 
This will provide a targeted approach for identifying the druggable targets and their 
pathophysiological importance for disease intervention.

Keywords: CRISPR/Cas9 system, monoclonal antibody, immune checkpoint 
inhibitors, nanomedicine

1. Introduction

Parasitic diseases remain the threat to global healthcare sector, with considerable 
mortalities and morbidities associated with these diseases. Combating parasitic 
infection relies mostly on conventional chemotherapeutic approaches; however, an 
exponential rise in the number of recrudescent cases, lack of vaccines and toxici-
ties issues associated with chemotherapies emphasized the need for the research to 
develop alternative strategies. It is noteworthy that emergence of drug resistance is 
not new; microbes have been evolving since ages, by knocking out one or the genes. 
In context of emerging drug resistance, World Health Organization (WHO) has 
warned for the upcoming “post-antibiotic era”, therefore, molecular medicine has 
surged. Molecular medicine is the application of gene and/or DNA based infor-
mation for therapeutic purpose. It involves the study of molecular mechanisms, 
identification of erroneous genetic and/or molecular pathways and development of 
molecular intervention with the aim to improve disease management.

This chapter provides an insight into how the anomalies in molecular 
pathways can be targeted leading to discovery of potential candidates for 
development of clinical medicine and innovative therapies to improve disease 
management strategies.



Methods in Molecular Medicine

30

2. Evolution of molecular medicine

The field of molecular medicine evolved over a period of time since the 
discovery of DNA (in 1953) and recombinant DNA technology. Another major 
breakthrough in 1975, when it was discovered that DNA can be read base by base 
through the sequencing technique. Later, in 1985, it was known that DNA can be 
amplified with PCR, and this was major achievement in the field of molecular 
diagnostics. This journey gained pace with the advent of automated DNA sequenc-
ing in 1987 that served as the background for the human genome project (HGP) in 
1990. The journey of HGP started the era of modern molecular medicine with the 
first successful gene therapy. In 1995, the success of unveiling the DNA sequence 
from the first model organism (Hemophilus influenzae) triggered the endeavor 
towards the completion of HGP. The completion of HGP (in 2000) and the free 
access to the human genome sequences provided the ground for the advent of 
omics era or post-genomic era (or functional genomics) [1].

This led to the use of increasing number of analytical platforms for DNA 
sequencing termed as the next generation sequencing platforms. Further, metage-
nomics approaches—omics and/or shot-gun approaches paved the way for the 
third-generation sequencing, that aimed to reduce the sequencing costs. These 
advances gained momentum with the computational approaches where synthetic 
biology has remarkably facilitated the DNA based analysis as well as the develop-
ment of models for drug testing.

In order to deal with the limitation of the existing chemotherapeutic approaches 
there remains an urgent need for the conversion of biomedical knowledge into clini-
cal application. Molecular medicine provides the opportunity to fill the gap between 
the basic research and the clinical application for the diagnosis, prevention and 
treatment of diseases. It involves the combinatorial application of pharmacology, bio-
medical and omics technologies for understanding and improving the molecular basis 
of the disease pathogenesis that will serve in designing disease intervention strategies. 
Development of molecular drug is a complex process that involves multidisciplinary 
effort including high throughput screening, chemical synthesis, modification, omics 
technologies, data mining, structure-based drug designing, phenotypic screening, 
target and lead identification and validation, etc. The development of molecular 
medicines involves following steps—first, the identification of target, potential 
tractability of target (i.e. identifying targets that are more druggable than others, 
depending upon their chemistry), establish genetic association of target with disease 
pathophysiology (some targets required for drug action may not necessarily associate 
with disease genetics) and validation of target (by establishing association of target 
with the disease development/persistence). Validation of target usually involves 
different molecular approaches to understand the role of target gene or protein in 
diseases pathophysiology. Overall, it is an interdisciplinary branch where recent tech-
nical advances have served as the milestone in gaining insight into the phenomenon 
of disease pathogenesis and development of innovative therapeutic measures.

Parasitic diseases are amongst the common infections in humans caused by pro-
tozoan and helminthic parasites. The causative agents, parasites, are diverse ranging 
from single celled protozoan to worms that be seen with naked eyes. Till the end of 
nineteenth century, parasitologists were mainly focused on understanding their life 
cycle; however, the concept took turn when some parasites were found to be associ-
ated with several human diseases that led to significant morbidity and mortality. 
Parasitic diseases are cosmopolitan, that may affect any part of world however, 
mostly the diseases are common in tropical countries, but tourism and migration 
can transmit them outside their geographical boundaries. The signs and symptoms 
of disease may not be obvious, and it may vary from mild abdominal pain to chronic 
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2. Evolution of molecular medicine

The field of molecular medicine evolved over a period of time since the 
discovery of DNA (in 1953) and recombinant DNA technology. Another major 
breakthrough in 1975, when it was discovered that DNA can be read base by base 
through the sequencing technique. Later, in 1985, it was known that DNA can be 
amplified with PCR, and this was major achievement in the field of molecular 
diagnostics. This journey gained pace with the advent of automated DNA sequenc-
ing in 1987 that served as the background for the human genome project (HGP) in 
1990. The journey of HGP started the era of modern molecular medicine with the 
first successful gene therapy. In 1995, the success of unveiling the DNA sequence 
from the first model organism (Hemophilus influenzae) triggered the endeavor 
towards the completion of HGP. The completion of HGP (in 2000) and the free 
access to the human genome sequences provided the ground for the advent of 
omics era or post-genomic era (or functional genomics) [1].

This led to the use of increasing number of analytical platforms for DNA 
sequencing termed as the next generation sequencing platforms. Further, metage-
nomics approaches—omics and/or shot-gun approaches paved the way for the 
third-generation sequencing, that aimed to reduce the sequencing costs. These 
advances gained momentum with the computational approaches where synthetic 
biology has remarkably facilitated the DNA based analysis as well as the develop-
ment of models for drug testing.

In order to deal with the limitation of the existing chemotherapeutic approaches 
there remains an urgent need for the conversion of biomedical knowledge into clini-
cal application. Molecular medicine provides the opportunity to fill the gap between 
the basic research and the clinical application for the diagnosis, prevention and 
treatment of diseases. It involves the combinatorial application of pharmacology, bio-
medical and omics technologies for understanding and improving the molecular basis 
of the disease pathogenesis that will serve in designing disease intervention strategies. 
Development of molecular drug is a complex process that involves multidisciplinary 
effort including high throughput screening, chemical synthesis, modification, omics 
technologies, data mining, structure-based drug designing, phenotypic screening, 
target and lead identification and validation, etc. The development of molecular 
medicines involves following steps—first, the identification of target, potential 
tractability of target (i.e. identifying targets that are more druggable than others, 
depending upon their chemistry), establish genetic association of target with disease 
pathophysiology (some targets required for drug action may not necessarily associate 
with disease genetics) and validation of target (by establishing association of target 
with the disease development/persistence). Validation of target usually involves 
different molecular approaches to understand the role of target gene or protein in 
diseases pathophysiology. Overall, it is an interdisciplinary branch where recent tech-
nical advances have served as the milestone in gaining insight into the phenomenon 
of disease pathogenesis and development of innovative therapeutic measures.

Parasitic diseases are amongst the common infections in humans caused by pro-
tozoan and helminthic parasites. The causative agents, parasites, are diverse ranging 
from single celled protozoan to worms that be seen with naked eyes. Till the end of 
nineteenth century, parasitologists were mainly focused on understanding their life 
cycle; however, the concept took turn when some parasites were found to be associ-
ated with several human diseases that led to significant morbidity and mortality. 
Parasitic diseases are cosmopolitan, that may affect any part of world however, 
mostly the diseases are common in tropical countries, but tourism and migration 
can transmit them outside their geographical boundaries. The signs and symptoms 
of disease may not be obvious, and it may vary from mild abdominal pain to chronic 
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hepatomegaly and eventually death. Some parasitic infections are easily treated 
while others are not. In the light of the lack of vaccine for parasitic infection, proper 
prophylactic measures (proper hygiene, prevention of contaminated food, water, 
preventing consumption of undercooked food, use of bednets, insecticide spraying 
to prevent vector borne diseases, etc.) and active disease surveillance remains the 
key for disease elimination. Unfortunately, poor disease management strategies 
have made parasitic infections a global healthcare challenge. In this article it’s only 
possible to cover some important parasites (Table 1), for which research on molecu-
lar medicines are underway.

3. Molecular medicinal strategies and parasitic diseases

Parasitic infections (protozoan and helminthic infections) affect more than a 
quarter world population and cause chronic illness primarily in developing coun-
tries of world. These diseases affect the quality of life and treatment costs possess 
economic burden on families leading to viscous circle of poverty.

Molecular medicine is a broad field that includes insight into the molecular 
aspect of diseases. Recombinant DNA and cloning technologies are the conven-
tional tools for studying the disease associated molecular profiles. Recent technical 
advances have paved the way for utilization of several molecular strategies for treat-
ing infectious diseases. Molecular medicine aims to understand the molecular basis 
of disease pathogenesis and allows the utilization of the information in designing 
specific diagnostic, therapeutic and prophylactic options. Mainly molecular medi-
cine relies on two strategies—targeting genome and targeting signaling pathways, 
as targeted approach of disease management. Thus, it aims to improve the human 
health through the understanding of mechanism in human diseases.

3.1 Targeting genome

Apart from conventional approach of gene therapy (replacement of defective 
gene by exogenous DNA and editing mutated gene), recent technical advances 
have opened the arena for other strategies of manipulating the gene expression. 
Gene editing methods have gained limelight that involves the intrinsic molecular 
repair processes within the cell. The process of break repair in the DNA involves 
the homology-directed repair (HDR) and/or non-homologous end joining (NHEJ). 
The key step in gene-editing tool involves the precise introduction of double strand 
breaks. This process involves the use of engineered meganucleases, zinc-finger 
nucleases (ZFNs), transcription activator-like effector nucleases (TALENs) and the 
recent CRISPR/Cas system [2]. Further, short antisense oligonucleotides potentially 
serve as tools for abrogating the transcription of target gene. As compared to other 
genome editing methods CRISPR/Cas system using guide RNA has shown immense 
potential for future of molecular medicine.

3.1.1 Engineered meganucleases

Although there remains plethora of meganucleases to choose from, however, 
most commonly used meganucleases include the ZFNs that have DNA binding 
zinc finger protein domain and nuclease domain. Cys2-His2 zinc finger domain is 
amongst the most abundant types of DNA binding motifs in eukaryotes [3, 4]. The 
ZFNs work by binding to the DNA and cleaving it, which then undergoes repair by 
either homologous recombination or error-prone NHEJ [5]. Site-specific cleavage 
is induced by manipulating the ZFN complex to recognize two sequences that are 
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hepatomegaly and eventually death. Some parasitic infections are easily treated 
while others are not. In the light of the lack of vaccine for parasitic infection, proper 
prophylactic measures (proper hygiene, prevention of contaminated food, water, 
preventing consumption of undercooked food, use of bednets, insecticide spraying 
to prevent vector borne diseases, etc.) and active disease surveillance remains the 
key for disease elimination. Unfortunately, poor disease management strategies 
have made parasitic infections a global healthcare challenge. In this article it’s only 
possible to cover some important parasites (Table 1), for which research on molecu-
lar medicines are underway.

3. Molecular medicinal strategies and parasitic diseases

Parasitic infections (protozoan and helminthic infections) affect more than a 
quarter world population and cause chronic illness primarily in developing coun-
tries of world. These diseases affect the quality of life and treatment costs possess 
economic burden on families leading to viscous circle of poverty.

Molecular medicine is a broad field that includes insight into the molecular 
aspect of diseases. Recombinant DNA and cloning technologies are the conven-
tional tools for studying the disease associated molecular profiles. Recent technical 
advances have paved the way for utilization of several molecular strategies for treat-
ing infectious diseases. Molecular medicine aims to understand the molecular basis 
of disease pathogenesis and allows the utilization of the information in designing 
specific diagnostic, therapeutic and prophylactic options. Mainly molecular medi-
cine relies on two strategies—targeting genome and targeting signaling pathways, 
as targeted approach of disease management. Thus, it aims to improve the human 
health through the understanding of mechanism in human diseases.

3.1 Targeting genome

Apart from conventional approach of gene therapy (replacement of defective 
gene by exogenous DNA and editing mutated gene), recent technical advances 
have opened the arena for other strategies of manipulating the gene expression. 
Gene editing methods have gained limelight that involves the intrinsic molecular 
repair processes within the cell. The process of break repair in the DNA involves 
the homology-directed repair (HDR) and/or non-homologous end joining (NHEJ). 
The key step in gene-editing tool involves the precise introduction of double strand 
breaks. This process involves the use of engineered meganucleases, zinc-finger 
nucleases (ZFNs), transcription activator-like effector nucleases (TALENs) and the 
recent CRISPR/Cas system [2]. Further, short antisense oligonucleotides potentially 
serve as tools for abrogating the transcription of target gene. As compared to other 
genome editing methods CRISPR/Cas system using guide RNA has shown immense 
potential for future of molecular medicine.

3.1.1 Engineered meganucleases

Although there remains plethora of meganucleases to choose from, however, 
most commonly used meganucleases include the ZFNs that have DNA binding 
zinc finger protein domain and nuclease domain. Cys2-His2 zinc finger domain is 
amongst the most abundant types of DNA binding motifs in eukaryotes [3, 4]. The 
ZFNs work by binding to the DNA and cleaving it, which then undergoes repair by 
either homologous recombination or error-prone NHEJ [5]. Site-specific cleavage 
is induced by manipulating the ZFN complex to recognize two sequences that are 
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on either side of target site. Upon identification, cleavage of genome is induced by 
restriction enzyme (FokI), thus generating double stranded breaks in genome that 
can be used for editing the region.

TALEN has been introduced as an alternative to ZFNs. These are similar to 
ZFNs in using restriction enzyme that incorporates with the DNA binding domain, 
but are of different origin. Similar to ZFNs, these protein structures lead to the 
double stranded breaks in DNA for genome editing [6]. Unfortunately, there are no 
evidences for the use of the aforementioned meganucleases for the development of 
molecular medicine for parasitic diseases.

3.1.2 RNA-guided engineered nucleases (CRISPR-Cas9 system)

After the discovery of clustered regularly interspaced palindromic repeats 
(CRISPR) (in 1987) as a part of bacterial immune system against invading viruses. 
This strategy has potential application in editing human chromosome with great 
accuracy. It is RNA guided gene editing tool that uses Cas9 endonuclease for generat-
ing double-stranded breaks at loci of interest, which are then repaired via. HDR 
(using a template) or NHEJ or error-prone microhomology-mediated end joining 
(MMEJ) [7]. Thus, leading to mutation (insertion, deletion or substitution) with no 
or minimal damage to host genome. Since the sequencing of the parasite genome, 
CRISPR/Cas9 genome editing tool accelerated the molecular research in parasitology.

Genome editing in malarial parasite (P. falciparum and P. yoelii) has provided 
the ground for development of molecular medicine [8, 9]. CRISPR system of 
genome editing has played crucial role in understanding the drug resistance and 
pathogen survival thus, genome editing of the parasite genome holds promises 
to trigger host immune responses while preventing disease pathology. There are 
several studies for CRISPR/Cas9 analyses in T. gondii however, the most remark-
able one include the genome-wide screening that identified the genes involved in 
infection process [10, 11]. This has greatly accelerated the research to understand 
the parasite metabolic needs for survival and virulence, conversely, shedding light 
on dealing with drug resistance mechanisms. Similarly, CRISPR/Cas9 system 
for T. cruzi and T. brucei has facilitated functional studies of drug targets and/
or vaccine candidates [12, 13]. Genetic manipulation has always remained ardu-
ous for Leishmania however, CRISPR/Cas9 system has proven efficacy for rapid 
genome editing and understanding gene functions with therapeutic implication 
[14, 15]. Similarly, genome editing for T. vaginalis has been recently introduced 
with potential in vivo toxicity issues which has been dealt by using nucleofusion 
based transfection [16, 17]. Large-scale functional genomic screening cannot rely 
on conventional CRISPR/Cas9 approach thus, CRISPRi and CRISPRa approaches 
have gained significant attention for generating knock-in/knock-down libraries.

Genome editing using CRISPR/Cas9 system in Schistosoma mansoni eggs reduced 
the infection induced granulomas. Similarly, CRISPR/Cas9 mediated deletion of 
granulin gene from liver fluke (O. viverrini) significantly improved the disease symp-
toms [18]. This is just the start of the use of CRISPR/Cas9 system in parasitic diseases, 
it has broader potential in designing molecular medicine for disease intervention.

3.1.3 RNA interference (RNAi)

RNA interference is the approach of inhibiting the gene expression or translation 
by insertion of double-stranded RNA into the cells and/or organism that mediates 
targeted degradation of its homologous RNA. It can be done via. Short interfering 
RNA (siRNAs), micro RNA (miRNA) and piwi-interacting (piRNA). It mediates 
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gene silencing by forming RNA-induced silencing complex (RISC) that eventually 
degrades target mRNA. This unique ability of silencing target gene holds hopes for 
controlling parasitic infections.

T. brucei was the first protozoan parasite where RNAi based targeting of β-tubulin 
gene, changed parasite morphology [19]. Conversely, T. cruzi [20], L. donovani [21] 
and L. major [22] lack the essential protein (Ago-1) for suppressing the gene expres-
sion. RNAi mediated targeting of cathepsin B reduced the disease progression [23]. 
RNAi mediated targeting of topoisomerases and farnesyl pyrophosphate synthase 
have proven efficacy of RNAi based molecular medicine for disease intervention  
[24, 25]. Later, in 2011, RNAi target sequencing (RIT) identified several potential 
targets for genome-scale functional analyses which could potentially therapeutic 
targets [26]. RNA aptamers (synthetic RNA and DNA molecules) binds the target 
ligands (RNA/DNA) with high-specificity, and have been developed as pharmaceuti-
cally active compounds against T. brucei [27].

Malarial parasites lack the conventional RNAi pathway however, antisense 
oligodeoxynucleotides treatment (against parasite topoisomerase) has shown 
to significantly reduce the parasite multiplication [28]. Further, topoisomerase 
targeting antisense nanoparticles and chitosan-based nanoformulation have also 
been used to inhibit P. falciparum growth [29, 30]. Recently, synthetic siRNA 
targeting the β-actinin and cysteine protease served as potential molecular target 
for T. vaginalis infection [31]. Although still scrappy, better understanding of RNAi 
pathway in protozoan parasites is likely to revolutionize the molecular medicine due 
to its genome homeostatic potential.

RNAi based silencing of key genes involved in regulating the parasite survival 
and development have been potential candidates for therapeutics. Several miRNA 
have been known to regulate the nematode development and survival in the host 
microenvironment due to their immunoregulatory potential. These have also 
been crucial players of host-parasite interaction and have been used as diagnostic 
marker of infection. Nippostrongylus brasiliensis (rat parasite) was the first nema-
tode where RNAi was reported [32]. Much evidences for RNAi based knock-down 
studies have been seen in Schistosoma [33, 34], Brugia [35], Trichinella spiralis 
[36], Ascaris suum [37], Angiostrongylus cantonensis [38], Taenia saginata [39], 
Echinococcus [40], H. contortus [41] and Onchocerca volvulus [42]. Unfortunately, 
RNAi has not achieved the expected success in parasitic nematodes (schistosomes 
being an exception) [43]. This could be attributed to the lack of several key 
components of RNAi pathway [44]. Thus, targeted therapy with RNAi based 
approach (especially miRNA) is still in its infancy, in context of helminthic infec-
tions, that needs orchestrated support from the investors as well as the scientific 
community in order to stand alone as potential candidate for development of 
molecular medicine.

3.2 Targeting cells and signaling pathways

This area of molecular medicine remains the hottest area of research in the 
field of parasitic diseases after the World Health Organization (WHO) warning 
about the risk of post-antibiotic era. The search for novel therapeutic strategies 
intends to enhance pathogen killing by targeting regulatory molecules/pathways. 
Better understanding of disease immunobiology and cellular signaling will provide 
momentum to the identification of the pathways of therapeutic importance. This 
area of research towards the development of molecular medicine involves the use of 
genetically engineered antibodies, recombinant proteins, small molecules to alter 
signaling pathways, targeting the immunometabolic pathways, inflammasomes, etc.
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and development have been potential candidates for therapeutics. Several miRNA 
have been known to regulate the nematode development and survival in the host 
microenvironment due to their immunoregulatory potential. These have also 
been crucial players of host-parasite interaction and have been used as diagnostic 
marker of infection. Nippostrongylus brasiliensis (rat parasite) was the first nema-
tode where RNAi was reported [32]. Much evidences for RNAi based knock-down 
studies have been seen in Schistosoma [33, 34], Brugia [35], Trichinella spiralis 
[36], Ascaris suum [37], Angiostrongylus cantonensis [38], Taenia saginata [39], 
Echinococcus [40], H. contortus [41] and Onchocerca volvulus [42]. Unfortunately, 
RNAi has not achieved the expected success in parasitic nematodes (schistosomes 
being an exception) [43]. This could be attributed to the lack of several key 
components of RNAi pathway [44]. Thus, targeted therapy with RNAi based 
approach (especially miRNA) is still in its infancy, in context of helminthic infec-
tions, that needs orchestrated support from the investors as well as the scientific 
community in order to stand alone as potential candidate for development of 
molecular medicine.

3.2 Targeting cells and signaling pathways

This area of molecular medicine remains the hottest area of research in the 
field of parasitic diseases after the World Health Organization (WHO) warning 
about the risk of post-antibiotic era. The search for novel therapeutic strategies 
intends to enhance pathogen killing by targeting regulatory molecules/pathways. 
Better understanding of disease immunobiology and cellular signaling will provide 
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signaling pathways, targeting the immunometabolic pathways, inflammasomes, etc.
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3.2.1 Immunotherapeutic approach

Immunotherapy is use of biological substances (antigen/antibody, immunomodu-
lators administration) to regulate host immune system in order to fulfill prophylactic 
and/or therapeutic purpose. Immunotherapy aims to trigger the immune power by 
directly (antigen based or active immunotherapy) or indirectly (antibody based or 
passive immunotherapy) [45, 46]. This section describes various immunotherapeutic 
strategies of molecular medicine that have been reported for the parasitic diseases.

3.2.1.1 Recombinant proteins/cytokine therapy

Cytokines are the small molecular weight, chemical messengers that regulates 
the immune responses in autocrine and paracrine manner. There is plethora of 
evidences for the involvement of cytokines in determining the pathophysiological 
consequences. Recombinant protein (cytokine) based therapy aims to trigger T-cell 
immune responses and induces parasite clearance.

In T. cruzi infection, TGF-β (transforming growth factor-β) has been implicated 
to yield pathological consequences however, treatment with TGF-β receptor kinase, 
SB-431542, has shown to restrict the entrance of parasite in the cardiomyocytes and 
disease associated cardiomyopathy [47, 48]. Additionally, cytokine combination ther-
apy with recombinant IFN-γ and TNF-α has anti-parasitic potential [49]. In context of 
leishmaniasis, Murray et al. first proved the significance of targeting the cytokine, they 
showed that monoclonal antibody-based treatment targeting the IL-10 receptor (anti-
IL-10 receptor) instigated parasite clearance by inducing NO (nitric oxide) production 
[50]. Likewise, combination of recombinant IFN-γ therapy with conventional chemo-
therapy yielded promising results in controlling the disease pathology [51]. Not much 
has been reported about the cytokine-based therapy in other protozoan diseases.

Conversely, in helminthic infection, MAb (monoclonal antibody) based block-
ing of IL-4 and IL-10 has shown disease improvement by reducing parasitic burden 
and inducing TH1 immune responses [52]. Likewise, IL-4 based MAb therapy, in 
schistosomiasis, has shown to inhibit granuloma formation and hepatic fibrosis 
[53]. Similar findings of marked reduction in granuloma and hepatic fibrosis were 
reported upon treatment with Schistosoma eggs along with recombinant IL-12 
treatment [54]. Exogenous IL-25 based therapy has shown to potentially modulate 
intestinal functions by regulating IL-13 mediated STAT6 signaling in order to favor 
protective immune responses in intestinal nematode infection by N. brasiliensis [55]. 
Conversely, exogenous treatment with IL-13 and IL-25 triggered ILCs (innate lym-
phoid cells) responses and conferred protection against helminthic infections [56]. 
In schistosomiasis, IL-13 inhibitor, sIL-13Ralpha2-Fc has proved therapeutic benefit 
by preventing tissue fibrosis due to TH2 dominated inflammatory responses [49] .

The significance of exogenous cytokine therapy has also been underlined 
in trichiasis, where IL-33 is known to induce thymic stromal lymphopoietin 
that generates polarized TH2 responses to confer protection against intestinal 
nematodes [57]. While, IL-25 treatment instigated TH2 responses and restricted 
infection induced gastrointestinal inflammation [58], MAb based blockade of 
IL-10 ameliorated disease pathology. There are evidences for the IL-27 mediated 
suppression of T-cell proliferation thus IL-27 receptor (WSX-1) knock down 
improved the mucosal immunity [59]. The use of immune triggering cytokines 
(IFN-γ, IL-12, GM-CSF) and/or blocking immunoregulatory cytokines that pos-
sesses pathological consequences holds hopes for the development of molecular 
medicine. Thus, therapeutic potential of cytokine therapy can be exploited alone 
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and/or in combination with conventional chemotherapy opening up the avenues 
for improving treatment outcomes.

3.2.1.2 Immune checkpoint therapy

Immune checkpoint molecules are involved in regulating the T-cell activation 
and functions. The expression of these molecules is enhanced during chronic 
infections as a result of immune subversion, thus, therapeutically targeting these 
molecules has shown promising results in cancer and infectious diseases vaccines 
[60, 61]. Indeed, T-cell dysfunctionality or exhaustion is the key for impaired 
T-cell responses during chronic infections; exhaustion is marked by loss of IL-2 
production, reduced cytotoxicity, impaired production of pro-inflammatory 
mediators and reduced proliferative ability. The expression of multiple immune 
checkpoint molecules (PD-1, CTLA-4, LAG-3, Tim-3, TIGIT) remains the 
hallmark feature of exhausted cells; elevated expressions of these molecules 
are accompanied with progressive loss of T-cell functionality [62]. Immune 
checkpoint inhibitors have been novel strategy of reinvigorating the immune 
cell functions by abrogating the signaling by the immune checkpoint (or co-
inhibitory molecules).

A number of immune checkpoint molecules have been reported in leishmaniasis 
including—LAG-3, Tim-3, CTLA-4, PD-1, etc. that negatively regulates T-cell function-
ality [63–65]. MAb based blockade of PD-1 and LAG-3 in malaria triggered pro-inflam-
matory cytokine responses and relieved T-cell inhibition [66]. Likewise, therapeutically 
targeting LAG-3 and PD-L1 restored CD4+ T-cells functions, restored follicular helper 
T-cells, plasma cells eventually cleared the blood stage of Plasmodium [67].

Unfortunately, this strategy of immune checkpoint therapy has been in its 
nascent stage for parasitic infections, and has yet not been used for HAT, Chagas 
disease, gastrointestinal protozoans as well as helminthic infections.

3.2.1.3 Immune cells and stem cell-based therapy

Immune cell manipulation offers another fascinating approach of molecular 
medicine to fight with parasitic diseases, when other treatment options fail to 
provide protective immunity [68, 69]. Direct transfer of immune cells has been 
holding great promises for conferring protection against protozoan, bacterial and 
viral infections [70]. Adoptive T-cell transfer therapy using tumor-infiltrating 
lymphocytes is the best example to clinical success of cellular therapy [71].

DC (dendritic cell) based vaccination approach using parasite peptide (KMP-11) 
elicited TH1 responses, reduced parasite load and induced lymphocyte proliferation 
in leishmaniasis infection [72]. Similarly, vaccination with DC along with histone H1 
elicited pro-inflammatory responses (IFN-γ and IL-12), reduced the IL-10 and IL-4 
producing cells and induced polarized TH1 responses [73]. Atypical progenitor cells 
(IL-7R+ c-kit+ cells) from malaria infected mice are potent fighters against infec-
tion, while transplantation of these cells had similar effects in disease recovery [74].

After the success of direct administration of MSCs (mesenchymal stromal cells) 
and antigen specific T-cells stem cell therapy has recently budded in the field of 
infectious diseases. MSCs have been shown to be equally important in conferring 
resistance against P. berghei infection, by suppressing IL-10, reducing the regulatory 
T-cells population and inducing the production of IL-12 [75, 76]. Likewise, autolo-
gous transplantation of MSCs and myoblasts has shown to significantly reduce the 
ventricular dysfunctions [77].
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and/or in combination with conventional chemotherapy opening up the avenues 
for improving treatment outcomes.

3.2.1.2 Immune checkpoint therapy
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Transplantation of bone marrow mononuclear cells has marked effect on improv-
ing the inflammation and fibrosis in Chagas disease [78, 79]. Also, bone marrow 
transplantation holds promises for improving the quality of life in congestive heart 
failure due to Chagas disease [80, 81]. Adoptive immunotherapy in toxoplasmosis, 
by transferring CD8+ T-cells restricted parasite de-encystation; however, it failed 
to revert the T-cells exhaustion attributing to the short-lives of exhausted cells [82]. 
Further, MSCs therapy in toxoplasmosis has not been successful however, when used 
in combination with the spiramycin, pyrimethamine and folinic acid provided thera-
peutic benefits. Similarly, for coccidiosis, using adoptive transfer strategy, intraepi-
thelial lymphocytes (IELs) and CD4+ T-cells from interferon gamma knock out 
(Cryptosporidium parvum-infected) mice has shown to provide protection against 
infection in naïve mice [83]. Likewise, adoptive transfer of sporozoites pulsed-DCs 
upon co-culture with CD4+ and CD8+ T-cells reduced parasite burden [84].

In helminthic diseases, MSC based therapy have been proven to be efficacious for 
reducing Schistosoma japonicum induced liver injury by using MSCs culture super-
natant which inhibited macrophage activation by egg antigen. Macrophages primed 
with N. brasiliensis have been shown to clear the parasitic burden by neutrophil 
mediated mechanism of macrophage polarization [85] in strongyloidiasis. Filarial 
infections are associated with increased expression of Foxp3 expressing regulatory 
T-cells that impairs the CD4+ T-cell immunity. Regulatory T-cells targeted interven-
tion using antibodies against CD25, glucocorticoid-induced TNF receptor family-
related gene (GITR), provided cure for filarial infection [86]. In schistosomiasis, 
basophil depletion strategy has been shown to successfully ameliorate disease 
pathology and granulomatous lesions [87]. Similarly, in vivo DCs depletion has been 
an efficacious strategy to boost antigen specific T-cells expansion [88]. Antigen 
pulsed immune cell therapeutics has been extended to F. hepatica infection. DCs 
pulsed with parasite induces TH1 responses and has been a viable vaccination option 
that protects against disease associated hepatic damage [89]. Similarly, transfer of 
Hymenolepis diminuta pulsed bone marrow derived DCs cells ameliorated colitis 
pathology by IL-4 signaling [90]. Therefore, cell based therapeutic strategy serves as 
potential molecular medicinal approach for parasitic infections.

3.2.1.4 Immunomodulators

Immunomodulators are small molecular inhibitors of signaling pathways that 
serve as molecular medicine for disease intervention. Imatinib, an Abl/Arg tyro-
sine kinase inhibitor, induces cytoskeleton remodeling to facilitate leishmanial 
parasite phagocytosis in the macrophages and reduces disease associated lesions 
[91]. Another signaling pathway inhibitor, AS-605240 (PI3K gamma inhibitor) 
has shown to be as efficacious as sodium stibogluconate (SSG) in the treating of L. 
mexicana infection [92]. Similarly, another PI3K inhibitor CAL-101 and IC87114 are 
known to effectively reduce parasitic burden by reducing the B-cells and regulatory 
T-cells populations [93, 94]. Another tyrosine kinase inhibitor, ibrutinib has been 
shown to treat leishmaniasis by triggering TH1-polarized IFN-γ production [95]. 
Tellurium based immunomodulator (AS101) has shown to effectively revert t-cell 
anergy and promote NO production while inhibiting IL-10 signaling in L. don-
ovani infection. In Chagas disease, inhibitors of GPCRs provide protection against 
the disease by preventing the parasite entry and infection [96]. Parasite derived 
thromboxane A2 signaling induces apoptosis, vasoconstriction and disease associ-
ated cardiomyopathy thus use of SQ29548, thromboxane A2 receptor antagonist 
abrogates the T. cruzi infection [97]. Conversely, platelet activating factor and 
leukotriene B4 induces NO production and effectively controls the parasite [98, 99]. 
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Further, β-adrenergic receptor blockade along with carvedilol has been an effective 
strategy to improve clinical symptom of Chagas cardiomyopathy [100].

Tyrosine kinase inhibitors (lapatinib) have proven their efficacies in controlling 
Human African Trypanosomiasis (HAT) pathogenesis by blocking parasite endocy-
tosis [101]. Furthermore, PI3Kγ/mTOR signaling inhibitors as NVP-BEZ235 restricts 
the T. brucei infection [102]. Lectin based therapy using parasite galactose-N-acetyl-
d-galactosamine inhibitable lectin (Gallectin) instigates IL-12 production from DCs, 
T-cell proliferation and IFN-γ production [103].

Rosiglitazone, peroxisome proliferator-activator receptor gamma (PPARγ) 
agonist, is known to enhance phagocytic clearance of parasitized erythrocytes and 
reduce parasitic burden in malaria by inhibiting the mitogen-activated protein 
kinase (MAPK) and NF-κB signaling [104].

In helminthic infection (Strongyloidiasis), anakinra (IL-1β receptor antagonist) 
potentially improved innate cytokine responses (IL-33 and IL-25) eventually 
causing parasite expulsion [105]. Therefore, small molecular have shown potential 
therapeutic benefits in parasitic infection, here is just the tip of huge iceberg, 
research is underway to explore other molecules.

3.3 Nano-medicinal approach

The application of nanomaterials in the field of medicine for diagnosis and treat-
ment received considerable attention in recent decades for parasitic diseases. The 
diagnostic potential of nanomaterials has been seen in malaria [106, 107], toxoplas-
mosis [108], cryptosporiodiosis [109], amebiasis [110] and leishmaniasis [111, 112].

Considering the nanoparticles as treatment option for parasitic diseases, these 
particles have proven efficacy in targeting the infected macrophages for treatment 
of VL [113]. Silver alone or in combination with chitosan nanoparticles exhibited 
anti-toxoplasma effects by exacerbating serum IFN-γ levels and lowering the 
parasitic burden [114]. Spiramycin loaded chitosan nanoparticles have shown to 
effectively treat toxoplasmosis [115]. In giardiasis, combination nanotherapy with 
silver, chitosan and curcumin nanoparticles have been shown to effectively clear 
the parasites from intestine and stool without any adverse effects [116]. Chitosan 
as nanosuspension has also shown lethal effects on Cryptosporidium oocysts [117]. 
Similarly, silver nanoparticles have also been shown to effectively reduced oocyst 
burden by triggering IFN-γ, without any adverse events as seen with standard 
therapeutic options [118].

The biodegradability and non-immunogenic properties of nanoparticles have 
made them suitable as delivery agents for drugs and vaccines. Nanoformulation 
of recombinant P. falciparum protein (Pfs25H) served as transmission blocking 
vaccine for malaria, by abrogating the parasite infectivity to mosquitoes. Similarly, 
polymeric vaccine using polymer poly(lactide-co-glycoside) acid (PLGA) nanopar-
ticles with malaria antigen, VMP001, and immunostimulatory monophosphoryl 
A (MPL-A) triggered antigen-specific immune responses against P. vivax [119]. 
Furthermore, iron oxide nanoparticle conjugated with recombinant merozoite 
surface protein 1 (rMSP1) were efficiently engulfed by macrophages and DCs, 
that eventually triggered the pro-inflammatory responses [120]. In VL, conjuga-
tion of quercetin with gold nanoparticle [121], doxorubicin along with chitosan 
[122], amphotericin B as chitosan nanocapsule [123] and mannose-chitosan based 
nanoformulation of rifampicin served as effective delivery system for VL manage-
ment [124]. Chitosan/poly (vinyl alcohol) based microspheres has also shown to 
abrogate the Cryptosporidium sporozoites attachment to the enterocytes thus served 
as potential oral chemotherapy for Cryptosporidium infection [125].
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For helminthic infections, chitosan based albendazole formulation skewed the 
T-cell responses to TH1 type and reduced the parasitic burden, which led to parasite 
clearance in echinococcosis [126, 127] as well as in toxocariasis [128]. Similarly, silver 
assembled on fungal (Trichoderma harzianum) cell wall in the form of nanoformula-
tion improved the anti-fascioliasis potential of triclabendazole [129]. Liposomal 
nanoformulations (nanoparticles and nanocapsules) have been widely used for 
enhancing the efficacies and bioavailability of oral drugs for disease intervention. 
These formulations have gained significance as nanocarriers in helminthic infection 
due to their ability to diffuse through the intestinal mucosal layers. In schistosomiasis, 
liposome encapsulated praziquantel has shown significant reductions in parasitic 
burdens and hepatic granulomas due to increased affinity for parasite phospholipids 
[130]. Liposome based nanocapsules of praziquantel (PZQ-LNCs) improved the drug 
efficacy and ameliorated disease pathology [131]. Further, liposomal nanocapsules of 
miltefosine exerted potential schistosomal effects by ameliorating hepatic histology 
(reducing the granuloma size, number and inflammation) in single dose [132].

Nanoformulation has also been used for vaccine development and as adjuvants, 
self-assembling protein nanoparticles (SAPN) have shown to trigger protective 
antibodies and long-lived memory responses to confer sterile protection against 
malarial parasites (P. berghei and P. falciparum) [133]. SAPNs have also been used 
for delivering the epitopes to induce CD4+ and CD8+ T-cell responses against 
Toxoplasma gondii [134]. Archaea based nanoformulations (archaeosomes) have 
been used as adjuvant as a part of prophylactic vaccine against T. cruzi, instigated 
humoral as well as cell-mediated immune responses (TH1 responses) leading to 
marked reduction in parasitic burdens [135]. Cationic solid lipid nanoparticles 
have been successfully used as adjuvant as part of prime-boost strategy to reduce 
the parasitic burdens during VL. The vaccination triggered IFN-γ production, NO 
production and high levels of immunoglobulins (IgG1 and IgG2a) [136]. Therefore, 
nanoparticles served as viable, safe and effective vaccine platform as well as devel-
opment of molecular medicine for cost effective vaccine delivery.

4. Conclusion

In this world where cost of developing medicine for parasitic infections remain 
the greatest challenge, drug developers are embracing molecular medicine approach 
that promises to deal with the parasitic infections and improves the chances of suc-
cessful treatment. Molecular medicine has revolutionized the field of drug discov-
ery/development however, there are significant hurdles in turning the promise into 
reality. Perhaps, gradually but it is shaping the future of medicine with the help of 
molecular platforms, better bioinformatics services and better pharmacogenomic 
analyses has greatly facilitated the scientific community and the stakeholders to 
come on common platform to fight against the parasitic diseases.
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Chapter 3

New Perspectives in 
Personalization of Therapy for 
Hematological Cancers
Małgorzata Rogalińska

Abstract

A progress in treatment of hematological cancers was achieved. Unfortunately, 
some youngsters, because of rare genetic alterations that are not easy to detect, as 
well as heavily pretreated old patients, because of coexisting diseases that lead to 
changes in patient metabolism, do not respond to therapy. Moreover, sometimes 
familiar diversities and alterations on genetic or epigenetic level that could be 
transferred on diversities in metabolism or cell signaling might be a reason why 
patients do not respond to therapy. Interestingly, for older patients a resistance to 
therapy could also occur as a reason of drug cross-reactivity. For designing of effec-
tive anticancer therapy for patient with chronic lymphocytic leukemia before drug 
administration, patient’s leukemic cell response to anticancer drug(s) should be 
checked. Moreover, for patient response to treatment, also drugs prescribed previ-
ously by other medical doctors or even patients’ diet could be important for achiev-
ing therapeutic success of therapy. Therefore it is important to choose the effective 
drugs before their administration to patient that will improve treatment efficacy 
and exclude resistance to therapy. It must be stated that the special attention for 
personalized therapy tests should be focused on patients previously resistant to 
therapy, more sensitive to drugs or heavily pretreated.

Keywords: personalization of therapy, resistance to treatment, anticancer drugs

1. Introduction

Several studies around the world are focus on molecular aspects related with 
developing of cancer. It seems to be not easy, because of high complexity of 
carcinogenesis and a difference between patients in disease progressing based 
on genetic, epigenetic or even environmental alteration. It is possible that in our 
bodies expression of proteins or external factors regulate hormone expression. 
Moreover, hormones could affect cell signal transduction and metabolism. It looks 
like we have some logical plan that coordinates gene expression, but because of 
potential involvement of many factors and familiar, sometimes even personal, 
predispositions for particular type of disease, diagnostic is not easy. The personal 
differences in disease progression activity and response to treatment reveal that 
even now cancers are the leading cause of death. The best way to avoid carcinogen-
esis is a health prophylactic since childhood. It is more likely that cancer or other 
diseases related with some disturbances in metabolism, except genetically related 
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documented cases, will develop in the group of overweight people with metabolic 
or hormonal disturbances and without physical exercises. For good health condition 
since childhood, we need to supplement probiotic bacteria to have bacterial flora 
in intestines that could cooperate somehow and save people against most infec-
tions and inflammation [1]. Moreover, it is very important what we consume. Food 
processing should be ecological, without unhealthy chemical additives [2, 3]. It 
must be underlined that health prophylactic might decrease the risk of getting ill or 
even save us from many diseases, including cancers. Proper screening tests that are 
able to find health problems in not advanced phase of disease are very important for 
prophylactic. It is extremely important to discover disease in early stage of develop-
ment so we can effectively help patient to cure the disease, achieving success. It is 
always better and also cheaper to prevent than to cure diseases.

Before we had enough knowledge to cure successive cancers, the most effective 
in the war against cancers seems to be a prophylactic. The prophylactic tests should 
be designed for each person individually based on personal or genetic predisposi-
tions, work-related conditions, weight, or diet. Prophylactic test program should be 
organized by the Ministry of Health and paid from money directed to health service 
from our taxes.

The suitable prophylactic for professions, and increasing knowledge about 
disease development, could enlarge human life and decrease number of cases of 
cardiovascular diseases (e.g. stroke or heart attack). Therefore, we must remember 
that the special diet and physical exercises are able to regulate our hormone level, 
metabolism, and cell signaling leading to homeostasis [4, 5]. The disturbances 
in homeostasis could accompany the development of many diseases, including 
cancers.

There are several different types of lymphoproliferative disorders, characterized 
by disturbances in cell cycle and/or signal transduction that lead to fast prolifera-
tion of cancer cells (acute form) [6]. The other chronic type of neoplasm is caused, 
for example, by abrogation in apoptosis induction leading to accumulation of 
leukemic cells in peripheral blood. It was previously reported that in patient blood 
a quiescent and cycling cells were found that could be a problem in diagnostics and 
treatment [7–9].

Chronic lymphocytic leukemia (CLL), except bone marrow transplantation, 
for some patients is incurable. CLL usually occurs in older individuals but in 
youngsters could transform into a more aggressive form with fast developing 
disease [8].

Interestingly, a high heterogeneity in disease development, the characteristic 
accumulation in patient blood of mainly resting B lymphocytes, was observed. 
Leukemic cells accumulate in patient peripheral blood, because of inhibition in 
induction of apoptosis.

Several factors, even patient diet, could affect disease development and trans-
formation into active form. It could lead to disturbances in cell cycle leading to 
increased cancer cell proliferation index. It could also induce changes in cell sensi-
tivity to drug(s) [10]. The results of experiments directed toward personalization 
of therapy for CLL patients revealed that it is important to analyze before drug(s) 
administration if drug(s) will be active for this patient curing [10–14]. Moreover, 
during leukemic cell incubation with drugs, we are able to check also patients’ 
cell sensitivity to in vitro incubation conditions. If in control untreated cells, cell 
viability decreases similarly like in treated ones, it is an indication that patient 
might need a reduction in drug dose in vivo [15]. Moreover, we need more knowl-
edge on this topic to be able precisely to transform drug doses obtained in patient’s 
blood into in vitro conditions. It must be underlined that for some patients more 
sensitive to drug(s) than others using above tests in vitro we are able to choose the 
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proper drug(s) dose to optimize drug(s) doses administration in vivo. For patients 
responding to treatment in nonstandard way and for patients more sensitive than 
others to drugs, a personalized therapy test could be a chance to choose effective 
treatment for curing to avoid drug resistance, patient fatigue or sometimes also 
secondary cancers. Moreover, the ineffective treatment might reduce patients’ life 
longevity. Therefore it is very important to check before administration if drug 
will be active to patient or in the case of resistance to search for other potentially 
effective drug.

The special value of personalized therapy tests is presented in Figure 1. The 
representative combined results obtained for CLL patient by tests such as cell 
viability (flow cytometry; Vybrant Apoptosis Assay), analyses of thermal profiles 
of nuclei (differential scanning calorimetry) and PARP expression/proteolytic 
cleavage (Western blot) for patient confirm the value for such test in choosing 
effective therapy for CLL patient (Figure 1). The representative results for CLL 
patient confirm that leukemic cells were more sensitive to the combination of 
cladribine and cyclophosphamide/mafosfamide than the combination of fluda-
rabine and cyclophosphamide/mafosfamide. For this patient adding rituximab 
does not change anything in cells’ reactivity to drugs (compare CM and Rit20CM 
results). The combination of cladribine and cyclophosphamide/mafosfamide will 
be more effective for this patient curing than the combination including fludara-
bine. Moreover, the addition of monoclonal antibody to CM combination did not 
change anything when we analyze all results obtained for patient.

In Figure 2 there is an explanation why we should analyze each patient results 
separately. It must be stated that in the median results of cell viability presented in 
Figure 2 (Section A), there are also results of both patients presented in Sections B 
(better responder to CM than FM) and C (resistant to therapy). The median results 
of cell viability for patients B and C could be misleading and suggest that both 
patients should be administered with fludarabine and cyclophosphamide. For both 
patients (see Figure 2B and C) fludarabine will not be an optimal drug for curing.

Figure 1. 
Personalized therapy for CLL patient. Results of cell sensitivity with anticancer agents. Cell viability of 
chronic lymphocytic leukemia cells incubated for 48 h without Co and with anticancer drugs; Co, controlled 
untreated CLL cells; CM, cladribine + mafosfamide; FM, fludarabine + mafosfamide; RtCM (20 or 40 µM), 
rituximab + CM. Differences in thermal profiles were analyzed by differential scanning calorimetry (DSC). Analysis 
of protein expression related to apoptosis (PARP cleavage; 89 kDa) or actin (43 kDa) was studied by Western blot.
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proper drug(s) dose to optimize drug(s) doses administration in vivo. For patients 
responding to treatment in nonstandard way and for patients more sensitive than 
others to drugs, a personalized therapy test could be a chance to choose effective 
treatment for curing to avoid drug resistance, patient fatigue or sometimes also 
secondary cancers. Moreover, the ineffective treatment might reduce patients’ life 
longevity. Therefore it is very important to check before administration if drug 
will be active to patient or in the case of resistance to search for other potentially 
effective drug.

The special value of personalized therapy tests is presented in Figure 1. The 
representative combined results obtained for CLL patient by tests such as cell 
viability (flow cytometry; Vybrant Apoptosis Assay), analyses of thermal profiles 
of nuclei (differential scanning calorimetry) and PARP expression/proteolytic 
cleavage (Western blot) for patient confirm the value for such test in choosing 
effective therapy for CLL patient (Figure 1). The representative results for CLL 
patient confirm that leukemic cells were more sensitive to the combination of 
cladribine and cyclophosphamide/mafosfamide than the combination of fluda-
rabine and cyclophosphamide/mafosfamide. For this patient adding rituximab 
does not change anything in cells’ reactivity to drugs (compare CM and Rit20CM 
results). The combination of cladribine and cyclophosphamide/mafosfamide will 
be more effective for this patient curing than the combination including fludara-
bine. Moreover, the addition of monoclonal antibody to CM combination did not 
change anything when we analyze all results obtained for patient.

In Figure 2 there is an explanation why we should analyze each patient results 
separately. It must be stated that in the median results of cell viability presented in 
Figure 2 (Section A), there are also results of both patients presented in Sections B 
(better responder to CM than FM) and C (resistant to therapy). The median results 
of cell viability for patients B and C could be misleading and suggest that both 
patients should be administered with fludarabine and cyclophosphamide. For both 
patients (see Figure 2B and C) fludarabine will not be an optimal drug for curing.

Figure 1. 
Personalized therapy for CLL patient. Results of cell sensitivity with anticancer agents. Cell viability of 
chronic lymphocytic leukemia cells incubated for 48 h without Co and with anticancer drugs; Co, controlled 
untreated CLL cells; CM, cladribine + mafosfamide; FM, fludarabine + mafosfamide; RtCM (20 or 40 µM), 
rituximab + CM. Differences in thermal profiles were analyzed by differential scanning calorimetry (DSC). Analysis 
of protein expression related to apoptosis (PARP cleavage; 89 kDa) or actin (43 kDa) was studied by Western blot.
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Using above tests we can also monitor the differences in drug sensitivity during 
disease development (Figure 3) [10]. As presented in Figure 3 results of cell sensi-
tivity to anticancer agents could change during disease development. In active form 
of disease (year 2013), a higher leukocytosis than 18 months earlier results (year 
2011) was noticed. For the same patient, we can observe differences in leukemic cell 
sensitivity to the same anticancer agents, i.e., combinations of cladribine + mafos-
famide (cyclophosphamide), CM; fludarabine + mafosfamide (cyclophosphamide), 
FM; rituximab + CM (RCM); kinetin riboside (RK), that confirm the usefulness 
of personalized therapy tests also in monitoring of disease development and the 
changes in drug sensitivity [10].

Results of cell viability of chronic lymphocytic leukemia cells incubated for 48 h 
(24, 48 h) without Ctr and with anticancer drugs; CM, cladribine + mafosfamide; 
FM, fludarabine + mafosfamide; RCM, rituximab + CM; Rit, rituximab; RK, 
kinetin riboside [10].

The existing data confirm that in the development of CLL, some disturbances in 
cell signaling [16], apoptosis inhibition, or changes on epigenetic level [17–20] are 
observed. Moreover, the results of studies confirm that there are several molecules 
generated from encoded sequences of genes, characterized as miRNA that could 
affect gene expression, mainly by silencing. It could also be involved in regulation 
of protein synthesis important for cell cycle.

Figure 2. 
Cell viability of chronic lymphocytic leukemia cells incubated for 48 h without Ctr and with anticancer drugs; 
CM, cladribine + mafosfamide; FM, fludarabine + mafosfamide; A, median value of cell viability; B, results 
obtained for cells of CLL patient (better responded to CM than to FM); C, results obtained for cells of CLL 
patient resistant to treatment.
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The background of chemoresistance includes one or more of the following 
mechanisms: induction of DNA repair, silencing of gene expression, some altera-
tions in metabolism or in drug target structure, modifications in cell membrane or 
microenvironment composition, elevated expression of drug efflux pumps, and 
inhibition of apoptosis [21–24].

Everything is very complex, and on the one hand familiar diversities could affect 
cell signaling and metabolism; on the other hand also environmental factors could 
be important for final reaction of our cells and bodies to drugs, even human diet.

At the moment it is better to analyze the total effect of drug activity on leukemic 
cells before drug administration to CLL patient, preventing resistance to treatment.

Diagnostics for CLL are still based on the analysis of expression of characteristic 
clusters of differentiation (CD) as well as the presence of cytogenetic alterations 
(chromosomal aberrations) [25–27].

The currently used drugs in hematological clinics for CLL treatment are usu-
ally directed toward inhibition of Bcl-2 gene expression (venotoclax), inhibition 
of pathways related with signal transduction, for example, involved in inhibition 
of competitive binding of ATP to Bruton kinase (ibrutinib), or inhibition of PI3K 
signaling (idelalisib) [27–31]. Both kinases are involved in B-cell receptor signaling.

Venotoclax (VEN, ABT-199) is a selective inhibitor of antiapoptotic protein 
Bcl-2 expression. It is a BH3-mimetic molecule targeting BCL-2. VEN binds to 
BCL-2 and could activate BIM and induce apoptosis signaling. VEN demonstrates 
an activity in patients with poor prognostic, 17p-deleted chronic lymphocytic 
leukemia (CLL) [28]. VEN shows clinical activity on many hematological malignan-
cies, lymphomas, acute myeloid leukemia, and early T-cell precursor ALL.

Ibrutinib directly works as an inhibitor of Bruton tyrosine kinase (BTK). 
Interestingly, there is crosstalk between Bruton tyrosine kinase signaling and 
bioenergetic stress responses. In primary chronic lymphocytic leukemia cells, a 
pharmacological interference between mitochondrial ATP synthesis and glucose 
metabolism could affect BTK activity. Moreover, ibrutinib could induce bioener-
getic stress responses [32] that might affect for its resistance. Therefore ibrutinib 
activity could be regulated by glucose level, and patients with hyperglycemia might 

Figure 3. 
Differences in drug sensitivity during disease development for the same CLL patient (results from year  
2011 and 2013).
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be resistant to ibrutinib treatment in TP53 deficient chronic lymphocytic leukemia 
(CLL) lymphocytes [28].

Idelalisib is an inhibitor of the delta isoform of the phosphatidylinositol 3-kinase 
(PI3K). Drug could be active on cell proliferation, survival, or even induction of 
apoptosis. Moreover the strong heterogeneity of CLL feature and involvement in 
PI3K signaling could be a reason of differences between patients in clinical develop-
ment of CLL and diversities in response to therapy. Idelalisib could induce several 
possible side effects, including hepatotoxicity, diarrhea, colitis, pneumonitis, or 
intestinal perforation. A special importance for personalize therapy is a chance 
to avoid resistance to treatment and reduce the development of secondary cancer 
(melanoma, head and neck, prostate, breast, or lung) [16].

Drugs usually for some patients lead to disease remission that could last for 
many years. It is also possible that for the group of patients, drugs could be ineffec-
tive and cause resistance to therapy [31]. For CLL, drugs based on higher genera-
tions of monoclonal antibodies could usually cause cytotoxicity in B-cells and fast 
reductions in the number of B lymphocytes from peripheral blood, decreasing 
patient’s immunological strength. To increase drug activity, the combined therapy 
based on few drugs could in theory increase patients’ response to therapy. Based on 
our experience with leukemic cell incubations with anticancer drug(s), sometimes 
it does work this way; for other patients, for example, the addition of second drug 
will not change cell response to anticancer agents (Figure 1). It could prove that 
sometimes one drug will be enough instead of combined therapy that will not be 
more effective, will cause patient’s weakness, and will not improve the final effect 
of treatment. For the group of patients, who do not react at standard way to anti-
cancer drugs or are resistant to treatment, choosing the optimal way of treatment 
for patient seems to be very important for his curing.

There are several molecules, for example, generated from encoded sequences 
of genes (pre-mRNA), characterized as miRNA, that could affect gene expres-
sion, mainly by their silencing, and could decrease or block protein expression. 
Because of a high complexity of metabolic reactions and several metabolic pathways 
included inside the cells that could be activated by drugs, hormonal regulation of 
human body metabolism and several different factors, previously taken medica-
ments or even diet, could affect patient’s response to anticancer treatment [19, 21, 
23, 32, 33]. Several potential targets for anticancer agents met in the human body 
are a reason of drug’s side effect. Moreover, some familiar or personal diversities 
could also change patient reactivity to drugs. Drug reactivity could also be affected 
by environmental factors or even patient’s diet.

At the moment it is better to analyze the total effect of drug activity on leukemic 
cells before drug administration to patient to avoid potential resistance to treatment.

2. Conclusion

The best way to prevent diseases is a prophylactic. The well-balanced healthy 
diet, physical exercises, supplementation of probiotic bacteria, or screening tests 
showing our health condition are the best way to prevent diseases and increase 
life expectancy. We have to start thinking about our health since childhood, and 
several wrong decisions could shorten our life. Because of a high complexity in 
cells and human body function and not enough knowledge related to disease 
etiology, currently it is better to analyze in vitro the apoptosis induction potential 
of leukemic cells incubated for 48 h with anticancer drugs before drug administra-
tion to CLL patient to exclude resistance to treatment. The resistance to treatment 
is usually confirmed in CLL cells incubated for 48 h with anticancer drug(s). 
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Abstract

Parkinson disease is a complex disease that has multiple genetic and environmental 
factors. To achieve the early diagnosis and to be able to modify the disease progression, 
efforts are being made to identify individuals at risk. About 20 year ago, an evidence 
of major prevalence of Parkinsonism in patients with Gaucher Disease reported by 
studies worldwide led to the putative involvement of the GBA gene. Nowadays, the 
link from a rare disease with a common disease is well known and it is confirmed that 
mutations in the GBA gene are the most important genetic risk factor. Apart from rare 
mutations, genetic association studied appointed common variants in genes well asso-
ciated with familial cases as LRRK2 and SNCA may also contribute to the increased 
risk for sporadic cases. Other common variants in the MAPT gene were also reported. 
At least, genetic studies have been observed an excessive burden of relevant variants 
in genes with lysosomal function. Thus, a synergistic action of variants in genes that 
codifies proteins involved with the lysosome may be a mean of modulating the risk. 
In this chapter, we review the most robust genetic risk factor and the relevance of 
lysosomal function for Parkinson disease.

Keywords: Parkinson, GBA, risk factor, lysosome, GWAS

1. Introduction

Parkinson’s disease (PD) is the second most common progressive neurodegen-
erative disease in humans and it is characterized by motor symptoms as muscular 
rigidity, resting tremor, bradykinesia, and postural instability and also by non-
motor symptoms (hyposmia, constipation, depression, dementia, and postural 
hypotension, among others). These symptoms result primarily from the progressive 
loss of the dopaminergic neurons from the pars compacta of the mesencephalic 
substantia nigra and subsequent depletion of the dopamine neurotransmitter in 
the striatum, a central component of the basal ganglia that is responsible for the 
instigation and coordination of movements (Figure 1). The definitive diagnosis of 
PD is difficult being only confirmed with the presence of Lewy bodies, protein-
aceous intracytoplasmic inclusion, in the reminiscent neurons of substantia nigra 
pars compacta and other regions in the brain postmortem analysis [1].
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The etiology is not well understand, but PD is considered a complex disease, 
which counts with multiple genetic and environment factors. The most common 
is the sporadic PD for which the onset generally is late, after 60 years old. There is 
a rare form, the familial PD or monogenic PD (~10% of the cases), for which the 
disease is caused by mutations in a single gene and may present not only a late onset 
but also an earlier onset (below 45 years old) in some cases. Although less frequent, 
the study of monogenic forms of PD and their associated genes helps to understand 
the molecular basis of disease pathogenesis [1, 2].

Segregation studies of mutations in SNCA gene in large families with PD cases 
led to the discovery of the main protein involved in the disease pathogenesis, the 
α-synuclein. Shortly afterwards, postmortem studies in patients’ brains revealed 
that this protein is the major component of Lewy bodies, in both sporadic and 
familial PD patients, reinforcing its important role in the development of PD [2–4]. 
Be it for genetic, environmental or both factors, the fact is that patients’ brains do 
not have the soluble monomeric form of α-synuclein, which is easily degraded by 
lysosomal function, but the insoluble oligomeric forms [5, 6].

Nowadays, efforts have been directed to identify the individuals at risk of mani-
festing PD through clinical, genetic and biochemical markers in order to diagnose 
early and perhaps be possible to modify the progression of disease. For this pur-
pose, genetic variations with the potential to alter the risk for PD have been widely 
researched. Both disease-causing variants and risk variants in genes associated with 
PD vary in frequency depending on ethnic background. Certain genetic variants 
may be a risk factor in an Asian population, but may not be statically significant in 
a European population, for example. The most robust and consistently replicated 
results are appointed to variants in the genes LRRK2, MAPT, SNCA and GBA, the 
last being the major genetic risk factor highlighting the importance of lysosomal 
pathway in the pathogenesis of PD [1–8].

2. Genetic risk factors

More than 20 years ago, Parkinson disease was understood as a disease caused 
by environmental factors only. It was from genetic analyzes in cases of familial PD 
that it was discovered that the genetic factor is also important and may even cause 
certain disease forms. Thus, we have monogenic PD, which can present a pattern 
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of inheritance defied as autosomal dominant or autosomal recessive. In 1997, the 
discovery of mutations in the SNCA gene as the cause of PD in certain families also 
helped scientists to better understand the etiopathology of this complex disease 
through the association between the duplication and triplication of the SNCA gene 
with altered α-synuclein protein expression and the disease progression. Since 
then, diverse other genes were associated with mutations that cause PD, among 
them the genes LRRK2 and VPS35, that along with SNCA are altered in autosomal 
dominant cases, and PINK1, PARKIN, DJ-1 that are altered in autosomal recessive 
forms [3, 8].

However, the genetics of PD are not simply composed of variants that cause the 
disease. More recently, the focus has been on genetic variants that do not lead to PD 
alone but increase the risk of developing the disease. Among the genetic risk factors 
associated with sporadic PD, rare high-impact variants and common low-impact 
variants have been identified by candidate gene studies and genome-wide associa-
tion studies (GWAS). The complexity of the PD genetic increases even more due to 
several risk variants for PD that are heterogeneous and dependent on the genetic 
background of each population. Genetic variants can be associated with PD in some 
populations, but not in others [8, 9].

Two largest GWAS studies in 2014 and 2017 identified in total 28 independent 
PD-associated risk loci, mainly in SNCA, LRRK2, MAPT and GBA. Genetic risk 
factors are present in several genes involved in metabolic pathways that may be 
directly related to α-synuclein metabolism or involved in processes that affect cel-
lular homeostasis [10, 11].

2.1 SNCA

It is worthy to emphasize the fact that genes that carry rare casual mutations of 
monogenic PD observed in previous family studies are not excluded of the possibil-
ity to also carry common variants that confer risk for developing PD. This is the case 
of LRRK2 and SNCA.

So far, five point mutations (A53T, A30P and E46K) and two copy number 
variation (duplication and triplication) in the gene SNCA are well known to cause 
autosomal dominant PD indistinguishable of sporadic PD, or an early-onset PD 
if the triplication of the gene is present [12]. Recently, single nucleotide polymor-
phisms (SNP) in SCNA were reported in non-coding regions, suggesting that those 
variants play a role in the regulation of the genetic expression through modifica-
tions post-transcriptional as interacting with microRNA or altering alternative 
splicing mechanism [7].

In 1999, the association between REP1, a complex polymorphic microsatellite 
repeat in the promoter region, and PD was pointed out by [13]. Seven years later, 
Maraganore [14] confirmed this association with a larger meta-analysis study using 
more than 5000 samples from 11 sites. Further, functional analysis studies provided 
evidence that the length of alleles affects the protein expression: the 261 bp-long 
risk allele is associated with an upregulation of α-synuclein expression mimick-
ing SNCA locus multiplication, whereas the 259 bp-long protective variant shows 
reduced gene expression [15].

In 2009, Simón-Sánchez et al. [16] used GWAS in a great sample and identified 
additional signals of association with PD from intro 4 to after the 3′ UTR. One year 
later, Mata et al. [17] showed possible association between rs356219 in the 3′ UTR 
region and α-synuclein plasma levels. To definitely ascertain which variants in this 
region alter the risk for PD, more studies are necessary in large and genetically 
diverse samples.
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region alter the risk for PD, more studies are necessary in large and genetically 
diverse samples.
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2.2 LRRK2

In the region of chromosome 12 is localized the LRRK2 gene where several 
genetic variants have been found; however, segregation in families with monogenic 
PD and case-control studies demonstrated that only seven point variants (R1441G, 
R1441C, R1441H, Y1699C, G2019S, I2020T and N1437H) have enough evidence to 
be defined as cause of PD. This gene encodes a protein of the same name composed 
of domains with kinase activity, GTPase and several domains of interaction with 
other proteins, suggesting that its function changes depending on which proteins 
form complexes, the type of cells and the stage of development. Mutations in 
LRRK2 gene are the most common cause of PD familial cases. The mutation G2019S 
is the most prevalent worldwide, and it is present in 4% of familial PD and is 
associated with an indistinguishable phenotype from the clinical manifestations of 
sporadic PD [12–18].

Besides the prevalence in rare monogenic PD, this mutation can also confer 
risk in the sporadic PD, being found in 1% of the cases. G2019S has a penetrance 
variable, and its carrier’s risk to develop PD depends on age and ethnic background. 
The age-related risk has been estimated to be 28% at age 59, 51% at 69, and 74% at 
79 years. The frequency is higher in North African, Middle Eastern and Ashkenazi 
Jewish PD patients [18, 19].

G2019S is frequent in most populations worldwide, but it is very rare in the 
Asian population where it accounts for less than 1% of LRRK2 mutations. In con-
trast, most common genetic variants SNPs G2385R and R1628P are more frequent 
in Asian populations than in Caucasian populations. Those SNPs are associated 
with an increased risk of 2.2 fold and 1.84 fold to develop PD, respectively [20, 21]. 
Lately, regions close to LRRK2 have been appointed by GWAS as increasing by 1.2 
fold the risk for PD. This fact alerts that the regulation of the gene expression is 
important to develop this disease [8].

Those works reinforce the idea that genes can carry both rare disease-causing 
variants and common variants that increase the risk for PD, as seen in SNCA and 
LRRK2. Additionally, common variants present in those genes enhance the impor-
tance of their proteins’ role in the disease and implicate that there is a common 
neurodegenerative process between sporadic and familial PD.

2.3 MAPT

The gene MAPT is frequently associated with other neurodegenerative diseases 
as Alzheimer disease and frontotemporal dementia (FDT). MAPT encodes for the 
microtubule-associated protein tau, whose role is to regulate microtubule dynamics 
and assemble microtubules into parallel arrays within axons, essential for normal 
axonal transport in neurons. Polymorphisms in this gene have been found to be an 
indisputable risk factor of the synucleinopathy. The H1 and H2 haplotypes rep-
resent two distinct clades of subhaplotypes ensued from an inversion of ∼900 kb 
on chromosome 17q21, spanning the entire MAPT coding region, and are tagged, 
among others, by genotypes at two SNPs: rs9468 and rs1800547 [4–8].

The H1 haplotype and its subhaplotype H1c have been significantly associ-
ated with an increased risk for a number of neurodegenerative diseases. Several 
studies proposed the most common H1 haplotype as susceptibility factor for PD 
with an odds ratio of 1.5. Recent studies that investigated the association between 
H1 and specific PD clinical manifestation also observed the higher prevalence of 
H1 in patients with cognitive defects, as dementia and H1 homozygous PD patients 
showed an increased risk to manifest non-tremor dominant subtype, which is a 
worse clinical prognosis [22, 23].
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The underlying biological mechanisms that link the MAPT locus (and tau 
protein) to neurodegeneration are not yet adequately characterized. Through the 
functional characterization of variants in the MAPT gene, some theories of the tau 
protein effect in PD involve increased tau expression; altered gene splicing promot-
ing aggregation; and altered 4/3 repeated transcript ratio. The emerging concept of 
H1 pathogenicity points to the role of each tau isoforms expressed rather than the 
overall number of transcripts.

According to this model, the H1 haplotype is associated with an underexpression 
of a protective isoform and an overexpression of the detrimental variant, which 
lead to a subtle neuronal dysfunction that accumulates over the years and induces 
or accelerates cellular degeneration [22–24]. However this locus harbors many genes 
and the extended linkage disequilibrium means that the tau protein may be not the 
cause of neurodegeneration and its DNA sequence is just close to the casual locus. 
Thus, while MAPT is a candidate, we cannot be certain that this is the true biologi-
cal mediator of risk [7–16].

Diverse studies identified MAPT locus variants as a risk factor for PD, but it may 
not be true to any population. In the Caucasian population, there was this associa-
tion, while it was absent in the Japanese population. This observation has potential 
implications for the analysis of complex traits across populations such as genetic 
heterogeneity, particularly at minor risk loci, highlighting the power of comparing 
GWAS across different populations [9–16].

Despite having a modest effect (less than 30% of the change in risk), these 
common variants can have a considerable impact when combined. Results from a 
2015 study revealed that patients at an early age of onset of symptoms had a higher 
polygenic combination of risk variants than patients with a late onset. This dem-
onstrates the possible effect of the synergistic value of the changes caused by these 
variants to modulate the PD clinic, such as the age of onset of symptoms [12].

3. GBA: the principal genetic risk factor for Parkinson disease

The GBA gene was initially described in association with a rare lysosomal stor-
age disease (LSD) called Gaucher disease (GD). When mutated in homozygosis, 
depending on the mutation present, the resulting enzyme is malformed or even 
no enzyme is synthesized leading to enzyme glucocerebrosidase (GCase) partial 
or total deficiency and glucosylceramide (GlcCer) accumulation. The symptoms 
are multisystemic, with the brain, spleen, liver and bone marrow being the main 
organs affected. The presence and intensity of those symptoms differ between 
the three types of GD (GD1, GD2 and GD3). The heterozygous individuals do not 
present any clinical manifestation; however, in the last years, this perspective has 
changed [25, 26].

Further a number of studies have recorded the occurrence of parkinsonian 
manifestations in patients with GD and their relatives [27, 28]. In ref. [29] was 
showed that GBA mutations homozygous individuals have 21.4 fold increased 
risk to develop PD with probability of 9–12% to manifest motor symptoms before 
80 years old. Despite being low, this risk is considerably higher than in the same age 
group in general population, 3%. The GBA and PD association was confirmed in 
the Jewish Ashkenazi, which showed a prevalence of GBA mutations in heterozy-
gosis and homozygosis individuals in the PD population that by far outweighs the 
reported prevalence of mutations in other susceptibility genes for PD, as Parkin and 
SNCA [30].

Researchers worldwide have attempted to validate the same association in popu-
lations from many different genetic backgrounds [31–41]. In 2009, an international 
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and multicenter study with a great sample of approximately 5000 PD patients and 
equal number of controls provided the definitive proof found for this association 
with an odds ratio greater than five (OR 5.3) and showed that mutations N370S and 
L444P are the most frequent in this gene. In other words, GBA mutation genes were 
recognized as the major genetic risk factor for PD until now [42].

In addition to alter the risk to manifest the disease, the presence of GBA muta-
tions has also the potential to modify PD phenotype such as age of onset. The 
modulatory effects best described in the literature investigated the association with 
age of onset and declined cognitive. The association to other symptoms and patients 
survival rate has been not yet approached in more detail.

Whether in heterozygosis or in homozygosis individuals (GD patients), the age 
of onset of symptoms apparently occurs earlier than in PD patients without muta-
tions, usually between the fourth and sixth decade of life [28–43]. In relation to 
symptoms is noticeable a cognitive decline earlier in PD patients with GBA muta-
tions (PD-GBA) [26–45]. Dementia is one of the clinical manifestations that most 
affects the patient’s quality of life and it is more frequent in GBA mutation carriers 
than in non-carriers. Longitudinal studies have shown that PD-GBA patients have 
a risk three times higher than patients without GBA mutations to present dementia 
[26, 44, 46]. Neuroimaging exams support this association by showing more expan-
sive synucleinopathy in the neocortical and subcortical areas of PD-GBA patients, 
increasing the risk to dementia, psychosis and postural hypotension [46].

A few studies have evaluated the survival rate, if there is a greater risk of death 
in PD-GBA patients than in those without any mutations. A 2014 study found lower 
survival for the carrier group, but had a weak statistical value [47]. However, in 
2016, a study with the largest sample number ever described replicated the same 
result with powerful statistical significance reinforcing this conclusion. It was 
defined in this study that there is a twice greater risk of mortality among PD-GBA 
patients. One explanation may be the increased presence of non-responsive levo-
dopa motor impairments such as dysphagia and non-motor impairments such as 
orthostatic hypotension in the group of PD-GBA. There was no difference in disease 
duration compared to non-carriers, but patients were significantly younger at the 
time of death [46].

3.1 Genotype-phenotype correlations

Researchers have also observed different GBA mutations having a different 
impact in the clinical manifestations. Mutations generally associated with defined 
neuropathic forms of GD (GD type 2 and 3), such as L444P, are classified as severe 
mutations, while others associated with GD type 1, such as N370S, are classified as 
mild mutations [26–48].

A meta-analysis study included populations from North, Central and South 
America, Western and Eastern Europe, North Africa, Asia and Ashkenazi Jews, and 
its results showed a clear and significant differentiated effect comparing mild and 
severe mutations on the risk of developing PD and the age of onset of symptoms 
not only in Ashkenazi populations, but also worldwide. Severe mutations such as 
L444P confer a three to four times increased risk for its carriers to develop PD and 
are associated with the onset of symptoms 5 years earlier than mild mutations. The 
average age found for severe mutations was 53.1 (±11.2), whereas the average age for 
mild mutations was 58.1 (±10.6) [26].

The type of mutation was also relevant in modulating the cognitive impairments 
of PD patients. Ref. [46] observed that severe mutations conferred a higher risk of 
dementia for its carriers. The risk was three times greater compared to patients with 
mild mutations and five times greater when compared to the risk for PD without 
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GBA mutations. Another longitudinal study with a similar sample number corrobo-
rated with the increased risk of dementia for patients with severe mutations versus 
non-carriers [44]. With regard to other symptoms, motor impairments appear to 
be similar between patients with mild mutations and non-carriers, while those with 
severe mutations appear to be more aggravated and seem to have a higher frequency 
of non-motor symptoms such as psychosis, apathy and postural hypotension [46].

Patients’ survival does not seem to differ when comparing the types of muta-
tions with each other. However, when compared separately with non-carriers, mild 
mutations do not differ statistically from non-carriers, while mortality was shown 
to be greater for carriers of severe mutations than in non-carriers [46].

Due to the discovery and increasing number of proofs supporting the great 
influence of GBA mutations in PD, some authors consider the possibility of reclas-
sifying them from risk factors for agents causing autosomal dominant PD [43, 49].

4. GBA-associated PD in different populations

Given the multifactorial etiology of PD, the different environment and ethnic-
ity of a population may impact in the different results seen among the papers that 
investigated the frequency of GBA mutations in PD patients. Other possible causes 
of this variation can be the use of different techniques and methodologies.

The highest frequencies of mutations of the GBA gene have been found in PD 
patients of Ashkenazi Jewish ancestry, with rates of 13.7–31.3% in comparison with 
4.5–6.2% in control groups [26–28]. The frequencies recorded in PD patients in 
non-Jewish populations representing other populations, such as Italians, Caucasian 
Americans, Greeks, Brazilians, British and Taiwanese, are invariably much lower—
3.5% to 12.0%—while controls from the same populations range from 0% to 5.3% 
[31–41]. Previously, in North Africa, a study found no association between PD and 
mutations of the GBA gene; however, a more recent African study data suggested 
a risk association between mutations in the GBA gene and PD [37]. The lowest rate 
recorded to date was 2.3% in Norwegian PD patients, compared with 1.7% in the 
control [49].

The genetic background can also impact the frequency even within the same 
country. In Brazil, four studies evaluated the association between GBA and PD, with 
variances in frequencies depending on the region (Table 1). The North region had 
twice as many cases of PD patients with GBA mutations (7.4%) compared to the fre-
quencies of the South and Southeast regions (3.5%) with a similar sample number. 
The fact may be explained by the different genetic composition of the North region, 
which, despite also has a European origin, has a higher Amerindian ancestry than 
the Southern Brazil, which is almost exclusively from European ancestry [31–50].

Greek and Italian studies have found significant differences comparing PD 
patients and controls from urban and rural areas, and from the North and South 
regions, respectively. In the Greek study, the frequency of GBA mutations between 
PD patients and controls was statically significant. However, when the cohorts were 
analyzed separately, there was a difference of frequencies. The difference between 
PD patients and controls was statistically significant only in the case of the patients 
of cohort A that is originated from Thessaly, a mainly rural area (p = 0.021, OR 4.2, 
95% CI = 1.14–15.54) and not in the case of cohort B patients, the majority of which 
were residents and/or originated from the greater area of Athens, an urban environ-
ment (p = 0.113, OR 2.5, 95% CI = 0.77–8.42) [34].

In the Italian study, there was a lower frequency of mutations in PD patients 
(11/395, 2.8%) and in controls (1/483, 0.2%) from the Southern region, and the 
most common mutation was p.L444P. Conversely, in the Northern region, the most 
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and multicenter study with a great sample of approximately 5000 PD patients and 
equal number of controls provided the definitive proof found for this association 
with an odds ratio greater than five (OR 5.3) and showed that mutations N370S and 
L444P are the most frequent in this gene. In other words, GBA mutation genes were 
recognized as the major genetic risk factor for PD until now [42].

In addition to alter the risk to manifest the disease, the presence of GBA muta-
tions has also the potential to modify PD phenotype such as age of onset. The 
modulatory effects best described in the literature investigated the association with 
age of onset and declined cognitive. The association to other symptoms and patients 
survival rate has been not yet approached in more detail.

Whether in heterozygosis or in homozygosis individuals (GD patients), the age 
of onset of symptoms apparently occurs earlier than in PD patients without muta-
tions, usually between the fourth and sixth decade of life [28–43]. In relation to 
symptoms is noticeable a cognitive decline earlier in PD patients with GBA muta-
tions (PD-GBA) [26–45]. Dementia is one of the clinical manifestations that most 
affects the patient’s quality of life and it is more frequent in GBA mutation carriers 
than in non-carriers. Longitudinal studies have shown that PD-GBA patients have 
a risk three times higher than patients without GBA mutations to present dementia 
[26, 44, 46]. Neuroimaging exams support this association by showing more expan-
sive synucleinopathy in the neocortical and subcortical areas of PD-GBA patients, 
increasing the risk to dementia, psychosis and postural hypotension [46].

A few studies have evaluated the survival rate, if there is a greater risk of death 
in PD-GBA patients than in those without any mutations. A 2014 study found lower 
survival for the carrier group, but had a weak statistical value [47]. However, in 
2016, a study with the largest sample number ever described replicated the same 
result with powerful statistical significance reinforcing this conclusion. It was 
defined in this study that there is a twice greater risk of mortality among PD-GBA 
patients. One explanation may be the increased presence of non-responsive levo-
dopa motor impairments such as dysphagia and non-motor impairments such as 
orthostatic hypotension in the group of PD-GBA. There was no difference in disease 
duration compared to non-carriers, but patients were significantly younger at the 
time of death [46].

3.1 Genotype-phenotype correlations

Researchers have also observed different GBA mutations having a different 
impact in the clinical manifestations. Mutations generally associated with defined 
neuropathic forms of GD (GD type 2 and 3), such as L444P, are classified as severe 
mutations, while others associated with GD type 1, such as N370S, are classified as 
mild mutations [26–48].

A meta-analysis study included populations from North, Central and South 
America, Western and Eastern Europe, North Africa, Asia and Ashkenazi Jews, and 
its results showed a clear and significant differentiated effect comparing mild and 
severe mutations on the risk of developing PD and the age of onset of symptoms 
not only in Ashkenazi populations, but also worldwide. Severe mutations such as 
L444P confer a three to four times increased risk for its carriers to develop PD and 
are associated with the onset of symptoms 5 years earlier than mild mutations. The 
average age found for severe mutations was 53.1 (±11.2), whereas the average age for 
mild mutations was 58.1 (±10.6) [26].

The type of mutation was also relevant in modulating the cognitive impairments 
of PD patients. Ref. [46] observed that severe mutations conferred a higher risk of 
dementia for its carriers. The risk was three times greater compared to patients with 
mild mutations and five times greater when compared to the risk for PD without 
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GBA mutations. Another longitudinal study with a similar sample number corrobo-
rated with the increased risk of dementia for patients with severe mutations versus 
non-carriers [44]. With regard to other symptoms, motor impairments appear to 
be similar between patients with mild mutations and non-carriers, while those with 
severe mutations appear to be more aggravated and seem to have a higher frequency 
of non-motor symptoms such as psychosis, apathy and postural hypotension [46].

Patients’ survival does not seem to differ when comparing the types of muta-
tions with each other. However, when compared separately with non-carriers, mild 
mutations do not differ statistically from non-carriers, while mortality was shown 
to be greater for carriers of severe mutations than in non-carriers [46].

Due to the discovery and increasing number of proofs supporting the great 
influence of GBA mutations in PD, some authors consider the possibility of reclas-
sifying them from risk factors for agents causing autosomal dominant PD [43, 49].

4. GBA-associated PD in different populations

Given the multifactorial etiology of PD, the different environment and ethnic-
ity of a population may impact in the different results seen among the papers that 
investigated the frequency of GBA mutations in PD patients. Other possible causes 
of this variation can be the use of different techniques and methodologies.

The highest frequencies of mutations of the GBA gene have been found in PD 
patients of Ashkenazi Jewish ancestry, with rates of 13.7–31.3% in comparison with 
4.5–6.2% in control groups [26–28]. The frequencies recorded in PD patients in 
non-Jewish populations representing other populations, such as Italians, Caucasian 
Americans, Greeks, Brazilians, British and Taiwanese, are invariably much lower—
3.5% to 12.0%—while controls from the same populations range from 0% to 5.3% 
[31–41]. Previously, in North Africa, a study found no association between PD and 
mutations of the GBA gene; however, a more recent African study data suggested 
a risk association between mutations in the GBA gene and PD [37]. The lowest rate 
recorded to date was 2.3% in Norwegian PD patients, compared with 1.7% in the 
control [49].

The genetic background can also impact the frequency even within the same 
country. In Brazil, four studies evaluated the association between GBA and PD, with 
variances in frequencies depending on the region (Table 1). The North region had 
twice as many cases of PD patients with GBA mutations (7.4%) compared to the fre-
quencies of the South and Southeast regions (3.5%) with a similar sample number. 
The fact may be explained by the different genetic composition of the North region, 
which, despite also has a European origin, has a higher Amerindian ancestry than 
the Southern Brazil, which is almost exclusively from European ancestry [31–50].

Greek and Italian studies have found significant differences comparing PD 
patients and controls from urban and rural areas, and from the North and South 
regions, respectively. In the Greek study, the frequency of GBA mutations between 
PD patients and controls was statically significant. However, when the cohorts were 
analyzed separately, there was a difference of frequencies. The difference between 
PD patients and controls was statistically significant only in the case of the patients 
of cohort A that is originated from Thessaly, a mainly rural area (p = 0.021, OR 4.2, 
95% CI = 1.14–15.54) and not in the case of cohort B patients, the majority of which 
were residents and/or originated from the greater area of Athens, an urban environ-
ment (p = 0.113, OR 2.5, 95% CI = 0.77–8.42) [34].

In the Italian study, there was a lower frequency of mutations in PD patients 
(11/395, 2.8%) and in controls (1/483, 0.2%) from the Southern region, and the 
most common mutation was p.L444P. Conversely, in the Northern region, the most 
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frequent genetic defect found was p.N370S and the frequency of mutations in PD 
was 4.5% and 0.63% in controls. Therefore, the difference may be due to a particu-
lar frequency of GBA mutations in regions of Italy or to the sample size [36].

Although the frequency of GBA mutations in populations of PD patients has 
been well characterized worldwide, few data are available on the inverse relation-
ship, that is, the risk of healthy heterozygous for GBA mutations in developing PD, 
since it is not known for sure the degree of influence that this genetic alteration has 
on the onset of the disease.

Anheim M et al. [43] published in 2012 an estimate of the penetration of PD in 
healthy heterozygous people for GBA mutations and reached a value of 7.6%, 13.7%, 
21.4% and 29.7% for 50, 60, 70 and 80 years, respectively, based on a dominance 
model. However, in the same year, [51] found a lower value: 5% for 60 years and 
15% for 80 years of age. Such difference is perhaps due to additional genetic fac-
tors or environmental factors, a fact that emphasizes the possibility of variance of 
the risk of developing PD according to the genetic background of the population. 
Families that have GBA mutations segregation through generations are a group at 
risk for developing PD and should be monitored for a possible early diagnosis to 
have better chances in modifying the disease.

5. Pathogenic mechanisms in PD

α-Synuclein is a key protein in the neuropathogenesis of PD, involved in several 
pathogenic processes. The physiological function of α-synuclein is not well under-
stood, but studies show that it is normally located in presynaptic terminals where 
it binds to lipids and plays the role of regulating in more than one step the traffic of 
synaptic vesicles to be released. As cited above, the insoluble forms (oligomers and 
fibrils) of this protein accumulate and compound the Lewy bodies found in most 
PD patients and also contribute to neuronal cell death [5].

The reason behind this accumulation can be due to increased synthesis or 
decreased degradation (Figure 2). Mutations, as the triplications of the SNCA 
gene, can enhance the production of α-synuclein, while the interaction between the 
oligomers and fibrils formed with other mutant proteins can result in the deficiency 
of certain metabolic pathways and contribute to slowing down α-synuclein prote-
olysis. On the other hand, the initial deficiency of certain metabolic pathway caused 
by mutations in genes, advanced age or environmental factors can also be the trigger 
to accumulate α-synuclein resulting in the insoluble forms. This last theory has been 

Figure 2. 
The proposed physiological and PD-associated pathological functions of α-synuclein in neurons. Adapted from 
Ref. [6].
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frequent genetic defect found was p.N370S and the frequency of mutations in PD 
was 4.5% and 0.63% in controls. Therefore, the difference may be due to a particu-
lar frequency of GBA mutations in regions of Italy or to the sample size [36].

Although the frequency of GBA mutations in populations of PD patients has 
been well characterized worldwide, few data are available on the inverse relation-
ship, that is, the risk of healthy heterozygous for GBA mutations in developing PD, 
since it is not known for sure the degree of influence that this genetic alteration has 
on the onset of the disease.

Anheim M et al. [43] published in 2012 an estimate of the penetration of PD in 
healthy heterozygous people for GBA mutations and reached a value of 7.6%, 13.7%, 
21.4% and 29.7% for 50, 60, 70 and 80 years, respectively, based on a dominance 
model. However, in the same year, [51] found a lower value: 5% for 60 years and 
15% for 80 years of age. Such difference is perhaps due to additional genetic fac-
tors or environmental factors, a fact that emphasizes the possibility of variance of 
the risk of developing PD according to the genetic background of the population. 
Families that have GBA mutations segregation through generations are a group at 
risk for developing PD and should be monitored for a possible early diagnosis to 
have better chances in modifying the disease.

5. Pathogenic mechanisms in PD

α-Synuclein is a key protein in the neuropathogenesis of PD, involved in several 
pathogenic processes. The physiological function of α-synuclein is not well under-
stood, but studies show that it is normally located in presynaptic terminals where 
it binds to lipids and plays the role of regulating in more than one step the traffic of 
synaptic vesicles to be released. As cited above, the insoluble forms (oligomers and 
fibrils) of this protein accumulate and compound the Lewy bodies found in most 
PD patients and also contribute to neuronal cell death [5].

The reason behind this accumulation can be due to increased synthesis or 
decreased degradation (Figure 2). Mutations, as the triplications of the SNCA 
gene, can enhance the production of α-synuclein, while the interaction between the 
oligomers and fibrils formed with other mutant proteins can result in the deficiency 
of certain metabolic pathways and contribute to slowing down α-synuclein prote-
olysis. On the other hand, the initial deficiency of certain metabolic pathway caused 
by mutations in genes, advanced age or environmental factors can also be the trigger 
to accumulate α-synuclein resulting in the insoluble forms. This last theory has been 

Figure 2. 
The proposed physiological and PD-associated pathological functions of α-synuclein in neurons. Adapted from 
Ref. [6].
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reinforced by the confirmed association of diverse genes involved in autophagy, 
endocytosis and lysosomal pathways as the GBA and LRRK2 gene [1–6].

5.1 Lysosomal function-related genes and PD

The endosome-lysosome traffic processes, autophagy and lysosomal deg-
radation, are essential functions for cell homeostasis, especially for neurons. 
The differentiated neurons have to maintain their homeostasis during the aging 
through degradation pathways since they do not divide in the same way as other 
eukaryotic cells. Moreover, cellular and animal models have also shown that the 
process of lysosome-autophagy and ubiquitin-proteasome has its activity reduced 
with natural aging. It may cause the accumulation of proteins whose homeostasis 
depends on those processes, such as α-synuclein. Indeed, the stimulation of degra-
dation by macroautophagy through drugs proved to decrease intracellular levels of 
α-synuclein in experimental models [1–6].

Reciprocally, the accumulation of α-synuclein in the substantia nigra in experi-
mental models leads to a reduction in lysosomal enzymes such as GCase, cathepsin B, 
β-galactosidase and hexosaminidase causing the inhibition of macroautophagy and 
ubiquitin-proteasome processes as a consequence enzyme transport to the lysosome 
interruption through dysfunction of vesicles and endosomes. The result is a vicious 
cycle where α-synuclein degradation mechanisms are inefficient resulting in the 
protein accumulation and it reinforces the inhibition of degradation activity [5–52].

Both GCase deficiency and the accumulation of its substrate (GlcCer) have been 
described to be associated with neurodegeneration (Figure 3). Feany M et al. [53] 
suggested that the connection of the α-synuclein to lipidic membranes would pro-
tect this protein from inadequate and clumped folding. Mutations of the GBA gene 
would alter the lipid composition of the membrane, which would favor a build-up 
of α-synuclein in the cytosol and subsequently in the Lewy bodies. Knockdown 
GBA in neuronal cells or in mouse models impairs α-synuclein clearance, whereas 
increasing glucocerebrosidase activity has the opposite effect, perhaps giving 
support to the loss-of-function theory in which the reduced or absent lysosomal 
enzyme is the trigger to α-synuclein accumulation [54].

Even excluding GBA, there was evidence for a burden damaging alleles in 
association with PD. In 2017, Ref. [55] performed a large study to examine the 
overlap between genes responsible for LSD and PD. More than half of PD cases in 
their cohort harbors one or more putative damaging variants among the 54 LSD 
genes. Specially, risk alleles in the genes SMPD1 (Niemann-Pick type A/B), GALC 
(Krabbe disease), SLC17A5 (Salla disease), ASAH1 (Farber lipogranulomatosis) and 
CTSD (neuronal ceroid lipofuscinosis) have been candidate genes well replicated 
in different studies. SMPD1 and ASAH1, along with GBA, participate in ceramide 
metabolism, and this fact can be evidence of the ceramide-associated process being 
relevant in a scenery of lysosomal dysfunction in PD [10–55].

The genes appointed as risk factor for PD to date explain only a fraction of 
PD heritability, suggesting the involvement of additional loci. Besides, the fact 
that GBA is the major genetic risk factor for PD makes other LSD genes attractive 
candidate risk factors. The results of [55] suggest that many genes that encode lyso-
somal enzymes besides GBA likely contribute to susceptibility for PD in Caucasian 
population.

Not only the lysosomal function is important, but also the previous steps neces-
sary for the vesicle content to reach this organelle. In [10], a GWAS meta-analysis 
study found that PD-associated signals were enriched for autophagy and lysosomal 
function. SCARB2 encodes a membrane protein (LIMP-2) required for correct tar-
geting of GCase enzyme to the lysosome. Independent large GWAS have replicated 
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common risk alleles in this gene. Functional analysis in cellular and animal model 
has shown that the reduction of LIMP-2 impairs the clearance of α-synuclein [55]. 
Those data reinforce that both the malfunction and the absence of the GCase, 
through mutations or impairment in the pathway, can result in α-synuclein 
accumulation.

The protein LRRK2 is complex and can work together with diverse proteins in 
different pathways, but for PD, the most relevant seems to be its endosome-to-lys-
osome trafficking function. Mutations in the kinase domain of the LRRK2 protein, 
such as the most common G2019S, compromise the traffic of the endosomal content 
to the lysosome through accentuated phosphorylation resulting in the dysregulation 
of proteins of the Rab family, responsible to target vesicles to the correct organelle 
membranes, including the lysosome [6–18].

In support of vesicular trafficking to lysosome impairment in PD, in 2009, two 
GWAS collaborative studies examining Caucasian and Asian subjects revealed 
significant risk alleles in PARK16 locus for PD. This locus is a large linkage disequi-
librium block that includes a Rab protein member of a subfamily that is implicated 
in vesicular transport to lysosomes and to lysosome-like organelles, the Rab-7 L1 
(also known as RAB29) [9–16].

Mutations in the VPS35 gene are one of the causes for autosomal dominant 
PD. Its protein is also involved in trafficking to lysosomes as a member of the 

Figure 3. 
The vicious cycle between the GCase and α-synuclein. Decreased glucocerebrosidase increases the lysosomal 
concentrations of glucosylceramide, which increases the formation of soluble α-synuclein oligomers. These 
oligomers also disrupt transport of newly synthesized glucocerebrosidase between the endoplasmic reticulum 
and Golgi apparatus, further compounding the problem. Adapted from reference [52].
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oligomers also disrupt transport of newly synthesized glucocerebrosidase between the endoplasmic reticulum 
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Figure 4. 
Some of the PD-related genes associated with trafficking to the lysosome. Genes that encode intracellular 
trafficking components are associated with common sporadic and familial forms of PD, as well as related 
syndromes that share some of the clinical features of PD. Most of these genes are known to affect trafficking 
to the lysosome in the context of late endosome-to-lysosome pathways, clathrin-dependent endocytosis, 
macroautophagy or mitophagy. Wild-type α-synuclein (blue) can also enter lysosomes through chaperone-
mediated autophagy. Adapted from Ref. [6].

retromer complex, which has the role to regulate the delivery of the protein content 
within endosomes to organelles. Some of the proteins carried by this complex are 
cation-independent mannose-6-phosphate receptors, necessary for the transport 
of lysosomal enzymes to the lysosome. In the dysfunction of the retromer complex, 
the receptors are not returned to the Golgi complex, thus impairing the lysosomal 
function. In addition, mutations in ATP13A2 are a rare cause of recessive juvenile-
onset Parkinsonism and dementia and are associated to lysosomal dysfunction. This 
gene codifies a lysosomal P-type ATPase [1, 6].

Interestingly, potentiated retromer function might suppress the altered traffick-
ing and toxicity that are associated with mutations in LRRK2 or the overexpression 
of α-synuclein85, which suggests a potential therapeutic avenue. This fact empha-
sizes the possibility that different genes can interact with each other influencing the 
lysosomal function and as a consequence modifying the PD progression.

These common and rare risk alleles in ATP13A1, RAB7L1, LRRK2 and VPS35, 
which support a model of partial loss-of-function variants in genes regulating 
lysosomal activity by cellular trafficking, result in an increased vulnerability to 
α-synuclein mechanisms in PD [55]. Ref. [10], the largest GWAS meta-analysis 
study, concluded that PD-associated signals were enriched for autophagy and 
lysosomal function. It replicated the results for GBA and TMEM175 genes, which 
encode a potassium channel involved in the regulation of lysosome and identified 
three novel candidate genes, CTSB (a lysosomal cysteine protease), ATP60A1 (an 
ATPase) and GALC (a lysosomal enzyme).
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Besides GBA, loss-of-function alleles are known as frequent PD risk factors, and 
some of those genes had the functional characterization made by analysis stud-
ies that showed knockout mice manifesting tremor phenotype with cerebral and 
cerebellar atrophy, thus corroborating with lysosome loss-of-function hypothesis to 
be involved with α-synuclein dysfunction and PD pathogenesis [10].

Therefore, advances in genetic and experimental model for PD have illuminated 
an important role for defects in intracellular transport pathways to lysosomes 
(Figure 4). The probability of discovering rare PD disease risk alleles at a single 
locus is low; however, if a set of lysosomal-related genes is investigated in conjunc-
tion, the chance of finding significant genetic variations is increased. Also, the can-
didate genes here appointed need further studies including even larger case–control 
studies and experiments in PD cellular or animal models.

6. Conclusion

Currently, genetic testing for PD is not a routine procedure, being restricted 
only to cases with a positive family history, with early onset or with the presence 
of specific atypical symptoms. In the future with the advance of genetic research, 
however, there is a possibility to use genetic variants to provide a perspective of 
the patient’s clinical evolution. For this purpose, it is important to replicate risk 
variants for PD in large and genetically diverse samples due to the different results 
among populations. Genetic studies need to be a collaboration of the whole world 
to understand the genetics of a complex disease. In addition, candidate genes here 
appointed need further experiments in PD cellular or animal models understand-
ing of the underlying pathology and molecular pathogenesis to provide perhaps 
the basis for the development of new therapies able to target mutated proteins that 
cause impairment in relevant pathways for PD as endosome trafficking, lysosome 
function and autophagy.
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Chapter 5

Endogenous Retroelements in 
Cancer: Molecular Roles and 
Clinical Approach
Kang-Hoon Lee and Je-Yoel Cho

Abstract

Retroelements have been considered as “Junk” DNA although the encyclopedia 
of DNA elements (ENCODE) project has demonstrated that most of the genome is 
functional. Since the contribution of LINE1 (L1) and human endogenous retrovirus 
(HERV) has been suspected to cause human cancers, their regulations and puta-
tive molecular functions have been investigated in diverse types of cancer. Their 
diagnostic, prognostic, and therapeutic potentials have been incessantly proposed 
using cancer associated or specific properties, such as hypomethylation, increased 
transcripts, and reverse transcriptase, as well as cancer-associated antigens. This 
chapter presents the current knowledge on retroelements in various aspects during 
tumorigenesis and their clinical usage in many cancer studies.

Keywords: retrotransposons, repetitive elements, tumorigenesis, cancer, LINE, 
HERV, retroelement

1. Introduction

In recent decades, the development of genomic analysis technology has played 
an important role in the study and treatment of various diseases [1, 2]. However, 
these studies have been focused on genes that form proteins that account for about 
1–2% of the entire genome, and the understanding of other parts remains relatively 
insufficient. A retroelement (RE), also called a retrotransposon, is a type I trans-
posable element that replicates itself via RNA and reverse transcription and can 
be largely classified into two types based on the genome structure, including long 
terminal repeat sequences (LTRs). The intact endogenous retrovirus (ERVs) retains 
two LTRs at both ends of the genome, instead of long and short interspersed nuclear 
elements (LINE and SINE), which are non-LTR groups. LTRs compose ~8% of the 
human genome and most are known to be inactive due to accumulated mutations. 
Yet, interestingly, many are transcriptionally active [3]. The non-LTR groups can be 
divided again into autonomous LINEs and nonautonomous SINEs that need LINE’s 
proteins [4]. The LINE1s (L1s), known as the only active REs, makes up ~17% of the 
human genome. Intact L1s retain ~6 kb of the genome, which encodes two proteins, 
ORF1 and ORF2, which are essential for replication and reverse transcription [5]. 
There are about 145 full-length, functional L1 elements in the human genome. On 
the other hand, SINEs, which are nonautonomous retroelements, have ~300 bp 
genomes without coding potential. Most SINEs are of the Alu type of which there 
are over one million copies in the human genome [6].
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Abstract

Retroelements have been considered as “Junk” DNA although the encyclopedia 
of DNA elements (ENCODE) project has demonstrated that most of the genome is 
functional. Since the contribution of LINE1 (L1) and human endogenous retrovirus 
(HERV) has been suspected to cause human cancers, their regulations and puta-
tive molecular functions have been investigated in diverse types of cancer. Their 
diagnostic, prognostic, and therapeutic potentials have been incessantly proposed 
using cancer associated or specific properties, such as hypomethylation, increased 
transcripts, and reverse transcriptase, as well as cancer-associated antigens. This 
chapter presents the current knowledge on retroelements in various aspects during 
tumorigenesis and their clinical usage in many cancer studies.

Keywords: retrotransposons, repetitive elements, tumorigenesis, cancer, LINE, 
HERV, retroelement

1. Introduction

In recent decades, the development of genomic analysis technology has played 
an important role in the study and treatment of various diseases [1, 2]. However, 
these studies have been focused on genes that form proteins that account for about 
1–2% of the entire genome, and the understanding of other parts remains relatively 
insufficient. A retroelement (RE), also called a retrotransposon, is a type I trans-
posable element that replicates itself via RNA and reverse transcription and can 
be largely classified into two types based on the genome structure, including long 
terminal repeat sequences (LTRs). The intact endogenous retrovirus (ERVs) retains 
two LTRs at both ends of the genome, instead of long and short interspersed nuclear 
elements (LINE and SINE), which are non-LTR groups. LTRs compose ~8% of the 
human genome and most are known to be inactive due to accumulated mutations. 
Yet, interestingly, many are transcriptionally active [3]. The non-LTR groups can be 
divided again into autonomous LINEs and nonautonomous SINEs that need LINE’s 
proteins [4]. The LINE1s (L1s), known as the only active REs, makes up ~17% of the 
human genome. Intact L1s retain ~6 kb of the genome, which encodes two proteins, 
ORF1 and ORF2, which are essential for replication and reverse transcription [5]. 
There are about 145 full-length, functional L1 elements in the human genome. On 
the other hand, SINEs, which are nonautonomous retroelements, have ~300 bp 
genomes without coding potential. Most SINEs are of the Alu type of which there 
are over one million copies in the human genome [6].
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The association between REs and cancer has been suggested since 1950. As 
the presence of a viral-oncogene was unveiled and mouse mammary tumor virus 
(MMTV) became the accepted etiological agent of mammary tumors in mice, 
the possible carcinogenesis mechanism of ERV was also revealed, raising hope 
for overcoming cancer [7, 8]. Many studies have reported the association of RE 
expression with various cancer types, including breast cancer, melanoma, and 
kidney cancer [9]. However, the function of RE expression in cancer as a driver or 
passenger remains controversial [10, 11]. It is a chicken and egg situation, since 
the cancer-associated RE expression can cause malignant cell transformation and 
malignant cell transformation leads to global DNA hypomethylation, which in turn 
contributes to oncogenic RE expression [12–15]. In addition, the fact that most 
REs have lost their transposition activity due to accumulated mutations makes it 
difficult to evaluate the role of REs [16]. The RE sequences that occupies about half 
of the mammalian genome is known as “junk DNA,” and, as the name suggests, 
little research has been done it [17]. However, in certain areas such as in the early 
embryogenesis process, degenerative disease, and cancer, the expression of REs 
have been studied relatively well [18, 19]. In particular, several studies have been 
conducted to reveal the relationship among the environmental stress, RE responses, 
and associated diseases [20, 21]. Although no direct relationship has been revealed 
yet, genome instability by activated RE is known to be the main mechanism linking 
RE with disease [22]. However, the transposition ratio of all the REs is about 0.02 
germline events per generation [23], so it is too rare to explain their various roles.

In this chapter, we focus on the functional mechanisms of REs in various cancers 
from development to metastasis and from diagnosis to cancer therapy.

2.  RE regulation in normal cells and abnormal reactivation and 
expansion in cancer

Fortunately, except for during the reprogramming process in early stage germ 
cells, most REs are strongly silenced by diverse epigenomic controls and their 
reactivation is molecularly inhibited [24, 25].

DNA methylation is a major epigenetic mechanism that contributes to ret-
rotransposon silencing in both normal and cancer cells [26]. In early embryogen-
esis, a genome-wide DNA methylation is established by the DNA methyltransferase 
3 (Dnmt3) and maintained by the methyltransferase1 (Dnmt1) [27]. Parental 
methylation pattern is genome-wide demethylated and methylated again at 
imprinted loci and REs by the Dnmt3, and these patterns are maintained by Dnmt1 
in somatic cells [28–30]. Association between demethylation and RE expression 
was demonstrated in that the inactivation of DNMT3L, which is a non-catalytic 
homolog of DNMT3A/3B, causes the reactivation of L1 and IAP and leads to meiotic 
arrest as well as male sterility in male germ cells [31–33].

In cancer cells, a genome-wide DNA hypomethylation and the reactivation of 
REs that may result in the loss of chromosomal stability and imprinting patterns are 
well known [34]. Alteration of L1 methylation has been investigated in many types of 
cancers, including breast, colon, lung, ovarian, and prostate cancers [35–37]. Mostly, 
hypomethylation of the L1 promoter is associated with genome instability, aggressive 
histology, poor prognosis, and some metastasis [38]. Interestingly, some abnormal 
features, such as chromosome 8 abnormalities, are also associated with L1 hypometh-
ylation [39]. In addition, due to their prevalent unmethylation in cancer samples, a 
moderate increase of Alu was also observed in cancer samples with a hypomethylated 
L1 promoter [40]. Similarly, hypomethylation of HERV has also been reported in 
various cancer cells [9, 12, 41–44]. Hypomethylation of its long terminal repeat (LTR) 
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where the promoter is located is associated with its overexpression in cancer [45]. 
Numerous HERV family members were expressed in cancer cell lines and primary 
tumor tissues. In a head and neck cancer study, tumor-specific methylation changes 
were found in HERV-H, HERV-W, and HERV-K families [24, 46]. Similarly, the hypo-
methylated CpGs resulting in high expression of HERV-K, -W, and L1 was reported 
in ovarian cancer [47]. Moreover, the hypomethylation of REs has been observed in 
specific stages or subtypes of cancer, such as during ovarian cancer progression and 
in the basal subtype of invasive ductal carcinoma breast cancer [48, 49]. Remarkably, 
individual RE expressions associated with cancer such as HERV-K at 22q11.23 (H22q), 
HERV-H5, HERV-H48–1, and HERV-E4 are highlighted in various cancers [46, 50, 51]. 
Their transcripts or viral proteins have been detected in sera from bladder, breast, 
liver, lung, ovarian, and prostate cancer patients [11].

The last cellular epigenomic regulation mechanism for silencing RE expression 
is histone modification [52]. In normal spermatogonia, one of the repressive histone 
modification marks, histone 3 lysine 9 dimethylation (H3K9me2), causes tran-
scriptional repression and is sufficient to maintain L1 silencing in the absence of 
DNA methylation. Thus, the loss of H3K9me2 combined with the absence of DNA 
methylation may be the cause of LINE1 activation [53]. On the other hand, in the 
study of the association of histone modification with RE expression in cancer, two 
repressive histone modifications, H3K9me3 and H3K27me3, were more enriched 
at H22q, HERVK17, and L1 sequences in PC3 than in LNCaP prostate cell lines, of 
which RE expression levels are high and low, respectively. By contrast, the active 
modification H3K4me3 was the most enriched in LNCaP at the H22q LTR [54].

The expressed RE transcripts can eventually be knocked down by the PIWI 
system [55]. Piwi-interacting RNA (piRNA) is a well-studied mechanism that con-
tributes to the silencing of REs in many animal germline cells [56, 57]. The piRNA 
system is a ribonucleoprotein complex consisting of a piRNA, and a P-element-
induced wimpy testis (PIWI) subfamily of Argonaut nucleases protein [58]. The 
piRNA recognizes RE sequences and the PIWI protein destroys the RE transcripts 
[58, 59]. The piRNA system silences RE expression both at the transcriptional and 
posttranscriptional levels by modifying repressive chromatin modifications and by 
cleaving RE transcripts, respectively [57, 60]. However, the role of piRNA in post-
transcriptional regulation is not similar to that of miRNA via providing sequence 
specificity because most piRNA sequences are found not to be complementary 
to target gene transcripts, suggesting that piRNAs may be involved in epigenetic 
regulation rather than posttranscriptional regulation of mRNA [61]. The deficient 
of the piRNA pathway causes overexpression of REs, significantly compromised 
genome structure and, invariably, germ cell death and sterility [58]. The aberrant 
expression of piRNAs has been reported in the development of cancer including the 
proliferation, apoptosis, metastasis, and invasion of cancer cells [62]. Moreover, 
the high expression of PIWI proteins has been documented in many cancer types, 
including gastric cancer, liver cancer, intestinal cancer, breast cancer, nonsmall 
cell lung cancer, bladder cancer, ovarian cancer, and melanoma and is furthermore 
associated with the aggressiveness of sarcomas, gliomas, and leukemia [61, 63]. The 
roles of PIWI proteins have been investigated separately in cancer invasion, migra-
tion, proliferation, division, and survival [64]. PIWIL1 has been known to induce 
epithelial-mesenchymal transition and confer migration and invasion of endome-
trial cancer cells [65]. The association of PIWIL2 via increasing the expression of 
CDK2 and cyclin A in cancer cells is reported in glioma and nonsmall lung cancer 
(NSCLC) cells [66]. PIWIL3 promotes the cancer proliferation, migration, and 
invasion through the JAK2/STAT3 signal pathway [67]. PIWIL4 can promote cancer 
cell division, migration, and survival of breast cancer by activating TGF-β, MAPK/
ERK, and FGF signaling pathways [68].



Methods in Molecular Medicine

82

The association between REs and cancer has been suggested since 1950. As 
the presence of a viral-oncogene was unveiled and mouse mammary tumor virus 
(MMTV) became the accepted etiological agent of mammary tumors in mice, 
the possible carcinogenesis mechanism of ERV was also revealed, raising hope 
for overcoming cancer [7, 8]. Many studies have reported the association of RE 
expression with various cancer types, including breast cancer, melanoma, and 
kidney cancer [9]. However, the function of RE expression in cancer as a driver or 
passenger remains controversial [10, 11]. It is a chicken and egg situation, since 
the cancer-associated RE expression can cause malignant cell transformation and 
malignant cell transformation leads to global DNA hypomethylation, which in turn 
contributes to oncogenic RE expression [12–15]. In addition, the fact that most 
REs have lost their transposition activity due to accumulated mutations makes it 
difficult to evaluate the role of REs [16]. The RE sequences that occupies about half 
of the mammalian genome is known as “junk DNA,” and, as the name suggests, 
little research has been done it [17]. However, in certain areas such as in the early 
embryogenesis process, degenerative disease, and cancer, the expression of REs 
have been studied relatively well [18, 19]. In particular, several studies have been 
conducted to reveal the relationship among the environmental stress, RE responses, 
and associated diseases [20, 21]. Although no direct relationship has been revealed 
yet, genome instability by activated RE is known to be the main mechanism linking 
RE with disease [22]. However, the transposition ratio of all the REs is about 0.02 
germline events per generation [23], so it is too rare to explain their various roles.

In this chapter, we focus on the functional mechanisms of REs in various cancers 
from development to metastasis and from diagnosis to cancer therapy.

2.  RE regulation in normal cells and abnormal reactivation and 
expansion in cancer

Fortunately, except for during the reprogramming process in early stage germ 
cells, most REs are strongly silenced by diverse epigenomic controls and their 
reactivation is molecularly inhibited [24, 25].

DNA methylation is a major epigenetic mechanism that contributes to ret-
rotransposon silencing in both normal and cancer cells [26]. In early embryogen-
esis, a genome-wide DNA methylation is established by the DNA methyltransferase 
3 (Dnmt3) and maintained by the methyltransferase1 (Dnmt1) [27]. Parental 
methylation pattern is genome-wide demethylated and methylated again at 
imprinted loci and REs by the Dnmt3, and these patterns are maintained by Dnmt1 
in somatic cells [28–30]. Association between demethylation and RE expression 
was demonstrated in that the inactivation of DNMT3L, which is a non-catalytic 
homolog of DNMT3A/3B, causes the reactivation of L1 and IAP and leads to meiotic 
arrest as well as male sterility in male germ cells [31–33].

In cancer cells, a genome-wide DNA hypomethylation and the reactivation of 
REs that may result in the loss of chromosomal stability and imprinting patterns are 
well known [34]. Alteration of L1 methylation has been investigated in many types of 
cancers, including breast, colon, lung, ovarian, and prostate cancers [35–37]. Mostly, 
hypomethylation of the L1 promoter is associated with genome instability, aggressive 
histology, poor prognosis, and some metastasis [38]. Interestingly, some abnormal 
features, such as chromosome 8 abnormalities, are also associated with L1 hypometh-
ylation [39]. In addition, due to their prevalent unmethylation in cancer samples, a 
moderate increase of Alu was also observed in cancer samples with a hypomethylated 
L1 promoter [40]. Similarly, hypomethylation of HERV has also been reported in 
various cancer cells [9, 12, 41–44]. Hypomethylation of its long terminal repeat (LTR) 

83

Endogenous Retroelements in Cancer: Molecular Roles and Clinical Approach
DOI: http://dx.doi.org/10.5772/intechopen.93370

where the promoter is located is associated with its overexpression in cancer [45]. 
Numerous HERV family members were expressed in cancer cell lines and primary 
tumor tissues. In a head and neck cancer study, tumor-specific methylation changes 
were found in HERV-H, HERV-W, and HERV-K families [24, 46]. Similarly, the hypo-
methylated CpGs resulting in high expression of HERV-K, -W, and L1 was reported 
in ovarian cancer [47]. Moreover, the hypomethylation of REs has been observed in 
specific stages or subtypes of cancer, such as during ovarian cancer progression and 
in the basal subtype of invasive ductal carcinoma breast cancer [48, 49]. Remarkably, 
individual RE expressions associated with cancer such as HERV-K at 22q11.23 (H22q), 
HERV-H5, HERV-H48–1, and HERV-E4 are highlighted in various cancers [46, 50, 51]. 
Their transcripts or viral proteins have been detected in sera from bladder, breast, 
liver, lung, ovarian, and prostate cancer patients [11].

The last cellular epigenomic regulation mechanism for silencing RE expression 
is histone modification [52]. In normal spermatogonia, one of the repressive histone 
modification marks, histone 3 lysine 9 dimethylation (H3K9me2), causes tran-
scriptional repression and is sufficient to maintain L1 silencing in the absence of 
DNA methylation. Thus, the loss of H3K9me2 combined with the absence of DNA 
methylation may be the cause of LINE1 activation [53]. On the other hand, in the 
study of the association of histone modification with RE expression in cancer, two 
repressive histone modifications, H3K9me3 and H3K27me3, were more enriched 
at H22q, HERVK17, and L1 sequences in PC3 than in LNCaP prostate cell lines, of 
which RE expression levels are high and low, respectively. By contrast, the active 
modification H3K4me3 was the most enriched in LNCaP at the H22q LTR [54].

The expressed RE transcripts can eventually be knocked down by the PIWI 
system [55]. Piwi-interacting RNA (piRNA) is a well-studied mechanism that con-
tributes to the silencing of REs in many animal germline cells [56, 57]. The piRNA 
system is a ribonucleoprotein complex consisting of a piRNA, and a P-element-
induced wimpy testis (PIWI) subfamily of Argonaut nucleases protein [58]. The 
piRNA recognizes RE sequences and the PIWI protein destroys the RE transcripts 
[58, 59]. The piRNA system silences RE expression both at the transcriptional and 
posttranscriptional levels by modifying repressive chromatin modifications and by 
cleaving RE transcripts, respectively [57, 60]. However, the role of piRNA in post-
transcriptional regulation is not similar to that of miRNA via providing sequence 
specificity because most piRNA sequences are found not to be complementary 
to target gene transcripts, suggesting that piRNAs may be involved in epigenetic 
regulation rather than posttranscriptional regulation of mRNA [61]. The deficient 
of the piRNA pathway causes overexpression of REs, significantly compromised 
genome structure and, invariably, germ cell death and sterility [58]. The aberrant 
expression of piRNAs has been reported in the development of cancer including the 
proliferation, apoptosis, metastasis, and invasion of cancer cells [62]. Moreover, 
the high expression of PIWI proteins has been documented in many cancer types, 
including gastric cancer, liver cancer, intestinal cancer, breast cancer, nonsmall 
cell lung cancer, bladder cancer, ovarian cancer, and melanoma and is furthermore 
associated with the aggressiveness of sarcomas, gliomas, and leukemia [61, 63]. The 
roles of PIWI proteins have been investigated separately in cancer invasion, migra-
tion, proliferation, division, and survival [64]. PIWIL1 has been known to induce 
epithelial-mesenchymal transition and confer migration and invasion of endome-
trial cancer cells [65]. The association of PIWIL2 via increasing the expression of 
CDK2 and cyclin A in cancer cells is reported in glioma and nonsmall lung cancer 
(NSCLC) cells [66]. PIWIL3 promotes the cancer proliferation, migration, and 
invasion through the JAK2/STAT3 signal pathway [67]. PIWIL4 can promote cancer 
cell division, migration, and survival of breast cancer by activating TGF-β, MAPK/
ERK, and FGF signaling pathways [68].



Methods in Molecular Medicine

84

The apolipoprotein B mRNA editing catalytic polypeptide 3 (APOBEC3) 
proteins are cytidine deaminases of which family consists of seven family members 
(APOBEC3-A through -H) with diverse activities against a variety of retroviruses 
and endogenous REs, even though the activity of L1 suppression does not correlate 
either with antiviral activity against Vif-deficient HIV-1 and murine leukemia virus, 
or with patterns of subcellular localization [69, 70]. Thus, the inhibitory effect of 
APOBEC3 family members, specifically APOBEC3G on L1 transposition might not 
be due to deaminase activity, but due to novel mechanism(s) [70].

Besides APOBEC3G, MOV10, SAMHD1, and ZAP have all been identified to 
be able to inhibit L1 activity through diverse mechanisms [71]. MOV10 inhibits 
L1 mobility through interacting with L1 RNP resulting in L1 transcript degrada-
tion [72]. SAMHD1 inhibits the L1 RT activity [73]. ZAP also restricts L1 activity 
through the loss of L1 transcripts and ribonucleoprotein integrity [74].

Together, it will be a universal explanation for the various epigenomic modifica-
tions that are directly associated with both genome-wide RE silencing and reactiva-
tion that is much more commonly found in diverse human cancers as frequent as 
4–100 de novo insertions per tumor.

3. Roles of RE expressed in cancers

The genomic instability caused by de novo insertions of REs that frequently 
occur in cancer is the major pathophysiological role accepted by the public [75, 76]. 
However, this is a very limited explanation of the universal functions of REs, 
because most REs lose their ability to mobilize [16]. Although some retain their 
coding potentials, these are silenced tightly by various mechanisms and at various 
levels, such as epigenomic mechanisms, transcription, and posttranscription [77]. 
Thus, a more in-depth understanding of RE function is mandatory.

3.1 The source of genome instability

De novo insertions of REs, despite their defective form, can both directly and 
indirectly affect surrounding human genome sequences [78]. Some of these events 
occur at high enough frequency to result in vast amounts of rearrangement of the 
host genome sequence [16]. This does not happen only via the mechanism of trans-
position activity followed by reintegration but also via the homologous recombina-
tion between dispersed REs, resulting in large structural variations (SVs) including 
duplications, inversions, and deletions [79]. REs are also the source of small SVs 
such as single-nucleotide variants (SNVs) and short indels, which are caused by 
template switching during repair of replication errors [16]. The SVs derived from 
reactivation and expansion of REs via either mobilization activity or homologous 
recombination have been frequently found in many cancers (~50%) [80, 81]. 
A high enrichment was reported especially in certain types of cancers, such as 
esophageal cancers, colon cancers, and squamous cell lung cancers (> 90%) [82]. 
Although this result indicated that somatic L1 insertions are very frequently found 
in certain cancers, it is known that a majority of RE somatic integrations are pas-
senger mutations with little or no effect on cancer development [83].

Nevertheless, specific SV loci derived from somatic L1 insertions have also been 
identified as drivers in most cancer types, including colorectal, breast, lung, and 
liver cancers [84–88]. For example, disruption of the APC gene by the insertion of 
L1 in colon cancer has been well studied [89]. Additionally, a recent study identi-
fied driver SV by L1 insertion in liver cancer [90]. L1 integration in the intron of 
the ST18 gene disrupted a cis-regulatory repressor element, resulting in increased 
expression of the ST18 gene [84].
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Several algorithms have also been developed for the sensitive and precise detec-
tion of SVs from the whole genome sequence (WGS) and whole exome sequence 
(WES) data published in large international consortia such as The International 
Cancer Genome Consortium (ICGC) and The Cancer Genome Atlas (TCGA), and 
driver SV events with remarkable functional consequences have been identified [82, 
91]. The most SVs were generated by L1 (99%), followed by SINE VNTR Alu (SVA) 
and ERV [92]. Yet, few retrotranspositions of HERVs have been reported in human 
cancers [84, 93].

3.2 Epigenomic regulation and reactivation of REs in cancer

Since 1993 when the methylation status of L1 in cancer cells was first measured by 
Thayer et al., L1 hypomethylation has been reported in many types of human cancers, 
including prostate, ovarian, head and neck, lung, thyroid, and breast cancer [94, 95]. 
However, some controversial results showed no changes in L1 methylation levels of 
cancers including thyroid cancer, renal cancer, lymphoma, and leukemia [96]. This 
discrepancy may be due to differences in the tumor histological type, because associa-
tion between L1 hypomethylation and clinical outcome has been demonstrated in mel-
anoma patients. However, the mechanism of L1 hypomethylation effects on aggressive 
tumor behavior has not been fully investigated [49]. The most likely mechanism is the 
causing of DNA instability, which has been suspected as the main role of REs [92]. 
A DNA methyltransferase 1 (Dnmt1) mutation showed substantial genome-wide 
hypomethylation in all types of tissue and also known to be associated with aggressive 
T cell lymphomas [97, 98]. Notably, the mutation also showed a high frequency of 
chromosome 15 trisomy, which suggested that the DNA hypomethylation has a causal 
role in cancers by promoting genome instability [98]. Another possible mechanism is 
a dysregulation in transcription level, which activates proto-oncogenes and REs that 
affect tumor aggressiveness [99]. MicroRNAs, which are closely related to the develop-
ment of human cancer, can be increased by global DNA hypomethylation, contribut-
ing to the acquisition of tumor aggressiveness [100]. In addition, it is possible that the 
L1 methylation state itself exerts a biological effect. It is known that L1 regulates the 
function of multiple genes by providing an alternative promoter and contributing 
to noncoding RNA expression [101, 102]. Therefore, further studies are needed to 
explain the mechanisms in which L1 hypomethylation affects tumor behavior.

3.3 REs, the origin of cancer associated non-coding transcripts

RNA sequencing using next-generation sequencing technology has provided a 
large amount of gene expression data in both normal and disease conditions, such 
as cancer [103]. Growing evidence suggests that REs in the intergenic regions of the 
human genome are sources of noncoding RNAs, including micro RNAs (miRNAs) 
and long noncoding RNAs (lncRNAs) [104]. Notably, about 30% of human lncRNAs 
originate from REs, specifically HERVs. In addition, about 80% of lncRNAs contain 
RE-originated sequences within or nearby their transcription start sites [105]. 
Importantly, a recent study has reported that many lncRNAs have a crucial role in a 
variety of fundamental cellular processes and diseases [106]. A recent study reported 
that a single-nucleotide polymorphism (SNP) in an L1-containing lncRNA sequence 
located in an intron of SLC7A2 leads to a decrease in its expression and results in a 
lethal encephalopathy phenotype [107]. Alu elements, which encode no functional 
proteins, are also frequently found at multiple locations in lncRNA sequences [108]. 
Recently, many studies have suggested that Alu sequence in lncRNAs can contribute 
to the function of lncRNAs. For example, Alu-mediated CDKN1A/p21 transcrip-
tional regulator (APTR) negatively regulates p21 expression by recruiting polycomb 
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Several algorithms have also been developed for the sensitive and precise detec-
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repressive proteins to the p21 promoter. The Alu sequence is crucial to the localization 
of APTR on the p21 promoter that regulates cell growth and proliferation [109].

Despite the limited contribution of L1 and Alu to lncRNAs, a close association 
between HERVs and ncRNAs was reported by Kelley and Rinn [110]. Hundreds of 
ncRNAs originated from HERV-H. For example, the lncRNA ROR known to promote 
the progression of human cancers is one of the ncRNAs promoted by a HERV-H 
element [111]. Moreover, the lncRNA produced by HERV-K11 directly binds to 
polypyrimidine tract-binding protein-associated splicing factor (PSF), of which 
the function is to repress proto-oncogene transcription, reversing the PSF-mediated 
repression of proto-oncogene transcription and subsequently driving tumorigenesis 
[46, 112]. Other HERV-related lncRNAs with tumor-suppressive potential have also 
been identified in the intronic RNAs arising from ERV-9 [45]. It has been reported 
that its antisense RNA at 3′-untranslated regions was found to physically bind to key 
transcription factors for cell proliferation such as NF-Y, p53, and sp1. This means 
that the HERV-related lncRNAs may have a function as decoy targets or traps for the 
transcription factors resulting in the growth retardation of cancer cells [113].

Another role of RE transcripts related to human disease is to form a complex 
with the cytoplasmic cDNA of the reactivated RE transcripts to trigger the signal 
of the inflammatory pathway [23]; for example, RE-derived cytosolic DNA accu-
mulated in Aicardi-Goutières syndrome (AGS) [114]. IFNB1 expression also has an 
anticorrelation with L1 retrotransposition in cancer cells [115]. Moreover, the study 
by Ishak et al. showed that mutation of the RB1 gene causes both genome-wide 
upregulation of L1 expression in somatic cells as well as increased susceptibility to 
leukemia [116]. Gasche et al. reported that the IL-6 treatment of a cancer cell line 
induced genome-wide L1 promoter hypomethylation [117]. Altogether, the evi-
dence indicates that REs modify an important aspect of human tumorigenesis.

3.4 RE proteins associated with tumorigenesis

ORF1 and ORF2 in L1 and GAG, POL, and ENV in HERV are proteins encoded 
by REs that are essential to complete the replication cycle, whereas Alu’s are RNA 
polymerase III-transcribed sequences without coding potential [118]. Most REs lose 
their coding potential due to accumulated mutations; however, it is well known that 
hundreds of L1 are still active to produce two essential proteins, ORF1 (p40, RNA 
binding protein) and ORF2 (p109, endonuclease and reverse transcriptase activities) 
[119, 120]. Additionally, although no infectious virus formed by HERVs is reported, 
multiple protein expressions and their functions have been studied in various HERV 
families [46]. Most comprehensive studies have reported on envelop proteins (ENV) 
and their pathogenic properties. The transcripts encoding capsid and protease (GAG) 
and reverse transcriptase with RNase H domain and integrase (POL) ORFs have been 
detected in many cells and tissues from both diseased and healthy individuals [121]. 
Remarkably, HERV-W encodes an ENV protein known as ERVWE1 (Syncytin1), 
which has been adopted by the human to functionally contribute in placenta biogen-
esis [122]. Similarly, Syncytin2 encoded by ERVFRD1 is known to have a key role in 
the implantation of human embryos [123]. Aberrant expression of HERV-W has been 
known to be associated with various human diseases including cancer [122, 124, 125].

In cancer, an increase in retroviral protein expression was generally detected. 
Overexpression of L1 ORF1 protein was detected from more than 90% of breast, 
ovarian, and pancreatic cancers followed by tubular gastrointestinal tract, lung, and 
prostate cancers (about 50%) [126, 127]. However, the high expression of L1 ORF1p 
expression is dependent on tumor origin, and it differs case by case even within 
a similar histological type of cancer. For example, L1 ORF1p is detected in lung 
adenocarcinoma at greatly varying levels (about 20% are very high, about 30% are 
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moderate, and the rest are undetectable) [128]. Several antibodies targeting ORF2p 
have recently been produced, and thus, the overexpression of ORF2p was detected 
in many cancers. Although the functional effects of L1 proteins in human cancers 
remain unclear in most cancer contexts, this data suggests that L1 proteins are 
potential cancer biomarkers for the diagnosis of cancer development or the progno-
sis of clinical outcomes [126, 129]. On the other hand, the HERV-K ENV protein has 
been identified in various cancer tissues and several different mechanisms by which 
it associates with tumorigenesis have been proposed [130]. The melanocyte antigen 
HERV-K-MEL is expressed in about 85% of malignant melanocytes, whereas breast 
cancer, ovarian cancer, teratocarcinoma, sarcoma, and bladder cancer also express 
HERV-K ENV [131]. Other HERV families, HERV-E, and ERV3 have also been 
detected in more than 30% of ovarian cancer patients and are higher in patients 
with lymph-node-positive breast cancer [11, 132]. Moreover, some antibodies 
against HERV-K have been detected in serum samples with melanoma [133].

Despite HERVs being known to be incompetent in transposition, studies have 
shown that the protein-coding potentials can still promote neoplastic properties dur-
ing tumorigenesis through diverse mechanisms [134]. The oncogenic role of HERV 
proteins is well investigated with NP9 and REC, which are accessory splice proteins 
of HERV-K [135]. The transcripts encoding these proteins are overexpressed in many 
tumors including breast cancers and both are known to interact with the promy-
elocytic leukemia zinc finger (PLZF) tumor suppressor, which is a transcriptional 
repressor and epigenetic modulator implicated in cancer. C-myc proto-oncogene is 
one of the major targets of PLZF. Interaction of NP9 and REC with PLZF abrogates 
the transcriptional repression of the c-Myc gene promoter, which results in c-Myc 
overproduction [136]. In addition, the abnormal cell-to-cell fusion activity of 
HERV-W ENV proteins has been shown to possibly contribute to tumor develop-
ment and metastasis [130]. Further studies to characterize the expression and 
molecular functions of these HERV proteins in cancers are demanded.

4. Implementation of REs for cancer diagnosis and prognosis

4.1 Structural variations (SVs) associated with REs in cancer

Identification of somatic mutation hotspots associated with cancer is very important 
for functional analysis and diagnosis [137]. Several methods have been developed for 
the identification of somatic RE insertions in cancers (L1-seq, TIPseq, and ERVcaller), 
and many bioinformatics tools to discover somatic L1 insertions in silico using WGS or 
WES data have been developed [138, 139]. SVs via L1 insertion associated with cancer 
have been well investigated in a couple of genes, such as the APC gene that is considered 
to be a tumor suppressor of colorectal polyposis in colorectal cancer [89]. A potential 
suppressor of L1, TP53 mutation by L1 insertions, has been observed frequently in 
tumors. In addition, L1 insertional mutation of MOV10, which is a key L1 suppressor, 
decreased the expression of the MOV10 in tumors with high L1 insertions [140].

On the other hand, instead of cancer-associated SVs caused by RE insertion, 
genome variations that might be associated with HERVs or around gene expression 
in cancer have been identified. Chang et al. identified that four HERVs with muta-
tion hotspots overlapped with exons of four human protein coding genes, which 
are TNN (HERV-9/LTR12), OR4K15 (HERV-IP10F/LTR10F), ZNF99 (HERV-W/
HERV17/LTR17), and KIR2DL1 (MST/MaLR). They also evaluated the effect of 
each non-synonymous SNV on the survival of kidney cancer patients. Furthermore, 
they identified 788 HERVs harboring significantly increased the numbers of 
somatic single-nucleotide variations (SNVs) [141].
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4.2  Global hypomethylation in cancer and identification of cancer associated 
RE methylation

Several studies have shown that global hypomethylation is very common in 
cancer [142]. The DNA methylation levels of L1 5′-untranslated region (UTR) in 
cancer have been extensively evaluated for potential use as an epigenomic marker 
for cancer diagnosis. The level of L1 hypomethylation increases in more advanced 
cancers; however, other types of REs, such as Alu and HERVs, have been lesser 
evaluated [143]. Since DNA methylation analysis has some benefits in handling 
tumor specimens, such as similar efficiency in fresh frozen and formalin-fixed 
paraffin-embedded tissue, many studies indeed have proposed DNA methylation 
as a diagnostic marker using fresh tumor biopsies or fixed tissue blocks [144]. 
Association between L1 hypomethylation and diagnostic and prognostic needs, 
such as tumor stage group, metastasis, the recurrence rate, and the survival rate, has 
been studied [145]. Also, L1 hypomethylation has been demonstrated to be a sur-
rogate marker for predicting the response to cancer treatment [146]. Moreover, L1 
hypomethylation is observed in very different types of specimen, including blood 
leukocyte DNA, serum, and oral rinse [147]. Hypomethylation of Alu was reported 
in several cancers, whereas hypomethylation of HERV-K and HERV-W genomes 
were found in urothelial cancer and ovarian cancer, respectively [47, 131, 148].

Classically, CpG methylation analyses have been performed in targeted sequence 
by discriminating between methylated and unmethylated DNA using bisulfite 
treatment followed by PCR amplification [149]. Although recent nanopore technol-
ogy can separate between methylated and unmethylated DNA without any treat-
ment, most analyses are usually based on methylation-specific PCR after bisulfite 
treatment (MSP) [150, 151]. Pyrosequencing-based analysis, specifically methyla-
tion-sensitive single-nucleotide-primer extension (MsSNuPE) and Methylight, is a 
promising method that can be used to reliably measure L1 methylation in paraffin-
embedded cancer tissues with higher reproducibility [152]. Using this method, 
L1 hypomethylation has been tested in various human cancer patients, including 
gastric cancer, colon cancer, colorectal cancer, melanoma, and breast cancer, and 
its clinical implications have been suggested [153]. Recent studies have addressed 
that methylated L1 in circulating cell-free DNA (cfDNA) can be used as a potential 
prognostic and diagnostic target in cancers, and have promoted its potential as a 
minimally invasive screening technique. Lee et al. showed L1 hypomethylation in 
cfDNA of both human breast cancer and dog mammary tumor [154, 155].

Unfortunately, there are not many products in the marketplace that capitalize on 
the association between RE hypomethylation and diverse cancer types and features, 
even though many studies have provided evidence for it. Representatively, the only 
clinical test targeting methylation of L1 is used in the detection of bladder cancer in 
voided urine [156].

4.3 RE transcripts in cancer diagnosis

First of all, the quantitation of various HERV gene expressions was performed 
using a real-time PCR. The transcript expression of HERV-H, -K, -P, and -R ENV 
was significantly increased in the blood of lung cancer patients, and the level was 
generally much higher in the squamous cell carcinoma (SCC) subtype than the 
small-cell lung cancer (SCLC) subtype [157]. The level of HERV-K (HML-2) was 
found to be an independent prognostic factor for the overall survival rate of hepa-
tocellular carcinoma patients [158]. The expression of HERV-H LTR-associating 
protein 2 (HHLA2) was significantly upregulated in bladder cancer, and it was 
suggested as a prognostic factor of tumor metastasis and poor survival of bladder 
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cancer patients [159]. The elevated HERV-K (HML-2) was detected in both protein 
and transcripts level in the blood of breast cancer patients at an early stage and was 
further increased with developing metastasis. Thus, HERV-K (HML-2) expression 
will be one of a best candidate for the early detection of an increased risk for breast 
cancer in women [160]. The expression of HERV-E transcripts is observed in von 
Hippel-Lindau (VHL)-deficient renal carcinomas. Interestingly, the introduced 
VHL gene suppressed HERV-E expression in VHL-deficient carcinoma [11]. In 
addition, high blood levels of the ENV transcripts of various HERV types have been 
detected in breast cancer patients and that are decreased by treatment of adjuvant 
chemotherapy which means that alteration of blood HERV transcripts is a very 
good candidate for diagnosis and is a prognosis marker of breast cancer [132].

4.4 Detection of RE proteins in cancer specimens

A correlation between HERV protein expression and human cancer has been 
described [11]. HERV proteins, GAG, POL, and ENV, have been identified in cancer 
tissues, and several factors from environment and hormone response, such as UV 
radiation, inflammation, estrogen and smoking, have been proposed as a cause of 
HERV protein expression in various cancer tissues [161]. Remarkably, the envelop 
protein, ENV, of HERV-K has been identified in melanoma by immunohistochem-
istry [162]. In melanomas, the expression of HERV-K ENV is higher than that in 
benign lesions, especially in metastatic tumors. Moreover, it has also been found in 
other types of cancers, such as breast, ovarian, and bladder cancer. Antibodies tar-
geting HERV-E, HERV-K (HML-2), and ERV3 have also been detected in more than 
30% of ovarian cancer patients and are higher in patients with lymph-node-positive 
breast tumors. In addition, the presence of serum antibodies against HERV-K 
proteins has been suggested as a prognostic factor for poor survival of melanoma 
patients [11].

In L1 proteins, high levels of ORF1 protein was prevalent in certain cancers, 
including breast and ovarian cancer, whereas no or little expression was detected 
from other cancers such as renal, liver, and cervical cancer [36]. Rodic et al. and 
Ardeljan et al. separately detected ORF1 protein via IHC in ~90% of ovarian cancer 
and in ~90% of the breast cancer samples examined [127, 163]. Chen et al. reported 
that the ORF1 protein level is very high in ductal carcinoma in situ (DCIS) [164]. 
Moreover, the ORF1 level was the highest in high-grade ovarian carcinoma, but the 
expression of ORF1 in prostate cancer has not been fully confirmed [36]. Ardeljan 
et al. reported ORF1 positivity in ~41% of all prostate cancer tissue samples 
examined [163]. ORF1 levels could be clinically measured using CT scans on the 
blood of lung cancer patients. On the other hand, ORF2 has only been limitedly 
tested as a diagnostic marker for cancer when compared to ORF1 expression. 
However, since ORF2 encodes a reverse transcriptase that is heavily associated with 
L1 activity, similar to L1 hypomethylation, it may yet be a better diagnostic marker 
for L1-associated disease development. High expression of ORF2 in transitional 
colon mucosa but no expression in normal colon mucosa was detected via IHC. 
ORF2 was also detected in prostate intraepithelial neoplasia [36]. However, since 
the ORF2 expression has been reported to be much less than that of ORF1, there are 
challenges to measure it in clinic.

5. RE in cancer therapy

Aberration of RE activities in various aspects has been suggested as a potential 
target for cancer therapy [165]. Several studies have shown that inhibiting RT 



Methods in Molecular Medicine

88

4.2  Global hypomethylation in cancer and identification of cancer associated 
RE methylation

Several studies have shown that global hypomethylation is very common in 
cancer [142]. The DNA methylation levels of L1 5′-untranslated region (UTR) in 
cancer have been extensively evaluated for potential use as an epigenomic marker 
for cancer diagnosis. The level of L1 hypomethylation increases in more advanced 
cancers; however, other types of REs, such as Alu and HERVs, have been lesser 
evaluated [143]. Since DNA methylation analysis has some benefits in handling 
tumor specimens, such as similar efficiency in fresh frozen and formalin-fixed 
paraffin-embedded tissue, many studies indeed have proposed DNA methylation 
as a diagnostic marker using fresh tumor biopsies or fixed tissue blocks [144]. 
Association between L1 hypomethylation and diagnostic and prognostic needs, 
such as tumor stage group, metastasis, the recurrence rate, and the survival rate, has 
been studied [145]. Also, L1 hypomethylation has been demonstrated to be a sur-
rogate marker for predicting the response to cancer treatment [146]. Moreover, L1 
hypomethylation is observed in very different types of specimen, including blood 
leukocyte DNA, serum, and oral rinse [147]. Hypomethylation of Alu was reported 
in several cancers, whereas hypomethylation of HERV-K and HERV-W genomes 
were found in urothelial cancer and ovarian cancer, respectively [47, 131, 148].

Classically, CpG methylation analyses have been performed in targeted sequence 
by discriminating between methylated and unmethylated DNA using bisulfite 
treatment followed by PCR amplification [149]. Although recent nanopore technol-
ogy can separate between methylated and unmethylated DNA without any treat-
ment, most analyses are usually based on methylation-specific PCR after bisulfite 
treatment (MSP) [150, 151]. Pyrosequencing-based analysis, specifically methyla-
tion-sensitive single-nucleotide-primer extension (MsSNuPE) and Methylight, is a 
promising method that can be used to reliably measure L1 methylation in paraffin-
embedded cancer tissues with higher reproducibility [152]. Using this method, 
L1 hypomethylation has been tested in various human cancer patients, including 
gastric cancer, colon cancer, colorectal cancer, melanoma, and breast cancer, and 
its clinical implications have been suggested [153]. Recent studies have addressed 
that methylated L1 in circulating cell-free DNA (cfDNA) can be used as a potential 
prognostic and diagnostic target in cancers, and have promoted its potential as a 
minimally invasive screening technique. Lee et al. showed L1 hypomethylation in 
cfDNA of both human breast cancer and dog mammary tumor [154, 155].

Unfortunately, there are not many products in the marketplace that capitalize on 
the association between RE hypomethylation and diverse cancer types and features, 
even though many studies have provided evidence for it. Representatively, the only 
clinical test targeting methylation of L1 is used in the detection of bladder cancer in 
voided urine [156].

4.3 RE transcripts in cancer diagnosis

First of all, the quantitation of various HERV gene expressions was performed 
using a real-time PCR. The transcript expression of HERV-H, -K, -P, and -R ENV 
was significantly increased in the blood of lung cancer patients, and the level was 
generally much higher in the squamous cell carcinoma (SCC) subtype than the 
small-cell lung cancer (SCLC) subtype [157]. The level of HERV-K (HML-2) was 
found to be an independent prognostic factor for the overall survival rate of hepa-
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cancer patients [159]. The elevated HERV-K (HML-2) was detected in both protein 
and transcripts level in the blood of breast cancer patients at an early stage and was 
further increased with developing metastasis. Thus, HERV-K (HML-2) expression 
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detected in breast cancer patients and that are decreased by treatment of adjuvant 
chemotherapy which means that alteration of blood HERV transcripts is a very 
good candidate for diagnosis and is a prognosis marker of breast cancer [132].
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HERV protein expression in various cancer tissues [161]. Remarkably, the envelop 
protein, ENV, of HERV-K has been identified in melanoma by immunohistochem-
istry [162]. In melanomas, the expression of HERV-K ENV is higher than that in 
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geting HERV-E, HERV-K (HML-2), and ERV3 have also been detected in more than 
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breast tumors. In addition, the presence of serum antibodies against HERV-K 
proteins has been suggested as a prognostic factor for poor survival of melanoma 
patients [11].
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from other cancers such as renal, liver, and cervical cancer [36]. Rodic et al. and 
Ardeljan et al. separately detected ORF1 protein via IHC in ~90% of ovarian cancer 
and in ~90% of the breast cancer samples examined [127, 163]. Chen et al. reported 
that the ORF1 protein level is very high in ductal carcinoma in situ (DCIS) [164]. 
Moreover, the ORF1 level was the highest in high-grade ovarian carcinoma, but the 
expression of ORF1 in prostate cancer has not been fully confirmed [36]. Ardeljan 
et al. reported ORF1 positivity in ~41% of all prostate cancer tissue samples 
examined [163]. ORF1 levels could be clinically measured using CT scans on the 
blood of lung cancer patients. On the other hand, ORF2 has only been limitedly 
tested as a diagnostic marker for cancer when compared to ORF1 expression. 
However, since ORF2 encodes a reverse transcriptase that is heavily associated with 
L1 activity, similar to L1 hypomethylation, it may yet be a better diagnostic marker 
for L1-associated disease development. High expression of ORF2 in transitional 
colon mucosa but no expression in normal colon mucosa was detected via IHC. 
ORF2 was also detected in prostate intraepithelial neoplasia [36]. However, since 
the ORF2 expression has been reported to be much less than that of ORF1, there are 
challenges to measure it in clinic.

5. RE in cancer therapy

Aberration of RE activities in various aspects has been suggested as a potential 
target for cancer therapy [165]. Several studies have shown that inhibiting RT 
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activity is a great therapeutic target for cancer. Sciamanna et al., 2005, uncovered 
that pharmacologic L1 inhibition by two reverse transcriptase inhibitors slows 
down the growth of malignant melanoma and prostatic cancer [166]. Carlini et al. 
similarly demonstrated the efficacy of reverse transcription inhibition of prostate 
cancer growth [167]. Furthermore, a clinical trial showed that Efavirenz, a non-
nucleoside reverse transcriptase inhibitor (NNRTI), provides a therapeutic benefit 
by increasing the progression free survival in a high-stage castration-resistant pros-
tate cancer cohort [168]. Recently, Efavirenz has been shown to suppress L1 activity 
and promote morphological differentiation in melanoma cells [169]. On the other 
hand, another class of RT inhibitor, the nucleoside reverse transcriptase inhibitor 
(NRTI), has also been shown to suppress L1 activity and induce anticancer activity 
in prostate cancer cell lines. Importantly, no significant effects were observed in 
normal cells [167]. Despite these successful findings, it is still unclear regarding the 
molecular function of RT inhibition in the gene expression regulation.

RNA interference (RNAi)-mediated downregulation of L1 generated identi-
cal effects to those observed with RT inhibitory drugs in human melanoma, 
which indicates that RT activity has a crucial role in L1 activity in human cancer 
[170]. Recently, a phase II human trial using Efavirenz on a cohort of metastatic 
patients with prostate cancer showed nonprogression when Efavirenz reached 
an optimal concentration in the blood [171]. Altogether, preclinical and clinical 
data provide evidence that RT inhibition is a potentially effective tool in a novel 
anticancer therapy against diverse human cancers with noncytotoxic effects on 
non-cancer cells [172].

Another approach regarding REs is an immunotherapy approach to target the 
pro-oncogenic effects of HERV ENV, which is possibly involved in tumor progres-
sion and in downstream metastatic spread, in a number of tissues. HERV ENVs 
exclusively upregulated in tumor tissues will be suitable targets to direct both 
passive and active immunotherapy against in cancer cells [130]. The antibodies 
recognizing the HERV ENVs has been developed, and currently, a monoclonal 
antibody against HERV-K (HML2) ENV successfully inhibits human breast cancer 
proliferation, with the activation of apoptosis [173]. On the other hand, various 
HERV-derived ENVs have been investigated as candidates of anticancer immuno-
therapy, either as tumor-associated or tumor-specific antigens in cancer cells [130]. 
ERVs were first used for antitumor immunization in the murine cancer models 
expressing ERV [9]. Similarly, in humans, protective immunity against the HERV-K 
MEL antigen in melanoma development has been investigated. This active immu-
notherapy is considered more advantageous with respect to passive immunization 
[130]. However, despite the antigenic similarity between HERV-K-MEL and yellow 
fever virus (YFV), no significant protective effects were shown in the 10 years 
post-anti-YFV vaccinations in the melanoma cohorts [174, 175]. HERV-H ENV 
(Xp22.3) is an another antigen significantly upregulated in a subset of gastrointes-
tinal cancers. T cells that was sensitized to HERV-H ENV (Xp22.3) had lytic effects 
against colorectal cancer expressing the ENV. HERV-E ENV showed similar effects 
in renal carcinoma [130, 176].

In addition, demethylating drugs are commonly used as anticancer agents and 
are known to trigger RE reexpression [177]. Interestingly, DNA methyl transferase 
inhibitors are caused by immune attacks that increase the expression of HERV and 
thereby increase the viral dsRNA [178]. Accordingly, individual knocking down of 
MDA5, MAVS, or IRF7 inhibits the ability of DNA methyl transferase inhibitor to 
target colorectal cancers resulting in significantly reduced the anticancer activity 
[179]. Altogether, immunotherapy approaches targeting HERV ENV in a broad 
spectrum of cancers might be valuable for the expansion of target cancers and for 
use with other cancer therapies.
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6. Conclusions

In this chapter, we reviewed and summarized the functions and regulatory 
mechanisms of retroelements in the development and progression of cancers, 
and further presented applications in the development of diagnosis and treat-
ment targets using these characteristics (Table 1). We looked at the retrovirus as a 
functional genomic element that forms the genome, not as an ancient infected virus 
and its useless remnants. Reactivation of retroelements means that it affects various 
regulation processes of cells beyond not only controlling the functions of sur-
rounding genes but also increasing the protein formed therefrom or its function, or 
prompting its reinsertion into a new position. Because of this, it is very important 
to analyze and understand retroelements’ functions with regard to various target 
substances, for example, miRNA, transcription factors, epigenetic modifiers, and 
so on (Figure 1).

RE type Cancer type Experimental technique References

L1 Colon, breast, lung, 
ovarian, prostate cancer

Bisulfite-pyrosequencing [45]

MCA/CpG island microarray

L1 Intrahepatic 
cholangiocarcinoma

Bisulfite-pyrosequencing [48]

L1 Prostate cancer Southern blot analysis [49]

Alu Colon cancer Next-generation sequencing of unmethylated 
Alu

[50]

HERV-K Breast cancer RT-PCR, northern blot, in situ hybridization [51]

HERV-K Breast cancer TCGA RNA-seq, RPPA data anaylsis [52]

HERV-K Melanoma IHC, immunoblotting [53]

Cell fusion-dependent colony formation 
assay

HERV-K Kidney cancer RT-PCR, northern blot [54]

HERV-K Head and neck cancer Microarray [34]

LI Ovarian cancer Southern hybridization, RT-PCR [57]

HERV-W Ovarian cancer Southern hybridization, RT-PCR [57]

L1 Breast cancer Absolute quantitative assessment of 
methylated alleles (AQAMA) PCR

[58]

HERV-K Urothelial carcinoma RT-PCT, bisulfite-pyrosequencing [60]

L1 Urothelial carcinoma RT-PCT, bisulfite-pyrosequencing [60]

HERV-K Pancreatic cancer RT-PCR, IHC, IF, ELISA, female 
immunodeficient nude

[61]

HERV-K Prostate cancer RT-PCR, bisulfite-pyrosequencing, ChIP [64]

LI Colorectal, blood, brain, 
prostate, ovarian cancer

Tea (TE analyzer) from paired-end, whole-
genome sequencing

[96]

L1 11 types of cancer Whole genome, exome sequencing [94]

L1 Lung, brain cancer L1-seq [97]

L1 Liver cancer Retrotransposon capture sequencing 
(RC-seq)

[95]

L1 Colon cancer Southern blot, isolation of the fragment 
containing the insertion

[98]
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RE type Cancer type Experimental technique References

L1 Liver cancer RC-seq, whole genome sequencing [99]

L1 Encephalopathy DNA-seq, RT-PCR [116]

Alu Multiple cancer cell lines RNA immunoprecipitation, RT-PCR [118]

ERV-9 Multiple cancer cell lines RT-PCR, western blot, RNA 
immunoprecipitation, xenograft models

[122]

L1 Multiple cancer cell lines IF, LINE-1 activation assay, RT-PCR [124]

L1 Leukemia ChIP-seq, RNA-seq [125]

L1 Oral cancer Bisulfite-pyrosequencing [126]

HERV-W Testicular cancer HERV GeneChip microarray, bisulfite 
sequencing PCR

[133]

HERV-W Endometrial cancer RT-PCR, DNA-seq, immunoblot [134]

L1 Breast, ovarian, 
pancreatic, lung, prostate 
cancer

Immunohistochemistry [136]

L1 Colon, prostate cancer Immunoblot, IF, IHC [138]

HERV Breast cancer RT-PCR [141]

HERV-K Teratocarcinoma CRISPR/Cas9, immunoblot [144]

HERV-K Breast cancer GST pull-down assay, Co-IP [145]

L1 Gastrointestinal cancer Tea (TE analyzer) from paired-end whole-
genome sequencing, somatic SNV, indel call, 
RNA-seq for TCGA

[149]

HERV Multiple cancer types SNV, DNA functional elements analysis [150]

L1 Liver cancer Bisulfite pyrosequencing [154]

L1 NSCLC Methylation-specific real-time PCR assay [155]

L1 Colon cancer Bisulfite pyrosequencing [162]

L1 Breast cancer Bisulfite sequencing, MSRED, and RT-PCR [163]

HERV Lung cancer RT-PCR [166]

HERV-K Liver cancer RT-PCR [167]

HERV-H Multiple cancer types Immunohistochemistry [168]

HERV-K Breast cancer ELISA, RT-PCR [169]

L1 Multiple cancer types Immunohistochemistry [172]

L1 Breast cancer Western blot, IHC [173]

L1 Melanoma, prostate 
cancer

IF, Western blot, xenograft model [175]

L1 Prostate cancer RT activity assay, RT-PCR [176]

L1 Melanoma IF, RT-PCR, western blot, xenograft model [178]

Table 1. 
RE expression in human cancers.
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Figure 1. 
Overall involvement of REs in cancer studies. RE expression was regulated by epigenomic controls such as 
histone modification and methylation. Reactivated RE by hypomethylation causes genome instability and the 
enrichment of cytoplasmic RE transcripts which may increase inflammatory signal. These may be involved 
in diverse biological process as a source of ncRNA including miRNAs. RE proteins are also involved in 
tumorigenesis process, and PIWI and APOBEC3 systems regulate RE activity in various ways.
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Chapter 6

Landscape Genetics: From Classic 
Molecular Markers to Genomics
Enéas Ricardo Konzen and Maria Imaculada Zucchi

Abstract

Landscape genetics combines population genetics and landscape ecology to 
understand processes that shape the distribution and organization of human, 
animal, or plant populations. This field of genetics emerged from the availability of 
several studies with classical molecular markers, such as isozymes, RAPD, AFLP, 
and microsatellites. Population genetic studies enabled the detection of population 
structure with those markers, but a more comprehensive analysis of natural popula-
tions was only possible with the development of statistical methods that combined 
both molecular data and environmental variables. Ultimately, the rapid develop-
ment of sequencing technologies allowed studies at the genomic level, augmenting 
the resolution of association with environment factors. This chapter outlines basic 
concepts in landscape genetics, the main statistical methods used so far, and the 
perspectives of this field of knowledge into strategies for conservation of natural 
populations of plant and animal species. Moreover, we briefly describe the applica-
tion of the field to understand historical human migration processes as well as how 
some diseases are spread throughout the world.

Keywords: molecular studies, environmental variables, population structure,  
genetic diversity, single nucleotide polymorphisms

1. Introduction

Population genetic studies deal with allele frequencies and processes that shape 
their variation within and among populations. Multiple studies have addressed 
genetic variation and their structure based on the screening of molecular mark-
ers such as allozymes (began with Lewontin and Hubby [1]), random amplified 
polymorphic DNA (RAPD) [2], amplified fragment length polymorphism (AFLP) 
[3], microsatellites or simple sequence repeats (SSR) [4], intersimple sequence 
repeats (ISSR) [5] and single nucleotide polymorphisms (SNP). The use of allozyme 
markers started up a series of population genetic studies, allowing relatively precise 
estimation of heterozygosity levels due to their codominance nature. Those markers 
were largely employed until the end of the 1990s. The development of techniques 
for screening directly at the level of DNA has accelerated the discovery of number-
less markers in humans, animals, plants, fungi, and other organisms. RAPD, ISSR, 
and AFLP, in general, are more limited in describing genetic variation due to their 
dominance. In contrast, several SSR markers have been developed for studying a 
diverse set of species, enabling precise estimates of genetic diversity, gene flow, 
spatial genetic structure, paternity, linkage, and association mapping.
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Ultimately, SNP markers have arisen as powerful markers for fine-scale genetic 
diversity, structure, and association mapping studies. The direct comparison 
among sequences of specific fragments generated by Sanger sequencing allowed the 
discovery of the first set of SNP. However, the revolution in sequencing technology 
of the last decade has provided numberless sequences for comparing individuals 
and deciphering population genetic mechanisms with high accuracy. The next-
generation sequencing platforms generate millions of sequences that often result in 
thousands of SNP markers.

Nonetheless, the sole use of molecular data provides no definitive responses 
on evolutionary mechanisms operating in populations. An examination of the 
ecological factors, that drive the fate of individuals over generations or how cur-
rent mechanisms impact in their adaptation or acclimation, is a much-needed task 
to better understand all species. Adequate statistical methods combining genetic 
and environmental variables are then necessary. Landscape genetics emerged as a 
field for the improvement of our understanding of the influence of geographical 
and environmental variables on the genetic structure of populations [6]. It diverges 
from the traditional basis of population genetics in the sense of more profound tests 
of the influence of landscape and environmental factors such as altitude, topogra-
phy, and ground cover on population processes such as gene flow and population 
structure [7]. The rapid boost in genome-scale analyses also generated the terminol-
ogy landscape genomics, as proposed by Joost et al. [8]. Landscape genomics differs 
from landscape genetics in the sense that it has become a powerful approach for 
scanning genes involved in complex adaptation mechanisms of species at popula-
tions and individual levels [9, 10].

This chapter is intended to provide brief concepts that cover the subject of 
landscape genetics and genomics. Furthermore, we outline potential applications 
of landscape genetic studies in the comprehension of adaptive traits of plants and 
animals and how such results may assist in the design of conservation strategies 
for endangered species. It is not our intent to provide an exhaustive panorama of 
landscape genetics studies so far, but rather contextualize concepts and applications 
with chosen case studies. Moreover, we briefly contextualize how landscape genet-
ics is contributing in the comprehension of historical human migrations and the 
dispersion of human diseases.

2. Molecular markers and population structure studies

The most popular molecular markers employed in population genetic studies are 
SSR [4] and SNP. Simple sequence repeats are tandem repeated motifs with 1–6 bp 
[11] or up to 10 bp [12] with high frequency in genomes of all organisms. Plants 
commonly have AT-type repeats, whereas animals have the AC motif as the most 
common repeat unit [13]. High mutation rates are characteristics of microsatellite 
markers [12] providing markers with several alleles. SSR are codominant, hypervari-
able, and Mendelian inherited [14], which is implicated in high heterozygosity levels, 
increasing the discriminatory power among individuals and populations. Originally, 
SSR were developed from DNA libraries that required extensive laboratory work. 
Currently, however, the easiest way of discovering novel microsatellites if though 
direct sequencing of genomes and transcriptomes generated from NGS platforms 
[12]. With that available, SNP markers have actually been the most studied markers 
in recent years. SNP markers are the most abundant polymorphisms along plant 
and animal genomes. SNP consist on single base-pair changes present in the genome 
sequence that can occur as transitions or transversions, as nucleotide substitu-
tions [15]. They can reach much higher density than all other types of markers in 
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genomes. Next-generation sequencing can generate large amounts of sequence data, 
enabling the detection of thousands of SNP [16].

Microsatellites and SNP markers are powerful tools for population genetic 
analyses. They have been extensively employed in studies with humans as well as 
animal and plant models and non-model species. The codominance and multial-
lelic nature of microsatellites make them suitable for estimating variables such as 
heterozygosity, inbreeding, gene flow, outcrossing rates, differentiation among 
populations and population structure [17]. SNP markers are generally employed for 
determining population structure as well, but with much higher density of markers 
and therefore genomic coverage to explain such subdivision. A series of studies have 
used SNP to dissect complex traits with QTL mapping and genome-wide associa-
tion studies (GWAS) [15].

3. The concepts of landscape genetics and landscape genomics

Landscape genetics is concerned with testing the effects of landscape features on 
gene flow and genetic population structure. In general, the first studies of landscape 
genetics involved an exploratory phase, by geographically widespread sampling 
of populations and analysis of the effects of various landscape variables [18]. 
Landscape features or variables consist of any biotic, climatic, soil, or other condi-
tions that comprise the habitat of organisms [6]. The population structure means 
the organization of genetic variation as influenced by a combination of evolution-
ary forces such as recombination, mutation, drift, natural selection, and historic 
demographic processes [19]. This leads to the idea that a group of subpopulations 
that exchange migrants in an occasional fashion are part of metapopulations [6].

The current status of genomic technologies allows the discovery of thousands 
of SNP markers, which has increased the resolution power for studying the associa-
tion of environmental variables with specific genomics regions, also with a much 
deeper understanding of evolutionary processes. Genotyping-by-sequencing has 
enabled the discovery of SNP markers even in non-model species, which may lack a 
reference genome so far [20, 21]. This is where the concept of landscape genomics 
comes forward. Landscape genomics focuses on detecting candidate genes under 
selection as putative signals of local adaptation. The design of a landscape genomics 
experiment involves replicated sampling of environmental factors that might be 
driving selection, augmenting the resolution for detection of candidate loci under 
selection [10].

4. A briefing on statistical approaches in landscape genetics

In a landscape genetics study, two steps of analyses are normally required. The 
first involves the analysis of patterns of genetic variation. Next, such patterns are 
correlated with landscape variables based on statistical methods [22]. To test for 
association of environmental variables with genetic data, one of the simplest and 
commonly used methods is the Mantel’s test, originally developed for identifying 
time-space clustering of diseases [23]. The test uses permutations to address the 
significance of the linear correlation coefficient between two pair-wise similarity 
or dissimilarity matrices [22]. One of the simplest examples of its application in 
landscape genetics is to correlate the genetic distances between individuals with 
their geographic location [24].

The methods for determining association of genetic data with environmental 
variables can be broadly categorized into approaches that deal with (i) pair-wise 



Methods in Molecular Medicine

108

Ultimately, SNP markers have arisen as powerful markers for fine-scale genetic 
diversity, structure, and association mapping studies. The direct comparison 
among sequences of specific fragments generated by Sanger sequencing allowed the 
discovery of the first set of SNP. However, the revolution in sequencing technology 
of the last decade has provided numberless sequences for comparing individuals 
and deciphering population genetic mechanisms with high accuracy. The next-
generation sequencing platforms generate millions of sequences that often result in 
thousands of SNP markers.

Nonetheless, the sole use of molecular data provides no definitive responses 
on evolutionary mechanisms operating in populations. An examination of the 
ecological factors, that drive the fate of individuals over generations or how cur-
rent mechanisms impact in their adaptation or acclimation, is a much-needed task 
to better understand all species. Adequate statistical methods combining genetic 
and environmental variables are then necessary. Landscape genetics emerged as a 
field for the improvement of our understanding of the influence of geographical 
and environmental variables on the genetic structure of populations [6]. It diverges 
from the traditional basis of population genetics in the sense of more profound tests 
of the influence of landscape and environmental factors such as altitude, topogra-
phy, and ground cover on population processes such as gene flow and population 
structure [7]. The rapid boost in genome-scale analyses also generated the terminol-
ogy landscape genomics, as proposed by Joost et al. [8]. Landscape genomics differs 
from landscape genetics in the sense that it has become a powerful approach for 
scanning genes involved in complex adaptation mechanisms of species at popula-
tions and individual levels [9, 10].

This chapter is intended to provide brief concepts that cover the subject of 
landscape genetics and genomics. Furthermore, we outline potential applications 
of landscape genetic studies in the comprehension of adaptive traits of plants and 
animals and how such results may assist in the design of conservation strategies 
for endangered species. It is not our intent to provide an exhaustive panorama of 
landscape genetics studies so far, but rather contextualize concepts and applications 
with chosen case studies. Moreover, we briefly contextualize how landscape genet-
ics is contributing in the comprehension of historical human migrations and the 
dispersion of human diseases.

2. Molecular markers and population structure studies

The most popular molecular markers employed in population genetic studies are 
SSR [4] and SNP. Simple sequence repeats are tandem repeated motifs with 1–6 bp 
[11] or up to 10 bp [12] with high frequency in genomes of all organisms. Plants 
commonly have AT-type repeats, whereas animals have the AC motif as the most 
common repeat unit [13]. High mutation rates are characteristics of microsatellite 
markers [12] providing markers with several alleles. SSR are codominant, hypervari-
able, and Mendelian inherited [14], which is implicated in high heterozygosity levels, 
increasing the discriminatory power among individuals and populations. Originally, 
SSR were developed from DNA libraries that required extensive laboratory work. 
Currently, however, the easiest way of discovering novel microsatellites if though 
direct sequencing of genomes and transcriptomes generated from NGS platforms 
[12]. With that available, SNP markers have actually been the most studied markers 
in recent years. SNP markers are the most abundant polymorphisms along plant 
and animal genomes. SNP consist on single base-pair changes present in the genome 
sequence that can occur as transitions or transversions, as nucleotide substitu-
tions [15]. They can reach much higher density than all other types of markers in 

109

Landscape Genetics: From Classic Molecular Markers to Genomics
DOI: http://dx.doi.org/10.5772/intechopen.92022

genomes. Next-generation sequencing can generate large amounts of sequence data, 
enabling the detection of thousands of SNP [16].

Microsatellites and SNP markers are powerful tools for population genetic 
analyses. They have been extensively employed in studies with humans as well as 
animal and plant models and non-model species. The codominance and multial-
lelic nature of microsatellites make them suitable for estimating variables such as 
heterozygosity, inbreeding, gene flow, outcrossing rates, differentiation among 
populations and population structure [17]. SNP markers are generally employed for 
determining population structure as well, but with much higher density of markers 
and therefore genomic coverage to explain such subdivision. A series of studies have 
used SNP to dissect complex traits with QTL mapping and genome-wide associa-
tion studies (GWAS) [15].

3. The concepts of landscape genetics and landscape genomics

Landscape genetics is concerned with testing the effects of landscape features on 
gene flow and genetic population structure. In general, the first studies of landscape 
genetics involved an exploratory phase, by geographically widespread sampling 
of populations and analysis of the effects of various landscape variables [18]. 
Landscape features or variables consist of any biotic, climatic, soil, or other condi-
tions that comprise the habitat of organisms [6]. The population structure means 
the organization of genetic variation as influenced by a combination of evolution-
ary forces such as recombination, mutation, drift, natural selection, and historic 
demographic processes [19]. This leads to the idea that a group of subpopulations 
that exchange migrants in an occasional fashion are part of metapopulations [6].

The current status of genomic technologies allows the discovery of thousands 
of SNP markers, which has increased the resolution power for studying the associa-
tion of environmental variables with specific genomics regions, also with a much 
deeper understanding of evolutionary processes. Genotyping-by-sequencing has 
enabled the discovery of SNP markers even in non-model species, which may lack a 
reference genome so far [20, 21]. This is where the concept of landscape genomics 
comes forward. Landscape genomics focuses on detecting candidate genes under 
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4. A briefing on statistical approaches in landscape genetics
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landscape data and (ii) location-specific landscape data, as reviewed by Balkenhol 
et al. [22]. The development of methods in landscape genomics, however, expanded 
the range of tests for detecting loci under selection using genome scans, approaches 
for candidate gene discovery, QTL mapping and GWAS. Genome scans use two 
methods for detecting loci under selection, the differentiation outlier methods 
and the genetic-environmental association test, as reviewed by Storfer et al. [10]. 
Novel methods are continuously being developed, as more genomes are becoming 
sequenced or resequenced in populations.

5. Applications of landscape genetics

Several applications of landscape genetics or genomics can be described. We 
briefly account for case studies in plant and animal systems within this section. 
Moreover, a few examples of studies applied to humans are also given. In general, 
landscape genetics or genomics studies have provided association among geo-
graphic, abiotic, and biotic factors and genetic data provided by the screening of 
molecular markers in populations of diverse organisms. It has increased our power 
to detail inferences of movement and gene flow and potential adaptation to the 
landscape populations occur. However, studies for several organisms are still scarce 
or inexistent.

Cultivated crops such as maize, soybean, rice, and common bean were domes-
ticated from wild progenitors which reflect their current adaptation to distinct 
environments. Landscape genomics studies have enabled a deeper understanding of 
processes shaping their distribution across multiple environments. Common bean 
(Phaseolus vulgaris L.) is an exceptional example of a widespread species original 
from America. Molecular data of wild germplasm identified two major gene pools, 
the Andean from Argentina to Colombia, and the Mesoamerican from Colombia 
to Mexico [25, 26]. A third smaller pool of wilds is also distinctive in a narrow 
area between Peru-Equador [27]. Microsatellites markers were broadly used to 
screen the genetic structure of wild and domesticated accessions of common bean 
(Phaseolus vulgaris L.), distinguishing from the broadest Andean and Mesoamerican 
gene pools to further subdivision within each one of them [25]. SNP markers from 
single fragments sequenced by Sanger also allowed an accurate distinction between 
Andean and Mesoamerican accessions, as well as their subdivisions [28]. The 
recognition of a parallel domestication event in each of the two major pools was 
also possible based on the detection of SNP markers in specific genomic regions of 
Andean and Mesoamerican genotypes [29]. Recent landscape genomics approaches 
enabled a more detailed description of the major events that determined the range 
expansion of P. vulgaris in America and how they were accompanied by environ-
mental changes [26]. The climatic variability was also associated with differential 
drought adaptation and specific SNP markers were statistically related to root and 
shoot traits varying in a Mesoamerican panel of genotypes originated from regions 
with distinct precipitation regimes throughout the year [30].

Another application of landscape genomics concerns with the understanding 
of range expansion and ecological dominance of insect pests. The first step toward 
that is to know the population structure, gene flow and how natural selection is 
affecting adaptation. Zucchi et al. [31] described and addressed such problem by 
examining the population structure of Piezodous guildiniis, a soybean pest, in the 
United States and Brazil. A GBS-based set of SNP markers revealed genetic struc-
ture according to their geographic environment of origin. About 10% of loci were 
under positive selection, and their annotation revealed genes involved in genome 
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reorganization, neuropeptides, and energy mobilization [31]. Addressing such 
problem is to assist future endeavors at managing pest spreading in cultivated crops.

Another equally important questions addressed by landscape genomics are the 
consequences of climate change and human intervention to natural populations 
of wilds plants and animals. Euterpe edulis Martius is a palm species native to the 
Atlantic Rain Forest in Brazil, known as heart-of-palm [32]. The species is the list 
of endangered species to extinction [33]. Several studies have addressed the genetic 
diversity and structure of natural populations of this palm (for a compilation see 
[34]). Soares et al. [35] studied the genetic diversity and structure of remnant frag-
ments of E. edulis in Bahia state and related the data to landscape metrics such as 
composition and configuration and local variables including the logging activity as 
human disturbance variable. No evidence of spatial genetic structure was detected, 
but distinct genetic clusters could be identified, suggesting a reduction in gene 
flow between the fragments of this study [35]. Natural populations located in other 
regions of Brazil, such as in Sao Paulo state, revealed to have high genetic diversity, 
as shown from microsatellite markers. Adjacent populations that have been gener-
ated though germplasm collection for management and cultivation showed similar 
genetic diversity. Those genetic materials could be used for recovering overex-
ploited populations [36].

Landscape genetics studies with wild animals have been focused in recognizing 
their patterns of moving across their habitats. On terrestrial lands, landscape genet-
ics of animals has particular features in comparison to aquatic environments or even 
to terrestrial plants. Landscape patterns interfere with organism behavior, thereby 
affecting mating and dispersal and reflecting on population processes [37].

6. Landscape genetics and human populations and diseases

Genomic technologies have also enabled studies to uncover historical human 
migrations and the genetic structure and diversity of human populations. For 
example, a genome-wide study of Malaysian ethnic groups using a SNP array 
revealed that humans from the peninsular area of Malaysia had higher genetic 
diversity, which the authors associated with a contact zone for recent human migra-
tions in the Asian continent [38]. Such an example suggests the association between 
the genetic structure of human populations with geographic variables. In fact, Peter 
et al. [39] show that genetic differentiation generally tends to increase over higher 
geographic distances; however, distortions in those patterns also frequently occur. 
The human population structure, then, seems to be quite dynamic.

Landscape genetics also has been employed in epidemiological studies of human 
diseases. Statistical methods can be used in the identification of hotspot areas of 
disease movement [40]. This will have important implications in designing strate-
gies for spread containment. One challenge, however, has been the application 
of landscape genetics methods in vector-borne diseases, which was reviewed by 
Hemming-Schroeder [40]. A few studies have been dedicated to such goal with 
human diseases. One interesting example is the correlation found between the 
genetic structure of Aedes mcintochi, a major vector for Rift Valley fever in Kenya, 
and mean precipitation values [41].

In 2020, one of the major global health issues concerns the new COVID-19. 
Sequencing technologies coupled with landscape genomics approaches have the 
potential to identify dispersal patterns of the virus in order to contain its spreading. 
Landscape genetic approaches have the power of assisting the decision-making 
process.
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and the genetic-environmental association test, as reviewed by Storfer et al. [10]. 
Novel methods are continuously being developed, as more genomes are becoming 
sequenced or resequenced in populations.

5. Applications of landscape genetics

Several applications of landscape genetics or genomics can be described. We 
briefly account for case studies in plant and animal systems within this section. 
Moreover, a few examples of studies applied to humans are also given. In general, 
landscape genetics or genomics studies have provided association among geo-
graphic, abiotic, and biotic factors and genetic data provided by the screening of 
molecular markers in populations of diverse organisms. It has increased our power 
to detail inferences of movement and gene flow and potential adaptation to the 
landscape populations occur. However, studies for several organisms are still scarce 
or inexistent.

Cultivated crops such as maize, soybean, rice, and common bean were domes-
ticated from wild progenitors which reflect their current adaptation to distinct 
environments. Landscape genomics studies have enabled a deeper understanding of 
processes shaping their distribution across multiple environments. Common bean 
(Phaseolus vulgaris L.) is an exceptional example of a widespread species original 
from America. Molecular data of wild germplasm identified two major gene pools, 
the Andean from Argentina to Colombia, and the Mesoamerican from Colombia 
to Mexico [25, 26]. A third smaller pool of wilds is also distinctive in a narrow 
area between Peru-Equador [27]. Microsatellites markers were broadly used to 
screen the genetic structure of wild and domesticated accessions of common bean 
(Phaseolus vulgaris L.), distinguishing from the broadest Andean and Mesoamerican 
gene pools to further subdivision within each one of them [25]. SNP markers from 
single fragments sequenced by Sanger also allowed an accurate distinction between 
Andean and Mesoamerican accessions, as well as their subdivisions [28]. The 
recognition of a parallel domestication event in each of the two major pools was 
also possible based on the detection of SNP markers in specific genomic regions of 
Andean and Mesoamerican genotypes [29]. Recent landscape genomics approaches 
enabled a more detailed description of the major events that determined the range 
expansion of P. vulgaris in America and how they were accompanied by environ-
mental changes [26]. The climatic variability was also associated with differential 
drought adaptation and specific SNP markers were statistically related to root and 
shoot traits varying in a Mesoamerican panel of genotypes originated from regions 
with distinct precipitation regimes throughout the year [30].

Another application of landscape genomics concerns with the understanding 
of range expansion and ecological dominance of insect pests. The first step toward 
that is to know the population structure, gene flow and how natural selection is 
affecting adaptation. Zucchi et al. [31] described and addressed such problem by 
examining the population structure of Piezodous guildiniis, a soybean pest, in the 
United States and Brazil. A GBS-based set of SNP markers revealed genetic struc-
ture according to their geographic environment of origin. About 10% of loci were 
under positive selection, and their annotation revealed genes involved in genome 
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reorganization, neuropeptides, and energy mobilization [31]. Addressing such 
problem is to assist future endeavors at managing pest spreading in cultivated crops.

Another equally important questions addressed by landscape genomics are the 
consequences of climate change and human intervention to natural populations 
of wilds plants and animals. Euterpe edulis Martius is a palm species native to the 
Atlantic Rain Forest in Brazil, known as heart-of-palm [32]. The species is the list 
of endangered species to extinction [33]. Several studies have addressed the genetic 
diversity and structure of natural populations of this palm (for a compilation see 
[34]). Soares et al. [35] studied the genetic diversity and structure of remnant frag-
ments of E. edulis in Bahia state and related the data to landscape metrics such as 
composition and configuration and local variables including the logging activity as 
human disturbance variable. No evidence of spatial genetic structure was detected, 
but distinct genetic clusters could be identified, suggesting a reduction in gene 
flow between the fragments of this study [35]. Natural populations located in other 
regions of Brazil, such as in Sao Paulo state, revealed to have high genetic diversity, 
as shown from microsatellite markers. Adjacent populations that have been gener-
ated though germplasm collection for management and cultivation showed similar 
genetic diversity. Those genetic materials could be used for recovering overex-
ploited populations [36].

Landscape genetics studies with wild animals have been focused in recognizing 
their patterns of moving across their habitats. On terrestrial lands, landscape genet-
ics of animals has particular features in comparison to aquatic environments or even 
to terrestrial plants. Landscape patterns interfere with organism behavior, thereby 
affecting mating and dispersal and reflecting on population processes [37].

6. Landscape genetics and human populations and diseases

Genomic technologies have also enabled studies to uncover historical human 
migrations and the genetic structure and diversity of human populations. For 
example, a genome-wide study of Malaysian ethnic groups using a SNP array 
revealed that humans from the peninsular area of Malaysia had higher genetic 
diversity, which the authors associated with a contact zone for recent human migra-
tions in the Asian continent [38]. Such an example suggests the association between 
the genetic structure of human populations with geographic variables. In fact, Peter 
et al. [39] show that genetic differentiation generally tends to increase over higher 
geographic distances; however, distortions in those patterns also frequently occur. 
The human population structure, then, seems to be quite dynamic.

Landscape genetics also has been employed in epidemiological studies of human 
diseases. Statistical methods can be used in the identification of hotspot areas of 
disease movement [40]. This will have important implications in designing strate-
gies for spread containment. One challenge, however, has been the application 
of landscape genetics methods in vector-borne diseases, which was reviewed by 
Hemming-Schroeder [40]. A few studies have been dedicated to such goal with 
human diseases. One interesting example is the correlation found between the 
genetic structure of Aedes mcintochi, a major vector for Rift Valley fever in Kenya, 
and mean precipitation values [41].

In 2020, one of the major global health issues concerns the new COVID-19. 
Sequencing technologies coupled with landscape genomics approaches have the 
potential to identify dispersal patterns of the virus in order to contain its spreading. 
Landscape genetic approaches have the power of assisting the decision-making 
process.
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7. Concluding remarks

Climate change and human interference are no longer to be neglected on natural 
ecosystems. Among several fields of study devoted to deciphering the impact of 
these processes, landscape genetics will provide a better comprehension of the 
interaction between organisms and their environment of origin. The boost in 
sequencing technologies is enabling the study of the most diverse range of organ-
isms. In fact, the Earth BioGenome Project is intended to sequence, catalog, and 
characterize all eukaryotic diversity in the forthcoming decade [42]. With that 
information available, resequencing to the level of population and their associa-
tion with landscape variables will provide information for designing appropriate 
strategies for the conservation of endangered forms of life as well as any other 
species. The resequencing of several human genomes will also enable a better 
comprehension of the human population structure throughout the world and how 
the landscape shapes its organization. This has been and will be continuing valuable 
information to comprehending the dispersion of human diseases as well.
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ecosystems. Among several fields of study devoted to deciphering the impact of 
these processes, landscape genetics will provide a better comprehension of the 
interaction between organisms and their environment of origin. The boost in 
sequencing technologies is enabling the study of the most diverse range of organ-
isms. In fact, the Earth BioGenome Project is intended to sequence, catalog, and 
characterize all eukaryotic diversity in the forthcoming decade [42]. With that 
information available, resequencing to the level of population and their associa-
tion with landscape variables will provide information for designing appropriate 
strategies for the conservation of endangered forms of life as well as any other 
species. The resequencing of several human genomes will also enable a better 
comprehension of the human population structure throughout the world and how 
the landscape shapes its organization. This has been and will be continuing valuable 
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Chapter 7

Clinical Validation of a Whole 
Exome Sequencing Pipeline
Debra O. Prosser, Indu Raja, Kelly Kolkiewicz, 
Antonio Milano and Donald Roy Love

Abstract

Establishing whole exome sequencing (WES) in an accredited clinical diagnostic 
space is challenging. The validation (as opposed to verification) of an approach 
that will lead to clinical reports requires adhering to international guidelines and 
recommendations and developing a robust analytical pipeline that can scale due to 
the increasing clinical demand for comprehensive gene screening. This chapter will 
present a step-wise approach to WES validation that any laboratory can follow. The 
focus will be on highlighting the pivotal technical issues that must be addressed in 
validating WES and the analytical tools and QC metrics that must be considered 
before implementing WES in a clinical environment.

Keywords: whole exome sequencing, next-generation sequencing, validation, 
bioinformatics, diagnostics

1. Introduction

The decision as to which type of genetic test should be implemented by a clinical 
laboratory is largely driven by the type of referrals received by the laboratory and 
the complexity of patients’ clinical phenotypes. In the main, testing has advanced 
from single-gene to multi-gene panels in which next-generation sequencing (NGS) 
has offered the technical means of undertaking this approach at low cost and high 
throughput. However, with the increasing awareness of genetic heterogeneity 
combined with gene discovery, whole exome sequencing (WES) offers laboratories 
a more streamlined approach. By implementing a single wet-work pipeline of 
exome capture coupled with the ability to analyze a virtual gene panel or report on 
the whole exome, laboratories can perform NGS in a more efficient manner.

Since the inception of NGS over a decade ago, multiple recommendations 
and guidelines have been published for NGS [1–3]. Using these guidelines, the 
College of American Pathologists (CAP) and Association for Molecular Pathology 
(AMP) published their Practical Framework for Designing and Implementing 
NGS Tests for Inherited Disorders in 2019 [4], and this is available through the 
CAP website (https://www.cap.org/member-resources/precision-medicine/
next-generation-sequencing-ngs-worksheets).

We adopted this framework to establish a diagnostic NGS service using whole 
exome sequencing as our capture procedure and analyzing virtual gene panels or 
WES for reporting purposes.
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The framework provides guidance and editable worksheets for the five steps 
involved in test establishment and validation.

1. Test design: setup

2. Assay design and optimization

3. Test validation

4. Quality management

5. Bioinformatics and IT

Throughout the validation process, it is essential that the NGS workflow is informed 
by the real-world local environment in which clinical testing will be performed.

2. Test design: setup

In view of the diverse range of referrals made to the authors’ genetics laboratory 
(serving the needs of a 400-bed women and children’s hospital in the Middle East), 
a whole exome capture solution was chosen for library preparation. The principal 
motivation behind this determination was to achieve an efficient workflow that 
would allow appropriate batching coupled with a time-limited turnaround time 
(TAT) for all referrals.

The limited number of staff in the authors’ laboratory demanded a WES work-
flow that could be easily automated, twinned with a data analysis package that 
would allow secure remote access with a strong databasing function. The whole 
exome solution capture by SOPHiA™ Genetics was chosen for library preparation. 
This platform allows for the analysis of WES, clinical exome sequencing (CES) and 
clinical gene panels, together with the identification of single-nucleotide variants 
(SNVs) and copy number variants (CNVs) using SOPHiA™ DDM software.

3. Assay design and optimization

The validation pipeline needs to be grounded from the beginning in terms of the 
requirements of the test, which must take into account the sample types the labora-
tory will receive and the parameters that need to be satisfied (see Table 1).

Routinely, whole blood samples collected in EDTA are received by the authors’ 
laboratory for testing. Therefore, our validation focused only on genomic DNA 
extracted from whole blood using our standard methods. The baseline validation of 
the WES data required the inclusion of two HapMap gDNA samples: the NIST control 
(NA12878) and the commercial control (SG063) supplied by SOPHiA™ Genetics.

The WES capture by SOPHiA™ Genetics was used for library preparation 
following all the steps as set out by the automated WES 32 reaction protocol. For 
instrumentation, our validation was restricted to automated library preparation 
using the PE Sciclone® G3 NGS workstation and sequencing using the Illumina® 
HiSeq4000 platform.

A critical additional consideration was the need for copy number variant calls to 
be made. This required a minimum batch number of eight patients and high cover-
age requirements, which involved restricting the number of samples per Illumina® 
HiSeq4000 lane to one pool of eight patients.
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Importantly, the naming of the sequence files (.bam,. FASTQ, etc.) should 
be considered during the early phase of test design and validation. File conven-
tions that are used for the bioinformatic process may be limited in terms of the 
type of special characters and/or character length. Following recommenda-
tions in the CAP/AMP-Guidelines for Validating Next-Generation Sequencing 
Bioinformatics Pipelines [5], the identity of the sample must be preserved 
throughout all steps of the bioinformatic pipeline. These authors recommend 
the following four unique identifiers that should be applied to the sample 
file name:

i. Unique sample identifier

ii. Unique patient identifier

iii. Unique run identifier

iv. Laboratory location identifier

It is essential that the file naming convention that is decided upon for validation 
adheres to the above recommendations and can be universally implemented for all 
subsequent testing.

4. Test validation

Test validation mandates a need for accuracy, precision and stability. These 
assessments must be made in the context of expected clinical workloads and perfor-
mance. For the authors’ laboratory, the sample batch size was set at 16 samples per 
validation batch and a total of three validation runs performed over differing days 
with differing technologists.

Analytical performance was characterized by the assessment of precision, 
sensitivity and concordance of variant calls against previously validated data.

Test requirements Must 
have

Nice to 
have

WES Y

CES Y

Clinical panels Y

CNV detection Y

Necessary sample throughput per month 16 32

How deeply does each position need to be covered for accurate variant calling 
(if known—otherwise address during test optimization)

>20x >50x

DNA from whole blood collected in EDTA Y

DNA from external/commercial sources (limitations) Y

Required/expected TAT 3 months 2 months

Combine different tests (existing or planned) within a sequencing run Y

WES, whole exome sequencing; CES, clinical exome sequencing; CNV, copy number variant; TAT, turnaround time.

Table 1. 
Test requirements and limitations.
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Inter-run and intra-run data were achieved by replicate analysis of two HapMap 
gDNAs, the NIST sample, NA12878, and the commercial control supplied by 
SOPHiA™ Genetics, SG063, as well as four well-characterized clinical samples previ-
ously reported by accredited laboratories. The remaining samples included a represen-
tative group of the clinical samples received by the authors’ laboratory (see Table 2).

The complete NGS workflow should be included in the validation, from library 
preparation to bioinformatic analysis to report generation, which is highlighted below.

• Sample collection and DNA extraction. Genomic DNA is extracted and purified 
from blood samples using either the Gentra® PureGene® DNA Blood Mini Kit 
or the QIAsymphony® DSP DNA Midi kit (QIAGEN, Hilden, Germany). DNA 
quality is initially assessed by NanoDrop™ spectrophotometry.

Genomic DNA preparation. The initial preparation of gDNA used in NGS 
library preparation is the most critical step in the NGS workflow, and the care 
and time taken here are key to successful library amplification and sequencing.

High-quality gDNA can be by quantified using a Qubit™ fluorometer followed 
by sequential dilution with further quantification to the desired input concen-
tration. It is essential to minimize pipetting gDNA volumes of less than 5 μl for 
dilution. In our study, gDNA is prepared to a working concentration of 40 ng/
μl. After Qubit™ quantification, the integrity of the gDNA can be analyzed 
using an Agilent TapeStation 4200. Samples with a DNA integrity number 
(DIN) of greater than 7.5 can proceed to WES capture.

• Library preparation, targeted capture and sequencing. Whole exome sequenc-
ing was performed according to the SOPHiA™ Whole Exome Solution 32 
Samples User Guide, in combination with the SOPHiA™ Library Preparation 
and Capture User Guide—automation with PerkinElmer Sciclone® G3 NGS 
workstation. Each validation run consists of 16 samples that are divided into 2 
pools of 8 samples each, as shown in the validation grid in Table 3.

The SOPHiA™ WES protocol for library construction subjects genomic DNA 
(200 ng) to enzymatic fragmentation, end repair and A-tailing. All these steps 
occur using a Sciclone® G3 NGS workstation. The adapter-ligated DNA is then 
amplified in a limited way via an eight-cycle PCR protocol.

Post-amplification cleanup of the libraries is carried out using the Sciclone® 
G3 NGS workstation, and libraries are prepared for quantitation with a dilu-
tion factor of 4.

Amplified libraries are analyzed using Qubit™ fluorometer and Agilent 
TapeStation 4200 to assess the quantity and quality of each individual library. 
Library DNA fragments should have a size distribution between 300 and 
700 bp. Genomic DNA that has been fragmented, end repaired, A-tailed and 
adapter-ligated can then be considered library DNA, which is ready for pooling 
and then hybridization and capture. In the case of the SOPHiA™ WES proto-
col, eight samples are pooled (200 ng of each library) per capture.

Prepared pools are hybridized for 4 h followed by post-capture amplification 
and cleanup on the Sciclone® G3 NGS workstation.

Final library quantification is performed for each captured library pool using 
a Qubit™ fluorometer and Agilent TapeStation 4200. Subsequent pools are 
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Genomic DNA preparation. The initial preparation of gDNA used in NGS 
library preparation is the most critical step in the NGS workflow, and the care 
and time taken here are key to successful library amplification and sequencing.

High-quality gDNA can be by quantified using a Qubit™ fluorometer followed 
by sequential dilution with further quantification to the desired input concen-
tration. It is essential to minimize pipetting gDNA volumes of less than 5 μl for 
dilution. In our study, gDNA is prepared to a working concentration of 40 ng/
μl. After Qubit™ quantification, the integrity of the gDNA can be analyzed 
using an Agilent TapeStation 4200. Samples with a DNA integrity number 
(DIN) of greater than 7.5 can proceed to WES capture.

• Library preparation, targeted capture and sequencing. Whole exome sequenc-
ing was performed according to the SOPHiA™ Whole Exome Solution 32 
Samples User Guide, in combination with the SOPHiA™ Library Preparation 
and Capture User Guide—automation with PerkinElmer Sciclone® G3 NGS 
workstation. Each validation run consists of 16 samples that are divided into 2 
pools of 8 samples each, as shown in the validation grid in Table 3.

The SOPHiA™ WES protocol for library construction subjects genomic DNA 
(200 ng) to enzymatic fragmentation, end repair and A-tailing. All these steps 
occur using a Sciclone® G3 NGS workstation. The adapter-ligated DNA is then 
amplified in a limited way via an eight-cycle PCR protocol.

Post-amplification cleanup of the libraries is carried out using the Sciclone® 
G3 NGS workstation, and libraries are prepared for quantitation with a dilu-
tion factor of 4.

Amplified libraries are analyzed using Qubit™ fluorometer and Agilent 
TapeStation 4200 to assess the quantity and quality of each individual library. 
Library DNA fragments should have a size distribution between 300 and 
700 bp. Genomic DNA that has been fragmented, end repaired, A-tailed and 
adapter-ligated can then be considered library DNA, which is ready for pooling 
and then hybridization and capture. In the case of the SOPHiA™ WES proto-
col, eight samples are pooled (200 ng of each library) per capture.

Prepared pools are hybridized for 4 h followed by post-capture amplification 
and cleanup on the Sciclone® G3 NGS workstation.

Final library quantification is performed for each captured library pool using 
a Qubit™ fluorometer and Agilent TapeStation 4200. Subsequent pools are 

121

Clinical Validation of a Whole Exome Sequencing Pipeline
DOI: http://dx.doi.org/10.5772/intechopen.93251

Sa
m

pl
e 

ID
D

es
cr

ip
tio

n
Pu

rp
os

e
Pu

rp
os

e (
de

ta
il)

Sp
ec

if
ic

 v
ar

ia
nt

/s
 o

f i
nt

er
es

t
Va

ri
an

t 
ty

pe
M

ea
su

re
d 

m
et

ri
c

VA
L-

1
N

A1
28

78
Ba

se
lin

e v
al

id
at

io
n

N
/A

N
/A

N
/A

In
tr

a-
ru

n 
va

ria
bi

lit
y 

In
te

r-
ru

n 
va

ria
bi

lit
y

VA
L-

2
SG

06
3

Ba
se

lin
e v

al
id

at
io

n
N

/A
N

/A
N

/A
In

tr
a-

ru
n 

va
ria

bi
lit

y 
In

te
r-

ru
n 

va
ria

bi
lit

y

VA
L-

3
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
Ba

se
lin

e v
al

id
at

io
n

Va
ria

nt
 ty

pe
Ci

lio
pa

th
y 

ge
ne

 p
an

el
 C

CD
C3

9:
c.

20
17

G
 >

 T
 p

.(G
lu

67
3*

) 
CC

D
C3

9:
 D

el
et

io
n 

of
 ex

on
s 1

4 
to

 20
SN

V
 C

N
V

In
te

r-
ru

n 
va

ria
bi

lit
y 

Se
ns

iti
vi

ty

VA
L-

4
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
Ba

se
lin

e v
al

id
at

io
n

Va
ria

nt
 ty

pe
 

pr
ev

al
en

t i
n 

ge
ne

Si
ng

le
-g

en
e a

na
ly

sis
 C

FT
R:

c.1
52

1_
15

23
de

lC
TT

 
p.

(P
he

50
8d

el
)

D
EL

In
te

r-
ru

n 
va

ria
bi

lit
y 

Se
ns

iti
vi

ty

VA
L-

5
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
Ba

se
lin

e v
al

id
at

io
n

Va
ria

nt
 ty

pe
Cr

an
io

sy
no

st
os

is 
ge

ne
 p

an
el

 
CA

CN
A1

H
:c.

43
18

_4
31

9d
el

in
sG

C 
p.

(P
he

14
40

A
la

)
D

EL
IN

S
In

te
r-

ru
n 

va
ria

bi
lit

y 
Se

ns
iti

vi
ty

VA
L-

6
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
Ba

se
lin

e v
al

id
at

io
n

Va
ria

nt
 ty

pe
 

pr
ev

al
en

t i
n 

ge
ne

Tu
be

ro
us

 sc
le

ro
sis

 g
en

e p
an

el
 T

SC
2:

 D
el

et
io

n 
of

 ex
on

s 2
 

to
 16

CN
V

In
te

r-
ru

n 
va

ria
bi

lit
y 

Se
ns

iti
vi

ty

VA
L-

7
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ty
pe

A
rr

hy
th

m
ia

 ca
rd

io
m

yo
pa

th
y 

ge
ne

 p
an

el
 

SC
N

5A
:c.

48
67

C 
> 

T 
p.

(A
rg

16
23

*)
SN

V
 

(s
to

p)
Se

ns
iti

vi
ty

VA
L-

8
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ty
pe

Cu
st

om
 p

an
el

 o
f 1

96
 g

en
es

 20
0 

ge
no

m
ic

 co
-o

rd
in

at
es

SN
V

 D
EL

/
D

U
P

Se
ns

iti
vi

ty

VA
L-

9
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ty
pe

Pa
ro

xy
sm

al
 D

ys
to

ni
a g

en
e p

an
el

 D
el

 16
p1

1.
2 

ch
r1

6:
29

,6
56

,6
84

-3
0,

19
0,

56
8

CN
V

Se
ns

iti
vi

ty

VA
L-

10
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ty
pe

Le
uk

od
ys

tr
op

hy
 g

en
e p

an
el

 M
LC

1:c
.9

08
_9

18
de

lin
sG

CA
 

p.
(V

al
30

3G
ly

fs
*9

6)
D

EL
IN

S
Se

ns
iti

vi
ty

VA
L-

11
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ty
pe

Ep
ile

ps
y 

ge
ne

 p
an

el
 W

W
OX

: D
el

et
io

n 
of

 ex
on

s 1
–5

CN
V

Se
ns

iti
vi

ty

VA
L-

12
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ra
ng

e
Ep

ile
ps

y 
ge

ne
 p

an
el

SN
V

 D
EL

/
D

U
P

Se
ns

iti
vi

ty

VA
L-

13
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ty
pe

Si
ng

le
-g

en
e a

na
ly

sis
 C

FT
R:

 d
el

et
io

n 
of

 ex
on

s 4
–8

CN
V

Se
ns

iti
vi

ty



Methods in Molecular Medicine

122

Sa
m

pl
e 

ID
D

es
cr

ip
tio

n
Pu

rp
os

e
Pu

rp
os

e (
de

ta
il)

Sp
ec

if
ic

 v
ar

ia
nt

/s
 o

f i
nt

er
es

t
Va

ri
an

t 
ty

pe
M

ea
su

re
d 

m
et

ri
c

VA
L-

14
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ra
ng

e
N

eu
ro

pa
th

y 
ge

ne
 p

an
el

SN
V

 D
EL

/
D

U
P

Se
ns

iti
vi

ty

VA
L-

15
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ra
ng

e
Ch

ol
es

ta
sis

 g
en

e p
an

el
SN

V
 D

EL
/

D
U

P
Se

ns
iti

vi
ty

VA
L-

16
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ty
pe

Tu
be

ro
us

 sc
le

ro
sis

 g
en

e p
an

el
 (2

 g
en

es
) 

TS
C2

:c.
52

38
_5

25
5d

el
 p

.(H
is1

74
6_

A
rg

17
51

de
l)

D
EL

Se
ns

iti
vi

ty

VA
L-

17
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
Ch

ro
m

os
om

al
 C

N
V

 
va

lid
at

io
n

Va
ria

nt
 ty

pe
M

ol
ec

ul
ar

 k
ar

yo
ty

pe
 re

fe
rr

al
 D

up
 2

2q
11

.2
1 

ch
r2

2:
18

,6
61

,7
24

-2
1,

80
9,

09
9

CN
V

Se
ns

iti
vi

ty

VA
L-

18
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ra
ng

e
Pr

im
ar

y 
ci

lia
ry

 d
ys

ki
ne

sia
 g

en
e p

an
el

 D
N

A
H

5: 
G

ai
n 

of
 

ex
on

s 1
 to

 50
 D

N
A

H
5:c

.5
50

3C
 >

 T
 p

.(G
ln

18
35

*)
SN

V
 C

N
V

Se
ns

iti
vi

ty

VA
L-

19
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n 
(p

se
ud

og
en

e)

Va
ria

nt
 ra

ng
e

In
he

rit
ed

 ca
nc

er
 g

en
e p

an
el

 C
D

K
N

2A
:c.

9_
32

du
p 

p.
(A

la
4_

Pr
o1

1d
up

)
SN

V
 D

EL
Se

ns
iti

vi
ty

VA
L-

20
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ra
ng

e
Cu

st
om

 p
an

el
 o

f 1
96

 g
en

es
 20

0 
ge

no
m

ic
 co

or
di

na
te

s
SN

V
 D

EL
/

D
U

P
Bl

in
d 

an
al

ys
is

VA
L-

21
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
Ch

ro
m

os
om

al
 C

N
V

 
va

lid
at

io
n

Va
ria

nt
 ty

pe
M

ol
ec

ul
ar

 k
ar

yo
ty

pe
 re

fe
rr

al
 D

up
lic

at
io

n 
at

 16
p1

3.1
1,

 
de

le
tio

n 
at

 1
2p

31
 an

d 
du

pl
ic

at
io

n 
at

 X
p2

1.1
CN

V
Se

ns
iti

vi
ty

VA
L-

22
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ty
pe

 
pr

ev
al

en
t i

n 
ge

ne
Si

ng
le

-g
en

e a
na

ly
sis

 D
M

D
: d

up
lic

at
io

n 
ex

on
s 4

5–
62

CN
V

Se
ns

iti
vi

ty

VA
L-

23
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ty
pe

 
pr

ev
al

en
t i

n 
ge

ne
D

ys
tr

op
hi

no
pa

th
y 

ge
ne

 p
an

el
 D

M
D

: d
el

et
io

n 
of

 ex
on

s 8
–3

4
CN

V
Se

ns
iti

vi
ty

VA
L-

24
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ra
ng

e
Cu

st
om

 p
an

el
 o

f 1
96

 g
en

es
 20

0 
ge

no
m

ic
 co

-o
rd

in
at

es
SN

V
 D

EL
/

D
U

P
Se

ns
iti

vi
ty

VA
L-

25
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n 
(p

se
ud

og
en

e)

Ps
eu

do
ge

ne
Cu

st
om

 p
an

el
 o

f n
in

e g
en

es
SN

V
 D

EL
/

D
U

P
Se

ns
iti

vi
ty

123

Clinical Validation of a Whole Exome Sequencing Pipeline
DOI: http://dx.doi.org/10.5772/intechopen.93251

Sa
m

pl
e 

ID
D

es
cr

ip
tio

n
Pu

rp
os

e
Pu

rp
os

e (
de

ta
il)

Sp
ec

if
ic

 v
ar

ia
nt

/s
 o

f i
nt

er
es

t
Va

ri
an

t 
ty

pe
M

ea
su

re
d 

m
et

ri
c

VA
L-

26
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ty
pe

Pr
im

ar
y 

Im
m

un
od

ef
ic

ie
nc

y 
ge

ne
 p

an
el

 
TB

X1
:c.

13
83

_1
42

1d
el

 p
.(A

la
46

4_
A

la
47

6d
el

)
D

EL
Se

ns
iti

vi
ty

VA
L-

27
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ty
pe

D
ila

te
d 

ca
rd

io
m

yo
pa

th
y 

ge
ne

 p
an

el
 

TT
N

:c.
75

98
4_

75
98

5i
ns

TA
CC

A
 p

.(A
la

25
32

9T
yr

fs
*3

2)
IN

S
Se

ns
iti

vi
ty

VA
L-

28
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ty
pe

Pe
di

at
ric

 ca
nc

er
 g

en
e p

an
el

 S
M

A
RC

B1
:c.

15
9_

16
0d

el
in

sT
AT

C
TG

G
AG

G
CG

 (p
.L

eu
54

Ile
fs

*2
0)

D
EL

IN
S

Se
ns

iti
vi

ty

D
EL

, d
ele

tio
n;

 IN
S,

 in
se

rt
io

n;
 D

U
P,

 d
up

lic
at

io
n;

 S
N

V,
 si

ng
le

-n
uc

leo
tid

e v
ar

ia
nt

; C
N

V,
 co

py
 n

um
be

r v
ar

ia
nt

.

Ta
bl

e 
2.

 
Sa

m
pl

e l
ist

.



Methods in Molecular Medicine

122

Sa
m

pl
e 

ID
D

es
cr

ip
tio

n
Pu

rp
os

e
Pu

rp
os

e (
de

ta
il)

Sp
ec

if
ic

 v
ar

ia
nt

/s
 o

f i
nt

er
es

t
Va

ri
an

t 
ty

pe
M

ea
su

re
d 

m
et

ri
c

VA
L-

14
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ra
ng

e
N

eu
ro

pa
th

y 
ge

ne
 p

an
el

SN
V

 D
EL

/
D

U
P

Se
ns

iti
vi

ty

VA
L-

15
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ra
ng

e
Ch

ol
es

ta
sis

 g
en

e p
an

el
SN

V
 D

EL
/

D
U

P
Se

ns
iti

vi
ty

VA
L-

16
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ty
pe

Tu
be

ro
us

 sc
le

ro
sis

 g
en

e p
an

el
 (2

 g
en

es
) 

TS
C2

:c.
52

38
_5

25
5d

el
 p

.(H
is1

74
6_

A
rg

17
51

de
l)

D
EL

Se
ns

iti
vi

ty

VA
L-

17
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
Ch

ro
m

os
om

al
 C

N
V

 
va

lid
at

io
n

Va
ria

nt
 ty

pe
M

ol
ec

ul
ar

 k
ar

yo
ty

pe
 re

fe
rr

al
 D

up
 2

2q
11

.2
1 

ch
r2

2:
18

,6
61

,7
24

-2
1,

80
9,

09
9

CN
V

Se
ns

iti
vi

ty

VA
L-

18
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ra
ng

e
Pr

im
ar

y 
ci

lia
ry

 d
ys

ki
ne

sia
 g

en
e p

an
el

 D
N

A
H

5: 
G

ai
n 

of
 

ex
on

s 1
 to

 50
 D

N
A

H
5:c

.5
50

3C
 >

 T
 p

.(G
ln

18
35

*)
SN

V
 C

N
V

Se
ns

iti
vi

ty

VA
L-

19
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n 
(p

se
ud

og
en

e)

Va
ria

nt
 ra

ng
e

In
he

rit
ed

 ca
nc

er
 g

en
e p

an
el

 C
D

K
N

2A
:c.

9_
32

du
p 

p.
(A

la
4_

Pr
o1

1d
up

)
SN

V
 D

EL
Se

ns
iti

vi
ty

VA
L-

20
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ra
ng

e
Cu

st
om

 p
an

el
 o

f 1
96

 g
en

es
 20

0 
ge

no
m

ic
 co

or
di

na
te

s
SN

V
 D

EL
/

D
U

P
Bl

in
d 

an
al

ys
is

VA
L-

21
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
Ch

ro
m

os
om

al
 C

N
V

 
va

lid
at

io
n

Va
ria

nt
 ty

pe
M

ol
ec

ul
ar

 k
ar

yo
ty

pe
 re

fe
rr

al
 D

up
lic

at
io

n 
at

 16
p1

3.1
1,

 
de

le
tio

n 
at

 1
2p

31
 an

d 
du

pl
ic

at
io

n 
at

 X
p2

1.1
CN

V
Se

ns
iti

vi
ty

VA
L-

22
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ty
pe

 
pr

ev
al

en
t i

n 
ge

ne
Si

ng
le

-g
en

e a
na

ly
sis

 D
M

D
: d

up
lic

at
io

n 
ex

on
s 4

5–
62

CN
V

Se
ns

iti
vi

ty

VA
L-

23
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ty
pe

 
pr

ev
al

en
t i

n 
ge

ne
D

ys
tr

op
hi

no
pa

th
y 

ge
ne

 p
an

el
 D

M
D

: d
el

et
io

n 
of

 ex
on

s 8
–3

4
CN

V
Se

ns
iti

vi
ty

VA
L-

24
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ra
ng

e
Cu

st
om

 p
an

el
 o

f 1
96

 g
en

es
 20

0 
ge

no
m

ic
 co

-o
rd

in
at

es
SN

V
 D

EL
/

D
U

P
Se

ns
iti

vi
ty

VA
L-

25
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n 
(p

se
ud

og
en

e)

Ps
eu

do
ge

ne
Cu

st
om

 p
an

el
 o

f n
in

e g
en

es
SN

V
 D

EL
/

D
U

P
Se

ns
iti

vi
ty

123

Clinical Validation of a Whole Exome Sequencing Pipeline
DOI: http://dx.doi.org/10.5772/intechopen.93251

Sa
m

pl
e 

ID
D

es
cr

ip
tio

n
Pu

rp
os

e
Pu

rp
os

e (
de

ta
il)

Sp
ec

if
ic

 v
ar

ia
nt

/s
 o

f i
nt

er
es

t
Va

ri
an

t 
ty

pe
M

ea
su

re
d 

m
et

ri
c

VA
L-

26
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ty
pe

Pr
im

ar
y 

Im
m

un
od

ef
ic

ie
nc

y 
ge

ne
 p

an
el

 
TB

X1
:c.

13
83

_1
42

1d
el

 p
.(A

la
46

4_
A

la
47

6d
el

)
D

EL
Se

ns
iti

vi
ty

VA
L-

27
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ty
pe

D
ila

te
d 

ca
rd

io
m

yo
pa

th
y 

ge
ne

 p
an

el
 

TT
N

:c.
75

98
4_

75
98

5i
ns

TA
CC

A
 p

.(A
la

25
32

9T
yr

fs
*3

2)
IN

S
Se

ns
iti

vi
ty

VA
L-

28
A

no
ny

m
iz

ed
 

pa
tie

nt
 sp

ec
im

en
G

en
e-

sp
ec

ifi
c 

va
lid

at
io

n
Va

ria
nt

 ty
pe

Pe
di

at
ric

 ca
nc

er
 g

en
e p

an
el

 S
M

A
RC

B1
:c.

15
9_

16
0d

el
in

sT
AT

C
TG

G
AG

G
CG

 (p
.L

eu
54

Ile
fs

*2
0)

D
EL

IN
S

Se
ns

iti
vi

ty

D
EL

, d
ele

tio
n;

 IN
S,

 in
se

rt
io

n;
 D

U
P,

 d
up

lic
at

io
n;

 S
N

V,
 si

ng
le

-n
uc

leo
tid

e v
ar

ia
nt

; C
N

V,
 co

py
 n

um
be

r v
ar

ia
nt

.

Ta
bl

e 
2.

 
Sa

m
pl

e l
ist

.



Methods in Molecular Medicine

124

diluted to 20 nM (in a total volume of 20 μl) and subjected to sequencing using 
an Illumina® HiSeq4000 Sequencing platform.

• Sequence analysis: performance metrics. Baseline performance metrics for the 
WES validation study must involve the analysis of well-characterized reference 
samples: the NIST sample (NA12878) and the SOPHiA™ Genetics control SG063. 
The sequence metrics for each sample in the run must be recorded and averages 
established using the reference samples. Samples must meet the sequencing 
metrics shown in Table 4 in order to reach the threshold for clinical reporting.

Analytical sensitivity and specificity must be calculated separately for each 
variant type (SNV, indel, CNV, etc.). Additional runs may be required to meet 
acceptable confidence intervals for less frequent variant types of insertions 
and deletions. For 95% confidence and 95% reliability, 59 variants of each 
type (and insertion/deletion range) should be analyzed [5]. The variant types 
that do not have strong confidence intervals must be listed in the test limita-
tions of the clinical report until such time that the desired confidence levels 
have been achieved.

Selected sequencing metrics Must have Nice to have

Q30 score >80 >85

Total number of reads per sample >70 M 80–100 M

Percentage of mapped reads >80% >85%

Total percentage on-target reads >90% >95%

Coverage 10% quantile (at this depth, 90% target covered) 20x 50x

Table 4. 
Sequencing metrics.

Run 001 Run 002 Run 003

Pool A A VAL-1
NA12878

VAL-4 A VAL-5 VAL-13 A VAL-21 VAL-5

B VAL-3 VAL-10 B VAL-2
SG-063

VAL-15 B VAL-28 VAL-1
NA12878

C VAL-11 VAL-1
NA12878

C VAL-17 VAL-2
SG-063

C VAL-1
NA12878

VAL-24

D VAL-2
SG-063

VAL-12 D VAL-16 VAL-19 D VAL-3 VAL-25

Pool B E VAL-1
NA12878

VAL-6 E VAL-2
SG-063

VAL-20 E VAL-22 VAL-6

F VAL-7 VAL-8 F VAL-6 VAL-3 F VAL-23 VAL-2
SG-063

G VAL-2
SG-063

VAL-9 G VAL-14 VAL-1
NA12878

G VAL-4 VAL-27

H VAL-5 VAL-2
SG-063

H VAL-18 VAL-4 H VAL-1
NA12878

VAL-26

Copy number variant (CNV) samples are indicated in bold.

Table 3. 
Validation grid.
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5. Quality management

The worksheets described by Santani et al. [4] set out very clear guidance for 
all quality aspects that need to be taken into consideration for the test to meet CAP 
requirements [4]. Through a validation study, the majority of a test’s limitations will 
be discovered and can be recorded against the QC parameters. Table 5 summarizes 
quality metrics that need to be addressed.

Section Category Criteria Specific requirement
Note that these may vary 

between tests and laboratories

Pre-analytical 
QC (per 
sample)

Specimen 
quality

Wrong specimen type Whole blood

Wrong type of tube Purple top EDTA tube

Insufficient quantity ≥0.5 ml

Clotting (blood only) No visible clots

Insufficient labelling Labelling contains name, DOB, 
barcode, date of collection

Expired specimen ≤7 days since collection

Expired collection tube Collection tube not expired

DNA quality and 
quantity

OD 260/280 ratio >1.7

Electrophoretic analysis Shows intact high molecular 
weight DNA band

Quantification ≥500 ng

DNA integrity number 
(DIN)

>7.5

Analytical 
QC (per 
instrument 
run)

Instrument run 
QC

Cluster density Not taken into account

Base quality Q30 ≥ 80

Pipeline QC Total reads passing filter >280 M per lane

% reads not assigned to any 
sample

<5%

Control samples Positive control Expected variants found

Analytical QC 
(per sample)

Library 
preparation

Fragment size and 
distribution

>80% of fragments between 300 
and 700 bp

Pooled library 
concentration

>20 nM

Sample 
de-multiplexing

% reads assigned to sample 8–12%

Read alignment % Reads aligned to target >90%

Distribution of coverage >95% within 25–200×

Coverage 10% quantile 
(at this depth 90% target 

covered at x)

>40×

PCR duplicates <20%

Specimen 
identity

Accurate specimen identity, 
file names with 4 points of 

identification

All worksheets and transfers 
during bench work are witness 
checked for accurate specimen 

identification

Data transfer 
Integrity

Data transfer to secure 
analysis platform

Table 5. 
Quality management.
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5. Quality management

The worksheets described by Santani et al. [4] set out very clear guidance for 
all quality aspects that need to be taken into consideration for the test to meet CAP 
requirements [4]. Through a validation study, the majority of a test’s limitations will 
be discovered and can be recorded against the QC parameters. Table 5 summarizes 
quality metrics that need to be addressed.

Section Category Criteria Specific requirement
Note that these may vary 

between tests and laboratories

Pre-analytical 
QC (per 
sample)

Specimen 
quality

Wrong specimen type Whole blood

Wrong type of tube Purple top EDTA tube

Insufficient quantity ≥0.5 ml

Clotting (blood only) No visible clots

Insufficient labelling Labelling contains name, DOB, 
barcode, date of collection

Expired specimen ≤7 days since collection

Expired collection tube Collection tube not expired

DNA quality and 
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OD 260/280 ratio >1.7

Electrophoretic analysis Shows intact high molecular 
weight DNA band

Quantification ≥500 ng

DNA integrity number 
(DIN)
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% reads not assigned to any 
sample

<5%

Control samples Positive control Expected variants found
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distribution
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and 700 bp

Pooled library 
concentration

>20 nM

Sample 
de-multiplexing

% reads assigned to sample 8–12%

Read alignment % Reads aligned to target >90%

Distribution of coverage >95% within 25–200×

Coverage 10% quantile 
(at this depth 90% target 

covered at x)

>40×

PCR duplicates <20%

Specimen 
identity

Accurate specimen identity, 
file names with 4 points of 

identification

All worksheets and transfers 
during bench work are witness 
checked for accurate specimen 

identification

Data transfer 
Integrity

Data transfer to secure 
analysis platform

Table 5. 
Quality management.
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6. Bioinformatics and IT

To assess accuracy, genetic variants must be compared against publicly available 
reference data obtained from 1000 Genomes Project.

Clinical association, gene validity and mutation spectrum are applied to the cre-
ation of virtual gene panels in order to aid variant interpretation and reporting. The 
considerations associated with constructing virtual gene panels and the analysis of 
variants are shown in Table 6.

7. Conclusions

The decision to implement WES in a clinical diagnostic environment is one 
that must take into account local context, which encompasses clinical complex-
ity, staff resources, equipment resources and bioinformatic expertise. The deci-
sions described here were made based on the above considerations with a view to 
establishing opportunity, the most important of which was to have a WES pipeline 
that could scale over time in terms of patients tested and with the potential to be a 
regional resource.

It should be stressed, however, that a WES pipeline is sandwiched by two criti-
cal elements: first, the need to focus on the quality and accurate quantitation of 
genomic DNA; which dictates the quality of everything that happens downstream, 
and second, to understand that the identification of DNA variants is technically 
demanding but the classification of those variants is not currently a fully auto-
mated process. The former can sometimes be overlooked, while the latter can be a 
daunting exercise. It is perhaps the subject of another book chapter to discuss the 
approaches to variant classification.
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6. Bioinformatics and IT

To assess accuracy, genetic variants must be compared against publicly available 
reference data obtained from 1000 Genomes Project.

Clinical association, gene validity and mutation spectrum are applied to the cre-
ation of virtual gene panels in order to aid variant interpretation and reporting. The 
considerations associated with constructing virtual gene panels and the analysis of 
variants are shown in Table 6.

7. Conclusions

The decision to implement WES in a clinical diagnostic environment is one 
that must take into account local context, which encompasses clinical complex-
ity, staff resources, equipment resources and bioinformatic expertise. The deci-
sions described here were made based on the above considerations with a view to 
establishing opportunity, the most important of which was to have a WES pipeline 
that could scale over time in terms of patients tested and with the potential to be a 
regional resource.

It should be stressed, however, that a WES pipeline is sandwiched by two criti-
cal elements: first, the need to focus on the quality and accurate quantitation of 
genomic DNA; which dictates the quality of everything that happens downstream, 
and second, to understand that the identification of DNA variants is technically 
demanding but the classification of those variants is not currently a fully auto-
mated process. The former can sometimes be overlooked, while the latter can be a 
daunting exercise. It is perhaps the subject of another book chapter to discuss the 
approaches to variant classification.
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Integrating Evolutionary 
Genetics to Medical Genomics: 
Evolutionary Approaches to 
Investigate Disease-Causing 
Variants
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Abstract

In recent years, next-generation sequencing (NGS) platforms that facilitate 
generation of a vast amount of genomic variation data have become widely used 
for diagnostic purposes in medicine. However, identifying the potential effects of 
the variations and their association with a particular disease phenotype is the main 
challenge in this field. Several strategies are used to discover the causative mutations 
among hundreds of variants of uncertain significance. Incorporating information 
from healthy population databases, other organisms’ databases, and computational 
prediction tools are evolution-based strategies that give valuable insight to interpret 
the variant pathogenicity. In this chapter, we first provide an overview of NGS 
analysis workflow. Then, we review how evolutionary principles can be integrated 
into the prioritization schemes of analyzed variants. Finally, we present an example 
of a real-life case where the use of evolutionary genetics information facilitated the 
discovery of disease-causing variants in medical genomics.

Keywords: genomics, evolution, variant discovery

1. Introduction

NGS technologies can be integrated into medical diagnostics in several ways 
which vary in the number and type of sequenced regions. While targeted tests 
include sequencing particular disease-specific genes, sequencing all ~20,000 
protein-coding genes by Whole-exome sequencing (WES) and entire genomes by 
Whole-genome Sequencing (WGS) are non-targeted approaches. These sequencing 
approaches are precise ways to detect genetic variation of a patient and in relation to 
a healthy population or healthy reference genome. However, sequencing-based diag-
nostic methods generate large amounts of genomic data. Approximately, 60,000–
100,000 single nucleotide variations (SNV) and small insertions and deletions 
(indel) in each patient’s personal genome can be detected on WES [1]. Translating 
these high numbers of genomic variants into useful clinical information is a crucial 
task. Although several methods have been introduced to help reduce the vast number 
of possible genes to clinically causative ones, this process still remains challenging.
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Disease-related genes show non-random distribution characteristics in the 
genome with the majority of them being already present in the eukaryotic ancestor 
[2]. Mendelian disease genes that underlie single-gene disorders tend to have a more 
ancient evolutionary origin [3]. Considering disease-related genes have evolved 
under the effect of natural selection like other genes, evolutionary approaches can 
provide powerful insight not only to understand human genetic diseases but also to 
detect genomic variants that cause them.

Here, we briefly describe the analysis workflow from raw data to genomic vari-
ants as the first step of the translation to the clinical outcome. We primarily focus on 
WES analysis because most variations that are responsible for Mendelian disorders 
disrupt protein-coding regions [4]. Then we give an insight into how evolutionary 
principles are integrated into the prioritization of detected variants. The framework 
of the chapter can be found in Figure 1.

2. From raw data to genomic variations

The common file format for the storage of data produced by sequencers is 
FASTQ [5]. FASTQ format stores both nucleotide sequence and its corresponding 
Phred quality scores [6, 7]. The Phred score related to the base-calling error prob-
abilities indicates the quality of each nucleotide within a read. In a FASTQ file, each 
read is shown by four lines: The first line begins with a “@” and continues with a 
sequence identifier and an optional description. The second line consists of the 
raw sequence letters: A, T, G, C, and N (unknown). The third line starts with a “+” 

Figure 1. 
A general workflow for WES data analysis. Six main steps, quality assessment & preprocessing, alignment, 
post-alignment processing, variant calling, variant annotation, and variant prioritization integrated with 
evolutionary approaches, are shown.
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character and can be followed by the same sequence identifier again. The “+” sign 
specifies the end of the sequence. The fourth line includes the quality scores for the 
sequence in the second line.

Here, we give an overview of the data analysis workflow from a FASTQ file to 
obtain annotated genomic variants.

2.1 Quality assessment and preprocessing

Although NGS platforms are capable of generating massively parallel sequences 
even in a single run, the quality of sequencing reads may not be perfect due to some 
reasons such as the failure in experimental processing and technical machine errors. 
The quality of raw FASTQ data should be assessed in the first step of the workflow 
since these errors affect downstream analysis.

A number of tools have been developed to evaluate raw FASTQ data. These tools 
generally take FASTQ files as input and generate summary statistics and graphs for 
a quick overview of the raw read quality. In addition to the most commonly used 
one FASTQC [8], developed by Simon Andrews at Babraham Institute, other tools 
are also available such as FQStat [9], Quack [10], SeqAssist [11], QC-Chain [12]. 
Based on the result of the quality check step, if there is a need, preprocessing is 
necessary before alignment.

The standard preprocessing step consists of trimming of low-quality bases and 
adapter sequence removal at the end of the reads. Adapter sequences can be ligated 
to 3′ and 5′ ends of reads depending on the used library preparation protocol during 
the sequencing. These adapter fragments should be removed correctly because of 
leading to either missed alignments or wrong genotyping in further downstream 
analyses. Many tools with different principles of implementation have been 
developed to perform preprocessing. Ktrim [13], PE-Trimmer [14], SeqPurge [15], 
AdapterRemoval [16], PEAT [17], Skewer [18], Trimmomatic [19], QcReads [20], 
AlienTrimmer [21], and Btrim [22] are tools can be used for adapter and quality 
trimming depending on the study design. In addition to these, some tools such as 
FastqCleaner [23], FastProNGS [24], EasyQC [25], fastp [26], TrimGalore, FASTX-
Toolkit, afterQC, ClinQC, NGS QC Toolkit, PRINSEQ , fastQ _brew carry out both 
quality check and preprocessing functions.

2.2 Alignment of reads

After quality check and preprocessing of raw data, processed reads must be 
aligned to the reference genome. Both GRCh37 (hg19) and GRCh38 (hg38) are 
widely used as a reference for the human genome. Optimal alignment to reference 
sequences is not easy computational task and requires a fast and tolerant algo-
rithm to obtain an imperfect alignment due to genomic variations. Several tools 
have been developed to align short reads. They mainly use the Burrows-Wheeler 
Transformation (BWT) algorithm, the Smith-Waterman (SW) dynamic program-
ming algorithm or a combination of both of them. Bowtie2 [27] and BWA [28], 
which implement the BWT algorithm, are widely used for short reads alignment. 
Novoalign [29], MOSAIK [30], and SHRiMP2 [31] implement SW algorithm. For a 
comprehensive review of these methods and their differences, benchmark studies 
can be found in the literature [32, 33].

The output of the alignment step is the Sequence Alignment Map (SAM) 
file which contains mapped reads. BAM stands for Binary Alignment Map and 
is the binary version of a SAM file. Both BAM files and SAM files have the same 
information which include a header and an alignment section. The header section 
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After quality check and preprocessing of raw data, processed reads must be 
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widely used as a reference for the human genome. Optimal alignment to reference 
sequences is not easy computational task and requires a fast and tolerant algo-
rithm to obtain an imperfect alignment due to genomic variations. Several tools 
have been developed to align short reads. They mainly use the Burrows-Wheeler 
Transformation (BWT) algorithm, the Smith-Waterman (SW) dynamic program-
ming algorithm or a combination of both of them. Bowtie2 [27] and BWA [28], 
which implement the BWT algorithm, are widely used for short reads alignment. 
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comprehensive review of these methods and their differences, benchmark studies 
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The output of the alignment step is the Sequence Alignment Map (SAM) 
file which contains mapped reads. BAM stands for Binary Alignment Map and 
is the binary version of a SAM file. Both BAM files and SAM files have the same 
information which include a header and an alignment section. The header section 
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provides some information such as reference sequence, read group, sequencing 
platform details and applied process information to the reads. The alignment sec-
tion includes the genomic position with relevant descriptive information of each 
sequence.

SAMtools [34] and Integrative Genomics Viewer (IGV) [35] are also com-
monly used programs to view BAM/SAM files for further confirmation analysis of 
detected variants.

2.3 Post-alignment processing

Processing of aligned reads is recommended to improve the quality of down-
stream variant calling analysis. The processing step generally consists of marking 
read duplicates and base quality score recalibration (BQSR) to minimize technical 
biases.

During the sequencing, a library of DNA fragments from a particular genomic 
region is prepared using PCR amplification to provide adequate DNA fragments for 
the sequencing process. Therefore, some amplified fragments could share the same 
sequence and the same corresponding alignment position leading to bias in variant 
detection. These duplicates should be removed to eliminate PCR-introduced bias. 
MarkDuplicates available in the Picard [36] and SAMtools [34] are widely-used 
tools to detect read duplicates based on their identical 5′ region and position on 
the genome.

In addition to marking duplicates, base quality is also an important factor for 
variant detection. As mentioned in the section “Quality check and preprocessing”, 
each sequence read has a Phred quality score generated by the sequencing machine. 
However, the machine could generate systematically biased scores. On the contrary, 
BQSR patterns errors empirically to recalibrate the base quality scores using a 
machine learning approach. Thus, technical bias is significantly minimized. The key 
point in this process is to exclude known variants before BQSR since they are true 
genomic variations. So, they should not be considered as sequencing errors. The 
most widely used tool for recalibration of base qualities is BaseRecalibrator available 
in Genome Analysis Toolkit (GATK) [37].

2.4 Variant calling

After the post-alignment processing step, variant analysis can be started on an 
analysis-ready BAM file. In the variant calling step, the differences between the ref-
erence genome and genome of interest are calculated. Variants can be categorized as 
germline and somatic variants while dealing with variant calling. Germline variants 
are inherited variations present in the germ cells. Somatic variants are present only 
in somatic cells and can be specific to a tissue. In this chapter, we focus on the iden-
tification of germline SNV and indels. Several tools based on different algorithms 
have been developed to call germline short variants. Tools such as HaplotypeCaller 
available in GATK [38], SAMtools [34], FreeBayes [39], and Platypus [40] are based 
on Bayesian approaches. VarScan [41] relies on a heuristic approach to identify vari-
ants, while SNVer [42] uses a frequentist approach. The performance of different 
tools has been evaluated by recent studies [43–45], yet, these tools mostly gener-
ate an analysis-ready VCF (Variant Call Format) file. A VCF file is a text file that 
contains header lines and data lines. The header lines begin with “##” symbol. The 
first header line is always the VCF format version and continues with lines defining 
the name, length, value type, and description of each item in relevant fields of each 
data line.
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2.5 Variant annotation and prioritization

After variants are detected, biologically important features such as gene sym-
bols, genomic position, amino acid change, and consequences of variants add to a 
VCF file in the annotation step. In addition to the basic annotation, several tools can 
be used to integrate the annotations from countless sources including information 
of known variants with minor allele frequency (MAF) found in public databases 
and pathogenicity prediction of variants. There are numerous variant annotation 
tools that implement different methods and most widely used ones are AnnoVar 
[46], VEP [47], SnpEff [48], GEMINI [49], VarAFT [50], AnnTools [51], SVA [52], 
NGS-SNP [53]. These annotation tools enable to filtering and prioritizing potential 
disease-causing mutations. The prioritization of clinically causative mutation 
among a vast amount of annotated variations is the most challenging part of the 
analysis and is not a fully automatized. In the next section, we are going to discuss 
how evolutionary approaches can be used to prioritize genomic variants.

3. Utilizing evolutionary information in variant prioritization

We have described the process of obtaining annotated variations from raw FASTQ 
data. Experimentally evaluation of each variant at a genomic scale would be an imprac-
tical process, but evolutionary principles can provide us a valuable set of an experiment 
from nature. Integrating evolutionary approaches into the prioritization step have the 
potential to distinguish the variant responsible for a particular disease among all anno-
tated variants. Indeed, the association between disease and evolution has been attrib-
uted to natural selection [54, 55]. During evolution, variations at highly conserved 
genomic regions are exposed to natural selection because of their negative impact on 
fitness that make these conserved genes intolerant to variations [56]. On the contrary, 
at the faster-evolving regions of the genome, many variations have been tolerated over 
evolutionary time and accumulate in the population with high MAF. However, there is 
a predisposition for Mendelian disease genes to be more intolerant than the other genes 
[57]. These genes are also more conserved across species allowing us to compare the 
phenotypes of different mutant genes on a multispecies level [58].

In this part, we discuss the role of evolutionary approaches in variant prioritiza-
tion. The first prioritization method aims to filter variants using information from 
allele frequencies in population databases. Then we introduce several pathogenicity 
prediction tools to interpret the rest of the variants, especially the ones with uncer-
tain significance. Following that, we describe the usage of gene intolerance infor-
mation while making inference the variant pathogenicity. Finally, we list commonly 
used model organism databases that can be used for the comparison of mutant gene 
phenotypes in several species.

3.1 Population databases

During human evolution, present and novel variations have been evaluated 
in terms of their biological impact. Population databases record the outcomes 
of genetic variations providing an extensive catalog that include thousands of 
individuals’ genomic variations to researchers. At the end of the 1990s, the estab-
lishment of dbSNP has led to record genotype-phenotype associations via variant 
databases [59]. Latterly, large-scale projects such as gnomAD and 1000 Genome 
Project Databases that actively collect genomic data from various populations have 
become available MAF at population level found in these databases is one of the 
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detection. These duplicates should be removed to eliminate PCR-introduced bias. 
MarkDuplicates available in the Picard [36] and SAMtools [34] are widely-used 
tools to detect read duplicates based on their identical 5′ region and position on 
the genome.

In addition to marking duplicates, base quality is also an important factor for 
variant detection. As mentioned in the section “Quality check and preprocessing”, 
each sequence read has a Phred quality score generated by the sequencing machine. 
However, the machine could generate systematically biased scores. On the contrary, 
BQSR patterns errors empirically to recalibrate the base quality scores using a 
machine learning approach. Thus, technical bias is significantly minimized. The key 
point in this process is to exclude known variants before BQSR since they are true 
genomic variations. So, they should not be considered as sequencing errors. The 
most widely used tool for recalibration of base qualities is BaseRecalibrator available 
in Genome Analysis Toolkit (GATK) [37].

2.4 Variant calling

After the post-alignment processing step, variant analysis can be started on an 
analysis-ready BAM file. In the variant calling step, the differences between the ref-
erence genome and genome of interest are calculated. Variants can be categorized as 
germline and somatic variants while dealing with variant calling. Germline variants 
are inherited variations present in the germ cells. Somatic variants are present only 
in somatic cells and can be specific to a tissue. In this chapter, we focus on the iden-
tification of germline SNV and indels. Several tools based on different algorithms 
have been developed to call germline short variants. Tools such as HaplotypeCaller 
available in GATK [38], SAMtools [34], FreeBayes [39], and Platypus [40] are based 
on Bayesian approaches. VarScan [41] relies on a heuristic approach to identify vari-
ants, while SNVer [42] uses a frequentist approach. The performance of different 
tools has been evaluated by recent studies [43–45], yet, these tools mostly gener-
ate an analysis-ready VCF (Variant Call Format) file. A VCF file is a text file that 
contains header lines and data lines. The header lines begin with “##” symbol. The 
first header line is always the VCF format version and continues with lines defining 
the name, length, value type, and description of each item in relevant fields of each 
data line.
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2.5 Variant annotation and prioritization

After variants are detected, biologically important features such as gene sym-
bols, genomic position, amino acid change, and consequences of variants add to a 
VCF file in the annotation step. In addition to the basic annotation, several tools can 
be used to integrate the annotations from countless sources including information 
of known variants with minor allele frequency (MAF) found in public databases 
and pathogenicity prediction of variants. There are numerous variant annotation 
tools that implement different methods and most widely used ones are AnnoVar 
[46], VEP [47], SnpEff [48], GEMINI [49], VarAFT [50], AnnTools [51], SVA [52], 
NGS-SNP [53]. These annotation tools enable to filtering and prioritizing potential 
disease-causing mutations. The prioritization of clinically causative mutation 
among a vast amount of annotated variations is the most challenging part of the 
analysis and is not a fully automatized. In the next section, we are going to discuss 
how evolutionary approaches can be used to prioritize genomic variants.

3. Utilizing evolutionary information in variant prioritization

We have described the process of obtaining annotated variations from raw FASTQ 
data. Experimentally evaluation of each variant at a genomic scale would be an imprac-
tical process, but evolutionary principles can provide us a valuable set of an experiment 
from nature. Integrating evolutionary approaches into the prioritization step have the 
potential to distinguish the variant responsible for a particular disease among all anno-
tated variants. Indeed, the association between disease and evolution has been attrib-
uted to natural selection [54, 55]. During evolution, variations at highly conserved 
genomic regions are exposed to natural selection because of their negative impact on 
fitness that make these conserved genes intolerant to variations [56]. On the contrary, 
at the faster-evolving regions of the genome, many variations have been tolerated over 
evolutionary time and accumulate in the population with high MAF. However, there is 
a predisposition for Mendelian disease genes to be more intolerant than the other genes 
[57]. These genes are also more conserved across species allowing us to compare the 
phenotypes of different mutant genes on a multispecies level [58].

In this part, we discuss the role of evolutionary approaches in variant prioritiza-
tion. The first prioritization method aims to filter variants using information from 
allele frequencies in population databases. Then we introduce several pathogenicity 
prediction tools to interpret the rest of the variants, especially the ones with uncer-
tain significance. Following that, we describe the usage of gene intolerance infor-
mation while making inference the variant pathogenicity. Finally, we list commonly 
used model organism databases that can be used for the comparison of mutant gene 
phenotypes in several species.

3.1 Population databases

During human evolution, present and novel variations have been evaluated 
in terms of their biological impact. Population databases record the outcomes 
of genetic variations providing an extensive catalog that include thousands of 
individuals’ genomic variations to researchers. At the end of the 1990s, the estab-
lishment of dbSNP has led to record genotype-phenotype associations via variant 
databases [59]. Latterly, large-scale projects such as gnomAD and 1000 Genome 
Project Databases that actively collect genomic data from various populations have 
become available MAF at population level found in these databases is one of the 



Methods in Molecular Medicine

136

primary guides to interpret that variant pathogenicity. Because causative variants 
related to most Mendelian disorders have deleterious effects on reproductive fitness. 
Generally, causative alleles are less likely to reside in these databases or are present 
with low frequencies. In any global population database, except for the well-known 
founder alleles, >5% MAF can be considered as benign [60]. Therefore, a subset 
of the total number of variants inside these databases can be used for variant 
filtration. This is often achieved according to three different approaches. The first 
approach, called discrete filtering, assumes that a disease-causing variant should 
not found in these databases [61, 62]. This approach can be useful for very rare 
Mendelian disorders, but it can be problematic in some cases. Excluding observed 
alleles, independent from their MAF, can lead to the elimination of truly pathogenic 
alleles found in the general population at low frequencies because of the increas-
ing number of genomes in databases. Especially, elucidating autosomal recessive 
disorders are affected by this risk. The second approach, called 1%-approach, is 
based on allele frequency thresholds that change according to the inheritance model 
of variants. While the analysis of autosomal recessive variants MAF threshold can 
be set at 1%, MAF cutoff of 0.1% can be useful for autosomal dominant variants 
[62]. Alternatively, the third approach, called the quantile-based approach, employs 
frequency thresholds as in the previous method. However, the thresholds in the 
quantile-based method are variable and depend on disease prevalence, mode of 
inheritance, database size, and database characteristics [63].

Depending on the case, different approaches can be employed using population 
databases with different scopes and data collection. Here, we summarize the widely 
used population databases. 1000 Genome Project (1KGP) Database.

3.1.1 1000 Genome Project (1KGP) database

1KGP database provides a comprehensive set of human genetic variations from a 
diverse set of individuals of multiple populations. The database includes the recon-
structed genomes of 2504 individuals from 26 populations obtained by combining 
low-coverage whole-genome sequencing, deep exome sequencing, and dense micro-
array genotyping. The database contains over 88 million variants, which consist of 
around 84.7 million SNPs, 3.6 million indels, and 60,000 structural variants [64, 65].

3.1.2 The Genome Aggregation Database (gnomAD)

gnomAD is an extensive collection of exome and genome sequencing data from 
several large-scale sequencing projects. The first release of gnomAD is also known 
as the Exome Aggregation Consortium (ExAC) dataset. gnomAD short variant 
v2 release contains 125,748 exomes, and 15,708 whole genomes mapped to the 
GRCh37/hg19 reference sequence. In contrast, the short variant v3 release contains 
71,702 whole genomes, including most of the whole genomes from v2 release 
mapped to the GRCh38 reference sequence. Therefore, gnomAD v2 provides higher 
power for the analysis of the coding regions, while v3 offers a valuable resource for 
the analysis of non-coding regions. For the analysis of structural variants, gnomAD 
SV v2.1 data set grants access to a total of 10,847 genomes aligned against the 
GRCh37 reference sequence [66].

3.1.3  Database of short genetic variations (dbSNP) and the database of genomic 
structural variations (dbVar)

The National Center for Biotechnology Information (NCBI) maintains dbSNP 
and dbVar databases which together contain almost 2 billion submitted human 
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variants. Although dbVar does not have a reference structural variant database 
since the current technology cannot detect the precise breakpoints in the genome, 
dbSNP presents the reference variants as rs identifiers. Other contents of the dataset 
include population frequency, geographic origin of the population, population-spe-
cific genotype and allele frequencies as well as population-specific heterozygosity 
estimates. Besides serving as a human population database, dbSNP and dbVar also 
contain a variety of organisms´ genomic variations that can be a valuable resource 
for evolutionary studies [67, 68].

3.1.4 ClinVar

ClinVar is a public database that archives genetic variances of any type and the 
interpretations of their clinical significance for reported conditions. Unlike dbSNP 
and dbVar that are also maintained by NCBI, ClinVar only focuses on the medi-
cally relevant variations. Although ClinVar reviews the submissions of variants for 
validation, the clinical significance of the variants is reported directly from submit-
ters. ClinVar displays any conflict between the interpretations for the same variant 
from different submitters or the consensus. In the strict comparison approaches, the 
algorithm evaluates submissions for a variant to be pathogenic and likely pathogenic 
as conflicting. In the more relaxed approach, the variants can be categorized as 
pathogenic/likely pathogenic, benign/likely benign, or uncertain significance [69].

3.1.5  Database of chromosomal imbalance and phenotype in humans using 
Ensembl resources (DECIPHER)

DECIPHER provides a catalog of common copy-number changes in healthy 
populations as well as chromosome rearrangements of patients and their phenotype 
record submitted by clinical researchers upon informed consent [70]. Therefore, 
DECIPHER can serve as a valuable platform during variant prioritization. Users can 
check both the healthy population database and the previously submitted clinical 
records within DECIPHER to understand the effect of the variant of interests better 
and to identify novel and potentially pathogenic variants.

3.2 Pathogenicity prediction tools

Even population MAF-based filtering, individuals generally have many variants 
that are not present in databases. Most of these variants do not classify definitively 
as benign or pathogenic according to criteria proposed by some clinical guidelines 
such as the American College of Medical Genetics and Genomics (ACMG) [60]. 
These types of alterations termed variants of uncertain significance (VUS). Further 
filtering approaches must use to reduce the number of VUS. For this purpose, 
numerous pathogenicity prediction tools based on different principles have been 
developed to evaluate the variant effect. ACMG and the European Society of 
Human Genetics (ESHG) [71] guidelines also recommend these in-silico methods 
to interpret variant pathogenicity.

The first methods were proposed to predict computationally whether an amino 
acid substitution will disturb the protein function. These methods, now part of the 
PolyPhen algorithm [72], use physical properties of the mutational change along 
with a multispecies alignment as a basis to evaluate mutations. Many methods have 
been derived from this idea and are based on different principles. Evolutionary 
conservation is among the most useful features for such predictions. Some 
methods such as SIFT [73], PROVEAN [74] and PANTHER [75] rely on sequence 
conservation. For example, SIFT, as the most widely used algorithm, compares the 
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primary guides to interpret that variant pathogenicity. Because causative variants 
related to most Mendelian disorders have deleterious effects on reproductive fitness. 
Generally, causative alleles are less likely to reside in these databases or are present 
with low frequencies. In any global population database, except for the well-known 
founder alleles, >5% MAF can be considered as benign [60]. Therefore, a subset 
of the total number of variants inside these databases can be used for variant 
filtration. This is often achieved according to three different approaches. The first 
approach, called discrete filtering, assumes that a disease-causing variant should 
not found in these databases [61, 62]. This approach can be useful for very rare 
Mendelian disorders, but it can be problematic in some cases. Excluding observed 
alleles, independent from their MAF, can lead to the elimination of truly pathogenic 
alleles found in the general population at low frequencies because of the increas-
ing number of genomes in databases. Especially, elucidating autosomal recessive 
disorders are affected by this risk. The second approach, called 1%-approach, is 
based on allele frequency thresholds that change according to the inheritance model 
of variants. While the analysis of autosomal recessive variants MAF threshold can 
be set at 1%, MAF cutoff of 0.1% can be useful for autosomal dominant variants 
[62]. Alternatively, the third approach, called the quantile-based approach, employs 
frequency thresholds as in the previous method. However, the thresholds in the 
quantile-based method are variable and depend on disease prevalence, mode of 
inheritance, database size, and database characteristics [63].

Depending on the case, different approaches can be employed using population 
databases with different scopes and data collection. Here, we summarize the widely 
used population databases. 1000 Genome Project (1KGP) Database.

3.1.1 1000 Genome Project (1KGP) database

1KGP database provides a comprehensive set of human genetic variations from a 
diverse set of individuals of multiple populations. The database includes the recon-
structed genomes of 2504 individuals from 26 populations obtained by combining 
low-coverage whole-genome sequencing, deep exome sequencing, and dense micro-
array genotyping. The database contains over 88 million variants, which consist of 
around 84.7 million SNPs, 3.6 million indels, and 60,000 structural variants [64, 65].

3.1.2 The Genome Aggregation Database (gnomAD)

gnomAD is an extensive collection of exome and genome sequencing data from 
several large-scale sequencing projects. The first release of gnomAD is also known 
as the Exome Aggregation Consortium (ExAC) dataset. gnomAD short variant 
v2 release contains 125,748 exomes, and 15,708 whole genomes mapped to the 
GRCh37/hg19 reference sequence. In contrast, the short variant v3 release contains 
71,702 whole genomes, including most of the whole genomes from v2 release 
mapped to the GRCh38 reference sequence. Therefore, gnomAD v2 provides higher 
power for the analysis of the coding regions, while v3 offers a valuable resource for 
the analysis of non-coding regions. For the analysis of structural variants, gnomAD 
SV v2.1 data set grants access to a total of 10,847 genomes aligned against the 
GRCh37 reference sequence [66].

3.1.3  Database of short genetic variations (dbSNP) and the database of genomic 
structural variations (dbVar)

The National Center for Biotechnology Information (NCBI) maintains dbSNP 
and dbVar databases which together contain almost 2 billion submitted human 
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variants. Although dbVar does not have a reference structural variant database 
since the current technology cannot detect the precise breakpoints in the genome, 
dbSNP presents the reference variants as rs identifiers. Other contents of the dataset 
include population frequency, geographic origin of the population, population-spe-
cific genotype and allele frequencies as well as population-specific heterozygosity 
estimates. Besides serving as a human population database, dbSNP and dbVar also 
contain a variety of organisms´ genomic variations that can be a valuable resource 
for evolutionary studies [67, 68].

3.1.4 ClinVar

ClinVar is a public database that archives genetic variances of any type and the 
interpretations of their clinical significance for reported conditions. Unlike dbSNP 
and dbVar that are also maintained by NCBI, ClinVar only focuses on the medi-
cally relevant variations. Although ClinVar reviews the submissions of variants for 
validation, the clinical significance of the variants is reported directly from submit-
ters. ClinVar displays any conflict between the interpretations for the same variant 
from different submitters or the consensus. In the strict comparison approaches, the 
algorithm evaluates submissions for a variant to be pathogenic and likely pathogenic 
as conflicting. In the more relaxed approach, the variants can be categorized as 
pathogenic/likely pathogenic, benign/likely benign, or uncertain significance [69].

3.1.5  Database of chromosomal imbalance and phenotype in humans using 
Ensembl resources (DECIPHER)

DECIPHER provides a catalog of common copy-number changes in healthy 
populations as well as chromosome rearrangements of patients and their phenotype 
record submitted by clinical researchers upon informed consent [70]. Therefore, 
DECIPHER can serve as a valuable platform during variant prioritization. Users can 
check both the healthy population database and the previously submitted clinical 
records within DECIPHER to understand the effect of the variant of interests better 
and to identify novel and potentially pathogenic variants.

3.2 Pathogenicity prediction tools

Even population MAF-based filtering, individuals generally have many variants 
that are not present in databases. Most of these variants do not classify definitively 
as benign or pathogenic according to criteria proposed by some clinical guidelines 
such as the American College of Medical Genetics and Genomics (ACMG) [60]. 
These types of alterations termed variants of uncertain significance (VUS). Further 
filtering approaches must use to reduce the number of VUS. For this purpose, 
numerous pathogenicity prediction tools based on different principles have been 
developed to evaluate the variant effect. ACMG and the European Society of 
Human Genetics (ESHG) [71] guidelines also recommend these in-silico methods 
to interpret variant pathogenicity.

The first methods were proposed to predict computationally whether an amino 
acid substitution will disturb the protein function. These methods, now part of the 
PolyPhen algorithm [72], use physical properties of the mutational change along 
with a multispecies alignment as a basis to evaluate mutations. Many methods have 
been derived from this idea and are based on different principles. Evolutionary 
conservation is among the most useful features for such predictions. Some 
methods such as SIFT [73], PROVEAN [74] and PANTHER [75] rely on sequence 
conservation. For example, SIFT, as the most widely used algorithm, compares the 
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alignments of related sequences by performing a PSI-BLAST search to check if the 
variant is tolerated in an evolutionary aspect. In addition to sequence conserva-
tion, another group of methods which take into account several features such as 
amino acid physicochemical properties, the context of variation position, protein 
structural features through machine learning algorithms are also available. CADD 
[76], MutationTaster2 [77], PolyPhen-2 [72], DANN [78] and VEST3 [79] are well-
known examples of such tools.

The predicted impact of a variation obtained from different tools may not be the 
same. This problem led to researchers making efforts to develop meta predictors 
that combine the results from existing tools by using several approaches such as 
logistic regression, decision trees, random forests, and support vector machines to 
make their own decisions. MetaSVM and MetaLR [80], M-CAP [81] and REVEL 
[82] are well-known examples of meta-predictors.

Below, several useful tools are explained without a performance comparison. 
However, various benchmark studies that have extensively examined the accuracy 
of these tools can be found in the literature [83–85].

3.2.1 MutationTaster2

MutationTaster2, using a naive Bayes classifier, predicts the functional con-
sequences of variants that are both in exonic and intronic regions by incorporat-
ing a scoring system for the evolutionary conservation around DNA variants. 
MutationTaster uses information from several variant databases, including 1KGP and 
ClinVar. The tool automatically predicts a variant as neutral if it is found more than 
four times in the homozygous state in these databases and as disease-causing if it is 
reported as pathogenic in ClinVar by listing the associated disease phenotypes [77].

3.2.2 Combined annotation-dependent depletion (CADD)

CADD combines 63 genomic features derived from evolutionary constraint, 
surrounding sequence context, and functional predictions to evaluate SNVs and 
short indels. The tool integrates all of these features into a single CADD score using 
a machine learning approach trained on a binary distinction between simulated 
variants and variants that have become fixed in human populations since the split 
between humans and chimpanzees. C scores correlate with pathogenicity of a vari-
ant and disease severity [76].

3.2.3 The Mendelian clinically applicable pathogenicity (M-CAP)

M-CAP uses a supervised learning classifier to interpret genomic variants 
and focus especially on coding mutations for Mendelian diseases. As a meta-
predictor, it uses nine existing tools SIFT, PolyPhen-2, CADD, MutationTaster, 
MutationAssessor [86], FATHMM [87], LRT [88], MetaLR and MetaSVM. It also 
combines information of base-pair, amino acid, genomic region, and gene con-
servation from RVIS [89], PhyloP [90], PhastCons [91], SIPHY [92], GERP [93], 
PAM250 and BLOSUM62 [94]. Additionally, M-CAP establishes multiple-sequence 
alignments of 99 primate, mammalian, and vertebrate genomes to the human 
genome as a new feature [81].

3.2.4 PrimateAI

PrimateAI [95] is a deep neural network trained by a comprehensive dataset 
that includes around 380,000 common missense variants from humans and six 

139

Integrating Evolutionary Genetics to Medical Genomics: Evolutionary Approaches to Investigate…
DOI: http://dx.doi.org/10.5772/intechopen.92738

non-human primate species. PrimateAI categorizes the common missense muta-
tions from other primate species as non-pathogenic for humans. Thus, it enables 
the identification of the pathogenic variants. PrimateAI has previously shown 88% 
accuracy in disease-causing variant identification and allowed the discovery of 14 
novel candidate genes related to intellectual disability. PrimateAI also incorporates 
protein structure information as it learns to predict the secondary structure and 
solvent accessibility from amino acid sequences. PrimateAI provides a score to 
the user in which a threshold of >0.8 is for likely pathogenic classification, <0.6 
is for likely benign, and 0.6–0.8 is as intermediate in genes with dominant modes 
of inheritance, and a threshold of >0.7 is for likely pathogenic and <0.5 for likely 
benign in genes with recessive modes of inheritance.

3.3 Genic intolerance

Genic intolerance is a gene-level assessment that has a potential to prioritize 
genomic variants. It has been developed as a scoring system to calculate tolerance 
of genes to a functional genetic variation on a genome-wide scale and rank them 
using 6503 WES data available in the National Heart, Lung, and Blood Institute-
NHLBI Exome Sequencing Project [89]. This system predicts the expected common 
functional variation in the gene and compares them to apparently neutral variation 
found in the gene. The deviation from this prediction is attributed to the intolerance 
score, namely the Residual Variation Intolerance Score (RVIS). While genes with a 
positive RVIS score have more common functional variation than expected, genes 
with negative RVIS scores have less. A negative RVIS score indicates that the gene 
is intolerant. The scoring system also shows that the genes that cause Mendelian 
diseases are significantly more intolerant to functional variation than genes that do 
not cause any known disease.

3.4 Model organism databases

The evolutionary conservation of many biological processes among species 
allows the usage of several different model organisms to study human diseases. 
Although not all the human genes are conserved in invertebrate models such as 
worms and fruit flies, vertebrate models such as zebrafish and mouse provide 
valuable resources to study such genes. When evaluating the function of a con-
served gene in model organisms, it is critical to keep in mind that orthologous genes 
usually cause different phenotypes in different species, although the gene products 
have a similar molecular function. The model organism databases listed below 
provide the related information on the molecular function of query genes so that 
they serve as a valuable resource during the variant prioritization process.

3.4.1 Mouse genome informatics (MGI)

MGI is the primary database that integrates genetic, genomic, and biological 
data for the laboratory Mouse. Mouse Genome Database (MGD) and Mouse Gene 
Expression Database (GXD) are the two largest contributors to MGI, both serv-
ing as valuable resources for the studies of human disease. MGD provides curated 
phenotypes and functional annotations for mouse genes and alleles, while GXD 
contains mouse gene expression data with an emphasis on endogenous gene expres-
sion during mouse development [96, 97]. The Human-Mouse Disease Connection 
tool within MGI is another important feature that facilitates exploring gene-phe-
notype-disease relationships between human and mouse. By simply searching the 
list of human genes on MGI, the algorithm finds matching mouse genes and their 
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alignments of related sequences by performing a PSI-BLAST search to check if the 
variant is tolerated in an evolutionary aspect. In addition to sequence conserva-
tion, another group of methods which take into account several features such as 
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structural features through machine learning algorithms are also available. CADD 
[76], MutationTaster2 [77], PolyPhen-2 [72], DANN [78] and VEST3 [79] are well-
known examples of such tools.

The predicted impact of a variation obtained from different tools may not be the 
same. This problem led to researchers making efforts to develop meta predictors 
that combine the results from existing tools by using several approaches such as 
logistic regression, decision trees, random forests, and support vector machines to 
make their own decisions. MetaSVM and MetaLR [80], M-CAP [81] and REVEL 
[82] are well-known examples of meta-predictors.

Below, several useful tools are explained without a performance comparison. 
However, various benchmark studies that have extensively examined the accuracy 
of these tools can be found in the literature [83–85].

3.2.1 MutationTaster2

MutationTaster2, using a naive Bayes classifier, predicts the functional con-
sequences of variants that are both in exonic and intronic regions by incorporat-
ing a scoring system for the evolutionary conservation around DNA variants. 
MutationTaster uses information from several variant databases, including 1KGP and 
ClinVar. The tool automatically predicts a variant as neutral if it is found more than 
four times in the homozygous state in these databases and as disease-causing if it is 
reported as pathogenic in ClinVar by listing the associated disease phenotypes [77].

3.2.2 Combined annotation-dependent depletion (CADD)

CADD combines 63 genomic features derived from evolutionary constraint, 
surrounding sequence context, and functional predictions to evaluate SNVs and 
short indels. The tool integrates all of these features into a single CADD score using 
a machine learning approach trained on a binary distinction between simulated 
variants and variants that have become fixed in human populations since the split 
between humans and chimpanzees. C scores correlate with pathogenicity of a vari-
ant and disease severity [76].

3.2.3 The Mendelian clinically applicable pathogenicity (M-CAP)

M-CAP uses a supervised learning classifier to interpret genomic variants 
and focus especially on coding mutations for Mendelian diseases. As a meta-
predictor, it uses nine existing tools SIFT, PolyPhen-2, CADD, MutationTaster, 
MutationAssessor [86], FATHMM [87], LRT [88], MetaLR and MetaSVM. It also 
combines information of base-pair, amino acid, genomic region, and gene con-
servation from RVIS [89], PhyloP [90], PhastCons [91], SIPHY [92], GERP [93], 
PAM250 and BLOSUM62 [94]. Additionally, M-CAP establishes multiple-sequence 
alignments of 99 primate, mammalian, and vertebrate genomes to the human 
genome as a new feature [81].

3.2.4 PrimateAI

PrimateAI [95] is a deep neural network trained by a comprehensive dataset 
that includes around 380,000 common missense variants from humans and six 
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non-human primate species. PrimateAI categorizes the common missense muta-
tions from other primate species as non-pathogenic for humans. Thus, it enables 
the identification of the pathogenic variants. PrimateAI has previously shown 88% 
accuracy in disease-causing variant identification and allowed the discovery of 14 
novel candidate genes related to intellectual disability. PrimateAI also incorporates 
protein structure information as it learns to predict the secondary structure and 
solvent accessibility from amino acid sequences. PrimateAI provides a score to 
the user in which a threshold of >0.8 is for likely pathogenic classification, <0.6 
is for likely benign, and 0.6–0.8 is as intermediate in genes with dominant modes 
of inheritance, and a threshold of >0.7 is for likely pathogenic and <0.5 for likely 
benign in genes with recessive modes of inheritance.

3.3 Genic intolerance

Genic intolerance is a gene-level assessment that has a potential to prioritize 
genomic variants. It has been developed as a scoring system to calculate tolerance 
of genes to a functional genetic variation on a genome-wide scale and rank them 
using 6503 WES data available in the National Heart, Lung, and Blood Institute-
NHLBI Exome Sequencing Project [89]. This system predicts the expected common 
functional variation in the gene and compares them to apparently neutral variation 
found in the gene. The deviation from this prediction is attributed to the intolerance 
score, namely the Residual Variation Intolerance Score (RVIS). While genes with a 
positive RVIS score have more common functional variation than expected, genes 
with negative RVIS scores have less. A negative RVIS score indicates that the gene 
is intolerant. The scoring system also shows that the genes that cause Mendelian 
diseases are significantly more intolerant to functional variation than genes that do 
not cause any known disease.

3.4 Model organism databases

The evolutionary conservation of many biological processes among species 
allows the usage of several different model organisms to study human diseases. 
Although not all the human genes are conserved in invertebrate models such as 
worms and fruit flies, vertebrate models such as zebrafish and mouse provide 
valuable resources to study such genes. When evaluating the function of a con-
served gene in model organisms, it is critical to keep in mind that orthologous genes 
usually cause different phenotypes in different species, although the gene products 
have a similar molecular function. The model organism databases listed below 
provide the related information on the molecular function of query genes so that 
they serve as a valuable resource during the variant prioritization process.

3.4.1 Mouse genome informatics (MGI)

MGI is the primary database that integrates genetic, genomic, and biological 
data for the laboratory Mouse. Mouse Genome Database (MGD) and Mouse Gene 
Expression Database (GXD) are the two largest contributors to MGI, both serv-
ing as valuable resources for the studies of human disease. MGD provides curated 
phenotypes and functional annotations for mouse genes and alleles, while GXD 
contains mouse gene expression data with an emphasis on endogenous gene expres-
sion during mouse development [96, 97]. The Human-Mouse Disease Connection 
tool within MGI is another important feature that facilitates exploring gene-phe-
notype-disease relationships between human and mouse. By simply searching the 
list of human genes on MGI, the algorithm finds matching mouse genes and their 
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homologs and displays the both human and mouse phenotypes associated with the 
genes of interest. MGI is updated once every week by adding new annotations from 
the literature.

3.4.2 International Mouse Phenotyping Consortium (IMPC)

IMPC aims to establish a comprehensive dataset of mouse genome and phenome 
by knocking out each gene individually and characterizing the physical and chemi-
cal changes, thus providing the foundations for the functional analysis of human 
genetic variation [98]. The project also aims to generate putative human pathogenic 
variants in both coding and non-coding regions of the mouse genome.

IMPC uses an algorithm that has been developed to detect phenotypic similari-
ties between the mouse strains of IMPC and more than 7000 rare diseases. The 
algorithm evaluates a very diverse set of phenotyping parameters that comprise 
neurological, behavioral, metabolic, cardiovascular, pulmonary, reproductive, 
respiratory, sensory, musculoskeletal, and immunological parameters and provides 
a quantitative measure on how well a mouse model recapitulates disease features.

So far, over 3000 genes have already been cataloged and revealed models for 360 
diseases, with 90% of the annotated phenotypes being novel [99]. By 2021, IMPC 
plans to analyze more than 9000 mouse genes to facilitate the prioritization and 
validation of variations obtained from clinical sequencing efforts.

3.4.3 Rat Genome Database (RGD)

RGD provides genetic, genomic, phenotypic, and disease-related data for the 
laboratory rat, Rattus norvegicus. Rats have been one of the most commonly used 
model organisms for human disease research. RGD catalogs the rat data and also 
serves as a comparative data analysis platform between species such as rat, mouse, 
and human by validating the orthologous relationships. The database currently 
 contains more than 1300 rat strains with disease/phenotype annotations [100]. 
RGD contains several tools that facilitate the analysis of data in disease-related 
content. PhenoMiner is such a tool that standardizes the phenotype data obtained 
from different rat studies by using a variety of ontologies developed at RGD [101]. 
Users can select one of the Phenominer search categories that include rat strains, 
experimental conditions, clinical measurements, and measurement methods to 
begin their search. Then, the algorithm filters the data according to the selected 
conditions and displays the results.

3.4.4 FlyBase

FlyBase is the central resource for integrated Drosophila genetic and genomic 
data, including but not limited to sequence-level gene models, mutant phenotypes, 
mutant lesions and chromosome aberrations, as well as gene expression patterns 
[102]. The fruit fly—Drosophila melanogaster—is a member of the Drosophila family 
widely used as a model for human disease research.

FlyBase allows different approaches for data presentation to facilitate Drosophila 
translational research as the two main methods being the gene-centric and disease-
centric ones. The Gene Report displays information on individual genes. The report 
also lists the mutant alleles of the gene and the expression pattern of the gene 
products. The Human Disease Model Report provides background information on a 
specific disease and presents summaries of the experimental data and results from 
previous fruit fly studies.
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FlyBase also incorporates orthology prediction tools such as OrthoDB and 
DIOPT that have been developed to identify orthologs of fly genes in multiple 
organisms [103, 104]. Integrating the results of these tools to the Gene Reports 
provides users the identification of orthologs in up to 5000 species. The predicted 
orthologs serve as a valuable resource for the human disease gene variants predic-
tion as FlyBase also indicates whether the human ortholog functionally comple-
ments the fly mutant upon transfer into the Drosophila genome.

3.4.5 WormBase

WormBase serves as the main database for genetic, genomic, and biological 
information on C.elegans and related nematodes. C. elegans is a widely used model 
for human disease variant research as over 40% of human genes have a C.elegans 
ortholog. WormBase catalogs the available mutant strains for each gene as well 
as related nematode studies. WS273 release of WormBase contains over 160,000 
gene summaries for 10 nematode species. The gene summaries also include human 
ortholog diseases and phenotypes to aid the detection of human disease-causing 
variants [105].

3.4.6 Zebrafish Information Network (ZFin)

ZFIN is the main database that provides genetic, genomic, and phenotypic 
data from zebrafish studies [106]. Zebrafish—Danio reriro—is a model organ-
ism extensively used in biomedical research, especially for developmental and 
genomic studies. Powerful approaches are available to model human diseases using 
zebrafish. Genetic manipulation of zebrafish orthologs of human disease genes is a 
common strategy to model genetic disorders such as Duchenne muscular dystrophy 
[107] and Rett Syndrome [108]. Another strategy of disease modeling is generating 
transgenic zebrafish lines that express human genes. This approach allows testing 
the function of the potential disease-causative variant in disease pathology. For 
example, a transgenic zebrafish model confirmed the pathogenicity of two novel 
XPNPEP3 gene mutations predicted to be ciliopathy-causing in the clinic [109]. 
Users can easily search ZFIN to reach information on disease models, including the 
transgenic lines and mutant phenotypes related to their query.

4. Real-life case

4.1  Variation in the frizzled class receptor 6 (FZD6) protein found in 
individuals with the nail disorder

Nonsyndromic congenital nail disorder 1 (OMIM #1161050) is a condition 
affecting the fingernails and toenails characterized by extremely thick nails, 
onycholysis, hyponychia and claw-like appearance. Autosomal recessive mutations 
in the FZD6 gene (OMIM *603409) were found to be associated with this disorder 
[110]. FZD6 is a member of the highly conserved WNT receptors family crucial for 
developmental processes and differentiation. The study conducted on mice demon-
strated that FZD6-mediated Wnt signaling has a regulatory role in the differentia-
tion process of claw/nail formation [111].

In a previous study from our group, a Turkish family with three affected indi-
viduals reported. After performing WES on the index case, 96 de novo heterozy-
gous, 421 homozygous, and 185 compound heterozygous variants were obtained 
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transgenic zebrafish lines that express human genes. This approach allows testing 
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XPNPEP3 gene mutations predicted to be ciliopathy-causing in the clinic [109]. 
Users can easily search ZFIN to reach information on disease models, including the 
transgenic lines and mutant phenotypes related to their query.
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4.1  Variation in the frizzled class receptor 6 (FZD6) protein found in 
individuals with the nail disorder

Nonsyndromic congenital nail disorder 1 (OMIM #1161050) is a condition 
affecting the fingernails and toenails characterized by extremely thick nails, 
onycholysis, hyponychia and claw-like appearance. Autosomal recessive mutations 
in the FZD6 gene (OMIM *603409) were found to be associated with this disorder 
[110]. FZD6 is a member of the highly conserved WNT receptors family crucial for 
developmental processes and differentiation. The study conducted on mice demon-
strated that FZD6-mediated Wnt signaling has a regulatory role in the differentia-
tion process of claw/nail formation [111].

In a previous study from our group, a Turkish family with three affected indi-
viduals reported. After performing WES on the index case, 96 de novo heterozy-
gous, 421 homozygous, and 185 compound heterozygous variants were obtained 
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from data analysis. Employing population MAF frequency filtering according to the 
mode of inheritance has decreased the number of variants to 19, 46, 3 for de novo 
heterozygous, homozygous, compound heterozygous variants respectively. Further 
prioritization approaches were applied by integrating pathogenicity prediction 
scores provided by PrimateAI and other tools, model organism phenotypes, and 
gene intolerance scores. Ultimately, the FZD6 gene was found to be the most promi-
nent gene even though the gene does not have a high intolerance score. However, 
the potential functional impact of the mutation was supported by the examination 
of the evolutionary conservation of the disturbed amino acid region. The region 
was found to be evolutionarily conserved in other FZD6 orthologues including Pan 
troglodytes, Macaca mulatta, Pongo abelii, Bos taurus, Canis lupus familiaris, Rattus 
norvegicus, Mus musculus, Xenopus laevis. The index case had a homozygous 8 bp 
deletion on the FZD6 gene caused p.Gly559Aspfs*16. Additionally, this mutation has 
previously been reported in two other Turkish families. It is also reported that all 
three families have a common ancestor. In this study, the pathogenicity mechanism 
for this mutation in nail dysplasia is provided for the first time. The mutation causes 
a frameshift and creates a premature stop codon at position 16 of the new reading 
frame [112].

This case study demonstrated that the promising applications of evolutionary 
approaches assist the clinical diagnosis.

5. Conclusion

Associating genomic variants with diseases is a multistep process. The early 
steps of this process are highly automated through the usage of several bioinfor-
matics tools. However, the final prioritization step, which is the most critical step, 
is not completely automated. It requires a comprehensive interpretation together 
with integrative approaches. In this chapter, we aimed to explain the potential of 
integrating evolutionary principles into variant prioritization toward clinical utility. 
This chapter provides sufficient basic information to understand the required bio-
informatics tools, various databases with increasing sequence data from individuals 
as well as model organism research. Finally, we conclude that the pre-evaluation of 
individual variations with evolutionary approaches can help shorten the diagnostic 
odyssey, hence saving time and resources. This chapter aims to contribute to the 
integration of evolutionary genetics to medical genomics. Further studies that 
combine theoretical and analytical approaches are needed to improve the field of 
precision medicine via the use of evolutionary insight.
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