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Preface 
 

“It is an ill wind that blows nobody any good” would seem an apt epitaph for recent 
events surrounding Chronic Fatigue Syndrome (CFS) and the retrovirus XMRV. 
Despite the general failure to find support for a link between XMRV and CFS 
pathophysiology, the controversy served to shine a spotlight on CFS that may 
ultimately benefit the many patients around the world suffering from this poorly 
understood and most devastating illness. As advanced biomedical research techniques 
are increasingly applied to the study of CFS, it is surely only a matter of time before 
biomarkers are identified, etiologies understood, and remedies devised. 

The goal of this book is to provide scientists, physicians, and other interested parties, 
access to current thinking and research findings on CFS from around the world. To 
this end there are five chapters originating from four different countries and three 
continents. They focus on topics ranging from a discussion of possible links between 
CFS and viral infections to the role of cardiovascular dysfunction in CFS symptoms. 
There are also three chapters devoted to gene research and the potential for finding a 
genetic origin for CFS. 

Chapter 1, “Chronic Fatigue Syndrome and Viral Infections”, begins with a brief 
history of viral research and the link between viruses and disease. It goes on to discuss 
the many viruses that have been implicated in CFS pathology and relevant research 
findings. In the absence of any definitive conclusions regarding a viral etiology for 
CFS, the authors hypothesize a “hit and run” effect whereby viruses trigger an illness 
and then disappear or that CFS is neither caused by a virus, nor an infectious disease. 
They do observe that should a viral cause for CFS be identified, this would greatly 
improve the chances of finding effective treatments for the disease. 

Chapter 2, “Gene Expression in Chronic Fatigue Syndrome”, presents a review of 
current research on gene expression and the multisystem pathophysiology of CFS. 
Difficulties in treating CFS are ascribed to the high-variability of genetic anomalies 
observed in persons with CFS. Among the most consistent findings are changes in 
immune-related genes. However, it is not clear whether these changes are cause or 
effect, highlighting the need for further study. It is recommended that future research 
focus on the identification of those changes in gene expression that can explain the 
disease profile in CFS. 
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VIII Preface 
 

Chapter 3, “Integrated Analysis of Gene Expression and Genotype Variation Data for 
Chronic Fatigue Syndrome”, describes how by integrating genotype variation data 
and gene expression data, it is possible to identify potential genetic causal mechanisms 
in CFS. Research employing the described integrated statistical model (ISM) is 
presented to show how genetic pathways identified using this approach may be 
implicated in some CFS symptoms. The application of this integrated, two-step 
approach to the analysis of any heterogeneous data sets is also discussed as are 
potential dangers inherent to oversimplification of the causal model used for complex 
diseases such as CFS. 

Chapter 4, “Corticosteroid-Binding Globulin Gene Mutations and Chronic 
Fatigue/Pain Syndromes: An Overview of Current Evidence”. In addition to its role in 
the transport of cortisol, corticosteroid-binding globulin (CBG) may have an even 
broader role in the neurobehavioral response to stress. Data from both genetic 
epidemiological research and animal studies is presented to show links between CBG 
gene polymorphisms and risk for chronic fatigue and/or pain syndromes. Because this 
association is not universal, an interaction between phenotype and other genetic or 
environmental factors is proposed with further study necessary to identify the 
mechanisms whereby CBG may influence the stress response. 

Chapter 5, “Small Heart as a Constitutive Factor Predisposing to Chronic Fatigue 
Syndrome”, suggests a cardiac dysfunction hypothesis to explain symptoms of CFS 
and a common co-morbidity, orthostatic intolerance (OI). Low cardiac output due to a 
small left ventricular (LV) chamber, characteristic of small heart syndrome, is 
proposed as a contributory factor in the development of CFS. The symptoms found in 
persons diagnosed with small heart syndrome are shown to be very similar to those of 
CFS. Studies showing evidence of small heart in persons with CFS and OI are also 
discussed. Possible treatments aimed at improving cardiac output in this CFS 
subgroup are suggested along with advice on avoiding triggers that may lead to 
reductions in stroke volume. 

While the chapters in this book are a long way from solving the enigma that is CFS, 
they do represent important attempts to understand this complex and perplexing 
disease. A common theme in them all is CFS as a multisystem disease with the 
possibility of more than one cause and influenced by a variety of interacting factors. 
They also represent what is a most welcome advance in the approach to CFS research. 
Theirs is a straightforward application of scientific principles and techniques toward 
the advancement of knowledge with the implicit recognition that this is a disease of 
biological origins. Further, they acknowledge the reality of CFS for persons with this 
disease and the importance of finding causes, treatments and ultimately a cure. 

 
Christopher R. Snell, PhD 

University of the Pacific, Stockton, CA, 
 USA 
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 France 

1. Introduction  
The dream of all clinicians and researchers is to give their name to an illness, whatever the 
technique used to make the discovery. During the 20th century and the early part of the 21st 
century, several viruses have been identified by different procedures. Using electron 
microscopy, Epstein and Barr (Epstein et al., 1965) detected a Herpes virus in the lymphoid 
cells of a native African boy with a jaw tumor identified by the surgeon, Denis Burkitt 
(Burkitt, 1962). A few years later, using electrosyneresis, Blumberg detected the Hepatitis B 
antigen in the blood of an Australian aborigine (Blumberg et al., 1967, 1965). This 
immunological procedure was also used in 1975 by Yvonne Cossart to detect human 
parvovirus B19 in the serum of a blood donor in London (Cossart et al., 1975).  

In the last decade, molecular biology techniques have prevailed for identifying new viruses. The 
viruses of Hepatitis C (Choo et al., 1989), Kaposi sarcoma (Chang et al., 1994) and Merkel 
carcinoma (Feng et al., 2008) have been detected in blood samples and skin biopsies. After 
detection, polymerase chain reaction (PCR) has been used routinely to identify pathogens. PCR 
is a specific and highly sensitive procedure. Its sensitivity explains the false positive results due 
to DNA contamination and great caution is required when positive PCR results are obtained.  

There are several reasons why viral infections have long been suspected to be the cause of 
Chronic Fatigue Syndrome (CFS). Most patients report that their symptoms started 
suddenly with a flu-like illness. It is also known that some viruses, especially polio (an 
enterovirus), can produce a syndrome of permanent post-infection fatigue. Many people 
with CFS also have unusual immunological activity which might result from viral infections 
or predispose them to such infections. Nevertheless, at present the role of viruses in CFS 
remains unresolved, as it is for many autoimmune diseases such as type I diabetes and 
multiple sclerosis. If their precise etiological role remains elusive, despite their in vivo 
persistence, it seems that viruses may trigger the disease and then vanish. This mechanism, 
termed “hit and run”, was described initially in bovine papillomatosis. Bovine 
papillomavirus is detected only at the initial stage of infection and never at the neoplastic 
stage (Favre, personal communication). Consequently, it may be that when a clinical 
diagnosis of CFS is made, it is too late to detect any possibly causative virus. 
                                                 
* Corresponding Author 
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Finally, finding a viral etiology for CFS would open the door to specific therapy that would 
bring hope to patients. 

After presenting a summary of CFS, we shall describe viral candidates and try, with the help 
of examples, to explore some possible mechanisms of virus infection. 

2. Background  
Interest in CFS increased in the early 1980s after an epidemic of neurological symptoms, 
referred to as "myalgic encephalomyelitis" (ME), occurred among the staff of a London 
hospital. Nowadays, CFS refers to the range of complaints found in ME, or chronic fatigue 
and immune dysfunction syndrome (Prins et al., 2006). CFS is characterized by persistent 
and unexplained fatigue, resulting in severe impairment of daily functioning. 

2.1 Definition of CFS 

The most widely supported scientific definition of CFS, which is now considered the 
standard, is that made in 1994 by the US Center for Disease Control and Prevention (Fukuda 
et al., 1994). In this definition, the illness is identified by the presence of subjective 
symptoms, disability and absence of other explanatory illnesses, and not by objective 
validators, such as physical signs or abnormalities detectable by laboratory tests or imaging 
techniques (Prins et al., 2006).  

Criteria of CFS are the following: 

- Persistent or relapsing unexplained chronic fatigue 
- Fatigue lasting for at least 6 months  
- Fatigue of new or definite onset  
- Fatigue not resulting from an organic disease or from continuing exertion  
- Fatigue not alleviated by rest  
- Fatigue resulting in a substantial reduction in previous occupational, educational, social 

and personal activities  
- Four or more of the following symptoms, concurrently present for 6 months: impaired 

memory or concentration, sore throat, tender cervical or axillary lymph nodes, muscle 
pain, pain in several joints, new headaches, non-refreshing sleep, or malaise after 
exertion 

Are excluded: 

- Medical condition explaining fatigue  
- Major depressive disorder (psychotic features) or bipolar disorder  
- Schizophrenia, dementia or delusional disorder  
- Anorexia nervosa, bulimia nervosa  
- Alcohol or substance abuse  
- Severe obesity. 

2.2 Epidemiology and clinical signs 

The prevalence of CFS among adults ranges from 0.25% to 0.5%, with higher rates in women 
(75%) than men (25%), and more frequent in people of lower educational attainment and 
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occupational status. The estimated prevalence is lower among children and adolescents than 
in adults.  

CFS begins generally in young adults. The main complaint is of a persistent, severe fatigue, 
frequently associated with pain (mainly myalgia and headache), cognitive dysfunction, 
and/or gastrointestinal problems. These symptoms result in substantial reduction in 
occupational, educational, social, and personal activities. A thorough history, a meticulous 
physical and mental status examination and a range of laboratory tests and an assessment of 
fatigue severity and functional impairment are needed to diagnose CFS. 

Initially, CFS was compared with neurasthenia (Afari et al., 2003). Psychiatric comorbidities, 
especially depressive disorders, are commonly found (Afari et al., 2003; Choa et al., 2006).  

Full recovery from CFS without treatment is rare. Poorer outcomes are predicted with 
psychiatric comorbidities and a better outcome may be predicted where there is a lower 
baseline fatigue (Prins et al., 2006). 

2.3 Etiology 

The potential roles of many somatic and psychosocial factors in the etiology of CFS have 
been explored (Prins et al., 2006), including: viral infections, immune dysfunction, 
neuroendocrine disorders, central nervous system dysfunction, muscle structure, exercise 
capacity, sleep patterns, genetics, personality, and neuropsychological processes. Both 
etiology and pathogenesis are probably multifactorial. To explain this complex disorder, 
interactions between predisposing, precipitating and perpetuating factors have been 
proposed. 

Among predisposing factors, personality (neuroticism and introversion), lifestyle and 
genetics have been suggested. Among precipitating factors that might trigger the onset of 
CSF, acute physical stress, such as infection (flu-like illness, infectious mononucleosis, Q 
fever and Lyme disease), serious injuries, surgery, pregnancy, labor and psychological stress 
such as major life events have been cited.  

3. DNA viruses   
3.1 Herpes virus 

The Herpes virus family includes DNA lymphotropic and  neurotropic viruses. Epstein-Barr 
virus (EBV), Kaposi sarcoma virus (HHV-8) and cytomegalovirus (CMV) are lymphotropic 
whereas Herpes simplex virus (HSV), Varicella-zoster virus (VZV) and human Herpes virus 
6 (HHV-6) are neurotropic. After an acute infection, these viruses persist in vivo and may 
reactivate during immunosuppression or after a stress. All, except EBV and HHV-8 are 
accessible to antiviral agents. For EBV and HHV- 8, reduction of immunosuppression seems 
to be sufficient. 

3.1.1 Herpes virus and disease 

There are two types of Herpes simplex virus: type 1 causes oral lesions whereas type 2 
causes genital lesions. The skin lesions are typically vesicular. With the type 2 virus, the 
main problem is that if genital lesions occur during pregnancy, there is a risk of 
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main problem is that if genital lesions occur during pregnancy, there is a risk of 
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transmission to the neonate at delivery. With the type 1 virus, there is a risk of encephalitis, 
but this is very rare and depends on the patient’s genetic background. Herpes simplex 
encephalitis is due to a series of monogenic primary immunodeficiencies that impair TLR3 
and UNC-93B-dependent production of INF-alpha/beta and Interferon lambda in the 
central nervous system, at least in a small number of children (Sancho-Shimizu et al., 2007). 
Consequently, it would seem that treatment of Herpes simplex encephalitis with INF-alpha, 
as well as with acyclovir, could improve prognosis. Encephalitis may also occur during 
infection by HHV-6, principally in immunocompromised patients. With lymphotropic 
viruses, the clinical signs are essentially seen in immunodeficient patients, such as organ 
transplant and bone marrow recipients and HIV patients. EBV induces lymphoma, HHV-8 
is the viral agent of Kaposi sarcoma and lymphoma, and CMV is the agent of interstitial 
pneumonia and retinitis. 

3.1.2 Herpes virus and CFS 

Herpes virus is a popular hypothetical candidate for the pathogenesis of CFS, either by 
primary infection or after the reactivation of a latent infection. Two Herpes viruses, EBV and 
HHV-6, are suspected of playing a role in the development of CFS. 

Prospective cohort studies have suggested that acute EBV infection triggers a post-infective 
syndrome in approximately 10% of patients, when evaluated 6 months after onset. 
Nevertheless, in a pilot study, serological patterns of anti-EBV antibody in the patients with 
CFS were not different from those who recovered promptly (Cameron et al., 2010). In 
addition, the levels of circulating EBV DNA were within the range found in healthy blood 
donors. Finally, in a double-blind, placebo-controlled study, acyclovir therapy in patients 
with CFS and persistent EBV antibodies did not improve CFS (Strauss et al., 1988). These 
findings must, however, be interpreted carefully since using acyclovir to treat EBV infection 
is questionable (personal data). In another study, valgancyclovir, an oral pro-drug of 
ganciclovir, was used to treat CFS patients with high EBV antibody titers (Kogelnik et al., 
2006; Lerner et al., 2001). Clinical improvement was observed with a decrease in EBV 
antibody titer. These findings must be confirmed, but we cannot exclude the possibility that 
the drug has an immunomodulatory effect. Indeed, like acyclovir, valgancyclovir is not an 
ideal drug to treat EBV reactivation. 

Because HHV-6 causes a life-long, ineradicable infection, and because of its broad tissue 
tropism, it has been reasonable to speculate that it might be a trigger and perpetuating factor 
for CFS (Komaroff, 2006). The similarities between CFS and several neurological diseases 
associated with HHV-6 have reinforced this speculation. In post-transplant patients, HHV-6 
in the CNS causes cognitive dysfunction and fatigue similar to that reported by CFS 
patients. Human HHV-6 isolates are classified into two variants, termed HHV-6A 
(neurotropic) and HHV-6B, on the basis of their distinct genetic, antigenic and biological 
characteristics, but the specific pathogenicity of each variant remains poorly understood. 
Yalcin detected equal frequencies of HHV-6A and HHV-6B in 13 patients with CFS (Yalcin 
et al., 1994).  

Clinical  studies with antiviral drugs that have in vitro activity  against HHV-6 (for example 
foscarnet) could  provide strong evidence for, or against, any link between HHV-6 infection 
and development of CFS. 
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3.2 Parvovirus  

Autonomous parvoviruses, known to infect man, comprise parvovirus B19 and the recently 
discovered PARV4 and human bocavirus. PARV4 was originally detected in plasma from a 
patient with an "acute infection syndrome” resembling that of primary human 
immunodeficiency virus (HIV) infection. PARV4 is known to be widespread, specifically in 
people with a history of parenteral exposure (injecting drug users, hemophiliacs, 
polytransfused patients), with a strikingly higher incidence amongst those infected with 
HIV. Human bocavirus was originally found in the respiratory tracts of young children. 
Although it is frequently detected by PCR in the nasopharynx of viremic patients with 
primary lower respiratory tract infections, other co-infecting respiratory viruses are 
frequently detected (Servant et al., 2010). As far we know, only parvovirus B19 is involved in 
CFS. 

3.2.1 Parvovirus B19 and disease  

Discovered in 1975 (Cossart et al.,1975), B19  can cause  a wide  range of mild and self-
limiting clinical signs, such as erythema infectiosum (fifth disease) and oligoarthritis (Servant 
et al., 2010). B19V infection may also cause acute anemia due to aplastic crisis in patients 
with shortened red cell survival and the chronic anemia of immunocompromised patients, 
i.e. HIV patients and those with congenital immunodeficiency, undergoing chemotherapy 
for malignancies or after organ transplant. It may also result in hydrops fetalis or fetal death. 
Erythroid progenitor cells are specifically targeted through expression of globoside P 
antigen, which acts as the receptor for B19 virus, explaining the development of anemia. 
Recently, cases of neurological signs and myocardial infections have been associated with 
B19 infection and the spectrum of B19-linked diseases may increase further. The primary 
route of B19V transmission is the respiratory tract (via aerosols), with a majority of 
infections occurring during childhood. The infection may also be transmitted by organ 
transplant and especially by transfusion of blood components, in particular packed red cells 
from blood collected during the short pre-seroconversion viremic phase. In classical natural 
history, an acute B19V infection occurring in immunologically competent individuals is 
controlled by neutralizing antibodies. A transient, high level viremia lasts for less than one 
week and declines with the appearance of specific IgM antibodies, which persist for eight to 
ten weeks, followed by the appearance of life-long specific IgG antibodies. Persistent 
infection may be observed in immunocompromised patients unable to produce neutralizing 
antibodies able to clear the virus, leading to chronic B19V carriage with or without anemia. 
In this case, an infusion of immunoglobulins is necessary. However, even if the immune 
response of healthy subjects is able to clear infection and provide life-long protection against 
B19V, persistence of infection has been reported in the bone marrow of immunocompetent 
subjects with or without symptoms, and recently persisting low levels of B19V DNA were 
found in the blood of some immunocompetent subjects several years after primary infection. 
The mechanism of such chronic B19V carriage remains unclear.   

3.2.2 Parvovirus B19 and CFS 

McGhee (McGhee et al., 2005) reported the case of a 16-year-old boy with no evidence of 
immunodeficiency who had a 2-year history of chronic fatigue, low-grade fever and 
slapped-cheek rash associated with a chronic parvovirus B19 viremia that was detected by 
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quantitative PCR. Parvovirus B19 titers for IgG and IgM were strongly positive. Three 
months of high dose (total 560 g) intravenous immunoglobulin (IVIG) was required before 
both symptoms and viremia resolved. Slapped-check rash is not included in the diagnostic 
criteria of CFS, so in this case we must speak of chronic fatigue rather than CFS. It is not 
known whether his improvement and that of other patients described in the literature by 
Kerr et al. results from increased titers of specific antibody or is due to the 
immunomodulatory effects of high dose IVIG (Kerr et al., 2003). Whatever the mechanism, it 
seems that IVIG is a promising treatment for the chronic fatigue following Parvovirus B19 
infection. Kerr (Denavur & Kerr, 2006) claimed that acute symptomatic parvovirus B19 
infection is associated with elevated circulating TNF-alpha and IFN-gamma and may be 
followed by CFS. Nevertheless Barbara Cameron, by analyzing serum cytokine levels in 
post-infective fatigue syndrome patients and in healthy controls, found no statistically 
significant differences in serum levels of any cytokines at any time (Cameron et al., 2010).  

3.3 Other DNA viruses 

Two other DNA viruses have been unsuccessfully associated to CFS. Firstly, the human 
polyomavirus JC which causes progressive multifocal leukoencephalopathy, and which 
infects granule cell neurons in the cerebellum and sometimes infects grey matter. It may also 
cause meningitis (Tan & Koralnik, 2010). JC virus-induced disorders are essentially observed 
in immunosuppressed patients, whether or not HIV positive. There is no specific antiviral 
drug against the JC virus and the goal of current treatment is to restore the host’s adaptive 
immune response to the JC virus so as to control infection. At present, there is no proof that 
JC virus induces CFS. The second virus putatively associated with CFS is a circovirus, the 
TTvirus. Circoviruses have a questionable pathogenicity in man, but in animals they may 
infect the brain and cause disease, e.g., post-weaning multisystemic wasting syndrome of 
pigs (Hino, 2002). Only one report suggests that TTvirus may induce CFS (Grinde, 2008). 
Further studies are necessary to implicate TTvirus, a non-pathogenic virus, in this 
syndrome.   

4. RNA viruses  
4.1 Enterovirus 

Infection by enterovirus in man, although often asymptomatic, is responsible for a wide 
range of acute diseases (Morinet, 2008). In addition, they are possibly involved in the 
genesis of chronic enterovirus diseases, including chronic myocardial diseases, post-
poliomyelitis syndrome and even juvenile-onset (type1) diabetes mellitus (see below). The 
role of enteroviruses in the pathogenesis of CFS, an old saga, has been largely disputed The 
detection, over a long period of time, of enterovirus structural proteins (VP-1 in sera) and 
enterovirus RNA in the muscle biopsy specimens of patients with CFS is disturbing 
(Douche-Aourik, 2003). Gow (Gow et al., 1994) investigated a large number of muscle 
biopsies from patients with either CFS or neuromuscular disorders and demonstrated the 
presence of enteroviral RNA by RT-PCR in 26.4% and 19.8% of samples respectively. It is 
necessary to demonstrate enterovirus within the muscle fibres by in situ PCR to prove that 
viral persistence alters the metabolism of the cells and thus show that such abnormalities 
cause clinical symptoms (Dalakas, 2003). 
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4.2 Other RNA viruses  

A case report recently described an adolescent boy who was diagnosed as suffering from 
CFS five months after infection with H1N1 influenza (Vallings, 2010). Laboratory test results 
were normal. Other articles investigated the role of GB virus in CFS (Jones et al., 2005; 
Sullivan et al., 2011). GB virus, a flavivirus, has many properties that require study to assess 
its possible association with CFS; effectively this virus replicates preferentially in peripheral 
blood mononuclear cells, primarily B and T lymphocytes, and in bone marrow in vivo. 
Nevertheless, two of twelve CFS patients and one of 21 healthy controls were seropositive 
for GB virus; consequently there is no evidence this virus is associated with CFS.  

Among RNA viruses, there have been conflicting findings with the neurotropic, negative-
stranded RNA Borna virus (De la Torre, 2002). This virus is the causative agent of Borna 
disease, a sporadic and often fatal neurological disease of horses and sheep in central 
Europe and which has been known since the 18th century (Schwemmle, 2001). The mode of 
transmission is unknown but is thought to be by saliva, or nasal and conjunctival secretions. 
Serological and molecular epidemiological studies suggest that such a virus can infect man 
(Nowotny & Kolodziejek, 2000). Despite enormous efforts from many laboratories, it is still 
unclear whether Borna virus infection is associated with human psychiatric disease and 
CFS. Inadvertent sample contamination has been suggested (Durrwald et al., 2007; 
Schwemmle 2001; Evengard et al., 1999). 

Finally, two studies have reported that most CFS patients harbour a gamma retrovirus, the 
xenotropic murine leukemia-related virus (XMRV) in blood (Kearney & Maldarelli, 2010; 
Lombardi et al., 2009). This finding has raised speculation that it may cause the syndrome. 
However, four other laboratories could not replicate this finding, whilst four new studies 
found it only as a laboratory contaminant (Calaway, 2011; Cohen, 2011; Kaiser, 2011; 
Schutzer et al., 2011; Shin et al., 2011; Kean, 2010; Mayor, 2010; Sato et al., 2010; Stoye et 
al.,2010; Coffin & Stoye, 2009). In 2011, at a retrovirology meeting in Boston, Massachusetts, 
researchers presented evidence that this retrovirus is, in effect, a laboratory artefact and not 
a human pathogen. 

5. Viral persistence 
A virus must have two essential characteristics in order to persist in a host (De la Torre et al., 
1991). Firstly, the virus, by any one of several means, must escape the host’s immunological 
surveillance. One classical mechanism is virus-induced down-regulation of HLA class I. The 
infected cell becomes invisible to TCD8+ cytotoxic lymphocytes. This mechanism is used 
extensively by Herpes viruses. The Herpes virus group is unique in that virtually all people 
have latent infections in their peripheral ganglia and/or their white blood cells, which may 
be reactivated to cause symptomatic disease, even decades after initial infection. One such 
virus, the Varicella Zoster Virus, induces shingles (zoster) many years after varicella 
infection in infancy. Virtually all the symptoms of shingles occur also in CFS, except for the 
painful rash (Shapiro, 2009). Secondly, the virus must generate defective particles and 
variants that diminish the expression of its gene product. For example the measles virus, 
after a primary infection, causes systemic disease with a typical skin rash. But during its 
replication it produces defective particles which persist in the CNS where their 
accumulation may lead to subacute sclerosing panencephalitis after ten years. This disease is 
prevented by measles vaccination. 
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Another mechanism by which persistent virus infection produced disease was uncovered 
after the discovery that some viruses could alter cell differentiation (i.e. the “luxury“ 
function of cells), without causing cell destruction, and thereby altering homeostasis. For 
example, whilst examining the effects of persistent lymphocytic choriomeningitis virus (an 
RNA virus which infects mice) infection on differentiated neuroblastoma cells, Oldstone 
(Oldstone et al., 1982) noted abnormalities in the synthesis and degradation of the 
neurotransmitter acetylcholine caused by decreased production of the appropriate acetylase 
or esterase enzyme. Nevertheless, these neuroblastoma cells were of normal morphology, 
growth rate, cloning efficiency and in levels of total RNA, DNA, protein and vital enzyme 
synthesis. Infected cells were indistinguishable from infected ones by both light and high 
resolution electromicroscopy. In man, after infection with influenza virus, peripheral blood 
lymphocytes no longer performed their expected specialized functions, including antibody 
synthesis and they no longer had the capacity to act as killer cells (Oldstone, 2002).  Hence, 
this human RNA virus altered the different cell functions without lysing or destroying them. 
Viruses act very subtly on a cell and disorder its function, but not so severely as to kill the 
infected cell. Yet, for the host, the end result is perturbed homeostasis and disease.   

Persistent enterovirus infections have been implicated in a number of chronic human 
diseases including dilated cardiomyopathy, chronic muscle disorders, type I diabetes 
mellitus and myalgia encephalomyelitis/CFS. Chia (Chia et al., 2010) demonstrated the 
presence of enterovirus protein, viral RNA and the replication of non-cytopathic viruses 
from stomach biopsies from CFS patients, years after the initial acute flu-like illness. More 
interestingly, in a prospective, longitudinal study of three patients, all developed acute 
enterovirus infections, documented by the presence of enteroviral RNA in the secretions, 
blood or affected tissues, and, over the next few years, this was followed by a range of 
symptoms consistent with CFS. Years after acute infections with respiratory/gastrointestinal 
symptoms, viral protein and RNA were found in stomach biopsies. Chronic infections in 
immunocompetent hosts may represent stalemate between attenuated, intracellular viruses 
and an ineffective immune response. 

6. Hit and run 
Over the past twenty years, no study has found conclusive evidence of an infectious etiological 
agent for CFS. The disorder is complex and multifactorial; nevertheless we cannot exclude the 
possibility that some infectious agent may trigger the disorder and then vanish. This 
mechanism, termed “hit and run” is well known in virology. In vitro, B cell cancers tend to 
maintain gammaherpesvirus genomes, whereas Kaposi’s sarcoma and nasopharyngeal 
carcinoma tend to lose them (Stevenson et al., 2010). In bovine papillomatosis, at the stage of in 
situ carcinoma, viral sequences are no longer detected. It also seems that the HTLV-1 Tax 
protein is absent at the final step of leukemia/lymphoma. Outside the field of oncology, 
paramyxovirus and respiratory viruses exhibit a “hit and run” phenomenon indicated by the 
development of asthmatic symptoms long after the infection has cleared (Holtzman et al., 
2004). A single paramyxoviral infection of mice (C57BL6/J strain) not only produces acute 
bronchiolitis but also triggers a chronic response with airway hyper-reactivity and goblet cell 
hyperplasia lasting for at least a year after complete viral clearance (Walter et al., 2002). A “hit 
and run” event may also occur where antibodies to a virus recognize similar amino-acid 
sequences or patterns found in host cells. This cross-reactivity is termed molecular mimicry 
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and does not require a replicating agent, and an immune mediated injury may occur after the 
immunogen has been removed (Oldstone, 1998). 

7. Conclusion 
CFS is a common problem and all clues as to its possible cause are welcome. Despite intense 
efforts, no virus has been clearly incriminated. Their detection seems more casual that 
causal. In addition, the study of viral infections in monozygotic twins who are discordant 
for CFS does not suggest that a virus is the culprit (Koelle et al., 2002). The recent association 
of XMRV with CFS re-opens the debate about laboratory contamination; whether the 
detection of this gammaretrovirus indicates a real infection or whether it is due to a 
laboratory artefact remains highly controversial. If the findings linking XMRV with CFS are 
not due to laboratory artefacts, how can we explain the failure of other investigators to 
replicate the findings? Different inclusion criteria for CFS cannot account for the difference 
between 0% and 67% found in the laboratories (Weiss, 2010).  

One over-arching question is the following: is CFS an infectious disease? If this is the case, 
despite the absence of supporting data, patients with CFS must abstain from blood 
donation, as has been suggested by Bridget M. Kuehn (Kuehn, 2010) in a provocative 
editorial of the JAMA. At present, there has been no confirmation that transfusion is 
associated with the disease.  
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1. Introduction  
Chronic Fatigue Syndrome (CFS) is a disorder of unknown origin likely affecting multiple 
physiological processes. CFS is often a diagnosis of exclusion following a history of 6 
months or more where patients may experience partial to full recovery, relapse or a 
worsening in symptoms and hence deterioration in health (Brkic et al., 2011). The clinical 
manifestations include moderate to severe fatigue, muscle pain, swollen lymph nodes, 
headaches, impaired sleep and cognition (Fukuda et al., 1994). A diagnosis of CFS is made 
using questionnaires which include Centre for Disease Prevention and control criteria for 
CFS, the Australian, British and Canadian CFS classifications and the recently developed 
World Health Organisation’s International Classification of Diseases for CFS (Carruthers et 
al., 2011, Carruthers et al., 2003; Fukuda et al., 1994; Lloyd et al., 1990; Sharpe et al., 1991). 
CFS is a heterogeneous and multifactorial disorder. Mechanisms to explain the underlying 
factors and processes that are responsible for disease progression and symptom profile of 
this disorder remains to be established. However, research has demonstrated that CFS 
impacts the endocrine, neurological, immune and metabolic processes resulting in impaired 
physiological homeostasis (Brenu et al., 2010; Demitrack, 1997; Schwartz et al., 1994). While 
these processes are likely compromised and collectively contribute to ill health in CFS 
patients, CFS remains a disorder lacking a clear molecular or biochemical cause. 

Twin studies have revealed that there is no single genetic factor associated with CFS 
(Evengard et al., 2005). Several molecular studies have identified genes that are differentially 
expressed in CFS patients in comparison to non-CFS individuals (Kaushik et al., 2005, Kerr 
et al., 2008; Gow et al., 2009; Light et al., 2009; Saiki et al., 2008). Additionally, these 
expressional differences in CFS may be as a result of the multifactorial nature of CFS. The 
challenge is to understand the relationship between these genetic discrepancies in CFS 
eventuating discovery of its pathomechanism leading to appropriate treatment and 
ultimately a cure. Gene expression studies in CFS have shown possible links between CFS 
and a number of molecular pathways associated with immune, neurological and metabolic 
processes (Kerr et al., 2008). The purpose of this chapter is to review the literature focusing 
on gene expression changes and their role in the pathophysiology of CFS.  
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2. Molecular studies 
2.1 Candidate gene studies 

Candidate gene studies are mainly employed to address the biological characteristics of 
known genes that predispose them to have an involvement in CFS. The advantage of this 
approach is that it allows for the detection of common alleles with some effect on the disease 
presentation. Comparisons between CFS patients and non-fatigue controls on measures of 
allele and genotype frequencies of identified markers have shown significant differences 
between these groups. This method has been used to investigate the human leukocyte 
antigens (HLA) markers and killer cell immunoglobulin-like markers of NK receptors in 
CFS patients. In some CFS patients significant increases in HLA alleles, HLA-DQA1*01 and 
HLA-DQB1*06 have been observed compared to control participants (Smith et al. 2005). 
Among the killer cell immunoglobulin-like receptors (KIRs), high levels of KIR3DS1 with 
loss of HLA-Bw4lle80 ligands is common among CFS patients compared to control 
participants (Pasi et al., 2011). Similarly, other HLA haplotypes such as HLA-DRB1*1301 are 
elevated in CFS patients (Carlo-Stella et al., 2009). Polymorphisms in other receptors also 
occurs in CFS, importantly a number of the alleles for the receptor for advanced glycation 
end product (RAGE) may be decreased in CFS patients (Carlo-Stella et al., 2009). These 
changes in allelic frequencies and haplotypes especially in the HLA molecules may be 
associated with the inflammatory state of CFS patients.  

Gene studies with SNPs may be an alternative pathway for determining susceptibility to 
CFS. CFS patients are more likely to have SNP variations for the glucocorticoid receptor 
gene NR3C1 with high incidence of risk conferring haplotypes (Rajeevan et al., 2007). The 
serotonergic system in some CFS patients is compromised and this is typified by an over 
active 5-hydroxytryptamine (5-HT) and a down regulated hypothalamic-pituitary-adrenal 
(HPA) axis (Demitrack, 1997). This likely occurs as a consequence of polymorphisms in 
genes that regulate serotonergic signalling. Hence, in CFS an increase in the polymorphism 
of the A allele linked with -1438G/A in the HTR2A receptor may explain these compromises 
(Smith et al., 2008). In particular, -1438G/A has been associated with suicide and cognitive 
impairment (Arango et al., 2003; Reynolds et al., 2006). 

2.2 Twin studies 

CFS may be prevalent in some families, thus, CFS may have a heritable component. 
However, the credibility of this observation remains to be determined. Self report 
measures and restriction fragment length polymorphism are most often used to assess the 
hereditability of CFS (Crawley & Smith 2007). CFS may have a familial predisposition as 
relatives of patients with CFS may not necessarily meet the criteria for CFS but may be 
more prone to experience some of the symptoms of CFS (Walsh et al., 2001). Although 
twin studies allude to the existence of a genetic predisposition to CFS, this may be higher 
among monozygotic twins compared to dizygotic twins (Buchwald et al., 2001). Twins 
with CFS may share similar symptoms and experience the same level of severity in CFS 
related symptoms (Claypoole et al., 2007). Despite these heritable predispositions 
observed in twin studies, they are not enough to confirm a genetic basis for CFS (Albright 
et al., 2011). 
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2.3 Gene expression microarray studies 

Genome wide studies using microarrays is a predictive method of determining genes that 
may influence unexplained disorders such as CFS for which an aetiological mechanism is 
lacking. These large scale explorative studies are more often extensive and are able to 
determine the expression levels of genes expressed in CFS and non-CFS participants. While 
the results from these studies may be useful, validation through real-time quantitative 
polymerase chain reaction is most often required to ensure that the identified genes are 
representative of either a down or an up-regulation in gene expression patterns. Most of 
these large scale studies have identified genes that are differentially expressed in CFS 
compared to non-fatigued participants (Cameron et al., 2007; Carmel et al., 2006; Fang et al., 
2006; Kaushik et al., 2005; Kerr et al., 2008; Saiki et al., 2008; Whistler et al., 2005; Whistler et 
al., 2003). In general, these genes regulate important physiological activities that are 
compromised in CFS. These include immune, endocrine, neurologic, metabolic and cellular 
activities. Elucidation of genes that predispose an individual to CFS is essential in 
understanding the mechanism of CFS. Gene expression studies have allowed for the 
identification of a number of genes involved in different aspects of the disease. 

2.4 CFS gene expression studies 

Many factors can influence susceptibility to CFS. Changes in the expression of genes 
important for various physiological processes may affect normal function. The vast majority 
of research in CFS has confirmed significant compromise to immune, endocrine, 
neurological and metabolic processes. Immunological abnormalities observed in CFS 
patients include decreases in cytotoxic activity of Natural Killer (NK) cells and perturbations 
in cytokine levels.  

2.4.1 Cytokine and chemokine genes 

Cytokines and their genes are vital for sustaining and regulating innate and adaptive 
immune activities such as cell differentiation, proliferation and activation. IL-8 is a pro-
inflammatory chemokine gene with chemotactic properties for neutrophils during pathogen 
invasion and other immunological insults (Huber et al., 1991). In CFS IL-8 has been shown to 
be significantly increased in expression in comparison to non-CFS individuals (Vernon et al., 
2002). During neutrophil pathogen lysis, phagocytic products are released which acts as a 
positive feedback process to activate IL-8 to recruit more neutrophils (Ito et al., 2004; 
Sparkman and Boggaram, 2004). Alterations in IL-8 mRNA expression is linked with 
inflammation (Mukaida, 2003; Nozell et al., 2006; Xie, 2001). An increase in IL-8 expression 
noted in CFS patients may occur as a result of an increase in oxidative stress during 
inflammation (Shono et al., 1996; Ito et al., 2004; Sparkman and Boggaram, 2004). The 
promoter region of IL-8 is bound and activated by transcription factors including NF-κB A 
substantial decrease in the expression of NF-κB negatively affects IL-8 (Huang et al., 2001). 
NF-κB is a necessary component in the activation and signalling pathway of other leukocyte 
cytokines and reductions in their expression increases vulnerability to infectious agents and 
inflammatory reactions (Artis et al., 2003; Bohuslav et al., 1998; Sha et al., 1995; Campbell et 
al., 2000; Yang et al., 1998).  
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understanding the mechanism of CFS. Gene expression studies have allowed for the 
identification of a number of genes involved in different aspects of the disease. 
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of research in CFS has confirmed significant compromise to immune, endocrine, 
neurological and metabolic processes. Immunological abnormalities observed in CFS 
patients include decreases in cytotoxic activity of Natural Killer (NK) cells and perturbations 
in cytokine levels.  

2.4.1 Cytokine and chemokine genes 

Cytokines and their genes are vital for sustaining and regulating innate and adaptive 
immune activities such as cell differentiation, proliferation and activation. IL-8 is a pro-
inflammatory chemokine gene with chemotactic properties for neutrophils during pathogen 
invasion and other immunological insults (Huber et al., 1991). In CFS IL-8 has been shown to 
be significantly increased in expression in comparison to non-CFS individuals (Vernon et al., 
2002). During neutrophil pathogen lysis, phagocytic products are released which acts as a 
positive feedback process to activate IL-8 to recruit more neutrophils (Ito et al., 2004; 
Sparkman and Boggaram, 2004). Alterations in IL-8 mRNA expression is linked with 
inflammation (Mukaida, 2003; Nozell et al., 2006; Xie, 2001). An increase in IL-8 expression 
noted in CFS patients may occur as a result of an increase in oxidative stress during 
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During inflammation, immune cells such as macrophages produce pro-inflammatory 
molecules such as TNF-α. The severity of the inflammatory response determines the level of 
TNF-α produced. The TNFA gene is contained within the MHC complex; once it has been 
translated it functions by binding to TNF receptors TNFR1 or TNFR2. TNF-α has a higher 
affinity for the TNFR2 receptor compared to the TNFR1 (Orlinick and Chao, 1998). TNFR2 
modulates the proliferation of T lymphocytes and encourages pro-inflammatory responses. 
Usually a low concentration of TNF-α is required to activate TNFR2 while TNFR1 is 
stimulated in the presence of increased concentration of TNF-α. These interactions are vital 
for cell death signalling, cytotoxicity or cellular apoptosis (Zhou et al., 2002). TNFR1 and 
TNFR2 compete for TNF-α (Bodmer et al., 2002). TNFA is instrumental in controlling and 
regulating viral infection, NF-κB signalling, neuropathic pain and cytokines (Lee et al., 
2009). In the central nervous system (CNS), glial-derived TNFA modulates synaptic 
plasticity by increasing the expression of AMPA and also reducing long-term potentiation in 
the hippocampus (Leung and Cahill, 2010; Orlinick and Chao, 1998; Pickering et al., 2005). 
TNFA expression increases in the presence of stress and this has been observed in CFS 
patients although this increase was similar in healthy controls (Light et al., 2009). While 
mRNA levels in TNFA may be similar in CFS and healthy controls, polymorphism within 
TNFA may affect their ability to perform efficiently as shown in other diseases (Zhang et al., 
2010). 

IFNAR1 is required for IFNα/β antiviral responses and is therefore a key component in 
immunity against viral and bacterial infections (David, 2002). CFS patients are known to 
have significant increases in viral antigens and these may persist where the activities of IFNs 
are ineffective in inducing antiviral immune responses (Bansal et al., 2011). In CFS, IFNAR1 
is increased in expression (Kerr et al., 2008) and this may occur as a result of persistent viral 
antigens or viral infected cells. It has been observed that IFNAR1 tends to increase in the 
presence of infections such as Human papillomavirus (HPV) and influenza (Gius et al., 2007; 
Jia et al., 2010). IL10-RA is both down- and up-regulated in CFS patients (Kaushik et al., 
2005; Kerr et al., 2008). The protein, IL10-Rα is expressed on T cells, B cells, monocytes, 
macrophages, dendritic cells, NK cells, mast cells and microglia with no intrinsic kinase 
activity. Interactions between IL10-Rα and IL-10 stimulate the phosphorylation and 
activation of JAK1 and TYK2 kinases (Hebenstreit et al., 2005; O'Shea et al., 2002). This 
sequentially phosphorylates tyrosine residues in the cytoplasmic regions of IL-10Rα chains 
and forms docking sites for STAT3 (Moore et al., 2001). Janus Kinases and signal transducers 
and activators of transcription (JAK/STAT) pathways are essential for regulating cytokine 
mediated responses and vice versa (Schindler, 1999; Schindler et al., 2007). Genes such as 
STAT5A are induced by cytokines IL-2, IL-4 and IL-7. STAT5A is a critical element in the 
proliferation and survival of Th2 cells (Hebenstreit et al., 2005; Lin and Leonard, 2000). 
Differential expression in STAT5A in CFS likely affects the Th1-Th2 cytokine balance, 
possibly favouring an anti-inflammatory/Th1 like immune response, while suppressing 
pro-inflammatory immune reactions (Ihle, 2001; Kagami et al., 2001; Saiki et al., 2008; 
Skowera et al., 2004).  

JAK1 contains cytoplasmic tyrosine kinases that react in a non-covalent manner to a varying 
number of cytokine receptors and is therefore implicated in lymphocyte development in 
particular, lymphocyte proliferation and differentiation (Flex et al., 2008). STAT5A and JAK1 
are requisite for IL-2, IL-10, IL-7, IL-9, IL-13, IL-22 and IFN-α signalling (Schindler et al., 
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2007). Hence, over expression of both STAT5A and JAK1 (Kerr et al., 2008; Saiki et al., 2008) 
may substantially alter the normal function of these cytokines and their receptors. These 
may include IFN-α, IL-7 and IL-10 (Kerr, 2008). Such adverse effects may cause shifts in the 
inflammatory profile causing either an increase or decrease in pro- and anti-inflammatory 
cytokines (Gupta et al., 1997; Vojdani et al., 1997). The exact profile of cytokines in CFS 
remains to be determined, although, a number of studies suggest that CFS is characterised 
by a predominant anti-inflammatory immune state (Skowera et al., 2004) others advocate a 
pro-inflammatory immune profile (Swanik et al.). This mixed picture suggests dysregulation 
of the balance in pro- and anti-inflammatory mechanisms. 

Bidirectional communication between JAK/STAT signalling and cytokines is important for 
maintaining immune homeostasis. For example, IL-6 binds to its receptor and positively 
stimulates a number of JAKs and STATs which initiates a sequence of downstream effects 
that prompt the development and maturation of progenitor cells (Kamimura et al., 2003; 
Kristiansen and Mandrup-Poulsen, 2005). However, the expression of IL-6 can be dampened 
by suppressors of cytokine signalling (SOCS), this inevitably increases inflammation (Croker 
et al., 2003; Zhang et al., 2008). Hence, differential expression in IL-6, IL6R and IL6ST (Kerr, 
2008; Light et al., 2009) may have adverse consequences on the activity of IL-6 in both the 
innate and adaptive immune response. This may also affect JAK1 in CFS (Guschin et al., 
1995). Therefore in CFS differential expression in cytokine, JAK and STAT genes may 
increase susceptibility to prolonged immune deterioration.  

TNFRSF1A is the gene for pro-inflammatory tumour necrosis factor (TNF)-α receptor, 
which increases pro-inflammatory events and stimulates the generation of cytokines 
through the activation of NF-κB (Nowlan et al., 2006). TNFRSF1A is also involved in cell 
death pathways involving TNFR-associated factor (TRAF) domains (Baud and Karin, 
2001). In some CFS patients, cell death is particularly increased in neutrophils in 
comparison to non-fatigued controls (Kennedy et al., 2004; See et al., 1998; Vojdani et al., 
1997). NF-κB gene, NFKB1, is decreased in expression in some CFS patients. Decreases in 
both NFKB1 and TNFRSF1A in CFS may potentially affect the proliferation of cytokines 
and chemokines such as IL-8 (Kerr, 2008). Additionally, NF-κB is inhibited by NFKBIZ 
which is also down regulated in CFS (Kerr, 2008). In the immune system, NF-κB is 
activated in response to toll-like receptors (TLR) (Kitamura et al., 2000; Yamazaki et al., 
2001) by TRAF3 (Hauer et al., 2005; He et al., 2007; He et al., 2006). TRAF3 is instrumental 
in T cell related immune responses (Goldfeld et al., 1991). TRAF3 and NFKBIZ are 
collectively involved in the downstream activities of TNFRSF1A and NF-κB. 
Modifications in these genes can affect other cytokine pathways.  

Another important gene, HIF1A, which encodes for the hypoxia induced transcription factor 
HIF1α, is responsible for the induction of apoptosis and inhibition of cell proliferation 
(Akakura et al., 2001; Carmeliet and Tessier-Lavigne, 2005; Yu et al., 2004). HIF1A also 
regulates pathogen lysis or phagocytosis mediated by neutrophils and macrophage (Nizet 
and Johnson, 2009). Oxidative phosphorylation is an important component of the phagolytic 
mechanism. This is deficient in some CFS cases and may cause a decrease in the amount of 
reactive oxygen species released from neutrophils to effectively breakdown the 
phagocytosed pathogen (Brenu et al. 2010). Impairments in oxidative phosphorylation in 
CFS patients may ensue from a downregulation in HIF1A. 
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number of cytokine receptors and is therefore implicated in lymphocyte development in 
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2007). Hence, over expression of both STAT5A and JAK1 (Kerr et al., 2008; Saiki et al., 2008) 
may substantially alter the normal function of these cytokines and their receptors. These 
may include IFN-α, IL-7 and IL-10 (Kerr, 2008). Such adverse effects may cause shifts in the 
inflammatory profile causing either an increase or decrease in pro- and anti-inflammatory 
cytokines (Gupta et al., 1997; Vojdani et al., 1997). The exact profile of cytokines in CFS 
remains to be determined, although, a number of studies suggest that CFS is characterised 
by a predominant anti-inflammatory immune state (Skowera et al., 2004) others advocate a 
pro-inflammatory immune profile (Swanik et al.). This mixed picture suggests dysregulation 
of the balance in pro- and anti-inflammatory mechanisms. 

Bidirectional communication between JAK/STAT signalling and cytokines is important for 
maintaining immune homeostasis. For example, IL-6 binds to its receptor and positively 
stimulates a number of JAKs and STATs which initiates a sequence of downstream effects 
that prompt the development and maturation of progenitor cells (Kamimura et al., 2003; 
Kristiansen and Mandrup-Poulsen, 2005). However, the expression of IL-6 can be dampened 
by suppressors of cytokine signalling (SOCS), this inevitably increases inflammation (Croker 
et al., 2003; Zhang et al., 2008). Hence, differential expression in IL-6, IL6R and IL6ST (Kerr, 
2008; Light et al., 2009) may have adverse consequences on the activity of IL-6 in both the 
innate and adaptive immune response. This may also affect JAK1 in CFS (Guschin et al., 
1995). Therefore in CFS differential expression in cytokine, JAK and STAT genes may 
increase susceptibility to prolonged immune deterioration.  

TNFRSF1A is the gene for pro-inflammatory tumour necrosis factor (TNF)-α receptor, 
which increases pro-inflammatory events and stimulates the generation of cytokines 
through the activation of NF-κB (Nowlan et al., 2006). TNFRSF1A is also involved in cell 
death pathways involving TNFR-associated factor (TRAF) domains (Baud and Karin, 
2001). In some CFS patients, cell death is particularly increased in neutrophils in 
comparison to non-fatigued controls (Kennedy et al., 2004; See et al., 1998; Vojdani et al., 
1997). NF-κB gene, NFKB1, is decreased in expression in some CFS patients. Decreases in 
both NFKB1 and TNFRSF1A in CFS may potentially affect the proliferation of cytokines 
and chemokines such as IL-8 (Kerr, 2008). Additionally, NF-κB is inhibited by NFKBIZ 
which is also down regulated in CFS (Kerr, 2008). In the immune system, NF-κB is 
activated in response to toll-like receptors (TLR) (Kitamura et al., 2000; Yamazaki et al., 
2001) by TRAF3 (Hauer et al., 2005; He et al., 2007; He et al., 2006). TRAF3 is instrumental 
in T cell related immune responses (Goldfeld et al., 1991). TRAF3 and NFKBIZ are 
collectively involved in the downstream activities of TNFRSF1A and NF-κB. 
Modifications in these genes can affect other cytokine pathways.  

Another important gene, HIF1A, which encodes for the hypoxia induced transcription factor 
HIF1α, is responsible for the induction of apoptosis and inhibition of cell proliferation 
(Akakura et al., 2001; Carmeliet and Tessier-Lavigne, 2005; Yu et al., 2004). HIF1A also 
regulates pathogen lysis or phagocytosis mediated by neutrophils and macrophage (Nizet 
and Johnson, 2009). Oxidative phosphorylation is an important component of the phagolytic 
mechanism. This is deficient in some CFS cases and may cause a decrease in the amount of 
reactive oxygen species released from neutrophils to effectively breakdown the 
phagocytosed pathogen (Brenu et al. 2010). Impairments in oxidative phosphorylation in 
CFS patients may ensue from a downregulation in HIF1A. 
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As previously mentioned, chemokines such as IL-8 are important soluble proteins that are 
necessary for immune cell trafficking during infection and other inflammatory insults. 
Chemokines such as CXCR4 are expressed by neutrophils, monocytes and T lymphocytes 
and their activities are regulated by cAMP, IL-6, IL-4, IL-10 and reactive oxygen species 
(Jazin et al., 1997). CXCR4 is necessary for hematopoietic cell trafficking, differentiation, 
endothelial migration and cell proliferation in the CNS and immune systems (Jazin et al., 
1997; Moepps et al., 1997; Zou et al., 1998). CXCR4 is another gene involved in the 
identification of microbial factors such as LPS. The CXCR4 protein is part of the seven trans-
membrane G-protein super family of receptors (Pierce et al., 2002). CXCR4 promotes the 
proliferation of tumour cells via the MAP/ERK pathway and can in some cases have anti-
apoptotic properties (Darash-Yahana et al., 2004). Similar to the TLR4 and CD14 in response 
to LPS, CXCR4 expression becomes upregulated (Moriuchi et al., 1998). As these genes were 
simultaneously measured in the same CFS population, it is possible to posit that in some 
cases of CFS there are high levels of LPS factors, in particular LPS factors that cause 
heightened persistent immune activation. In these individuals perhaps these immune 
activations are not cleared and therefore encourage the survival of these microbial 
pathogens in circulation for a longer duration. In some CFS patients, CXCR4 is upregulated 
(Gow et al., 2009; Kerr, 2008) which may suggest an altered chemokine profile in CFS 
patients. Other genes such as CD47 are present on cells in the CNS and immune system. 
CD47 is a necessary factor in the migration of neutrophils and other cells (Brown et al., 1990; 
Gao et al., 1996; Lindberg et al., 1993; Parkos et al., 1996). It is also important in T cell 
activation and neurological function such as memory (Ticchioni et al., 1997; Waclavicek et 
al., 1997). In CFS, lymphocyte numbers in circulation may vary from patient to patient, 
however, the available number of lymphocytes at sites of infection or engaged in 
eliminating infected cells is not known. Incidentally, an upregulation in chemokine genes IL-
8, CXCR4 and CD47 may affect the efficiency of these cells to migrate to areas of infection 
(Gow et al., 2009; Kerr, 2008). 

As previously discussed TGF-β1 is an important pleiotropic cytokine as it regulates 
peripheral tolerance mechanisms in response to injury, cell growth and survival (Marie et 
al., 2005). TGF-β1 is a critical component of the Treg differentiation pathway in particular 
Treg survival and FOXP3 expression (Marie et al., 2005). TGF-β1 is also an important factor 
in cellular apoptosis involving Fas mediated apoptotic pathways and oxidative 
phosphorylation (Sanchez-Capelo, 2005). An upregulation in this gene may stimulate 
pathways that increase spontaneous apoptosis in neutrophils (Kennedy et al., 2004) and 
thereby prevent the induction of oxidative stress in CFS individuals (Brenu et al., 2010). 

2.4.2 Genes involved in pathogen lysis 

An important mechanism employed by both NK and CD8+T cells to lyse viral pathogens is 
cytotoxic activity. The end result of cytotoxicity is cell death or apoptosis. Cytotoxic activity 
is achieved when the NK or CD8+T cells release lytic granules containing granzymes and 
perforin into the target cell through exocytosis (Leong & Fehinger 2010). In the cell 
membrane of the infected cell perforin facilitates the binding of granzymes to different 
organelles of the cell and induce either caspase dependent or independent apoptosis 
(Pradelli et al., 2010). GZMA is the gene for granzyme A, it is essential for natural cytotoxic 
activity and antibody dependent cytotoxic activity of CD8+T and NK cells via FCγRII (CD16) 
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receptor (Lahmers et al., 2006; Madueno et al., 1993). GZMA induces slow apoptosis once 
released into the target cell. In some CFS patients mRNA levels for GZMA and GZMB are 
low while levels of perforin are increased (Brenu et al., 2010; Saiki et al., 008). Differential 
expression in these lytic molecules may explain the inefficiency of NK or CD8+T cells in CFS 
patients to effectively execute cytotoxicity in the presence of pathogenic cells (Kilmas et al., 
1990; Maher et al., 2005; Brenu et al., 2011).  

However, discrepancies in the cathepsin C (CTSC) gene, which has wide distribution 
throughout the human body particularly in myeloid cells, polymorphonuclear leukocytes, 
alveolar macrophages and osteoclasts, can potentially affect the effectiveness of lytic cells 
(Hakeda and Kumegawa, 1991; McGuire et al., 1997; Rao et al., 1997b). Deficiencies in CTSC 
are associated with impaired activation of GZMA and GZMB in NK and cytotoxic T 
lymphocytes (Pham and Ley, 1999). This implies that CFS patients presenting with atypical 
CTSC expression may also exhibit decreased GZMA and GZMB production (Maher et al., 
2005; Saiki et al., 2008). Cytotoxic activity may be considerably low as a consequence of low 
expression of granzyme genes in CFS patients, thus an increase in viral load will be highly 
detrimental to the compromised immune system. 

2.4.3 Transcription factors 

The regulation of genes is dependent on molecules known as transcription factors 
(Farnham, 2009). In CFS, transcription factor genes are differentially expressed. Among 
them is EGR3, which regulates lymphocyte proliferation, apoptosis and inflammatory 
responses (Beinke and Ley, 2004; Inoue et al., 2004; Jiang et al., 2005). EGR3 in T 
lymphocytes stimulates Fas-L formation and cytotoxic activity of CD8+T lymphocytes 
(Matsuoka and Jeang, 2005). Their dysregulation affects the production of IL-2 (Safford et 
al., 2005), an important factor in anti-inflammatory Treg and Th2 differentiation. In CFS 
patients this may be associated with the deficits in cytotoxic activity and the presence of 
anti-inflammatory immune responses (Kerr et al., 2008).  

TRAIL is another gene expressed by both innate and adaptive immune cells. It is important 
in inducing cellular apoptosis in immune cells, monocytes, dendritic cells, NK and CD8+T 
lymphocytes (Schaefer et al., 2007). In cytotoxic cells such as NK and CD8+T, TRAIL serves 
as an alternative pathway for effective cytotoxic activity against viral antigens (Janssen et al., 
2005; Kayagaki et al., 1999). Th2 cells preferentially express TRAIL and therefore are able to 
kill other immune cells and infected cells (Zhang et al., 2003). Hence, CFS patients with 
deficiencies in this gene may experience decreases in NK and CD8+T cell cytotoxic activity 
and induction of apoptosis, making them more vulnerable to immune infection and 
hindering normal immune function in these individuals. 

NFATC1 is the gene for the nuclear factor of activated T lymphocytes belonging to the 
NFAT family of transcription factors. This transcription factor regulates genes encoding 
cytokines and cytokine receptors in response to antigen activation (Crabtree and Clipstone, 
1994; Rao et al., 1997a). Importantly, they are implicated in T cell abundance, Th2 
differentiation and cytokine production (Yoshida et al., 1998; Ranger et al., 1998). Impaired 
Th2 cytokines in some cases of CFS may emanate from perturbed expression in NFATC1. 
Conversely, other genes such as human β-defensin 1 (DEFB1) may have unfavourable 
consequences on the Th1 cytokines causing an over abundance of these proteins in some 
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receptor (Lahmers et al., 2006; Madueno et al., 1993). GZMA induces slow apoptosis once 
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expression in these lytic molecules may explain the inefficiency of NK or CD8+T cells in CFS 
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(Hakeda and Kumegawa, 1991; McGuire et al., 1997; Rao et al., 1997b). Deficiencies in CTSC 
are associated with impaired activation of GZMA and GZMB in NK and cytotoxic T 
lymphocytes (Pham and Ley, 1999). This implies that CFS patients presenting with atypical 
CTSC expression may also exhibit decreased GZMA and GZMB production (Maher et al., 
2005; Saiki et al., 2008). Cytotoxic activity may be considerably low as a consequence of low 
expression of granzyme genes in CFS patients, thus an increase in viral load will be highly 
detrimental to the compromised immune system. 

2.4.3 Transcription factors 

The regulation of genes is dependent on molecules known as transcription factors 
(Farnham, 2009). In CFS, transcription factor genes are differentially expressed. Among 
them is EGR3, which regulates lymphocyte proliferation, apoptosis and inflammatory 
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lymphocytes stimulates Fas-L formation and cytotoxic activity of CD8+T lymphocytes 
(Matsuoka and Jeang, 2005). Their dysregulation affects the production of IL-2 (Safford et 
al., 2005), an important factor in anti-inflammatory Treg and Th2 differentiation. In CFS 
patients this may be associated with the deficits in cytotoxic activity and the presence of 
anti-inflammatory immune responses (Kerr et al., 2008).  

TRAIL is another gene expressed by both innate and adaptive immune cells. It is important 
in inducing cellular apoptosis in immune cells, monocytes, dendritic cells, NK and CD8+T 
lymphocytes (Schaefer et al., 2007). In cytotoxic cells such as NK and CD8+T, TRAIL serves 
as an alternative pathway for effective cytotoxic activity against viral antigens (Janssen et al., 
2005; Kayagaki et al., 1999). Th2 cells preferentially express TRAIL and therefore are able to 
kill other immune cells and infected cells (Zhang et al., 2003). Hence, CFS patients with 
deficiencies in this gene may experience decreases in NK and CD8+T cell cytotoxic activity 
and induction of apoptosis, making them more vulnerable to immune infection and 
hindering normal immune function in these individuals. 

NFATC1 is the gene for the nuclear factor of activated T lymphocytes belonging to the 
NFAT family of transcription factors. This transcription factor regulates genes encoding 
cytokines and cytokine receptors in response to antigen activation (Crabtree and Clipstone, 
1994; Rao et al., 1997a). Importantly, they are implicated in T cell abundance, Th2 
differentiation and cytokine production (Yoshida et al., 1998; Ranger et al., 1998). Impaired 
Th2 cytokines in some cases of CFS may emanate from perturbed expression in NFATC1. 
Conversely, other genes such as human β-defensin 1 (DEFB1) may have unfavourable 
consequences on the Th1 cytokines causing an over abundance of these proteins in some 
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cases of CFS (Wehkamp et al., 2005). DEFB1 is involved in immunomodulation against 
microbial peptides in both the innate and adaptive immune response. Using the CCR6 
receptor they are able attract dendritic cells and CD4+T lymphocytes (Yang et al., 1999) 
during infection and inflammation (Dommisch et al., 2005; Sun et al., 2005; Wehkamp et al., 
2005). Animal models have confirmed that an increase in susceptibility to microbial 
infections infections ensues in the event where DEFB1 is deficient or mutated (Morrison et 
al., 2002; Moser et al., 2002). CFS related serological and virological studies indicate 
significant increases in viral antigens in some CFS patients and this may also be linked to 
defects in DEFB1.  

ETS1 encodes for a transcription factor that binds to DNA sequences with an invariant GGA 
(Gegonne et al., 1993). ETS1 like many other transcription factors is upregulated in CFS 
patients (Kerr et al., 2008). ETS1 is an early response transcription factor gene with binding 
sites for transcription factors AP1, AP2 and ETS at its promoter end (Dittmer, 2003; Thomas 
et al., 1997). It is found in the nucleus where phosphorylation of Ras strongly increases 
transcriptional activity of ETS1 and its interactions with other proteins through the ETS1 
domain (Wasylyk et al., 1998). ETS1 acts together with other genes to increase its function 
hence it is positively regulated by AML-1, Pit-1 and HIF-2α (Dittmer, 2003). ETS1 
sequentially excites the DNA binding process of these genes . ETS1 can be inhibited by 
CAMKII, Daxx/EAPI and ZEB (Dittmer, 2003). ETS1 synergises with TGF-β to activate other 
genes. Activated T cells usually have a decreased expression of ETS1 compared with 
dormant T cells T cells (Bhat et al., 1990). ETS1 is found in T, B, and NK cells. It is a proto-
oncogenic transcription factor which is involved in naïve T cell development and 
differentiation (Di Santo, 2010). In T cells, deficiencies in ETS1 can inhibit T cell responses to 
other stimulatory signals and increase susceptibility to cell death. Although, ETS1 
expression decreases in the activated T cells in the developing T cell it is essential in 
prompting the expression of TCRα and TCRβ (Giese et al., 1995). Additionally, ETS1 
interacts with other immune regulators such as STAT5 which is implicated in T cell 
responses (Rameil et al., 2000). ETS1 is an essential gene necessary for the optimal optimal 
development of naïve T cells, an increase in this gene may suggest an increase in resting T 
cells over activated T cells in CFS patients. Although, increases in some subsets of T cells 
such as FOXP3 Tregs (Brenu et al., 2011b) have been suggested, it is possible that these cells 
are not adequately activated and a majority of these cells are in the resting phase it is most 
likely thus are not able to effectively clear infections or encourage most favourable immune 
profile in CFS patients. NK decrease in cytotoxic activity may also be related to ETS1 over 
expression as ETS1 is important in NK cell development (Yokoyama et al., 2003). Failure of 
NK cells to develop into efficient lytic cells can hinder their ability to recognise and 
eliminate pathogens. Loss of function in ETS1 impairs proper lymphocyte differentiation 
and permits autoimmune responses (Wang et al., 2005). However, FOXN1 is involved in the 
development and differentiation of thymic epithelial cells (TECs) (Su et al., 2003). The 
expression of FOXN1 is controlled by Bone Morphogenetic proteins (BMPs) and WNT 
(Coffer and Burgering, 2004). Immune deficiencies arise when mutations occur in FOXN1 
(Coffer and Burgering, 2004). In CFS, FOXN1 has been suggested as a potential candidate 
gene for the development of biomarkers for CFS and may be linked to the severity of CFS 
(Presson et al., 2008). Abnormal changes in FOXN1 affects T cell development and function 
and may relate to the cytokine pattern in CFS.  
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The histone acetyltransferase and deacetylase (HDAC7A) gene modulates nuclear histone 
acetylation. It inhibits the activity of myocyte enhancer-binding factor (MEF) and is highly 
expressed in thymocytes (Kasler and Verdin, 2007). This gene is responsible for 
transcriptional repression and the maintenance of cellular integrity (de Ruijter et al., 2003). It 
is an efficient co-repressor of the androgen receptor (AR) (Karvonen et al., 2006). It regulates 
apoptosis in developing thymocytes and may be associated with the decrease cytotoxic 
activity noticed in some CFS patients. Given that transcription factors are important in most 
cellular processes, a decrease or increase in its expression can have crucial consequences on 
the normal functioning of many physiological processes. 

2.4.4 Immune regulators 

The current data on CFS strongly support an impaired immune function characterised by 
differential expression of cytokines and decreases in cytotoxic activity. These observed 
immune defects may ensue from changes in the expression of certain genes involved in the 
signalling pathways of these immune indices. MAPK9 codes an important signalling 
molecule known as the JNK2 protein kinase and its disruption is associated with the 
pathogenesis of destructive insulitis (Jaeschke et al., 2005). Some microbes are able to 
downregulate MAPK9 which in turn inactivates JNK2 thereby decreasing transcriptional 
events in this pathway (Zhang et al., 2004). 

The cytochrome P450 (CYPIBI) gene has a role in responding to environmental toxins and 
mutagenic products (Hayes et al., 1996; Shimada et al., 1996). Although it is expressed in 
higher concentrations in breast cancer (Huang et al., 1996), in CFS it most likely involved in 
increased susceptibility to toxic agents. As CFS is likely a multi-factorial disorder, prolonged 
exposure to toxic agents may predispose an individual to CFS. CMRF35/CD300C encodes 
the CD300c leukocyte surface protein present on macrophages (Turnbull and Colonna, 
2007). Secretion of TNF-α and IFN-α is highly dependent on CYPIBI (Ju et al., 2008). 
Additionally, abnormalities in CFS cytokine profiles possibly occurs where CMRF35 is 
differentially expressed, distorting anti-viral (IFN- α) and pro-inflammatory (TNF-α) 
activities required for maintaining immune homeostasis (Sen, 2001). 

Adhesion molecules are important for interactions between T cells and other cellular 
surfaces. In T cells the adhesion molecule CD2 allows T cells to connect with other cells. CD2 
is regulated by CD2BP2 (the CD2 binding protein 2) which increases binding specificity of 
the cytoplasmic domain of the T cell adhesion molecule CD2 and localizes it to the cell 
membrane and nucleus. TLR4 is an anti-tumour repressor and which inhibits the 
destruction of tumour antigens in lysosomes of dendritic cells. This facilitates antigen 
presentation to T cells and enhances the binding of LPS to MD-2. TLR4 mediated signalling 
can either occur via MyD88 dependent or independent pathway. When the MyD88 
dependent pathway is used, this leads to the production of pro-inflammatory cytokines 
while the MyD88-independent pathway induces Type I interferons and interferon inducible 
genes (Lu et al., 2008). Human macrophages express CD14, a glycosylphosphatidylinositol-
linked plasma-membrane glycoprotein, on their cell surfaces that facilitate the induction of 
apoptosis of foreign cells (Vita et al., 1997). CD14 in conjunction with TLR4 and MD2 
initiates the formation of a lipopolysaccharide receptor complex that controls immune 
responses to pathogens in the respiratory system, recognition of LPS and the generation of 
systemic inflammation (Wright et al., 1990). An increased expression in both TLR4 and CD14 
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The histone acetyltransferase and deacetylase (HDAC7A) gene modulates nuclear histone 
acetylation. It inhibits the activity of myocyte enhancer-binding factor (MEF) and is highly 
expressed in thymocytes (Kasler and Verdin, 2007). This gene is responsible for 
transcriptional repression and the maintenance of cellular integrity (de Ruijter et al., 2003). It 
is an efficient co-repressor of the androgen receptor (AR) (Karvonen et al., 2006). It regulates 
apoptosis in developing thymocytes and may be associated with the decrease cytotoxic 
activity noticed in some CFS patients. Given that transcription factors are important in most 
cellular processes, a decrease or increase in its expression can have crucial consequences on 
the normal functioning of many physiological processes. 

2.4.4 Immune regulators 

The current data on CFS strongly support an impaired immune function characterised by 
differential expression of cytokines and decreases in cytotoxic activity. These observed 
immune defects may ensue from changes in the expression of certain genes involved in the 
signalling pathways of these immune indices. MAPK9 codes an important signalling 
molecule known as the JNK2 protein kinase and its disruption is associated with the 
pathogenesis of destructive insulitis (Jaeschke et al., 2005). Some microbes are able to 
downregulate MAPK9 which in turn inactivates JNK2 thereby decreasing transcriptional 
events in this pathway (Zhang et al., 2004). 

The cytochrome P450 (CYPIBI) gene has a role in responding to environmental toxins and 
mutagenic products (Hayes et al., 1996; Shimada et al., 1996). Although it is expressed in 
higher concentrations in breast cancer (Huang et al., 1996), in CFS it most likely involved in 
increased susceptibility to toxic agents. As CFS is likely a multi-factorial disorder, prolonged 
exposure to toxic agents may predispose an individual to CFS. CMRF35/CD300C encodes 
the CD300c leukocyte surface protein present on macrophages (Turnbull and Colonna, 
2007). Secretion of TNF-α and IFN-α is highly dependent on CYPIBI (Ju et al., 2008). 
Additionally, abnormalities in CFS cytokine profiles possibly occurs where CMRF35 is 
differentially expressed, distorting anti-viral (IFN- α) and pro-inflammatory (TNF-α) 
activities required for maintaining immune homeostasis (Sen, 2001). 

Adhesion molecules are important for interactions between T cells and other cellular 
surfaces. In T cells the adhesion molecule CD2 allows T cells to connect with other cells. CD2 
is regulated by CD2BP2 (the CD2 binding protein 2) which increases binding specificity of 
the cytoplasmic domain of the T cell adhesion molecule CD2 and localizes it to the cell 
membrane and nucleus. TLR4 is an anti-tumour repressor and which inhibits the 
destruction of tumour antigens in lysosomes of dendritic cells. This facilitates antigen 
presentation to T cells and enhances the binding of LPS to MD-2. TLR4 mediated signalling 
can either occur via MyD88 dependent or independent pathway. When the MyD88 
dependent pathway is used, this leads to the production of pro-inflammatory cytokines 
while the MyD88-independent pathway induces Type I interferons and interferon inducible 
genes (Lu et al., 2008). Human macrophages express CD14, a glycosylphosphatidylinositol-
linked plasma-membrane glycoprotein, on their cell surfaces that facilitate the induction of 
apoptosis of foreign cells (Vita et al., 1997). CD14 in conjunction with TLR4 and MD2 
initiates the formation of a lipopolysaccharide receptor complex that controls immune 
responses to pathogens in the respiratory system, recognition of LPS and the generation of 
systemic inflammation (Wright et al., 1990). An increased expression in both TLR4 and CD14 
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may suggest an increase in LPS, LPS increases the expression of these genes (Foster et al., 
2007). The biphasic expression of these genes allows them to have either an activating or a 
limiting effect on other genes. Additionally, in most cellular responses to bacterial infection 
due to LPS release, the MyD88-independent signalling pathway is activated. TLR4 may bind 
to the cell membrane allowing efficient presentation of LPS to TLR4. It is evident that 
modulation of the expression of CD14 and TLR4 can have severe consequences on the ability 
of immune cells to recognise microbial particles. Nonetheless, these observations are 
indicative of a heightened immune activation as a possible contributory factor to the 
compromised immune function in CFS patients.  

Other neutrophil related genes have also been suggested to be differentially expressed in 
CFS patients. Genes such as SNAP23 (Synaptosomal-associated protein 23) and CFACAM8 
are upregulated in some cases of CFS (Gow et al., 2009; Kerr et al., 2008). SNAP23 is present 
mostly in non-neuronal tissues and is part of the t-SNARE complex (Washbourne et al., 
2002). SNAP23 controls neutrophil exocytosis and also cell surface granule interactions and 
is thus essential for intracellular trafficking of vesicles/granules (Lacy, 2006; Zylbersztejn 
and Galli, 2011). CFACAM8 on the other hand is important in cell adhesion, migration and 
signal transduction in neutrophils (Zhao et al., 2004). These genes are therefore essential for 
the movement of neutrophils to sites of inflammation and or infection. 

2.4.5 Other cellular processes  

Other genes examined in CFS are necessary for many cellular processes. These genes may be 
implicated in functional properties of cells in a number of physiological processes 
suggesting a heterogeneous clinical presentation. For example, ARPC5 is the smallest 
subunit of the actin related protein complex 5, which controls the polymerization of actin 
(Pollard, 2007). This normally occurs in response to cellular motility during the 
polymerization of new actin filament. Dendritic cells have not being adequately investigated 
in CFS, however, their morphogenesis may be compromised as evident by the over 
expression of ANAPC11 (Gumy et al., 2011). ANAPC11, anaphase promoting complex 
subunit 11, has a role in dendritic cell morphogenesis (Domingo-Gil et al., 2010). It is part of 
a complex that targets and degrades proteins during mitosis. The migration of cells from 
one point to another, in circulation, involves the interplay of a number of genes such as 
ATP5J2, an ATP synthase involved in cellular processes requiring ATP (Cheung and 
Spielman, 2009). APP, the amyloid precursor gene is a marker for Alzheimer’s disease 
(Zetterberg et al., 2010). It regulates cell surface proteins (Hoe and Rebeck, 2008).GSN is an 
anti-apoptotic regulator, and an actin serving protein that modulates actin assembly, 
disassembly and regulates cell motility via the actin network (Hoe and Rebeck, 2008). 
REPIN1 is highly expressed in the liver and adipose tissue. It is a replication initiator and is 
involved in a number of metabolic disorders (Bahr et al., 2011). 

A number of genes identified in CFS patients are involved in metabolic pathways 
specifically the protein kinases, ATP and cAMP related genes. These genes interact to 
maintain normal metabolic activity. These include transmembrane protein 50A (TMEM50A) 
located in RH gene locus, ATP6V1C1 which regulates extracellular acidification to facilitate 
bone resorption (Feng et al., 2009) and PRKAR1A inhibits protein phosphorylation and 
tumour development (Bossis and Stratakis, 2004; Groussin et al., 2002). Mutations in 
PRKAR1A have been associated with tumour development (Scott, 1991; Tasken et al., 1997). 
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AKAP10 is the kinase-anchoring gene 10 which is currently an identifier for determining the 
risk of developing colorectal cancer (Wang et al., 2009a; Wang et al., 2009b). It also requires 
cAMP to diffuse through the cytoplasm to propagate its signal. AKAP10 modulates immune 
responses related to PGE2/EP2/cAMP/PKA pathway (Kim et al., 2011). It targets 
regulatory subunit of PKA to specific cell sites such as the mitochondria. The cAMP 
responsive element binding protein (CITED2) refers to (Xu et al., 2007). It modulates 
hypoxia inducible factor dependent expression of vascular endothelial growth factor and 
hematopoietic stem cells. In CFS, we have recently reported an increase in neuropeptide 
receptors, specifically in VPACR2 in a cohort of CFS patients (Brenu et al., 2011b). This 
increase in VPAC2R may translate into an increase in cAMP causing a potential increase in 
PKA activity in CFS. An increase in cAMP may increase the expression of PKAR1A, AKAP10 
and CITED2 and hence making their regulatory effects redundant and altering the 
physiological homeostasis. Tyrosine kinase non-receptor 2 (TNK2) functions as a 
translational repressor during cell fate specification and is necessary for the expression of 
epidermal growth factor receptors (Howlin et al., 2008). 

Mitochondria related genes are also differentially expressed in CFS these genes include 
SUCLA2, MRRF, EIF4G1, MRPL23, GABPA, PRDX3 and EIF3S8. As cellular function is 
impaired in CFS it is likely that important organelles especially those related to metabolic 
processing may be functioning at suboptimal levels. SUCLA2is involved in mitochondria 
regulation (Miller et al., 2011), EIF4G1 is an initiation factor implicated in mitochondrial 
induced apoptosis (Bushell et al., 2000), MRRF regulates cell survival (Rorbach et al., 2008) 
while PRDX3 prevents oxidative damage to cells (Ejima et al., 2000). Additionally, GABPA, 
EIF3S8 and MRPL23 have broad functions in mitochondria (Wyrwicz et al., 2007; Zhang and 
Wong-Riley, 2000). Mitochondria in the muscles of patients with CFS produce relatively low 
energy when compared to non-fatigued controls (Plioplys and Plioplys, 1995). In some cases 
patients may present with structural deformities in the mitochondria, these include 
subsarcolemmal mitochondrial aggregates, compartmentalization of the internal 
mitochondrial membrane and polymorphism (Plioplys and Plioplys, 1995). Similarly 
defective mitochondrial metabolic activity may be characterised by the presence of 
neurotoxic phospholipids and phospholipids of mitochondria that appear after microbial 
infections (Hokama et al., 2008). Neutrophil in the innate immune system employ 
respiratory burst and oxidative phosphorylation as a means to effectively kill and clear 
pathogen invasion. This unique mechanism is advantageous and reduces the persistence of 
microbial infections. Respiratory burst in CFS is flawed. The authors have previously shown 
that in CFS neutrophils are able to recognise and engulf pathogens however, the ability to 
induce and activate reactive oxygen species to induce respiratory burst is significantly 
compromised when compared to non-fatigued controls (Brenu et al., 2010). Incidentally, 
abnormal mitochondrial function exists in CFS where ATP and oxidative phosphorylation is 
substantially lower in the CFS patients (Myhill et al., 2009).  

2.4.6 Neurology and endocrine function 

Neurological dysfunction in CFS may present in many formats, the most obvious 
documented symptoms are loss in memory and concentration, sleep disorder and severe 
headaches. While the exact cause of CFS remains to be determined it has been postulated 
that neuroimmune abnormalities in form of dysregulation in cytokines due to a prevalent 
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viral antigens in the brain may enhance CFS related neurological deficits (Kuratsune et al., 
2001). In CFS a number of genes that regulate neurological and endocrine function have also 
being detected to be equivocally expressed when compared to non-fatigued controls. These 
observations may relate to the impairment in cognition and other neurological functions 
associated with this disease. The HPA axis is distorted in CFS and this may have a bearing 
on the changes in other genes (Ursini et al., 2010). EIF2B4 affects neurological function and 
has been shown to be related to mitochondrial function. It refers to the eukaryotic 
translation factor 2B subunit 4. It has been implicated in Vanishing White Matter disease 
(VWM). Although CFS is not an inherited disorder it may share similar symptoms with 
VWM. Both CFS and VWM are associated with infections (Bansal et al., 2011). CFS patients 
and patients with VWM may demonstrate abnormalities in cerebrospinal fluid (Schutzer et 
al., 2011a; Schutzer et al., 2011b). White matter studies in CFS are inconsistent, in some 
instances, abnormal white matter has been observed (Lange et al., 1999; Schwartz et al., 
1994). Also, grey matter in some CFS patients may be reduced (de Lange et al., 2005). These 
confounding factors may to some extent relate to the severity of neurological impairments in 
patients with CFS. 

NHLH1 is the helix-loop-helix transcription factor whose expression is restricted to the 
nervous system. It is important during development and neuronal differentiation (De 
Smaele et al., 2008). In mice loss of NHLH1 generates irregular autonomic function 
characterised by arrhythmia, dampening of parasympathetic and in increase in death 
(Cogliati et al., 2002). A number of CFS patients may present with a dysfunctional 
autonomic system which may be related to an increase in heart rate and a decrease in 
systolic blood pressure. Additionally, irregularities in pH and heart rate variability occur in 
CFS patients following exercise (Jones et al., 2009; Newton et al., 2007). SORL1 refers to the 
sortilin-related receptor. It is a neuronal sorting protein-related receptor that is involved in 
intracellular trafficking. It directs trafficking of amyloid precursor protein and is decreased 
in the brains of humans suffering with Alzheimer’s disease (Shibata et al., 2008). It is 
associated with risk of late onset of AD. This gene may be partially responsible for the 
memory loss experience by some CFS patients although this needs further clarification 
(Reynolds et al., 2010). PKN1 is part of the neurofilament head rod domain kinase. It is a 
serine/threonine protein kinase that mediates cellular response to stress (Kato et al., 2008). 
PKN1 regulates gene expression in response to extra cellular stimuli. Overexpression of 
PKN1 causes a substantial elevation in the phosphorylation of ERK (Kajimoto et al., 2011). A 
number of CFS patients show an upregulation in genes in the ERK signalling pathway when 
compared to non-fatigue controls (Kerr et al., 2008). Phosphorylation of TRAF1 is dependent 
on PNK1 and this also regulates the ratio of TRAF1 and TRAF2 and determines the NF-κβ 
and JNK signalling (Kat et al., 2008). TRAF1 and TRAF2 in turn modulate the signalling 
activity of IKK and JNK (Gotoh et al., 2004). An upregulation in PKN1 may severely alter the 
downstream signalling pathways associated with PKN1. Importantly NF-κβ immune 
related activities maybe distorted where PKN1 is upregulated. NF- κβ regulates 
inflammatory cytokines (Park and Levitt, 1993). In CFS alterations in cytokine distribution 
has been observed. This may be either towards a pro- or anti-inflammatory cytokine profile. 
In the CNS system shifts in cytokine profiles have been reported for many autoimmune 
disorders and a similar mechanism may occur in CFS patients as a consequence of 
prevailing viral and microbial antigens that are not effectively cleared following infection. 
Perhaps these antigens remain and therefore modulate the cytokine milieu in the CNS. 

 
Gene Expression in Chronic Fatigue Syndrome 

 

25 

Additionally heightened pro-inflammatory mechanisms followed by an increase in 
suppression may exist in the CNS neuroimmune system in an attempt to dampen viral and 
microbial survival in the CNS. 

During development, HOXA1 is expressed in the hindbrain (Studer et al., 1998). It is an 
essential developmental gene belonging to the homeobox genes. It is associated with autism. 
The product generated from translation of this gene is a transcription factor which is 
important in cell differentiation, embryogenesis, defining body plan during development 
and oncogenic transformation. Recently HOXA1 has been observed to be a target of miR-10a 
(Shen et al., 2009). COMT is the catechol-O-methyltransferase, it is critical for the metabolic 
degradation of dopamine (Blanchard et al., 2011). It is involved in the function of dopamine 
in the prefrontal cortex of the human brain thus it is involved in frontal lobe functioning 
(Meyer-Lindenberg et al., 2005). The inability of most CFS patients to concentrate for long 
periods on activities requiring higher order cognitive function may be explained by 
dysregulation in COMT.  

2.5 MicroRNA 

MicroRNAs (miRNA) are recently described, highly conserved molecules with regulatory 
activities in multi-cellular organisms such as mammals. They are small components of 
ribonucleoprotein particles belonging to a family of RNA which have diverse effects on 
physiological function. MicroRNAs are suppressors of gene expression and affect either 
translational processes or the stability of mRNAs through the encouragement of decay 
processes, deadenylation and decapping processes termed RNA interference (Mishima et 
al., 2006; Wu et al., 2006). The expression of the miRNA gene results in the creation of the 
primary transcript (pri-miRNA) that is 60-80 nucleotides in length. This pri-miRNA contains 
a hairpin stem-loop structure which is cleaved by the enzyme Drosha (RNA III enzyme) and 
DGCR8 (DiGeorge critical region 8), resulting in the creation of a structure comprised of a 
~22 base pair stem, 2-nucleotide 3’ overhang and a loop, collectively known as the 
precursor-miRNA (pre-miRNA) transcript (Lee et al., 2003). The pre-miRNA transcript is 
transported into the cytoplasm where RNase III enzyme, Dicer, cleaves the terminal loop of 
the pre-miRNA transcript to form a 18-24 base pair product (Lee et al., 2002). A currently 
unidentified helicase then produces individual miRNA strands – a mature miRNA, which is 
the mediator of mRNA repression, and the passenger strand, which is rapidly degraded. 
The mature miRNA is integrated into an RNA induced silencing complex (RISC) with 
Argonaute (Ago) proteins where it is further processed (Khvorova et al., 2003; Lee et al., 
2003; Lingel et al., 2003; Mourelatos et al., 2002). The final product formed from this 
sequence of events is a miRNA-RISC complex. Suppressive effects of miRNA on mRNA 
molecules occur via the RISC complex in which Ago is able to exercise endonuclease activity 
on the double stranded miRNA-mRNA structure (Hutvagner and Zamore, 2002). The 
mature miRNA can bind to complete and incomplete complementary strands of mRNA 
molecules and degrade the mRNA or inhibit translation respectively (Behm-Ansmant et al., 
2006; Hutvagner and Zamore, 2002; Lim et al., 2005). Through these mechanisms it has been 
extensively documented that miRNA regulates a diverse range of physiological activity and 
also contributes to disease states such as cancer (Lu et al., 2005) and cardiomyopathy (Chen 
et al., 2006). Interactions between the miRNA and mRNA molecules are important for 
maintaining physiological processes in development and homeostasis and have already 
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been associated with numerous disease states. However, the role of miRNA in CFS is largely 
unknown. For further reading on the cellular and physiological processes of miRNA, the 
reader is directed to Sun et al. (2010).  

With consistent trends between immunological dysfunction and CFS becoming more 
apparent, miRNAs related to immune function are relevant to this understudied area and 
may hold potential for treatment. The first study of its kind to assess miRNA expression in 
CFS investigated the expression of miRNAs relating to immune function, apoptosis and cell 
cycle regulation (Brenu et al., 2011a). This study identified a general down regulation in 
most of the miRNA transcripts in NK cells of CFS patients. This supports the observation of 
immune dysregulation in CFS patients (Brenu et al., 2010; Maher et al., 2005), however, 
whether this is linked to a decrease in miRNA processing activity or is specific to miRNA 
function is yet to be determined. More specifically, this study found decreases in miRNA 
transcripts that are involved in apoptosis. CFS patients have been shown to demonstrate 
significant decrease in cytotoxic activity of NK cells hence decreases in miRNAs  
may contribute to the pattern of NK cytotoxicity noticed in CFS patients. For example,  
miR-146, which mediates the expression of NFκ-β and thus the transcription of numerous 
inflammatory mediators, was significantly decreased in CFS (Brenu et al., 2011b).  
The consequence of this may be a decrease in the cytokine secretion by NK cells as NFκ-β  
is an important regulator of cytokine production in these cells (Gerondakis & Siebenlist 
2010). Incidentally IFN-γ was noticed to be significantly decreased in expression in the same 
cohort of CFS patients with a decrease in miR-146 (Brenu et al., 2011b). Similarly, in  
the presence of an altered NFκB expression, NK responsiveness to IL-12 in CFS patients may 
be dampened compromising immune response to both infection and homeostasis (Broderick 
et al., 2010). Further studies are needed to verify whether miRNAs contribute or are linked 
to depressions in IL-8, IL-13 and IL-5 and increased activity of IL-1α, IL-1β, IL-4, IL-5,  
IL-6 and IL-12 in CFS patients (Fletcher et al., 2009). Substantial decreases in the expression 
miR-21 were observed in the CFS patient group. These results suggest the presence  
of a possible compromise in the maturation and function of lymphocyte translating  
into decreases in cytotoxic activity (Salaun et al., 2011). Direct evidence of this however, 
remains to be established.  

At the present miRNA research is at its infancy hence the exact role of miRNAs in NK cells 
is subject to speculation. Similarly the gene expression miRNA studies in CFS is severely 
lacking therefore only postulations can be made about the link between the miRNAs and  
the disease. However, the promising data shown in the aforementioned studies likely 
suggest that miRNAs may indeed play greater roles in the dysregulation of immune 
function in CFS.  

MicroRNAs may regulate other aspects of immune function in CFS, the above mentioned 
study is limited as it only examines NK and CD8+T cells. However miRNAs are known to 
regulate most if not all immune cells. In the innate immune system, miRNAs such as miR-155 
enhance the maturation of macrophages and dendritic cells via the TLR receptor pathway, 
causing heightened sensitivity in these cells to antigens in circulation (O'Connell et al., 2007; 
Tili et al., 2007). CD4+ T cell matuation into various subsets in the periphery is regulated by 
miRNAs (Wu et al., 2007). The generation of Tregs that express FOXP3 is to some extent 
dependent on miRNAs (Kohlhaas et al., 2009). Any perturbed effects in miRNAs can influence 
thymic and peripheral derived Tregs especially in response to TGF-β stimulation on naive 
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CD4+ T lymphocytes (Ha, 2011). Modulation of the effects of these molecules is essential for 
appropriate immune response to bacterial and viral invasion and current studies show these 
areas may be impaired in CFS sufferers. Importantly, deficiencies in components of the 
miRNA such as Dicer promotes a predominant Th1 response governed by IFN-γ with a 
reduction in the effects of Th2 cells and Treg cells (Cobb et al., 2006). In contrast a predominant 
Th2 CD4+ T cell profile prompting systemic inflammation emanates from deficiencies in the 
miR-155 (Rodriguez et al., 2007; Thai et al., 2007) while in the absence of miR-101, autoreactive 
T cell mediated autoimmunity occurs (Yu et al., 2007). In CFS there are inconsistencies in the 
data on Th1/Th2 profiles. It is likely that in the event that immune related miRNAs are 
differentially expressed, shifts in Th1 and Th2 inflammatory response and defects in TLR 
signalling may occur, and this may be related to the pathophysiology of CFS. Whilst it is 
believed that many miRNAs are yet to be discovered, evidence is scarce to describe the 
multitude of various physiological roles of currently discovered miRNAs. Despite this, the 
current evidence that links miRNA dysregulation to the characteristics of CFS has shown that 
there is merit in the roles of miRNA in CFS. Further advancements are needed to characterise 
the role of miRNAs in CFS.  

Our current investigative techniques for identifying transcriptional changes in known 
miRNAs are quickly advancing through microarray technology. This method uses the same 
principle as DNA microarray technology and allows for semi-quantitative expression 
changes of a large number of miRNAs in a single chip (Li and Ruan, 2009). The clear 
advantages of using microarray is the high throughput and vast number of transcripts 
analysed in a single chip as compared to low throughput and tedious methods of microRNA 
cloning, northern blotting and real time RT-qPCR. As mentioned in section 2.2, this gives 
investigators the power to identify expression differentials in gene categories, allowing the 
association of a particular state or disease to a molecular or physiological category. 
Numerous limitations are associated with microarray technology, most importantly is the 
ability to identify changes in already known miRNAs, as the targets require hybridisation 
with specifically designed probes attached to the chip. Moreover, these expression changes 
are only semi-quantitative due to the hybridisation techniques used, resulting in a lack of 
reproducibility. These pitfalls are similar to those in DNA microarray but are likely not as 
pronounced due to the various isoforms and large size of genes as compared with miRNAs 
(Fathallah-Shaykh, 2005). Finally, microarray technology has the disadvantage of only being 
able to detect known transcripts. With possibly many undiscovered transcripts this poses a 
problem for miRNA discovery in differential expression using this method and may also 
interfere with target specificity. However, more recent investigative techniques look 
promising for the discovery of new target miRNAs as well as addressing many of the 
pitfalls of the low-throughput and microarray based methods. One such example is 
sequence-by-synthesis technology, which has recently been used with investigative 
application and is likely to be used more widely in the near future (Morin et al., 2008).  

2.6 MicroRNA-based gene therapy 

The roles of microRNAs in diseases are likely to become targets for therapy. The current 
experimental practice is known as gene silencing and the specialised transcripts used in 
such instances are known as small interfering RNA (siRNA) (Wang et al., 2011). The cellular 
method of translation or transcription repression is the same as miRNAs – through the use 
of RISC, however in gene silencing the target-specific substrate, the siRNA, is exogenously 
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introduced. There is currently little in the way of clinically translated practice of gene 
therapy using the siRNA method, as it is associated with a number of problems. The most 
notable of these is delivery and cell specific targeting. The current means of delivery in 
experimental models is via adeno- or adeno-associated virus constructs transcribing the 
specific siRNA or siRNAs of choice. To allow for cell specific targeting certain virus 
constructs are suited for various cell types however the lack of specificity and low 
percentage uptake makes this is an improbable method of therapy at present. There are 
however new experimental means of delivery currently being optimised (Yuan et al., 2011). 
Once such issues have been addressed the significance of gene silencing may be relevant in 
CFS. With increasing amounts of evidence indicating that CFS likely has a strong molecular 
basis, such methods hold merit once initial targets have been discovered. The current stance 
on miRNAs in CFS calls for further research in the area in both genome wide miRNA 
analysis in longitudinal studies, and also the search for new miRNAs possibly implicated in 
this disorder. With the current technology available, and promising experimental 
therapeutics such as gene silencing, miRNA is likely to play a large and significant role in 
possibly the development of biomarkers, mechanisms or treatment of CFS.  

2.7 Future directions 

The high variability in genomic anomalies within CFS patients may be an underlying cause 
of our current inability to effectively treat the disorder. No specific conditioning or dieting 
routine has proven beneficial for a wide majority of patients and even more elusive are 
effective pharmacological targets for this population. It is probable that various underlying 
mechanisms may give rise to the variable patient-described symptoms of CFS. This may 
explain the lack of efficient treatment options and opens questions in the area of 
pharmacogenomics. Pharmacological agents specific to genetic traits that are associated with 
CFS and possibly subsets of the disease may be useful in monitoring CFS. In the context of 
CFS, this pertains to our lack of understanding and inability to define areas of treatment, 
suggesting that a suitable treatment may call for the definition of subtypes of the disease or 
populations that are genetically predisposed to such symptoms. 

However, at present the most important aim of research worldwide is to establish 
biomarkers for CFS. Currently the most stable and reliable marker is NK cytotoxic activity 
(Brenu et al., 2011b; Fletcher et al., 2009; Klimas et al., 1990; Maher et al., 2005). Consistent 
data worldwide suggest that a decrease in cytotoxic activity is a hallmark of CFS. In most 
cases this decrease has been associated with differential expression in cytotoxic molecules 
including GZMA, GZMK, GZMB and PRF1 (Brenu et al., 2011b; Saiki et al., 2008). 
Developing pharmacological agents that specifically target these cytotoxic genes in order to 
increase or decrease their expression might be an alternative method of treating impaired 
cytotoxic activity in CFS patients. Subtypes of CFS patients may exist and this may be based 
on clusters of symptoms or severity of illness. Hence these may need to be considered when 
developing appropriate agents for modulating the disease. 

3. Conclusion  
In summary, the repercussions of these changes gene expresseion may contribute 
tremendously to the disease profile of CFS. The genes discussed above have vital roles in 
most immune related activities such as inflammatory modulation, lymphocyte and cytokine 
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activation, lymphocyte differentiation and proliferation and are also implicated in the 
apoptosis signalling pathways. Hence, an up-regulation in chemokine genes may affect 
leukocyte response to infection and other immunological insults while down-regulation in 
pro-inflammatory cytokine genes may disrupt inflammatory reactions. Importantly, the 
consistent observation of impaired NK cytolysis in CFS is partly due to the reduced 
expression of perforin and granzymes genes. As previously discussed these granzymes 
induce apoptosis of antigens within the cell. Variation in cytokine release and production 
can be explained by the altered levels of pro- and anti-inflammatory cytokines. Most of these 
cytokines are engaged in other physiological processes. Hence, defects in their production 
can severely hinder physiological function and homeostasis. Other symptoms such as 
cognitive impairment and changes in the HPA axis in CFS patients may emanate from an 
increase NHLH1 while changes in mitochondria genes contribute to fatigue and muscle 
weakness. Although, these studies have to some extent provided information on the 
genetics of CFS patients, it is not known whether CFS elicits these changes in gene 
expression patterns or vice versa. Similarly, most of the genes observed in these studies have 
not been replicated in other CFS patients. It is therefore very difficult to ascertain which 
specific cells are compromised among the CFS population. Further studies are now required 
to determine how changes in gene expression can be related to the mechanism of CFS and 
the specific cells or systems that may be severely compromised in this disorder. 
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1. Introduction 
In the past few years, high throughput technologies, such as gene expression microarrays 
and genotyping techniques, have provided efficient ways to measure gene expression levels 
and genotype variation on a genome-wide scale [Schena et al., 1995; Howell et al., 1999]. 
Various approaches have been proposed to analyse gene expression data and genotype 
variation data, in order to discover the complex network of biochemical processes of 
complex diseases such as chronic fatigue syndrome (CFS) [Presson et al., 2008]. In the 
analysis of gene expression data, for example, the identification of differentially expressed 
genes between two groups has been of great interest, and various statistical tests have been 
conducted [Ghazalpour et al., 2008; Brem et al., 2002; Kang et al., 2008]. In analysing 
genotype variation data, logistic regression has been commonly used to model the 
relationship between binary clinical outcomes and discrete predictors, such as genotypes 
[Henshall & Goddard, 1999; Coffey et al., 2004].  

Despite the availability of different levels of genome-wide data, most studies have been 
based on a separate analysis of single-level data to unravel complex biological 
mechanisms of CFS. Complex diseases such as CFS can be explained at different levels of 
biological mechanisms, including DNA, gene expression and phenotype levels. While 
there is a separate mechanism at each level, the mechanisms at different levels are closely 
related to each other in initiating and influencing CFS. Furthermore, CFS is expected to 
have complex etiology, which involves the action of many genes in addition to dynamic 
gene-environment interactions [Lin et al., 2009]. Therefore, separate analyses of single-
level data have a limitation in identifying and characterizing genes that are associated 
with the susceptibility of CFS. The integration of the different types of data (for example, 
gene expression, genotype variation and clinical outcomes) can provide more 
comprehensive information related to CFS, hence elucidate complex networks of gene 
interactions underlying CFS. 

In this chapter, we provide an overview of the integrated statistical model (ISM) in order to 
characterize CFS, which involves integrating genotype variation data and gene expression 
data. The ISM elucidates the causal relationship between genetic variation, gene expression 
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level and disease. The ISM consists of two steps. The first step is to determine the causal 
relationship. Based on the causal relationship determined at the first step, the second step 
identifies significant gene expression traits of which the effects on disease status or the 
responses to disease status are modified by the specific genotype variation. By applying the 
ISM procedure to a CFS dataset, we identified a list of potential causal genes for CFS, and 
found an evidence for a difference in genetic mechanisms of the etiology between CFS 
patient and control groups.  

Our ISM analyses considering the different levels of data simultaneously, allowed us to 
elucidate disease susceptibility and differentially expressed genes of genetically different 
individuals. Some results even showed that integrating genotype and expression data may 
help the search for new directions for the treatment of CFS that are not being detected by 
using only one type of data. The integrated analysis provided more information than the 
two separate analyses of gene expression data and genotype variation data for 
characterizing CFS that has several possible causes.  

2. An overview of Integrated Statistical Model (ISM) 
2.1 From genotype to phenotype 

In the era of the genome project, the belief came with was that we would answer the 
questions on how the genes function and how they are related to diseases. The genome 
project successfully sequenced DNA of various species, including the human. Not only 
sequencing the genomes, many studies have also identified the gene functions by modifying 
individual genes in several animals and plants. However, many questions remain 
unanswered. We still do not know the functions of numerous genes, whether thay are 
annotated or un-annotated. Especially predicting what genes are associated with disease-
related phenotypic variants is of particular interest and still in vague. The problem is 
complicated, because  

i. most phenotypes of medical interest are complex diseases, i.e., more than one gene or 
environmental effect contributes to the phenotype occurrence, 

ii. the underlying molecular mechanism regulating cellular functions is complicated, 
and 

iii. little genotypic data (or information) of disease-related phenotypes is available. 

High throughput technologies advance for acquiring genome-wide genotyping data of 
many individuals with and without disease phenotypes. It is of a particular interest to 
segregate genotypic difference between disease-affected individuals and controls. The 
variation of genotypes comes from additive and epistatic effects of alleles across multiple 
genes, resulting in many individuals with phenotypes. Some combinations of genotypic 
variants result in enhanced traits, whereas other combinations are deleterious to fitness in 
specific environments. Phenotypic alterations are usually in matters of amount, rather 
than in the presence or absence of a trait. The field of statistical genetics has developed 
various methods and tools to map such quantitative traits to regions of chromosomes. 
These chromosomal regions are known as quantitative trait loci (hereafter QTLs) and are 
described in terms of the percentage of the variation of a trait that can be attributed to 
each region. 
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2.1.1 Quantitative Trait Locus (QTL) 

Quantitative traits refer to the characteristics or phenotypes that are quantitative, i.e., vary in 
degree or continuously, such as height, while dichotomous or discrete traits have two or 
several characteristic values. A QTL is a specific region of DNA that is associated with these 
quantitative phenotypic traits. The number of QTLs that explain the variation in the 
phenotypic trait tells us more about the genetic structure of a specific trait. For example, the 
research related to QTLs could provide further information about the genes that control 
human height. 

2.1.2 xQTL: Various types of QTL mapping 

Microarray technology has elucidated the genetics of gene expression in human 
populations. It has been less successful to identify genes in underlying diseases by using 
molecular profiling tools. Since too many genes have been identified to be associated with 
disease traits, determining and verifying which genes are the true disease-causing genes 
have been difficult. 

Recently, microarray techniques have been combined with genotyping technology to 
facilitate the identification of key drivers of complex diseases. Figure 1 represents this 
approach, treating relative transcript abundances as quantitative traits when segregating 
populations. In this method, chromosomal regions that control the level of expression of a 
particular gene are mapped as expression quantitative trait loci (eQTL). 

This eQTL scheme can be easily extended to other data types, for example, proteome, 
metabolome and phenome. Figure 2 illustrates this extension: protein expression (pQTL), 
relative metabolites abundances (mQTL) and phenotype abundances (phQTL).  

 
Fig. 1. eQTL pipeline. From disease and normal individuals, genotypes and mRNA 
expressions are observed.  
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genes, resulting in many individuals with phenotypes. Some combinations of genotypic 
variants result in enhanced traits, whereas other combinations are deleterious to fitness in 
specific environments. Phenotypic alterations are usually in matters of amount, rather 
than in the presence or absence of a trait. The field of statistical genetics has developed 
various methods and tools to map such quantitative traits to regions of chromosomes. 
These chromosomal regions are known as quantitative trait loci (hereafter QTLs) and are 
described in terms of the percentage of the variation of a trait that can be attributed to 
each region. 
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Fig. 2. A schematic representation of extended xQTL analyses. 

2.2 Integrative analysis 

Fu et al. provided the first system-wide evidence for phenotypic buffering in Arabidopsis [Fu 
et al., 2009]. Their approach consisted of three steps. Step 1 performed QTL mapping for 
transcript, protein, metabolite and phenotypic trait data. Then, Step 2 computed significance 
thresholds for detection of QTL hotspots per level, and finally, Step 3 detected hotspots that 
appeared across multiple levels. In particular, at Step 2 permutation analysis was used to 
compute significance thresholds for detecting QTL hotspots. For each of the 250 
permutations, all > 40,000 traits were analyzed in order to map QTLs and the most 
significant marker for each QTL was stored. The number of significnat QTLs were counted 
over all traits for each marker, and the significant thresholds for hotspot detection per level 
were derived. For system-wide or multiple level QTL hotspots, Step 3 used the observed 
QTL hotspots and permutation analysis to compute significance thresholds for detecting 
QTL hotspots that appeared at multiple levels. Using the results obtained from per-level 
analysis, the markers per level were ranked from the one with the highest number of traits 
mapping to it, to the one with the lowest. Then, a rank-product test was performed to find 
markers that ranked significantly high at multiple levels [Breitling et al., 2004]. For each 
permutated sample, the p-value was computed for the rank-product test at each of the 144 
markers, and a threshold was derived for hotspot detection by the procedure controlling 5% 
of the false discovery rate (FDR) [Benjamini & Hochberg, 1995]. 

Using this approach, 162 recombinant inbred lines (RIL) of Arabidopsis thaliana were profiled 
for variation in transcript, protein and metabolite abundance, and were mapped to QTL for 
40,580 of these molecular traits. Only six QTL hotspots were found which underlied 
variation in 16% of the transcript traits, 25% of the protein traits, 55% of the metabolite traits 
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and 77% of the phenotypic traits for which QTL could be mapped. QTL for 16%, 25%, 55% 
of all transcript, protein and metabolite traits with a QTL, respectively, mapped to the same 
six QTL hot spots, compared to 77% of phenotypic traits. Consequently, screening for 
mutants at the molecular level would increase the probability of identifying new causal loci 
that could not be identified from morphological screens [Boerjan & Vuylsteke, 2009]. 

Using microarrays or massively parallel sequencing it is possible to measure both genetic 
variation and gene expression at genomic level. Hence, eQTL methods allow for studying 
the association of all regions in a genome with the expression of all genes. In this sense it is 
worth re-visiting eQTL in deeper look. 

If the genotype at a certain locus is associated with the phenotype of a certain gene, this DNA 
region might contain a regulator of the target gene expression. It could be any functional 
nucleotide sequences such as protein-coding regions, microRNAs and cis-regulatory DNA 
motifs. The same individuals of a selected population have to be genotyped and phenotyped 
first. Based on the genotyped data (e.g. SNP), selecting markers that are polymorphic in the 
study population is in need. Then, at the heart of every eQTL study is the correlation of 
genotype patterns with expression levels in a genetically diverse population. The simplest 
mapping strategy is to split the population based on the genotypes at a specific marker and 
check if the expression levels of a given gene are significantly different between the two 
groups [Ghazalpour et al., 2008; Brem et al., 2002; Kang et al., 2008].  

There have been many approaches to elucidate the variants affecting phenotypes, for 
example, Lan et al. explored correlation of expression profiles across a genetic dimension, 
namely genotypes segregating in a panel of 60 F2 mice derived from a cross used to explore 
diabetes in obese mice. By combining the correlation results with linkage mapping 
information, they identified regulatory networks, made functinoal predictions for 
uncharacterized genes, and charaterized novel elements of knwon pathways [Lan et al., 
2006]. However, their approach did not provide any information about causality 
relationships among expression profile, genotype and disease.  

The mixture over markers (MOM) model proposed by Kendziorski et al. combinds a 
transcript-based (TB) approach, refering to the repeated application of any single-phenotype 
mapping method to each mRNA transciprt, and a marker-based (MB) approach, refering to 
the repeated application, at each marker, of any method for identifying differnetially 
expressed transciprts [Kendziorski et al., 2006]. They applied two MB approches: an 
empirical Bayes approach and an approach based on the Student’s t-test. The MOM model is 
motivated from the fact that separate tests are conducted for each trascript-marker pair, and 
each measures evidence that the transcipt maps to that marker relative to evidence that it 
maps nowhere. Since a trancript can map to any of various marker locations, the evidence 
that a transcript maps to a particular marker should not be judged relative only to the 
possibility that it maps nowhere, but rather relative to the possibility that it maps nowhere 
or to some other markers. This model was proved useful in improving the specificity of 
eQTL identifications, but used only genotype variation and gene expressino data rather than 
disease status or trait data. 

A gene-set approach based on weighted gene co-expression network analysis (WGCNA) by 
Presson et al. constructs a co-expression network, identifies trait-related modules within the 
network, uses a trait-related genetic marker to prioritize genes within the module, applies 
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Fig. 2. A schematic representation of extended xQTL analyses. 
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and 77% of the phenotypic traits for which QTL could be mapped. QTL for 16%, 25%, 55% 
of all transcript, protein and metabolite traits with a QTL, respectively, mapped to the same 
six QTL hot spots, compared to 77% of phenotypic traits. Consequently, screening for 
mutants at the molecular level would increase the probability of identifying new causal loci 
that could not be identified from morphological screens [Boerjan & Vuylsteke, 2009]. 

Using microarrays or massively parallel sequencing it is possible to measure both genetic 
variation and gene expression at genomic level. Hence, eQTL methods allow for studying 
the association of all regions in a genome with the expression of all genes. In this sense it is 
worth re-visiting eQTL in deeper look. 

If the genotype at a certain locus is associated with the phenotype of a certain gene, this DNA 
region might contain a regulator of the target gene expression. It could be any functional 
nucleotide sequences such as protein-coding regions, microRNAs and cis-regulatory DNA 
motifs. The same individuals of a selected population have to be genotyped and phenotyped 
first. Based on the genotyped data (e.g. SNP), selecting markers that are polymorphic in the 
study population is in need. Then, at the heart of every eQTL study is the correlation of 
genotype patterns with expression levels in a genetically diverse population. The simplest 
mapping strategy is to split the population based on the genotypes at a specific marker and 
check if the expression levels of a given gene are significantly different between the two 
groups [Ghazalpour et al., 2008; Brem et al., 2002; Kang et al., 2008].  

There have been many approaches to elucidate the variants affecting phenotypes, for 
example, Lan et al. explored correlation of expression profiles across a genetic dimension, 
namely genotypes segregating in a panel of 60 F2 mice derived from a cross used to explore 
diabetes in obese mice. By combining the correlation results with linkage mapping 
information, they identified regulatory networks, made functinoal predictions for 
uncharacterized genes, and charaterized novel elements of knwon pathways [Lan et al., 
2006]. However, their approach did not provide any information about causality 
relationships among expression profile, genotype and disease.  

The mixture over markers (MOM) model proposed by Kendziorski et al. combinds a 
transcript-based (TB) approach, refering to the repeated application of any single-phenotype 
mapping method to each mRNA transciprt, and a marker-based (MB) approach, refering to 
the repeated application, at each marker, of any method for identifying differnetially 
expressed transciprts [Kendziorski et al., 2006]. They applied two MB approches: an 
empirical Bayes approach and an approach based on the Student’s t-test. The MOM model is 
motivated from the fact that separate tests are conducted for each trascript-marker pair, and 
each measures evidence that the transcipt maps to that marker relative to evidence that it 
maps nowhere. Since a trancript can map to any of various marker locations, the evidence 
that a transcript maps to a particular marker should not be judged relative only to the 
possibility that it maps nowhere, but rather relative to the possibility that it maps nowhere 
or to some other markers. This model was proved useful in improving the specificity of 
eQTL identifications, but used only genotype variation and gene expressino data rather than 
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A gene-set approach based on weighted gene co-expression network analysis (WGCNA) by 
Presson et al. constructs a co-expression network, identifies trait-related modules within the 
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an integrated gene screening strategy to identify candidate genes and carries out causality 
testing to verify and/or prioritize results [Presson et al., 2008]. Their work includes steps to 
identify trait-module association and trait-related genetic marker association, but does not 
provide the model-based statistical tests. 

The step-wise approach proposed by Schadt et al. includes i) identifying pair-wise 
relationships among genotype variation, gene expression, and a complex trait, respectively 
investigated by identifying QTLs for the complex trait, ii) selecting gene expression traits 
correlated with the complex trait, iii) detecting eQTL, which overlap the identified QTL, for 
the selected expression traits; and iv) the likelihood based causality model selection (LCMS) 
test to identify the causal relationships of the genes detected with overlapping loci [Schadt et 
al., 2005].  

3. Two-step integrative analysis  
Schadt et al.‘s approah has two major limitations. First, although the filtering step is effective 
in reducing the search-space, it might result in more false negatives than exhaustive search 
approahes in detecting causal relationships of the genes, espeically when a true causal 
relationship exists based on the interaction effects among genotype, gene expression and a 
trait of interest, but any pairwise association is weak. Second, the model does not 
comprehensively handle the interaction effects, which might cause different disease 
susceptibility. Therefore Lee et al. proposed a two-step integrative approach handling with 
exhaustive search and interaction effects based on LCMS test [Lee et al., 2009]. In this section 
we provide a detailed review of the Lee et al.‘s two-step procedure integrating genotype 
data, gene expression and clinical data, and thus elucidating mechanisms underlying 
disease susceptibility and progression [Lee et al, 2009]. 

3.1 Introduction  

In figure 3, the two-step procedure is presented to illustrate the integration method based on 
causal relationship among the three different levels of data. In the first step, the most 
appropriate causality models are selected to understand the causal relationship among 
genetic variation, gene expression level, and disease for each gene expression-genetic 
variation combination. In the second step, significance testing is carried out based on a  

 
Fig. 3. Two-step procedure illustration of Lee et al.‘s. In the first step, for each gene 
expression-genetic variation combination, the most appropriate causality models are 
selected. Then in the second step, significance test is carried out based on a statistical model 
for each combination according to the model selected in previous step. 
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statistical model for each combination, such as logistic regression and a two-way analysis of 
variance (ANOVA), according to the causality model selected from the first step. Through 
these tests, gene expression traits whose effects on disease status or responses to disease 
status are modified by the genotype variation effects. 

3.2 The first step: Causality model selection 

The possible causal relationships among genetic variation, gene expression level and disease 
trait, can be summarized as three models. Figure 4 represents three simple models. Causal  
model assumes the simplest causal relationship with respect to mRNA expression, in which 
QTL acts on disease through transcript. Reactive model is the model with respect to mRNA 
expression, in which mRNA expression is modulated by disease. In independent model, 
QTL at a specific locus acts on these traits independently. 

Lee et al. assumed that each pair of genetic locus and expressed gene has one of these three 
simple causal relationships to examine potential relationships among the genotype 
variation, gene expression level and disease status. In order to find the most possible causal 
relation, both Lee et al. and Schadt et al. adapted the likelihood based causality model 

 
Fig. 4. Three possible causal relationships among genotype variation, mRNA level and 
complex disease proposed by Schadt et al. QTL, mRNA and disease represent any genotype 
variation like SNP, mRNA expression level of a gene, and complex disease or phenotype of 
interest, respectively. 
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statistical model for each combination, such as logistic regression and a two-way analysis of 
variance (ANOVA), according to the causality model selected from the first step. Through 
these tests, gene expression traits whose effects on disease status or responses to disease 
status are modified by the genotype variation effects. 

3.2 The first step: Causality model selection 

The possible causal relationships among genetic variation, gene expression level and disease 
trait, can be summarized as three models. Figure 4 represents three simple models. Causal  
model assumes the simplest causal relationship with respect to mRNA expression, in which 
QTL acts on disease through transcript. Reactive model is the model with respect to mRNA 
expression, in which mRNA expression is modulated by disease. In independent model, 
QTL at a specific locus acts on these traits independently. 

Lee et al. assumed that each pair of genetic locus and expressed gene has one of these three 
simple causal relationships to examine potential relationships among the genotype 
variation, gene expression level and disease status. In order to find the most possible causal 
relation, both Lee et al. and Schadt et al. adapted the likelihood based causality model 
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selection (LCMS) test, which uses conditional correlation measures for determining the 
relationships best supported by the data. Unlike multistep procedure of Schadt et al.’s 
method, Lee et al. constructed likelihoods associated with each of the causality model and 
maximized with respect to the model parameters. Then, the best model was selected for 
each SNP-transcript combination, by choosing the model with the smallest Akaike 
Information Criterion (AIC) value which can be used to compare different models [Akaike, 
1974). 

Lee et al. and Schadt et al. both assumed standard Markov properties for the simple graphs 
(Fig. 4), the joint probability distributions for the three models are as follows: 

• Causal Model: P(S, R, D) = P(S)P(R|S)P(D|R), 
• Reactive Model: P(S, R, D) = P(S)P(D|S)P(R|D), 
• Independent Model: P(S, R, D) = P(S)P(R|S)P(D|R, S), 
where S represents a genotype variation, R gene expression, and D disease status. P(S) is 
the genotype probability distribution for marker S and is further assumed to be co-
dominant. P(R|S) and P(R|D) are the conditional probabilities of R given genotypes S 
and disease status D, respectively. Lee et al. further assumed that the random variable R 
follows conditional normal distribution, and the random variable D has a binomial 
distribution. Therefore, in probability P(D|R), the random variable D has a binominal 
distribution with a success probability that can be modeled by a logistic regression model. 
P(D|S) is the probability distribution of D conditional on locus S, in which the random 
variable D also has a binomial distribution. Based on these assumptions, the likelihood of 
a correspondence to each of the joint probability distributions can be constructed. For 
each model, the model parameters can be estimated via a standard maximum likelihood 
method. The best model supported by the data is then chosen based on the AIC, which is 
commonly used to compare models with different numbers of parameters [Schadt et al., 
2005; Lee et al. 2009] 

3.3 The second step: Statistical test 

Step 2 performs statistical tests to determine the significance of the genetic regulatory 
relationships described in the causality model selected at step 1. The response and 
independent variables in the statistical models depend on the causality model selected at 
step 1. These statistical tests can deal with the interaction effects among the three different 
levels of data and to elucidate differences in disease susceptibility and gene expression 
pattern across genetically different individuals. The two-step procedure can result in a set of 
candidate causal and reactive genes, whose expressions affect disease status and respond to 
disease status under the influence of genotype variation, respectively. 

3.3.1 The causal model 

In order to investigate gene expression traits whose effects on disease status are modified by 
genotype variation, the interaction effect of genotype variation and gene expression level on 
the disease status can be examined using logistic regression below: 

 log it(π) = S + R + S × R,  (1)   
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where π represents the probability of getting the disease; S represents the effect of genotype 
variation such as SNPs; R represents the effect of gene expression levels; and S × R 
represents the interaction effect between genotype variation and gene expression level. 

3.3.2 The reactive model 

For investigating gene expression traits whose responses to disease status are affected by 
genotype variations, one can fit the following two-way ANOVA model with the interaction 
between genotype variation and disease groups: 

 R = S + D + S × D,   (2) 

where S represents the effect of genotype variation; D represents the effect of disease 
groups; and S × D represents the interaction effect between genotype variation and disease 
groups. 

3.3.3 The independent model 

When the independent model is selected at step 1, the effect of genotype variation on each of 
gene expression and disease can be investigated separately. First, the logistic regression is 
employed to detect genotypic markers linked to disease loci: 

 log it(π) = S.  (3) 

Next, it is possible to identify genotypic markers that regulate gene expression levels, based 
on the one-way ANOVA model where the dependent variable is R and the independent 
variable is S. 

In step 2, significant associations among genotype variation, gene expression and disease 
status are declared via statistical tests for all possible pairs of gene expression-genotype 
variation. Due to the large number of tests, the multiple-testing problem needs to be 
addressed. In order to adjust this multiplicity, Lee et al. used a step-up procedure controlling 
false discovery rate (FDR) [Benjamini & Hochberg, 1995]. 

4. Application 
Lee et al. applied their two-step procedure to chronic fatigue syndrome (CFS) data to 
elucidate a list of potential causal genes of CFS. In this section, we provide the application of 
two-step procedure of Lee et al.’s 

4.1 Chronic Fatigue Syndrome (CFS) dataset 

Chronic fatigue syndrome (CFS) is a debilitating illness lacking consistent anatomic lesions 
and eluding conventional laboratory diagnosis. CFS has no confirmatory physical signs or 
laboratory abnormalities, and its etiology and pathophysiology are unknown. This disease 
characterized by chronic fatigue, lasting at least 6 months, which is accompanied by 
symptoms such as impairment in short-term memory or concentration, sore throat, tender 
lymph nodes, and muscle pain. The Centers for Disease Control and Prevention (CDC) 
Chronic Fatigue Syndrome Research Group produced the dataset including gene expression 
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selection (LCMS) test, which uses conditional correlation measures for determining the 
relationships best supported by the data. Unlike multistep procedure of Schadt et al.’s 
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where π represents the probability of getting the disease; S represents the effect of genotype 
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variation. Due to the large number of tests, the multiple-testing problem needs to be 
addressed. In order to adjust this multiplicity, Lee et al. used a step-up procedure controlling 
false discovery rate (FDR) [Benjamini & Hochberg, 1995]. 

4. Application 
Lee et al. applied their two-step procedure to chronic fatigue syndrome (CFS) data to 
elucidate a list of potential causal genes of CFS. In this section, we provide the application of 
two-step procedure of Lee et al.’s 

4.1 Chronic Fatigue Syndrome (CFS) dataset 

Chronic fatigue syndrome (CFS) is a debilitating illness lacking consistent anatomic lesions 
and eluding conventional laboratory diagnosis. CFS has no confirmatory physical signs or 
laboratory abnormalities, and its etiology and pathophysiology are unknown. This disease 
characterized by chronic fatigue, lasting at least 6 months, which is accompanied by 
symptoms such as impairment in short-term memory or concentration, sore throat, tender 
lymph nodes, and muscle pain. The Centers for Disease Control and Prevention (CDC) 
Chronic Fatigue Syndrome Research Group produced the dataset including gene expression 
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of 177 subjects, proteomic of 60 subjects, single nucleotide polymorphism (SNP) of 50 
subjects, and clinical data of 227 subjects. All the data set is available on the following web 
site (http://www.camda.duke.edu/camda06/datasets/index.html). 

According to severity of symptoms, the patients were originally classified into five groups 
of CFS. Lee et al.’s study, however, only consider three groups of total 101 subjects: 46 
subjects meeting the CFS research case definition (CFS), 19 subjects meeting the CFS 
research case definition and having ‘a major depressive disorder with melancholic features’ 
(CFS-MDD/m), and 36 subjects who show no fatigue (NF). 

This CFS dataset has been analysed by many research groups for identifying molecular 
markers and elucidating pathophysiology of CFS, for finding two differentially expressed 
genes related with fatigue and depression, respectively, for discriminating classes of 
unexplained chronic fatigue based on differential gene expressions, and for examining the 
relationship between CFS and allostatic load based on the clinical dataset. In the CFS 
dataset, the expression levels of 20,160 genes were assessed from peripheral blood 
mononuclear cells, via custom-printed single-channel oligonucleotide chips. Quantile 
normalization was conducted on the gene expression data which were pre-processed by the 
original CDC research group. For genotype data, the whole blood DNA was extracted and 
specific areas of the genes of interest were amplified by PCR.  

For illustration, we summarized the analyses results from the multi-step procedure of 
Schadt et al. and the two-step approach of Lee et al. The detailed description of the results is 
provided in Lee et al. [Lee et al., 2009]. 

4.2 Results 

4.2.1 Multi-step procedure by Schadt et al. 

The multi-step procedure proposed by Schadt et al. was applied to the same datasets for the 
purpose of comparison. First, a gene expression analysis was carried out to detect 
differentially expressed genes across clinical outcomes. Only a few genes were identified as 
differentially expressed (Table 1A) by three commonly used approaches such as the t-test, 
significance analysis of microarray (SAM) [Tusher et al., 2001] and the Bayesian regression 
approach [Baldi & Long, 2001]. Second, genotype variation data and clinical outcomes were 
analyzed via logistic regression to detect the susceptibility genes of disease. Out of all 41 
markers tested, nine markers were detected with significant genotype effect on initiation of 
CFS at a 5% significance level, while only four markers were detected with 5% FDR 
[Benjamini & Hochberg, 1995] (Table 1B). Interestingly, different sets of susceptible genes 
were identified as having statistically significant association with CFS and CFS-MDD/m. 
From the CFS vs. NF comparison, the seven markers in the NR3C1 gene were identified as 
significant markers linked to CFS. On the other hand, the CFS-MDD/m vs. NF comparison 
revealed the two significant markers in the COMT gene. Finally, for each of the differentially 
expressed genes across clinical outcomes, eQTL were searched at each of the markers that 
were identified at the second step, via one-way ANOVA of genotype variation and gene 
expression data. No significant association between gene expression level and genotype 
variation was found for any genotype–gene expression combination at a 5% significant 
level.  
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Dataset t-test SAM test Bayesian model   
A. Number of genes with significant change in expression levels over different disease 
status, which were detected via t-test, SAM test and Bayesian model. 
CFS vs. NG 1 2 0
CFS-MDD/m 
vs. NF 1 1 0   

   

Gene SNPa Chromosome Position(Mb)b CFS vs. 
NF 

CFS-MDD/m 
vs. NFc 

B Significant genotype variation linked to disease loci, which were detected via logistic 
regression 
NR3C1e rs2918419 5 142.641 0.0104 0.3950 
 rs1866388 5 142.702 0.0010f 0.0472 
 rs860458 5 142.739 0.0104 0.3950 
 rs852977 5 146.642 0.0035f 0.1878 
 rs6196 5 146.660 0.0208 0.6423 
 rs6188 5 146.667 0.0027f 0.0396 
 rs258750 5 146.674 0.0035f 0.1009 
COMTg rs933271 22 18.311 0.0649 0.0025 
 rs5993882 22 18.317 0.4306 0.0114 

Table 1. parallel analyses for respective association of gene expression and genotype 
variation with disease status (by courtesy of the authors) [Lee et al., 2009] 

As multiple filtering steps is Schadt et al.’s procedure, the separate analyses were conducted 
respectively on two datasets, CFS vs. NF groups and CFS-MDD/m vs. NF groups. Bold numbers 
indicate p-values < 0.05. 
a NCBI dbSNP Build number is 125 using Human Genome Build 35.1 
b Position of SNP on chromosome.1 
c p-value from logistic regression with CFS vs. NF data. 

d p-value from logistic regression with CFS-MDD/m vs. NF data. 

e Glucocorticoid receptor located at 5q34. 

f Significant at the 5% false discovery rate (FDR). 
g Catechol-O-methyltransferase located at 22q11.1. 

In other words, no significant results were detected for both datasets from the Schadt et al.'s 
multi-step method. 

4.2.2 Two-step integrative analysis 

Lee et al. analyzed each combination of 20,160 genes and 41 SNPs with their two-step 
integrative analysis on two datasets, CFS vs. NF groups and CFS-MDD/m vs. NF groups. 
For each gene–SNP combination, the best causal relationship was detected via the causality 
model selection at step 1. In comparing CFS with NF groups, the reactive model was 
selected for ∼70% of 20,160 genes on average, for all nine markers within two known CFS-
related genes, such as NR3C1 and COMT (Table 2). However, in comparing CFS-MDD/m 
with NF groups, the causal model was selected for nearly 70% genes for three markers in the 
NR3C1 gene. This different tendency in the model selection results between CFS and CFS-
MDD/m would imply different genetic mechanisms of CFS and CFS-MDD/m. 
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of 177 subjects, proteomic of 60 subjects, single nucleotide polymorphism (SNP) of 50 
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subjects meeting the CFS research case definition (CFS), 19 subjects meeting the CFS 
research case definition and having ‘a major depressive disorder with melancholic features’ 
(CFS-MDD/m), and 36 subjects who show no fatigue (NF). 

This CFS dataset has been analysed by many research groups for identifying molecular 
markers and elucidating pathophysiology of CFS, for finding two differentially expressed 
genes related with fatigue and depression, respectively, for discriminating classes of 
unexplained chronic fatigue based on differential gene expressions, and for examining the 
relationship between CFS and allostatic load based on the clinical dataset. In the CFS 
dataset, the expression levels of 20,160 genes were assessed from peripheral blood 
mononuclear cells, via custom-printed single-channel oligonucleotide chips. Quantile 
normalization was conducted on the gene expression data which were pre-processed by the 
original CDC research group. For genotype data, the whole blood DNA was extracted and 
specific areas of the genes of interest were amplified by PCR.  

For illustration, we summarized the analyses results from the multi-step procedure of 
Schadt et al. and the two-step approach of Lee et al. The detailed description of the results is 
provided in Lee et al. [Lee et al., 2009]. 

4.2 Results 

4.2.1 Multi-step procedure by Schadt et al. 

The multi-step procedure proposed by Schadt et al. was applied to the same datasets for the 
purpose of comparison. First, a gene expression analysis was carried out to detect 
differentially expressed genes across clinical outcomes. Only a few genes were identified as 
differentially expressed (Table 1A) by three commonly used approaches such as the t-test, 
significance analysis of microarray (SAM) [Tusher et al., 2001] and the Bayesian regression 
approach [Baldi & Long, 2001]. Second, genotype variation data and clinical outcomes were 
analyzed via logistic regression to detect the susceptibility genes of disease. Out of all 41 
markers tested, nine markers were detected with significant genotype effect on initiation of 
CFS at a 5% significance level, while only four markers were detected with 5% FDR 
[Benjamini & Hochberg, 1995] (Table 1B). Interestingly, different sets of susceptible genes 
were identified as having statistically significant association with CFS and CFS-MDD/m. 
From the CFS vs. NF comparison, the seven markers in the NR3C1 gene were identified as 
significant markers linked to CFS. On the other hand, the CFS-MDD/m vs. NF comparison 
revealed the two significant markers in the COMT gene. Finally, for each of the differentially 
expressed genes across clinical outcomes, eQTL were searched at each of the markers that 
were identified at the second step, via one-way ANOVA of genotype variation and gene 
expression data. No significant association between gene expression level and genotype 
variation was found for any genotype–gene expression combination at a 5% significant 
level.  
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Dataset t-test SAM test Bayesian model   
A. Number of genes with significant change in expression levels over different disease 
status, which were detected via t-test, SAM test and Bayesian model. 
CFS vs. NG 1 2 0
CFS-MDD/m 
vs. NF 1 1 0   

   

Gene SNPa Chromosome Position(Mb)b CFS vs. 
NF 

CFS-MDD/m 
vs. NFc 

B Significant genotype variation linked to disease loci, which were detected via logistic 
regression 
NR3C1e rs2918419 5 142.641 0.0104 0.3950 
 rs1866388 5 142.702 0.0010f 0.0472 
 rs860458 5 142.739 0.0104 0.3950 
 rs852977 5 146.642 0.0035f 0.1878 
 rs6196 5 146.660 0.0208 0.6423 
 rs6188 5 146.667 0.0027f 0.0396 
 rs258750 5 146.674 0.0035f 0.1009 
COMTg rs933271 22 18.311 0.0649 0.0025 
 rs5993882 22 18.317 0.4306 0.0114 

Table 1. parallel analyses for respective association of gene expression and genotype 
variation with disease status (by courtesy of the authors) [Lee et al., 2009] 

As multiple filtering steps is Schadt et al.’s procedure, the separate analyses were conducted 
respectively on two datasets, CFS vs. NF groups and CFS-MDD/m vs. NF groups. Bold numbers 
indicate p-values < 0.05. 
a NCBI dbSNP Build number is 125 using Human Genome Build 35.1 
b Position of SNP on chromosome.1 
c p-value from logistic regression with CFS vs. NF data. 

d p-value from logistic regression with CFS-MDD/m vs. NF data. 

e Glucocorticoid receptor located at 5q34. 

f Significant at the 5% false discovery rate (FDR). 
g Catechol-O-methyltransferase located at 22q11.1. 

In other words, no significant results were detected for both datasets from the Schadt et al.'s 
multi-step method. 

4.2.2 Two-step integrative analysis 

Lee et al. analyzed each combination of 20,160 genes and 41 SNPs with their two-step 
integrative analysis on two datasets, CFS vs. NF groups and CFS-MDD/m vs. NF groups. 
For each gene–SNP combination, the best causal relationship was detected via the causality 
model selection at step 1. In comparing CFS with NF groups, the reactive model was 
selected for ∼70% of 20,160 genes on average, for all nine markers within two known CFS-
related genes, such as NR3C1 and COMT (Table 2). However, in comparing CFS-MDD/m 
with NF groups, the causal model was selected for nearly 70% genes for three markers in the 
NR3C1 gene. This different tendency in the model selection results between CFS and CFS-
MDD/m would imply different genetic mechanisms of CFS and CFS-MDD/m. 
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At step 2, each gene–SNP combination data was analyzed based on one of the three 
statistical models, corresponding to the detected causal relationship. For all seven SNPs 
within NR3C1, significant causal relationships with gene expression levels were detected for 
either or both datasets (Table 2). Three SNPs (rs258750, rs6188 and rs852977) showed 
significant relationships with expression levels of a large number of genes, and can be 
candidates for genetic modulators of CFS- related regulatory pathways. 

Gene SNP CFS vs. NF CFS-MDD/m vs. NF 

Causala Reactiveb Independentc Causala Reactiveb Independentc 

NR3C1d Rs2918419 0 (639) 7 (16,215) 0 (3306) 8 
(13,955)

3 
(5912) 

0 (293) 

 Rs1866388 0 (165) 0 (16,872) 0 (3123) 15 
(4136) 

71 
(15,976) 

0 (48) 

 Rs860458 0 (639) 7 (16,215) 0 (3306) 8 
(13,955)

3 
(5912) 

0 (293) 

 Rs852977 0 (230) 0 (17,001) 0 (2929) 120 
(9760) 

73 
(10,139) 

0 (261) 

 Rs6196 0 (604) 2 (15,037) 0 (4519) 0 
(16,278)

0 
(2013) 

0 (1869) 

 Rs6188 0 (171) 7 (16,970) 1 (3019) 52 
(2939) 

217 
(17,074) 

0 (147) 

 Rs258750 0 (242) 0 (16,279) 105 (3639) 0 (2769) 14 
(12,590) 

0 (4801) 

COMTe Rs933271 0 (1943) 0 (15,156) 0 (3061) 0 (169) 0 (16,872) 0 (3119) 
 Rs5993882 0 (1022) 0 (14,380) 0 (4758) 0 (547) 0 (17,333) 0 (2280) 

Table 2. Two-step integration based on causality model selection. (by courtesy of the 
authors) [Lee et al., 2009] 

The integrative analyses were conducted respectively on two datasets, CFS vs. NF groups and CFS-
MDD/m vs. NF groups. Note that the results are presented only for nine SNPs within two known CFS-
related genes (NR3C1 and COMT). For each combination of 20,160 genes and 41 SNPs, the best causal 
relationship was detected via causal model selection at step 1. Numbers in parenthesis indicate the 
numbers of genes having each causal relationship with each SNP and disease status. At step 2, each 
gene-SNP combination data was analyzed based on one of the three statistical models, corresponding to 
the detected causal relationship. Outside parenthesis, we present the numbers of significant genes 
identified by the corresponding statistical models. Three SNPs, each of which involves significant causal 
relationships with expression levels of more than 100 genes, are marked in bold. 
a Logistic regression was conducted to identify genes whose expressions have interaction effect with 
genotype variation on disease status. 
b Two-way ANOVA was conducted to identify genes whose expressions are affected by interaction 
between genotype variation and disease status. 
c Independent test was conducted to identify genes whose expressions differ according to SNP 
genotypes. 

d Gluccorticoid receptor located at 5q34. 
e Catechol-O-methltransferase located at 22q11.1. 
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Next, pathway enrichment analyses were performed for these three SNPs, and the results 
are given in the next section. In comparing CFS with NF groups, for the rs258750 marker, 
105 genes were identified with differential expression across genotypes with 5% FDR from 
the independent test. This result is supported by the evidence of the neuroendocrine 
regulation of immunity, because the gene expression data were obtained from a 
mononuclear cell, and the role of glucocorticoid receptor (NR3C1) gene is to regulate the 
level of glucocorticoid. 

In the integrated analysis for comparing CFS-MDD/m with NF groups, for the rs6188 
marker in the NR3C1 gene, 52 genes showed significant interaction effects with the rs6188 
marker on disease status CFS-MDD/m from the logistic regression model. Also, the two-
way ANOVA models yielded 217 candidate reactive genes, on which there are significant 
interaction effects between disease status and genotypes. Note that these candidate genes, 
especially reactive genes, could not be detected by Schadt et al.'s method. The Lee et al.'s 
two-step integration method revealed the causal association among gene expression level, 
genotype and disease status in depth. Candidate causal/reactive genes were detected also 
for rs852977 in the NR3C1 gene. However, the candidate gene set for the rs852977 is very 
similar to that for the rs6188, with slight differences in causality structure. This similarity 
would be due to a strong linkage between the two SNPs. 

4.2.3 Pathway enrichment analysis 

In comparing CFS with NF groups, Lee et al. further conducted a pathway enrichment analysis 
for 105 genes that were identified to have a significant relationship with the rs258750 marker 
from the independent test at step 2. The pathway classification showed that nine different 
pathways were associated with the rs258750 marker at the 5% significance level (Table 3). Out 
of nine pathways, four were enriched with genes involved in regulation of transcription, 
translation or mRNA processing, and three are related with immune system. 

For comparing CFS-MDD/m with NF groups, pathway enrichment analyses were 
conducted on the genes that were identified to have a significant relationship with the 
rs6188 and/or rs852977 markers at step 2. Because of the linkage between the two SNPs, the 
results were similar (Tables 4 and 5), and the results was given only for the rs6188. While 
seven different pathways were detected at the 5% significance level for the 52 candidate 
causal genes, eleven different pathways were detected for the 217 candidate reactive genes 
(Table 4). In addition, two other pathways, whose p-values were slightly larger than the 5% 
significance level, are listed. 

In pathway enrichment analyses of the candidate causal genes, the steroid biosynthesis 
pathway appears to have a direct causal effect on the disease status, CFS-MDD/m, through 
an integrative action of the rs6188 marker within the NR3C1 gene. The two significantly 
enriched biological pathways (i.e., ‘IL-2 Receptor Beta Chain in T cell Activation’, and ‘HIV-
1 Nef: negative effector of FAS and TNF’) are all related to the immune system. On the other 
hand, the pathway enrichment analysis of the candidate reactive genes showed that several 
pathways related to lipid metabolism or biosynthesis, such as eicosanoid and fatty acid, 
appear to be important for responding to CFS-MDD/m. Furthermore, other pathways 
associated with neuron physiology and neurotransmitters appear to respond to CFS-
MDD/m. 
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At step 2, each gene–SNP combination data was analyzed based on one of the three 
statistical models, corresponding to the detected causal relationship. For all seven SNPs 
within NR3C1, significant causal relationships with gene expression levels were detected for 
either or both datasets (Table 2). Three SNPs (rs258750, rs6188 and rs852977) showed 
significant relationships with expression levels of a large number of genes, and can be 
candidates for genetic modulators of CFS- related regulatory pathways. 

Gene SNP CFS vs. NF CFS-MDD/m vs. NF 

Causala Reactiveb Independentc Causala Reactiveb Independentc 

NR3C1d Rs2918419 0 (639) 7 (16,215) 0 (3306) 8 
(13,955)

3 
(5912) 

0 (293) 

 Rs1866388 0 (165) 0 (16,872) 0 (3123) 15 
(4136) 

71 
(15,976) 

0 (48) 

 Rs860458 0 (639) 7 (16,215) 0 (3306) 8 
(13,955)

3 
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0 (293) 

 Rs852977 0 (230) 0 (17,001) 0 (2929) 120 
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(2013) 
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 Rs5993882 0 (1022) 0 (14,380) 0 (4758) 0 (547) 0 (17,333) 0 (2280) 

Table 2. Two-step integration based on causality model selection. (by courtesy of the 
authors) [Lee et al., 2009] 

The integrative analyses were conducted respectively on two datasets, CFS vs. NF groups and CFS-
MDD/m vs. NF groups. Note that the results are presented only for nine SNPs within two known CFS-
related genes (NR3C1 and COMT). For each combination of 20,160 genes and 41 SNPs, the best causal 
relationship was detected via causal model selection at step 1. Numbers in parenthesis indicate the 
numbers of genes having each causal relationship with each SNP and disease status. At step 2, each 
gene-SNP combination data was analyzed based on one of the three statistical models, corresponding to 
the detected causal relationship. Outside parenthesis, we present the numbers of significant genes 
identified by the corresponding statistical models. Three SNPs, each of which involves significant causal 
relationships with expression levels of more than 100 genes, are marked in bold. 
a Logistic regression was conducted to identify genes whose expressions have interaction effect with 
genotype variation on disease status. 
b Two-way ANOVA was conducted to identify genes whose expressions are affected by interaction 
between genotype variation and disease status. 
c Independent test was conducted to identify genes whose expressions differ according to SNP 
genotypes. 

d Gluccorticoid receptor located at 5q34. 
e Catechol-O-methltransferase located at 22q11.1. 
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Next, pathway enrichment analyses were performed for these three SNPs, and the results 
are given in the next section. In comparing CFS with NF groups, for the rs258750 marker, 
105 genes were identified with differential expression across genotypes with 5% FDR from 
the independent test. This result is supported by the evidence of the neuroendocrine 
regulation of immunity, because the gene expression data were obtained from a 
mononuclear cell, and the role of glucocorticoid receptor (NR3C1) gene is to regulate the 
level of glucocorticoid. 

In the integrated analysis for comparing CFS-MDD/m with NF groups, for the rs6188 
marker in the NR3C1 gene, 52 genes showed significant interaction effects with the rs6188 
marker on disease status CFS-MDD/m from the logistic regression model. Also, the two-
way ANOVA models yielded 217 candidate reactive genes, on which there are significant 
interaction effects between disease status and genotypes. Note that these candidate genes, 
especially reactive genes, could not be detected by Schadt et al.'s method. The Lee et al.'s 
two-step integration method revealed the causal association among gene expression level, 
genotype and disease status in depth. Candidate causal/reactive genes were detected also 
for rs852977 in the NR3C1 gene. However, the candidate gene set for the rs852977 is very 
similar to that for the rs6188, with slight differences in causality structure. This similarity 
would be due to a strong linkage between the two SNPs. 

4.2.3 Pathway enrichment analysis 

In comparing CFS with NF groups, Lee et al. further conducted a pathway enrichment analysis 
for 105 genes that were identified to have a significant relationship with the rs258750 marker 
from the independent test at step 2. The pathway classification showed that nine different 
pathways were associated with the rs258750 marker at the 5% significance level (Table 3). Out 
of nine pathways, four were enriched with genes involved in regulation of transcription, 
translation or mRNA processing, and three are related with immune system. 

For comparing CFS-MDD/m with NF groups, pathway enrichment analyses were 
conducted on the genes that were identified to have a significant relationship with the 
rs6188 and/or rs852977 markers at step 2. Because of the linkage between the two SNPs, the 
results were similar (Tables 4 and 5), and the results was given only for the rs6188. While 
seven different pathways were detected at the 5% significance level for the 52 candidate 
causal genes, eleven different pathways were detected for the 217 candidate reactive genes 
(Table 4). In addition, two other pathways, whose p-values were slightly larger than the 5% 
significance level, are listed. 

In pathway enrichment analyses of the candidate causal genes, the steroid biosynthesis 
pathway appears to have a direct causal effect on the disease status, CFS-MDD/m, through 
an integrative action of the rs6188 marker within the NR3C1 gene. The two significantly 
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1 Nef: negative effector of FAS and TNF’) are all related to the immune system. On the other 
hand, the pathway enrichment analysis of the candidate reactive genes showed that several 
pathways related to lipid metabolism or biosynthesis, such as eicosanoid and fatty acid, 
appear to be important for responding to CFS-MDD/m. Furthermore, other pathways 
associated with neuron physiology and neurotransmitters appear to respond to CFS-
MDD/m. 
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Pathwaya Modelb Sourcec Nodesd Gene ID e Gene name 

Galactose 
metabolism 

Indepe-
ndent 

KEGG 2/22 B4GALT2
MGAM 

UDP-Gal:betaGlcNAc beta 
1,4-galactosyltransferase, 
polypeptide2 
Maltase-glucoamylase 

Basic 
mechanisms of 
SUMOylation 

Indepe-
ndent 

BioCarta 1/4 SUMO3 SMT3 suppressor of mif two 3 
homolog 3 

Internal 
ribosome entry 
pathway 

Indepe-
ndent 

BioCarta 1/8 EIF4E Eukaryotic translation 
initiation factor 4E 

Neutrophil and 
its surface 
molecules 

Indepe-
ndent 

BioCarta 1/8 ITGB2 Integrin, beta 2 

Alternative 
complement 
pathwy 

Indepe-
ndent 

BioCarta 1/9 CFB Complement factor B 

Mechanisms of 
protein import 
into the nucleus 

Indepe-
ndent 

BioCarta 1/9 NUP62 Nucleoporin 62kDa 

Polyadenylation 
of mRNA 

Indepe-
ndent 

BioCarta 1/9 PABP2 Poly(A) binding protein II 

B Lymphocyte 
cell surface 
molecules 

Indepe-
ndent 

BioCarta 1/9 ITGB2 Integrin, beta 2 

Adhesion 
molecules on 
lymphocyte 

Indepe-
ndent 

BioCarta 1/9 ITGB2 Integrin, beta 2 

Table 3. Significant regulated pathways for SNP rs258750 (by courtesy of the authors) [Lee et 
al., 2009] 

Pathway enrichment analysis was conducted using 105 candidate independent genes, which 
were identified for rs258750. Significant biological pathways were detected via Fisher’s exact 
test at a 5% significance level. Pathways are listed in order of significance e.g., most 
significant pathway presents at the top. 
a Name of biological pathway selected by Fisher’s exact test. 
b Causality models selected ay step1. 
c Source of pathway 

d The number of candidate causal/reactive genes associated with pathway/the number of 
all genes associated with pathway. 
e Gene ID of candidate genes associated with pathway 
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Pathwaya Modelb Sourcec Nodesd Gene ID e Gene name 

Electron transport 
chain 

Causal GenMapp 2/105 COX11 
COX6A1 

Cytochrome c oxidase 
subunit11 
Cytochrome c oxidase 
subunit Via polypeptide 1  

Steroid 
biosynthesis 

Causal GenMapp 1/9 F13B Coagulation factor XIII,B 
polypeptide 

Blood clotting 
cascade 

Causal GenMapp 1/19 F13B Coagulation factor XIII,B 
polypeptide 

FAS signaling 
pathway(CD95) 

Causal BioCarta 1/30 CFLAR CASP8 and FADD-like 
apoptosis regulator 

Induction of 
apoptosis through 
DR3 and DR4/5 
Death Receptor 

Causal BioCarta 1/32 CFLAR CASP8 and FADD-like 
apoptosis regulator 

IL-2 receptor beta 
chain in T cell 
activation 

Causal BioCarta 1/35 CFLAR CASP8 and FADD-like 
apoptosis regulator 

HIV-1 Nef:negative 
effector of FAS and 
TNF  

Causal BioCarta 1/57 CFLAR CASP8 and FADD-like 
apoptosis regulator 

Agrin in 
postsynaptic 
differentiation 

Reactive BioCarta 3/39 UTRN 
DVL1 
ARHGEF6

Utrophin 
Dishevelled,dsh 
homolog1 
Rac/Cdc42 guanine 
nucleotide exchange 
factor(GEF)6 

Cell cycle Reactive GenMapp 4/87 CDC14A 
E2F2 
CDC20 

CDC14 cell division cycle 
20homolog 
E2F transcription factor2 
CDC20 cell division cycle 
20homolog 

Eicosanoid 
metabolism 

Reactive BioCarta 2/20 PTGES 
EPHX1 

Prostaglandin E synthase 
Epoxide hydrolase 

Biosyntheisis of 
cysteine  

Reactive BioCarta 1/2 CBS Cystathionine-beta-
synthase 

Biosyntheisis of 
threonine and 
methionine  

Reactive BioCarta 1/2 CBS Cystathionine-beta-
synthase 
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Pathwaya Modelb Sourcec Nodesd Gene ID e Gene name 

Inactivation of 
Gsk3 by  
AKT causes 
accumulation  
of β-catenin  
in alveolar 
macrophages 

Reactive BioCarta 2/25 MYD88
DVL1 

Myeloid differentiation 
primary response gene 
(88) 
Disheveled, 
dsh homolog 1 

Fatty acid 
metabolism 

Reactive KEGG 3/57 HADHB Hydroxyacyl-Coenzyme 
A dehydrogenase/3-
ketoacyl-Coenzyme 
A thiolase/enoyl-
Coenzyme A hydraatase, 
beta subunit 

Bile acid 
biosynthesis 

Reactive KEGG 2/26 ADH6 Alcohol dehydrogenase 6 
(class V)  

Catabolic  
pathways for 
methionine,isoleuci
ne,threonine 
And valine 

Reactive BioCarta 1/4 CBS Cystathionie-beta-
synthase 

Basic mechanisms 
of SUMOylation

Reactive BioCarta 1/4 SMT3H1 SMT3 suppressor of  
mif two 3 homolog 3 

ALK in cardiac 
myocytes 

Reactive BioCarta 2/34 DLV1
CHRD

Chordin

Taurine and 
hypotaurine 
metabolismf 

Reactive KEGG 1/5 GAD1 Glutamate 
decarboxylase 1 

Biosynthesis of 
neurotransmittersf 

Reactive BioCarta 1/6 GAD1 Glutamate 
decarboxylase 1 

Table 4. Significant regulated pathways for SNP rs6188 (by courtesy of the authors) [Lee et 
al., 2009] 

Pathway enrichment analysis was conducted using 52 candidate causal genes and 217 candidate 
reactive genes, which were identified for rs6188. Significant biological pathways were detected via 
Fisher’s exact test at a 5% significance level. Pathways are listed in order of significance within each of 
causality models, e.g., most significant pathway presents at the top. 
a Name of biological pathway selected by Fisher’s exact test. 
b Causality models selected ay step1. 
c Source of pathway 

d The number of candidate causal/reactive genes associated with pathway/the number of all genes 
associated with pathway. 
e Gene ID of candidate genes associated with pathway. 
f Pathways with p-value that is slightly larger than 0.05. 
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Pathwaya Modelb Sourcec Nodesd Gene ID e Gene name
Agrin in 
postsynaptic 
differentiation 

Causal BioCarta 2/39 DMD
DVL1 

Dystrophin
Dishevelled,  
dsh homolog 1 

Steroid 
biosynthesis 

Causal Gen
MAPP 

1/9 F13B Coagulation factor XIII, B 
polypeptide 

Nucleotide 
GPCRs 

Causal Gen
MAPP 

1/10 P2RY4 Pyrimidinergic receptor P2Y, 
G-protein coupled 4 

RNA 
polymerase III 
transcription 

Causal BioCarta 1/8 GTF3C1 General transcription factor 
IIIC, polypeptide 1,  
alpha 220kDa 

Blood clotting 
cascade 

Causal Gen
MAPP 

1/19 F13B Coagulation factor XIII,  
B polypeptide 

Bile acid 
biosynthesis 

Causal KEGG 1/26 ADH6 Alcohol dehydrogenase 6 

Tyrosine 
metabolism 

Causal KEGG 1/37 ADH6 Alcohol dehydrogenase 6I 

Inactivation of 
Gsk3 by AKT 
causes 
accumulation of 
b-catenin in 
alverolar 
macrophages 

Reactive BioCarta 1/25 MYD88
DVL1 

Myeloid differentiation 
primary response gene (88) 
Dishevelled, dsh homolog 1 

ALK in cardiac 
myocytes 

Reactive BioCarta 1/34 DVL1
CHRD 

Dishevelled, dsh homolog 1 
Chordin 

Biosynthesis of 
neurotransmitter

Reactive BioCarta 1/6 GAD1 Glutamate decarboxylase 1 

Taurine and 
hypotaurine 
metabolism 

Reactive KEGG 1/5 GAD1 Glutamate decarboxylase 1 

Electron 
transport chain 

Reactive Gen
MAPP 

2/105 COX11
COX6A1 

Cytochrome c oxidase 
subunit 11 
Cytochrome c oxidase 
subunit Vla polypeptide 1 

Table 5. Significant regulated pathways for SNP rs852977 (by courtesy of the authors) [Lee et 
al., 2009] 

Pathway enrichment analysis was conducted using 120 candidate causal genes, which were identified 
for rs852977. Significant biological pathways were detected via Fisher’s exact test at a 5% significance 
level. Pathways are listed in order of significance within each of causality model, e.g., most significant 
pathway presents at the top. 
a Name of biological pathway selected by Fisher’s exact test. 
b Causality models selected ay step1. 
c Source of pathway 

d The number of candidate causal/reactive genes associated with pathway/the number of all genes 
associated with pathway. 
e Gene ID of candidate genes associated with pathway. 
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Table 4. Significant regulated pathways for SNP rs6188 (by courtesy of the authors) [Lee et 
al., 2009] 

Pathway enrichment analysis was conducted using 52 candidate causal genes and 217 candidate 
reactive genes, which were identified for rs6188. Significant biological pathways were detected via 
Fisher’s exact test at a 5% significance level. Pathways are listed in order of significance within each of 
causality models, e.g., most significant pathway presents at the top. 
a Name of biological pathway selected by Fisher’s exact test. 
b Causality models selected ay step1. 
c Source of pathway 

d The number of candidate causal/reactive genes associated with pathway/the number of all genes 
associated with pathway. 
e Gene ID of candidate genes associated with pathway. 
f Pathways with p-value that is slightly larger than 0.05. 
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Pathway enrichment analysis was conducted using 120 candidate causal genes, which were identified 
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5. Discussion 
The two-step procedure can integrate gene expression data, genotype variation data and 
clinical data, and identify the genetic mechanism of a complex disease. We described three 
different statistical tests based on the two-step procedure proposed by Lee et al.. For 
purposes of comparison, two different CFS related datasets were analyzed via the multi-step 
procedure proposed by Schadt et al.. In these specific datasets, no significant results were 
detected from the multistep method of Schadt et al., while the method of Lee et al. enabled 
us to identify many statistically significant causal relationships, some of which were 
biologically supported by pathway enrichment analyses. These results demonstrated that 
the two-step method based on an exhaustive search investigation would provide more 
power. 

Furthermore, the two-step approach provided some interesting results. First, CFS groups 
and CFS-MDD/m groups would appear to have different genotypes and gene expression 
profiles even though they had the common characteristic of chronic fatigue. In particular, 
CFS has major susceptibility markers within the NR3C1 gene, and CFSMDD/m seems to 
have major susceptibility markers within the catechol-O-methyltransferase (COMT) gene, 
though they are not statistically significant after FDR correction (Table 1B). The NR3C1 gene 
regulates the level of glucocorticoid which is the end product of the hypothalamic-pituitary-
adrenal (HPA) whereas COMT catalyzes the transfer of a methyl group from S-
adenosylmethionine to catecholamines, which is the principal end product of the 
sympathetic nervous system (SNS), of which the role is maintaining stress-related 
homeostasis [Elenkov et al., 2000]. The different major susceptibility gene may be related 
with to the provoking of MDD/m. 

Second, polymorphisms in the glucocorticoid receptor NR3C1 gene act on CFS and CFS-
MDD/m differently. The polymorphisms (rs258750) within NR3C1 have significant effects 
on CFS, and the 105 gene expression levels independently. However, in the integrated 
analysis for comparing CFS-MDD/m and NF groups, polymorphisms within the NR3C1 
gene affect the CFS-MDD/m and several gene expression levels differently. For example, 
the 217 genes are differentially expressed according to the rs6188 marker genotype within 
NR3C1 and disease status, even though polymorphisms within NR3C1 have no direct 
significant effects after FDR correction on the CFS-MDD/m. In addition, the 52 genes also 
regulate the CFS-MDD/m, through integrated action with the rs6188 marker. The different 
action of the NR3C1 gene on gene expression level and disease may be an outcome of other 
factors, such as environmental effects or polymorphisms of the COMT gene. The 
catecholamines which are regulated by the COMT gene, have been often been regarded as 
immunosuppressive [Elenkov et al., 2000]. 

Two pathway enrichment analyses for the 52 candidate causal genes and 217 candidate 
reactive genes indicated that our approach can recover plausible regulatory mechanisms of 
CFS-MDD/m by comparing CFS-MDD/m and NF groups. From the comparison, we 
noticed that the pathways related to the immune system and steroid may have causal effect 
on disease state through an integrative action of the NR3C1 gene. Both the NR3C1 gene that 
regulates the level of glucocorticoid, and the steroid that includes corticosteroids are known 
to regulate the immune function [Webster et al., 2002]. A number of studies have found 
many irregularities in the immune systems in CFS patients [Natelson et al., 2002]. This 
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suggested that an important cause of CFS-MDD/m would be the immune system 
dysfunction, regulated by the neuroendocrine system, which rs6188 in the NR3C1 gene 
seems influence. Another potential implication of this comparison is that the CFS-MDD/m 
status and genetic polymorphisms can jointly induce different activation and expression of 
several lipid related metabolisms, neuron physiology differentiation, and neurotransmitters. 
Our results are supported by the known relationship between eicosanoid or fatty acid and 
CFS [Grey & Martinovic, 1994; Puri, 2007; Puri et al., 2004; Liu et al., 2003]. 

However, since fatigue is a core symptom in major depressive disorder [Pae et al., 2007], 
CFS-MDD/m patients might have fatigue due to the depression rather than unexplained 
causes, and hence the significant results may be related to a ‘major depression disorder with 
melancholic features’ rather than chronic fatigue. For example, the excessive hypothalamus-
pituitary-adrenal (HPA) axis responses, of which the end products are glucocorticoids, are 
known to be hallmarks of depression [Pariante & Miller, 2001; Holsboer, 2000; Pariante, 
2004]. Also, the major depression can be associated with the immune activation, dysfunction 
of neurotransmitters at synapse [Neumeister et al., 2004; Sanacora et al., 2004; Maes & 
Meltzer, 1995], and essential fatty acids [Van Strater & Bouvy, 2006]. 

The integrative analyses considering the interaction effect among different levels of data 
could elucidate different disease susceptibility and differentially expressed genes of 
genetically different individuals. Some results showed that integrating genotype and 
expression data may help the search for new directions for the treatment of common human 
diseases that are not being detected using only one type of data. The integrated analysis 
provided more information than the two separate analyses of gene expression data and 
genotype variation data for characterizing CFS that has several possible causes. 

In conclusion, the two-step approach to the integration of heterogeneous data sets can be 
generally applied to other studies in which gene expression data, genotype variation data 
and clinical data are available, and it can be very useful as the importance of integrated data 
analysis has been increasing. The two-step approach can also be extended to datasets 
containing other type of data, such as protein data rather than clinical data. The two-step 
approach can be readily applicable to quantitative traits rather than binary clinical outcome 
traits, by employing linear regression analysis. Also, it can be easily applied to genome-wide 
association studies, and can handle environmental factors, such as age and sex, by treating 
these factors as covariates in the regression model. Furthermore, the two-step approach can 
be extended to the gene-set approach, the module based approach or co-expression network 
as Presson et al. [Presson et al., 2008] and Chen et al. [Chen et al., 2008] did. 

However, there are some limitations to the two-step method. First, the causality models are 
too simple to represent true mechanisms, which would be more complicated due to possible 
interactions between causal-reactive genes [Schadt et al., 2005]. Further considerations for 
more complicated models are necessary in order to identify the genetic mechanism of 
complex diseases. Second, the two-step approach may need large computing although it is 
applicable to genome-wide studies because it is not limited in the scale of data. Another 
limitation would be a misclassification problem in that the proposed method relies on the 
LCMS. The current two-step approach does not use FDR procedure to account for the model 
misclassification problem. In fact, FDR procedure was employed only in the second step, not 
in the first step for the model selection procedure that chooses the model with the minimum 
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seems influence. Another potential implication of this comparison is that the CFS-MDD/m 
status and genetic polymorphisms can jointly induce different activation and expression of 
several lipid related metabolisms, neuron physiology differentiation, and neurotransmitters. 
Our results are supported by the known relationship between eicosanoid or fatty acid and 
CFS [Grey & Martinovic, 1994; Puri, 2007; Puri et al., 2004; Liu et al., 2003]. 

However, since fatigue is a core symptom in major depressive disorder [Pae et al., 2007], 
CFS-MDD/m patients might have fatigue due to the depression rather than unexplained 
causes, and hence the significant results may be related to a ‘major depression disorder with 
melancholic features’ rather than chronic fatigue. For example, the excessive hypothalamus-
pituitary-adrenal (HPA) axis responses, of which the end products are glucocorticoids, are 
known to be hallmarks of depression [Pariante & Miller, 2001; Holsboer, 2000; Pariante, 
2004]. Also, the major depression can be associated with the immune activation, dysfunction 
of neurotransmitters at synapse [Neumeister et al., 2004; Sanacora et al., 2004; Maes & 
Meltzer, 1995], and essential fatty acids [Van Strater & Bouvy, 2006]. 

The integrative analyses considering the interaction effect among different levels of data 
could elucidate different disease susceptibility and differentially expressed genes of 
genetically different individuals. Some results showed that integrating genotype and 
expression data may help the search for new directions for the treatment of common human 
diseases that are not being detected using only one type of data. The integrated analysis 
provided more information than the two separate analyses of gene expression data and 
genotype variation data for characterizing CFS that has several possible causes. 

In conclusion, the two-step approach to the integration of heterogeneous data sets can be 
generally applied to other studies in which gene expression data, genotype variation data 
and clinical data are available, and it can be very useful as the importance of integrated data 
analysis has been increasing. The two-step approach can also be extended to datasets 
containing other type of data, such as protein data rather than clinical data. The two-step 
approach can be readily applicable to quantitative traits rather than binary clinical outcome 
traits, by employing linear regression analysis. Also, it can be easily applied to genome-wide 
association studies, and can handle environmental factors, such as age and sex, by treating 
these factors as covariates in the regression model. Furthermore, the two-step approach can 
be extended to the gene-set approach, the module based approach or co-expression network 
as Presson et al. [Presson et al., 2008] and Chen et al. [Chen et al., 2008] did. 

However, there are some limitations to the two-step method. First, the causality models are 
too simple to represent true mechanisms, which would be more complicated due to possible 
interactions between causal-reactive genes [Schadt et al., 2005]. Further considerations for 
more complicated models are necessary in order to identify the genetic mechanism of 
complex diseases. Second, the two-step approach may need large computing although it is 
applicable to genome-wide studies because it is not limited in the scale of data. Another 
limitation would be a misclassification problem in that the proposed method relies on the 
LCMS. The current two-step approach does not use FDR procedure to account for the model 
misclassification problem. In fact, FDR procedure was employed only in the second step, not 
in the first step for the model selection procedure that chooses the model with the minimum 
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AIC among the three causal models. While anticipating the problem, we still employed the 
LCMS process because it showed good power for detecting true models in the simulation 
evaluated by Schadt et al. The two-step approach can be extended to account for the errors 
caused by the model misclassification in the first step. For example, we can test for the 
difference in the AIC values of three causality models, because the chance for model 
misclassification would be high when the difference between the smallest AIC value from 
the selected model and those from the other models is not large. A permutation-based 
nonparametric test might be developed for this testing. We think it requires a further study 
to control simultaneously two types of errors: causality model selection, and significant 
maker-gene pair identification.  
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AIC among the three causal models. While anticipating the problem, we still employed the 
LCMS process because it showed good power for detecting true models in the simulation 
evaluated by Schadt et al. The two-step approach can be extended to account for the errors 
caused by the model misclassification in the first step. For example, we can test for the 
difference in the AIC values of three causality models, because the chance for model 
misclassification would be high when the difference between the smallest AIC value from 
the selected model and those from the other models is not large. A permutation-based 
nonparametric test might be developed for this testing. We think it requires a further study 
to control simultaneously two types of errors: causality model selection, and significant 
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1. Introduction 
Several lines of evidence suggest that corticosteroid-binding globulin (CBG), long known as 
a cortisol-transport glycoprotein, may have broader roles in targeted-tissue hormone 
delivery and the neurobehavioural responses to stress. These include studies of individual 
kindreds with rare severe CBG gene (SERPINA6) mutations, a study of chronic fatigue 
patients, a community study of individuals with a relatively high prevalence of two function 
altering CBG gene mutations in Calabria, Italy, a study of the genetic epidemiology of 
chronic pain, and, finally, two separate animal CBG gene knockout models. 

2. Corticosteroid-binding globulin: Structure and function 
CBG circulates as a 383 amino acid (50-55kDa) glycoprotein in blood, and was discovered in 
the late 1950s1-6 as a transport glycoprotein for cortisol in human plasma7,8. The liver is the 
main source of circulating CBG, although gene expression is also present in the placenta and 
kidney, and CBG is differentially expressed according to developmental stage in foetal 
life9,10. CBG is highly glycosylated with six consensus sites for N-glycosylation and 
sialyation11. Each molecule contains a single high-affinity (Ka = 1.7x 108) cortisol binding 
site12,13, for which glycosylation at Asn238 appears to be critical, probably due to the effect of 
this glycosylation site on tertiary structure14. Deglycosylation of the mature protein does not 
alter cortisol binding affinity. CBG is a Clade A member of the serine protease inhibitor 
(serpin) superfamily, however it lacks intrinsic serine protease inhibitory activity15,16. The 
CBG (SERPINA6) gene is located in a group of other serine protease inhibitor genes, thought 
to be phylogenetically related, on chromosome 14q31 - q32.117.  

Approximately 80% of circulating cortisol under basal conditions is bound to CBG. About 5-
8% of the cortisol is in a free or an unfractionated state, which is generally thought to be the 
biologically active form, and the remainder is loosely bound to high capacity albumin18. 
CBG, as part of its biological function, undergoes a so called ‘stressed to relaxed’ (SR) 
conformational change following the cleavage of its surface-exposed loop called the reactive 
centre loop or RCL18. However, the mode of cleavage in CBG differs from other members of 
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1. Introduction 
Several lines of evidence suggest that corticosteroid-binding globulin (CBG), long known as 
a cortisol-transport glycoprotein, may have broader roles in targeted-tissue hormone 
delivery and the neurobehavioural responses to stress. These include studies of individual 
kindreds with rare severe CBG gene (SERPINA6) mutations, a study of chronic fatigue 
patients, a community study of individuals with a relatively high prevalence of two function 
altering CBG gene mutations in Calabria, Italy, a study of the genetic epidemiology of 
chronic pain, and, finally, two separate animal CBG gene knockout models. 

2. Corticosteroid-binding globulin: Structure and function 
CBG circulates as a 383 amino acid (50-55kDa) glycoprotein in blood, and was discovered in 
the late 1950s1-6 as a transport glycoprotein for cortisol in human plasma7,8. The liver is the 
main source of circulating CBG, although gene expression is also present in the placenta and 
kidney, and CBG is differentially expressed according to developmental stage in foetal 
life9,10. CBG is highly glycosylated with six consensus sites for N-glycosylation and 
sialyation11. Each molecule contains a single high-affinity (Ka = 1.7x 108) cortisol binding 
site12,13, for which glycosylation at Asn238 appears to be critical, probably due to the effect of 
this glycosylation site on tertiary structure14. Deglycosylation of the mature protein does not 
alter cortisol binding affinity. CBG is a Clade A member of the serine protease inhibitor 
(serpin) superfamily, however it lacks intrinsic serine protease inhibitory activity15,16. The 
CBG (SERPINA6) gene is located in a group of other serine protease inhibitor genes, thought 
to be phylogenetically related, on chromosome 14q31 - q32.117.  

Approximately 80% of circulating cortisol under basal conditions is bound to CBG. About 5-
8% of the cortisol is in a free or an unfractionated state, which is generally thought to be the 
biologically active form, and the remainder is loosely bound to high capacity albumin18. 
CBG, as part of its biological function, undergoes a so called ‘stressed to relaxed’ (SR) 
conformational change following the cleavage of its surface-exposed loop called the reactive 
centre loop or RCL18. However, the mode of cleavage in CBG differs from other members of 



 
An International Perspective on the Future of Research in Chronic Fatigue Syndrome 

 

70 

the serpin superfamily19. The RCL of CBG is cleaved by human leukocyte elastase (HLE) at 
sites of inflammation10,20 rather than by inhibiting proteinases18. The HLE cleavage of CBG 
results in a ten-fold decrease in its binding affinity21, thus releasing cortisol10. In states of 
stress such as sepsis22, burns23 and myocardial infarction24, the free cortisol percentage 
increases to up to 20%, due to the saturation of available CBG by increased cortisol and 
reduced CBG levels (a result of increased CBG cleavage/catabolism and inhibited 
synthesis)25,26. Inflammatory cytokines such as IL-6, glucocorticoids, insulin, 
hyperthyroidism, nephrotic syndrome, and cirrhosis can also reduce CBG concentrations. 
On the other hand, oestrogen and pregnancy can increase CBG concentrations10,27. It is 
interesting to note, in this context, that increased production of HLE by neutrophils has been 
reported in chronic fatigue syndrome20,28.  

3. Corticosteroid-binding globulin: More than just a transport glycoprotein 
CBG has traditionally been considered to be a transport vehicle for the water insoluble 
cortisol29, with perhaps some role in moderating release of free cortisol in times of cortisol 
excess or deficiency30. This is in keeping with the ‘free hormone hypothesis’ proposed by 
Mendel31, which states that the biological activity of a hormone depends on the free rather 
than its protein-bound concentrations. The free steroid hormone can cross the plasma 
membrane of the target cell due to its small size and lipid solubility32.  

However, there is evidence that suggests that CBG-bound cortisol could play a functional 
role different to unbound cortisol. While a specific CBG cell receptor has not yet been 
cloned, cell membrane binding sites for CBG, which share many features of a receptor, have 
been known for some time33,34. This has led some to speculate that CBG may act as a 
hormone and there may be a direct contribution of bound cortisol in glucocorticoid 
bioavailability via this yet unidentified CBG receptor34. Accumulation of cyclic AMP35 
occurs as a result of this CBG:cell receptor interaction. Recently, it has been shown that the 
NeuAc residues on the N-glycans restrict the binding of CBG to the cell receptor. Removing 
these NeuAc residues resulted in marked increase in cyclic AMP levels35. Dilution of CBG 
results in release of cortisol and thus suggests, at the very least, an indirect contribution of 
bound cortisol in glucocorticoid bioavailability36.  

A closely related steroid binding glycoprotein in the human body is sex hormone binding 
globulin (SHBG), which binds testosterone and oestradiol. A role for SHBG beyond 
transport has been shown. Sex steroid tissue delivery involves endocytic uptake of SHBG–
sex steroid complexes via the LDL receptor–related protein member megalin37. Megalin 
knockout mice exhibit sexual infantilism37. While possible a megalin-like mechanism for 
endocytic uptake of CBG-cortisol complexes has not been demonstrated.  

4. Chronic fatigue/pain syndromes, the concept of ‘allostasis’ and the role of 
hypothalamo-pituitary-adrenal axis 
Chronic fatigue/pain syndromes are common. Epidemiological studies have estimated the 
point prevalence of chronic widespread pain (CWP) in the community to be up to 11%38, 
and about 9% of the total population will experience significant chronic fatigue at any one 
time39. It should be noted, however, that up to two-thirds of these patients complaining of 
chronic fatigue will not meet the criteria for chronic fatigue syndrome (CFS)40,41. A 
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considerable overlap exists, however, in terms of both clinical and biochemical 
characteristics, and perhaps the pathogenesis of chronic fatigue and chronic pain42.  

CFS is a clinical diagnosis, the hallmark of which is disabling fatigue for over six months 
with prolonged (>24hrs) post-exertional exacerbation along with other symptoms which 
include impaired short-term memory and concentration, sore throat, tender lymph nodes, 
myalgia, arthralgia, headaches and unrefreshing sleep43. Since the term ‘chronic fatigue 
syndrome’ was proposed in 1988 to replace the prior ‘chronic Epstein Barr virus syndrome’ 
(based on the realization that not all chronic fatigue cases were post-infective in nature)44, 
newer aetiological models based on neuroendocrine45, psychiatric46, evolutionary47, 
immunological48 and non–infective inflammatory49 mechanisms have been described. A 
well-accepted explanation for the development of CFS or even the relative contribution of 
the different possible mechanisms, however, remains elusive. CFS, a debilitating disease 
sharing many features with fibromyalgia50, CWP and similar idiopathic chronic fatigue 
syndromes, significantly impairs a patient’s quality of life51,52, social53 and emotional well 
being54,55, besides putting considerable economic strain on the community56. It is, therefore, 
imperative that a better understanding of the causation of CFS and related disorders is 
achieved to enable development of effective therapeutic options, which are currently 
lacking57.  

A hereditary component to CFS has also been suggested58-60. Recently, an analysis of the 
Utah population database (UPDB) looking at the genetic relationships of CFS patients was 
published61. 811 patients diagnosed with CFS by the US CDC or the Fukuda criteria43  
underwent genealogical analysis. A significant excess in CFS relative risk among first (2.70, 
95% CI: 1.56-4.66), second (2.34, 95% CI: 1.31-4.19), and third degree relatives (1.93, 95% CI: 
1.21-3.07) was observed.  

The human stress system includes the two effector arms, the hypothalamic-pituitary-adrenal 
axis (HPA axis) and the sympathetic nervous system, with their chief hormonal products, 
cortisol and noradrenaline/adrenaline, respectively. The stress system responds in a highly 
coordinated and stress-specific manner to stressors, which may be defined as threats to 
homeostasis or the stable internal milieu of the organism. Stressors such as infection, 
inflammation, trauma, and psychic disturbance such as fear or anxiety act via inflammatory 
cytokines or internal CNS influences to produce a range of physiological responses designed 
to protect the body from stress, such as elevated blood pressure, redirection of blood flow, 
mobilization of metabolic substrates and CNS arousal. The stress system has basal tone and 
it has been proposed that altered chronic stress system activity, which may be produced by 
excessive stress at key developmental stages such as intrauterine, childhood and 
adolescence, may be detrimental to health. For example, excessive stress system activity may 
lead to metabolic deterioration such as hypertension, diabetes, central adiposity, 
osteoporosis and mental illness, which together comprise a high proportion of modern 
chronic illnesses. Chronically altered stress system activity may be described as a state of 
allostasis representing stability but with risk of long term tissue damage62.  

On the other hand, reduced stress system activity, another form of allostasis, may be 
expected to produce a state of hypo-arousal and lack of anti-nociceptive activity centrally, 
leading to the many chronic pain and fatigue based disorders (CFS, fibromyalgia, irritable 
bowel syndrome, migraine and many others). A number of studies have shown relative 
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hypocortisolism in pain/fatigue disorders63-65. In patients with CFS, studies have 
demonstrated low levels of cortisol in plasma63,64 (in morning63 as well as in the evening66), 
urine63,67-70 and saliva70-73. Corticotropin-releasing hormone (CRH) and adrenocorticotropic 
hormone (ACTH) challenge tests, which test adequacy of the HPA axis also show similar 
results in CFS patients63 although not consistently45. Hypocortisolism has also been shown 
in patients with fibromyalgia74-76 and chronic pain syndromes77,78. Chronic fatigue syndrome 
has a strikingly high female preponderance (up to 75%) and it has been shown that the 
glucocorticoid sensitivity of pro-inflammatory cytokine production after psychological 
stress is different among the sexes79.  

5. CBG gene mutation: Kindred studies 
Four major function altering mutations of the CBG gene have been described in humans. 
These include CBG Leuven, CBG Lyon, CBG null and a CBG non-cortisol binding variant. 
Old and new genetic nomenclature for these mutations is shown in Table 1. CBG Leuven 
(c.344T>A, p.Leu115His) reduces CBG:cortisol binding three-fold15,80. CBG Lyon has been 
described in three kindreds and reduces cortisol binding affinity 4-fold (c.1165G>A, 
p.Asp389Asn)15,81. CBG null (c.32G>A, p.Trp11X) prevents CBG synthesis and homozygotes 
are completely CBG deficient82. Both CBG Lyon and null are associated with fatigue and 
chronic pain and were described together in single kindred where the phenotype was 
similar82. The description of a kindred with a non-cortisol binding variant of CBG included 
an index case with fatigue83. 

Mutations and 
polymorphisms

Coding DNA 
(old 

nomenclature) 

Coding DNA 
(new 

nomenclature) 

Protein  
(old 

nomenclature) 

Protein  
(new 

nomenclature) 
Leuven T433A c.344T>A Leu93His p.Leu115His 

Lyon G1254A c.1165G>A Asp367Asn p.Asp389Asn 
Null G121A c.32G>A Trp-12X p.Trp11X 

Non-cortisol 
binding - c.776G>T p.Gly237Val p.Gly259Val 

p.Ala246Ser 
polymorphism c.825G>T c.736G>T Ala-Ser224 p.Ala246Ser 

Table 1. Old and new nomenclature for known mutations and polymorphisms in CBG  

6. CBG null 
We have described a 39 member Italian-Australian kindred with a novel null (complete loss-
of-function) CBG mutation, an exon 2 mutation causing premature termination codon 
corresponding to residue-12 (c121GA)82 (Fig. 1). The 48 year-old female proband was 
found to have low total plasma cortisol levels but normal 24-hour urinary free cortisol. She 
had an elevated plasma cortisol fraction and undetectable CBG levels. CBG gene sequencing 
of the family revealed two null homozygotes, 19 null heterozygotes, three Lyon 
heterozygotes and two compound (Null/Lyon) heterozygotes. CBG levels were also 
undetectable in the other two CBG null homozygotes. There was a 50% CBG reduction in 
the null heterozygotes and an even greater reduction in the compound heterozygotes. Five 
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members of the family, including the female proband, met the United States’ Centre for 
Disease Control (CDC) criteria43 for chronic fatigue syndrome. In addition, 12 out of the 14 
members with heterozygote mutation and two out of three with homozygous mutation 
were found to have idiopathic chronic fatigue. Pain syndromes were observed in six subjects 
with null mutation – four were null heterozygotes while two were homozygotes. One of 
these pain affected null subjects also fulfilled the criteria for CFS. Prior to finding this family 
with CBG null deficiency it had been thought that complete CBG deficiency was 
incompatible with life9,84.  

 
Fig. 1. Schematic diagram of the CBG gene and the location of CBG mutations. Darker 
shaded portions indicate regions of the exons that are untranslated. The mutations include 
CBG null (G121A; Trp-12X), transcortin Leuven (T433A; Leu93His), CBG Lyon (G1254A; 
Asp367Asn) and Ser/Ala224 polymorphism (G825T) and CBG non -binding polymorphism 
(Gly237Val).  

7. CBG Lyon 
The CBG variant produced due to a missense mutation, an aspartic acid to aspargine 
substitution at residue 367 (Asp367  Asn) was first described in a 43 year old woman of 
northwest African origin in Lyon, France, and is known as the CBG Lyon mutation81. Her 
main symptoms included chronic asthenia, depressive mood and hypotension. She was 
found to have very low total plasma cortisol but normal ACTH and urine free cortisol levels. 
A low free cortisol concentration suggested an abnormality in CBG binding and was later 
confirmed. Her four children were all found to heterozygous for this mutation.  

Since then, CBG Lyon has been described in two other kindreds82,85. The mutation has been 
reported in a 40 year-old white Brazilian woman presenting with chronic fatigue and 
hypotension. The family members screened, including her parents and her children, were 
found to be heterozygous for the mutation but did not complain of chronic fatigue85. We 
have also reported CBG Lyon mutation in the family members of a proband with CBG null 
mutation82. Three family members were CBG Lyon heterozygotes, while two had co-
inheritance of CBG Lyon and CBG null (compound heterozygotes). The family members 
with co-inheritance had clearly low CBG levels. All available family members with CBG 
Lyon mutation, both heterozygotes and compound heterozygotes reported significant 
fatigue82.  
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8. CBG non-binding Gly 237 Val 
This CBG gene polymorphism, involving a c.776g>t transversion in exon 3 of the SERPINA6 
gene resulting in a p.Gly237Val substitution, was described recently in a 26 year-old 
Pakistani–British woman presenting with fatigue and hypotension. This CBG variant lacks 
any steroid binding activity. Two siblings were found homozygous for this mutation and 
two more family members (including the proband’s mother) were found to be 
heterozygous. The homozygous members had reduced CBG levels (about 50% for the 
proband) by RIA measurements but undetectable CBG when measured with cortisol-
binding capacity assays. However, aside from the proband, none of the family members, 
including two siblings found homozygous for the mutation, reported symptoms of chronic 
pain or fatigue. The only biochemical finding that differentiated the proband from the other 
homozygous members was the increased cortisol pulsatility83.  

9. Genetic epidemiology studies 
Given the evidence from the kindred studies, we hypothesized that CBG polymorphisms 
could act as a genetic risk factor for patients with CFS. Two hundred and forty eight patients 
with CFS and an equal number of control subjects had full CBG gene sequencing. An exon 3 
polymorphism (c.825G-->T, Ala-Ser224) was more commonly observed in CFS patients than 
expected by chance at the trend level (P<0.07), suggesting that homozygosity for the serine 
allele of the CBG gene may predispose to CFS86.  

We also conducted a population-based study in Calabria, Italy, the region our Italian-
Australian null/Lyon kindred originated from, to look at the prevalence of CBG mutations 
in the local community. The results showed a high prevalence of CBG null and Lyon 
mutations (3.6%). Chronic widespread pain, but not chronic fatigue, was found to be 
common in subjects with CBG mutation87.  

Genetic influences have been postulated to account for 50% of the variance as well as the 
reduced pain thresholds seen in chronic pain syndromes88,89. The prospective population–
based cohort study EPIFUND (Epidemiology of functional disorders), examined if genetic 
variation within the HPA axis genes was associated with susceptibility to musculoskeletal 
pain. The CBG gene (SERPINA6) and six other HPA axis genes CRH, CRH receptor 1 
(CRHR1), CRH binding protein (CRHBP), the ACTH precursor pro-opiomelanocortin 
(POMC) and its receptor (MC2R), the glucocorticoid receptor (NR3C1) were examined. 
Seventy-five single nucleotide polymorphisms (SNPs) were detected in 164 CWP patients 
and 172 pain-free controls. Amongst the seven HPA axis genes, the most notable genetic 
variation was in the SERPINA6 gene. Two SNPs in SERPINA6 (rs 941601 and rs 8022616), 
located within a single haplotype block, were significantly associated with CWP. Moreover, 
in patients reporting pain, four SNPs of SERPINA6 were associated with the maximum 
number of pain sites88. This finding assumes significance given that there was no association 
with SNPs in CRH, CRHR1, CRHBP, POMC or NR3C1 and CWP was observed and only a 
single SNP in MC2R, rs11661134, was associated with increased odds of having CWP.  

CBG gene knockout mice models 

The effect of a gene deletion can also be studied in the laboratory setting by producing 
‘knockout gene’ mouse models, achieved by a homologous recombination between DNA 
sequences in the existing chromosome and the newly introduced DNA into pluripotent 

Corticosteroid-Binding Globulin Gene Mutations and  
Chronic Fatigue/Pain Syndromes: An Overview of Current Evidence 

 

75 

embryo-derived stem cells90. In the study reported by Richard et al, the CBG gene knockout 
mouse was created by ‘floxing’ - contraction for flanking the lox p sites - exon 2 of the 
SERPINA6 gene91. The learned helplessness paradigm92, an animal model of depression, was 
used to evaluate behavioural changes following intense stress. HPA axis dysregulation has 
previously been linked to helpless behavior93,94. The CBG deficient mice (Cbg -/-) showed 
increased immobility in the forced-swimming test and markedly enhanced learned 
helplessness after prolonged uncontrollable stress (footshock) as well as markedly reduced 
total circulating corticosterone in both rested and stressed states. Responses to milder 
stressors was not altered. In another CBG knockout mice study95, Cbg -/- mice had a 
reduction in CBG levels and a correspondingly ten-fold increase in levels of free cortisol. 
Despite this, there was no evidence of enhanced glucocorticoid activity, suggesting the role 
of CBG in mediating corticosteroid functions. More importantly, Cbg -/- mice exhibited a 
possible fatigue syndrome, characterised by reduced activity levels compared with the 
control group. The elevated cortisol and reduced activity levels were not seen in the study of 
Richard et al91. Taken together, however, these findings suggest an important hitherto 
unanticipated role for CBG in the neurobehavioural aspects of stress system function.  

10. Conclusion 
There is an unequivocal role for CBG as a transport molecule for cortisol, and altered levels 
of CBG are generally met with unaltered levels of free cortisol, confirming it is free cortisol 
which is actively regulated in blood.  

However, recent studies have linked rare CBG gene mutations, which alter CBG levels or 
binding affinity, to pain/fatigue syndromes. This association is not universal suggesting 
that other genetic or environmental factors influence the phenotype. Genetic epidemiology 
studies point to the CBG gene and its variants as having a role in the risk of developing a 
chronic pain phenotype. Animal studies have also shown that CBG genetic deletions can 
produce altered neurobehavioural responses to stress. This mounting evidence suggests a 
role for CBG in tissue delivery or other elements of stress system function, although the 
precise mechanisms await elucidation.  
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1. Introduction 
The chronic fatigue syndrome (CFS), which affects many young people in modern, stressful 
society, is an important health problem, characterized by persistent and relapsing, severe 
disabling fatigue, not resolved by rest, causing a marked reduction of working activity. 1-4 
Despite the public health burden imposed by CFS, effective diagnostic, treatment and 
prevention strategies are not available because the etiology, risk factors and 
pathophysiology remain unclarified. Various factors have been implicated in the genesis of 
CFS, including abnormal immune activation, chronic viral infection, impairment of central 
nervous system, exaggerated oxidative stress and current emotional disorders.1-8 Diagnosis 
of CFS can be made only after alternative known medical and psychiatric causes of chronic 
fatiguing illness have been excluded.1,3 

2. Chronic Fatigue Syndrome (CFS) and cardiac dysfunction or low  
cardiac output 
Cardiovascular dysfunction such as chronic heart failure, can be a main cause of disabling 
chronic fatigue and many symptoms seen in CFS patients are common in patients with low 
cardiac output syndrome. Indeed, accumulating evidence points to a possible problem with 
circulation in CFS. 9-14 The reported findings included autonomic dysfunction,15,16 lower 
plasma volume and/or red cell mass,17,18 and abnormalities in neurohumoral systems of 
circulatory control.19,20 In 2003 Peckerman et al.10 provided a preliminary indication of 
reduced cardiac output in patients with severe CFS. 

2.1 Small heart syndrome 

The concept that a heart small in relation to the body is inadequate for work was first stated 
by Laennec21 in 1826. Later Master22 reported several, so-called “neurocirculatory asthenia” 
cases with weakness or fatigue even after ordinary exertion, tachycardia, palpitation and 
dyspnea, who had a small heart shadow on chest radiography. The most frequent 
complaints are fatigue or weakness, rapid heart, precordial or chest pain, shortness of 
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1. Introduction 
The chronic fatigue syndrome (CFS), which affects many young people in modern, stressful 
society, is an important health problem, characterized by persistent and relapsing, severe 
disabling fatigue, not resolved by rest, causing a marked reduction of working activity. 1-4 
Despite the public health burden imposed by CFS, effective diagnostic, treatment and 
prevention strategies are not available because the etiology, risk factors and 
pathophysiology remain unclarified. Various factors have been implicated in the genesis of 
CFS, including abnormal immune activation, chronic viral infection, impairment of central 
nervous system, exaggerated oxidative stress and current emotional disorders.1-8 Diagnosis 
of CFS can be made only after alternative known medical and psychiatric causes of chronic 
fatiguing illness have been excluded.1,3 

2. Chronic Fatigue Syndrome (CFS) and cardiac dysfunction or low  
cardiac output 
Cardiovascular dysfunction such as chronic heart failure, can be a main cause of disabling 
chronic fatigue and many symptoms seen in CFS patients are common in patients with low 
cardiac output syndrome. Indeed, accumulating evidence points to a possible problem with 
circulation in CFS. 9-14 The reported findings included autonomic dysfunction,15,16 lower 
plasma volume and/or red cell mass,17,18 and abnormalities in neurohumoral systems of 
circulatory control.19,20 In 2003 Peckerman et al.10 provided a preliminary indication of 
reduced cardiac output in patients with severe CFS. 

2.1 Small heart syndrome 

The concept that a heart small in relation to the body is inadequate for work was first stated 
by Laennec21 in 1826. Later Master22 reported several, so-called “neurocirculatory asthenia” 
cases with weakness or fatigue even after ordinary exertion, tachycardia, palpitation and 
dyspnea, who had a small heart shadow on chest radiography. The most frequent 
complaints are fatigue or weakness, rapid heart, precordial or chest pain, shortness of 
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breath, nervousness, trembling, sweating and fainting, many of them resembling those in 
CFS patients. Master hypothesized that these symptoms were caused by diminished venous 
return, diminished cardiac output, anoxemic heart muscle and decreased oxygen saturation 
of the blood due to congenital or constitutionally small heart. Similarly DaCosta23 described 
“irritable heart” in 1871, a peculiar form of functional disorder of the heart seen in the 
military population during the American Civil War. The disorder frequently presented 
either after an episode of diarrhea and persisted after the digestive disturbances had 
diminished, or originated suddenly without previous digestive disorder. Fatigue was an 
almost universal complaint in DaCosta’s syndrome, although symptoms includes 
palpitation, cardiac pain, headache, dimness of vision and giddiness.23,24 Diarrhea may lead 
to dehydration and reduce venous return or preload, resulting in further decreases in stroke 
volume and cardiac output in subjects with small heart.  

The apparent heart size or cardiothoracic ratio (CTR) is influenced by the position of the 
heart in the thoracic cage. A small heart may be due to a standing or dropped heart 
resulting from a low diaphragm and a narrow chest in association with a thin physique 
and low fat content in epicardial and pericardial spaces. Consequently, the 
pathognomonic significance of small heart has not been established and is now being 
overlooked or even ignored.25 

In order to clarify the pathophysiological significance of small heart syndrome as a 
cardiovascular disease, we studied 47 patients (16 men and 31 women, mean age: 29±6 
years) with a small heart shadow (CTR ≤42% on a chest roentgenogram) and without 
significant systemic disease who consecutively visited our clinic with possible 
cardiovascular symptoms, as well as 24 controls (C). These patients with small heart 
syndrome were divided into 2 groups, 25 patients with severe symptoms (S) and 22 patients 
with mild ones (M), according to the presence or absence of cardiovascular symptoms 
including general malaise, easy fatigability, fainting, dizziness, weakness, chest pain, 
dyspnea and palpitations that were sufficiently severe to significantly disturb their 
occupational, educational, social or personal activities. Figures 1 and 2 show the chest X 
roentgenograms of typical cases of group S. 

All individuals underwent standard M-mode and two-dimensional echocardiography. 
The left ventricular (LV) dimensions were measured according to the recommendations 
of the American Society of Echocardiography.26 LV volume was calculated by the 
Teichholz’ formura,27 and an ejection feaction was obtained by the conventional 
method. 

Results are summarized in Tables 1 and 2 and Figures 3-6. As shown in Table 1, the 
symptom of general malaise and/or easy fatigability was significantly more frequent in S 
than in M (88% vs. 50%, p<0.05). In addition, symptoms including orthostatic dizziness, 
shortness of breath, dyspnea on effort, palpitations, fainting and chest pain were more 
frequent in S than in M, although no significant difference was found. In addition, physical 
findings including narrow chest, foot coldness, pretibial pitting edema, bimanual right 
kidney palpability, epigastric splash sound, mid-systolic click, late systolic murmur and 
hypotension were more frequently noted in S than in M, although no significant difference 
was found. 
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Fig. 1. Chest roentgenogram of a 38-year-old male patient with small heart syndrome 
(cardiothoracic ratio: 28%) in which vertebral scoliosis was also noted. From about 15 years ago, 
the patient suffered from severe general malaise, easy fatigability, dyspnea on effort, palpitations 
and chest pain. He also occasionally developed severe dyspnea with hyperventilation, trembling, 
sweating and sleep disturbance. He found that upon obtaining employment, he could not work 
as expected. Upon consulting a psychiatrist 10 years ago, he was diagnosed with anxiety neurosis 
and treated with medication. He subsequently developed alcoholism. He frequently visited 
emergency outclinics due to severe dyspnea and anxiety. 
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breath, nervousness, trembling, sweating and fainting, many of them resembling those in 
CFS patients. Master hypothesized that these symptoms were caused by diminished venous 
return, diminished cardiac output, anoxemic heart muscle and decreased oxygen saturation 
of the blood due to congenital or constitutionally small heart. Similarly DaCosta23 described 
“irritable heart” in 1871, a peculiar form of functional disorder of the heart seen in the 
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palpitation, cardiac pain, headache, dimness of vision and giddiness.23,24 Diarrhea may lead 
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and low fat content in epicardial and pericardial spaces. Consequently, the 
pathognomonic significance of small heart has not been established and is now being 
overlooked or even ignored.25 

In order to clarify the pathophysiological significance of small heart syndrome as a 
cardiovascular disease, we studied 47 patients (16 men and 31 women, mean age: 29±6 
years) with a small heart shadow (CTR ≤42% on a chest roentgenogram) and without 
significant systemic disease who consecutively visited our clinic with possible 
cardiovascular symptoms, as well as 24 controls (C). These patients with small heart 
syndrome were divided into 2 groups, 25 patients with severe symptoms (S) and 22 patients 
with mild ones (M), according to the presence or absence of cardiovascular symptoms 
including general malaise, easy fatigability, fainting, dizziness, weakness, chest pain, 
dyspnea and palpitations that were sufficiently severe to significantly disturb their 
occupational, educational, social or personal activities. Figures 1 and 2 show the chest X 
roentgenograms of typical cases of group S. 

All individuals underwent standard M-mode and two-dimensional echocardiography. 
The left ventricular (LV) dimensions were measured according to the recommendations 
of the American Society of Echocardiography.26 LV volume was calculated by the 
Teichholz’ formura,27 and an ejection feaction was obtained by the conventional 
method. 

Results are summarized in Tables 1 and 2 and Figures 3-6. As shown in Table 1, the 
symptom of general malaise and/or easy fatigability was significantly more frequent in S 
than in M (88% vs. 50%, p<0.05). In addition, symptoms including orthostatic dizziness, 
shortness of breath, dyspnea on effort, palpitations, fainting and chest pain were more 
frequent in S than in M, although no significant difference was found. In addition, physical 
findings including narrow chest, foot coldness, pretibial pitting edema, bimanual right 
kidney palpability, epigastric splash sound, mid-systolic click, late systolic murmur and 
hypotension were more frequently noted in S than in M, although no significant difference 
was found. 
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Fig. 1. Chest roentgenogram of a 38-year-old male patient with small heart syndrome 
(cardiothoracic ratio: 28%) in which vertebral scoliosis was also noted. From about 15 years ago, 
the patient suffered from severe general malaise, easy fatigability, dyspnea on effort, palpitations 
and chest pain. He also occasionally developed severe dyspnea with hyperventilation, trembling, 
sweating and sleep disturbance. He found that upon obtaining employment, he could not work 
as expected. Upon consulting a psychiatrist 10 years ago, he was diagnosed with anxiety neurosis 
and treated with medication. He subsequently developed alcoholism. He frequently visited 
emergency outclinics due to severe dyspnea and anxiety. 
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Fig. 2. Chest roentgenogram of a 24-year-old female patient with small heart syndrome 
(cardiothoracic ratio: 32%). For about 7 years, the patient suffered from severe general fatigue, 
fainting and orthostatic dizziness. She also frequently developed a headache, chest pain and a 
sore throat. She was frequently unable to work as a dietician due to increasingly impaired short-
term memory and concentration. 

24F 

Cardiothoracic ratio: 32% 
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 Small heart syndrome 

 Mild (M) p value Severe (S) 

Number of patients 22  25 

Sex (male/female) 7/15  8/17 

Age (years) 30±7 NS 28±6 

Symptoms    

General malaise 10 (45%) NS 18 (72%) 

Easy fatigability 7 (32%) NS 14 (56%) 

General malaise and/or easy fatigability 11 (50%) <0.05 22 (88%) 

Orthostatic dizziness 8 (36%) NS 11 (44%) 

Shortness of breath 4 (18%) NS 7 (28%) 

Dyspnea on effort 5 (23%) NS 9 (36%) 

Palpitations 5 (23%) NS 7 (28%) 

Faintng 5 (23%) NS 9 (36%) 

Chest pain 7 (32%) NS 10 (40%) 

Physical findings    

Narrow chest 11 (50%) NS 18 (72%) 

Foot coldness 8 (36%) NS 16 (64%) 

Pretibial pitting edema 5 (23%) NS 9 (36%) 

Right kidney palpability 9 (41%) NS 14 (56%) 

Epigastric splash sound 3 (14%) NS 6 (24%) 

Mid-systolic click 2 ( 9%) NS 3 (12%) 

Late systolic murmur 4 (18%) NS 5 (20%) 

Hypotension (SBP <100 mmHg) 5 (23%) NS 8 (32%) 

M: patients with small heart syndrome and mild symptoms, S: patients with small heart syndrome and 
severe symptoms, NS: not significant, SBP: systolic blood pressure 
 

 

Table 1. Comparison of the prevalence of symptoms and physical findings between the 
study groups with mild or severe symptoms 
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Fig. 3. Comparison of the left ventricular end-diastolic dimension (LVEDD) among the 
study groups. The mean LVEDD was significantly smaller in S (patients with small heart 
syndrome and severe symptoms) than in M (patients with small heart syndrome and mild 
symptoms) and C (control subjects). It was also significantly smaller in M than in C. 

 
Fig. 4. Comparison of the left ventricular end-diastolic dimension/body surface area 
(LVEDD/BSA) among the study groups. The mean LVEDD/BSA was significantly lower in 
S (patients with small heart syndrome and severe symptoms) than in M (patients with small 
heart syndrome and mild symptoms) and C (control subjects). No significant difference was 
found between M and C. 
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Fig. 5. Comparison of the stroke volume index among the study groups. The mean stroke 
volume index was significantly lower in S (patients with small heart syndrome and severe 
symptoms) than in M (patients with small heart syndrome and mild symptoms) and C 
(control subjects). No significant difference was found between M and C. 

 

 
Fig. 6. Comparison of the cardiac index among the study groups. The mean cardiac index 
was significantly lower in S (patients with small heart syndrome and severe symptoms) than 
in M (patients with small heart syndrome and mild symptoms) and C (control subjects). No 
significant difference was found between M and C. 
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Fig. 5. Comparison of the stroke volume index among the study groups. The mean stroke 
volume index was significantly lower in S (patients with small heart syndrome and severe 
symptoms) than in M (patients with small heart syndrome and mild symptoms) and C 
(control subjects). No significant difference was found between M and C. 

 

 
Fig. 6. Comparison of the cardiac index among the study groups. The mean cardiac index 
was significantly lower in S (patients with small heart syndrome and severe symptoms) than 
in M (patients with small heart syndrome and mild symptoms) and C (control subjects). No 
significant difference was found between M and C. 
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 Control (C)  Small heart syndrome 

   Mild (M)  Severe (S) 
  p value  p value  

Number of patients 24  22  25 
Sex (male/female) 8/16  7/15  8/17 
Age (years) 32±8 NS 30±7 NS 28±6 
Body height (cm) 161±9 NS 163±8 NS 163±9 
Body weight (kg) 63±17 <0.01 52±10 NS 50±10* 
Body mass index (kg/m2) 24±5 <0.001 19±2 NS 18±2† 
Body surface area (m2) 1.67±0.24 NS 1.56±0.17 NS 1.53±0.17‡ 
Cardiothoracic ratio (%) 45±2 <0.001 40±3 NS 38±4† 
Heart rate (beats/min) 70±11 NS 71±12 NS 68±11 
IVST (mm) 8.8±1.2 NS 8.4±0.9 NS 8.3±1.4 
LVPWT (mm) 9.0±1.0 <0.01 8.2±1.1 NS 7.9±1.3* 
LVEDD (mm) 46±5 <0.05 43±2 <0.001 39±4† 
LVEDD/BSA (mm/m2) 28±2 NS 28±3 <0.05 26±3* 
LVESD (mm) 28±3 NS 26±3 NS 25±4† 
LVESD/BSA (mm/m2) 17±2 NS 17±2 NS 16±3 
LAD (mm) 28±5 NS 25±3 NS 25±4 
AoD (mm) 27±4 NS 25±3 NS 25±3 
RVD (mm) 15±4 NS 16±3 NS 16±4 
Stroke volume (mL) 68±16 <0.001 58±9 <0.001 46±12† 
Stroke volume index (mL/m2) 40±6 NS 37±6 <0.001 30±7† 
Cardiac output (L/min) 4.7±1.2 <0.05 4.0±0.6 <0.001 3.1±0.8† 
Cardiac index (L/min/m2) 2.8±0.6 NS 2.6±0.5 <0.001 2.0±0.4† 
Cardiac index <2 L/min/m2 1 (4%) NS 2 (9%) <0.01 15 (60%)* 
Fractional shortening (%) 39±3 NS 38±5 NS 37±5 
Ejection fraction (%) 69±4 NS 69±6 NS 68±6 
Mitral valve prolapse 0 (0%) NS 3 (14%) NS 4 (16%) 

M: patients with small heart syndrome and mild symptoms, S: patients with small heart syndrome and 
severe symptoms, IVST: interventricular septum thickness, LVPWT: left ventricular posterior wall 
thickness, LVEDD: left ventricular end-diastolic dimension, LVESD: left ventricular end-systolic 
dimension, LAD: left atrial dimension, AoD: aortic root diameter, RVD: right ventricular dimension, 
NS: not significant, *: p<0.01 vs. C, †: p<0.001 vs. C, ‡: p<0.05 vs. C 

Table 2. Comparison of the echocardiographic findings among study groups 
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As shown in Table 2, both the mean body weight and body mass index were significantly 
lower in both S and M than in C, although the mean body height was not significantly 
different among the study groups. The mean body surface area was also significantly 
(p<0.05) smaller in S than in C, although the difference was not significant between M and 
C. The mean CTR (%) values were in the order of S (38±4) < M (40±3) < C (45±2). CTR was 
significantly (p<0.001) lower in S and M than in C, although no significant difference was 
noted between S and M. 

The results of the echocardiographic examination are shown in Table 2 and Figures 3-6. The 
LV posterior wall (mm) was significantly (p<0.01) thinner in S (7.9±1.3) and M (8.2±1.1) than 
in C (9.0±1.0), although interventricular septum thickness was not significantly different 
among the groups. The mean LV end-diastolic dimension (LVEDD) (mm) values were in the 
order of S (39±4) < M (43±2) < C (46±5) (Figure 3). LVEDD was significantly smaller in S 
(p<0.001) and larger in C (p<0.05) than in M. The mean LVEDD/body surface area 
(mm/m2) was significantly smaller in S (26±3) than in M (28±3, p<0.05) and C (28±2, p<0.01) 
(Figure 4). No significant difference was noted in the mean value of LVEDD/body surface 
area between M and C. In addition, the mean LV end-systolic dimension (LVESD) (mm) 
values were in the order of S (25±4) < M (26±3) < C (28±3). LVESD was significantly 
(p<0.001) smaller in S than in C. The mean LVESD/body surface area (mm/m2) was not 
significantly different among S (16±3), M (17±2) and C (17±2). 

Both mean stroke volume and cardiac output values were in the order of S < M < C. Both 
values were significantly smaller in S and larger in C than in M. The mean stroke volume 
index (mL/m2) was significantly (p<0.001) smaller in S (30±7) than in M (37±6) and C (40±6) 
(Figure 5). The mean cardiac index (L/min/m2) was significantly (p<0.001) smaller in S 
(2.0±0.4) than in M (2.6±0.5) and in C (2.8±0.6) (Figure 6). No significant difference was 
noted in the mean value of stroke volume index or cardiac index between M and C. The 
prevalence of low cardiac index (<2 L/min/m2) was significantly (p<0.01) higher in S (60%) 
than in M (9%) and C (4%). LV ejection fraction (%) was quite comparable among S (68±6), 
M (69±6) and C (69±4). Mitral valve prolapse was diagnosed in some of the subjects in S 
(16%) and M (14%). 

Thus, we concluded that in patients with a small heart shadow on a chest roentgenogram, a 
small LV size was generally associated with low cardiac output, which was particularly  

 
Fig. 7. Characterization of the patients with small heart syndrome. 

Small heart syndrome 
 postulated by Master in 1944 
1) Small heart shadow on chest roentgenogram  
2) Hypotension and/or orthostatic dysregulation 
3) General malaise, easy fatigability, dizziness, palpitation, dyspnea, chest pain, 
headedness and cold feet 
4) No organic heart disease or systemic disease  
5) Thin physiques, asthenia, visceroptosis and wandering kidney 
6) Straight back and flat chest 
7) Often complicated with mitral valve prolapse syndrome 
8) Young female dominant 
9) Naïve, delicate and serious character 
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Fig. 8. A typical “straight back” observed in a lateral view chest roentgenogram obtained 
from a 18-year-old female patient with small heart syndrome. 

marked in the patients with severe symptoms and therefore, the pathognomonic 
significance of a small heart should be recognized as a constitutional factor that predisposes 
individuals to low output syndrome.28 
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Patients with small heart syndrome are known to have slender structures with low body 
mass indexes, frequently visceral ptosis with wandering kidney, asthenia, nervousness as 
well as foot coldness, suggesting physical, autonomic nervous and psychological irritability 
or lack of relaxation (Figure 7).11,22,28,29 Thoracic skeletal abnormalities such as shallow chest, 
straight thoracic spine or loss of the physiologic thoracic kyphosis (Figure 8), and scoliosis 
are frequently noted in the patients.11,22,30-32 Mitral valve prolapse33,34 associated with 
symptoms such as chest pain, palpitation and dyspnea is a frequent complication of patients 
with small heart syndrome.11,22,24,30-32 Many of the small heart subjects appeared to be 
emotionally sensitive, often delicate and nervous. These conditions may be genetically 
determined, although several other factors may also be involved in the constitution.22 

In order to work and perform other duties without excessive exhaustion patients with small 
heart syndrome need to have enough rest and both physical and emotional relaxation.11,12 
Various triggers including loss of appetite, diarrhea and summer sweating can cause 
dehydration resulting in preload reduction. It is possible that further reductions in cardiac 
performance due to preload reduction play an important role in predisposing subjects with 
small hearts to symptoms including general malaise, fatigue, dizziness, orthostatic 
dysregulation, dyspnea on effort and palpitations. Autonomic nervous dysfunction with 
possible accentuated basal parasympathetic tone may be associated with these symptoms 
through the inhibition of sympathetic activation, which is required to preserve proper 
cardiac function.13 Habitual exercise, which can facilitate autonomic nervous adaptation and 
induce pulmonary and cardiovascular conditioning, may improve the functional work 
capacity and fatigue by increasing cardiac output. Diarrhea, sweating and loss of appetite as 
triggering factors for exacerbation should be avoided or treated properly. Constitutional 
change or conversion is not easy. They may need to take holidays occasionally. And people 
in their work place and society should understand their specific needs. 

2.2 Small heart syndrome as an unrecognized cause of CFS 

Recently it has been reported that chest roentgenographic, electrocardiographic and, 
echocardiographic examinations revealed several distinct findings in CFS patients.11-13 
Specifically, a small heart shadow was often observed on the chest roentgenogram in these 
patients. In 2008 we first reported that “small heart” with low cardiac output demonstrated 
by both roentgenographically and echocardiography is prevalent in CFS patients.11 In this 
report. small heart syndrome (CTR ≤42%) was significantly more prevalent in the CFS group 
(n=56) (61%) than in the control group (n=38) (24%) (Table 3). In CFS patients with a small 
heart (n=34), narrow chest (88%), orthostatic dizziness (44%), foot coldness (41%), pretibial 
pitting edema (32%), r-kidney palpability (47%), and mitral valve prorapse (29%) were all 
significantly more prevalent than in the control group, and also in the CFS patients without 
small heart syndrome (Table 4). Echocardiographic examination demonstrated significantly 
smaller values of both LV end-diastolic and end-systolic dimensions, and stroke volume and 
cardiac indexes in CFS with a small heart as compared with control subjects with a normal 
heart size (42%< CTR <50%) (Table 5). Thus, a considerable number of CFS patients have a 
small heart and cardiac performance is actually impaired with low cardiac output due to a 
small LV chamber size and poor cardiac function with low stroke volume and cardiac 
indexes in many of CFS patients.11 In addition, both the reduced cardiac size and 
performance during the exacerbation phase was improved during the remission phase in 
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cardiac function.13 Habitual exercise, which can facilitate autonomic nervous adaptation and 
induce pulmonary and cardiovascular conditioning, may improve the functional work 
capacity and fatigue by increasing cardiac output. Diarrhea, sweating and loss of appetite as 
triggering factors for exacerbation should be avoided or treated properly. Constitutional 
change or conversion is not easy. They may need to take holidays occasionally. And people 
in their work place and society should understand their specific needs. 

2.2 Small heart syndrome as an unrecognized cause of CFS 

Recently it has been reported that chest roentgenographic, electrocardiographic and, 
echocardiographic examinations revealed several distinct findings in CFS patients.11-13 
Specifically, a small heart shadow was often observed on the chest roentgenogram in these 
patients. In 2008 we first reported that “small heart” with low cardiac output demonstrated 
by both roentgenographically and echocardiography is prevalent in CFS patients.11 In this 
report. small heart syndrome (CTR ≤42%) was significantly more prevalent in the CFS group 
(n=56) (61%) than in the control group (n=38) (24%) (Table 3). In CFS patients with a small 
heart (n=34), narrow chest (88%), orthostatic dizziness (44%), foot coldness (41%), pretibial 
pitting edema (32%), r-kidney palpability (47%), and mitral valve prorapse (29%) were all 
significantly more prevalent than in the control group, and also in the CFS patients without 
small heart syndrome (Table 4). Echocardiographic examination demonstrated significantly 
smaller values of both LV end-diastolic and end-systolic dimensions, and stroke volume and 
cardiac indexes in CFS with a small heart as compared with control subjects with a normal 
heart size (42%< CTR <50%) (Table 5). Thus, a considerable number of CFS patients have a 
small heart and cardiac performance is actually impaired with low cardiac output due to a 
small LV chamber size and poor cardiac function with low stroke volume and cardiac 
indexes in many of CFS patients.11 In addition, both the reduced cardiac size and 
performance during the exacerbation phase was improved during the remission phase in 
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CFS patients with “small heart”, suggesting that small heart syndrome with impaired 
cardiac function may play an important role in the genesis of CFS (Table 6).12 Also 
cardiothoracic ratios increased significantly during the remission phase as compared with 
exacerbation phase (Table 6).12 Reduced LV ejection fraction was not observed in any 
patients, suggesting no myocardial systolic dysfunction. Many CFS patients have low 
cardiac output and the resulting low flow circulatory state may make it difficult for patients 
to meet the demands of everyday activity, and it may also lead to fatigue and other 
conditions. Small heart syndrome may contribute to the development of CFS as a 
constitutional factor predisposing to fatigue, and may be included in the genesis of CFS. 
 

 Control    CFS     p 

n  38 56 
Gender (male/female) 19/19  26/30  NS  
Age (year)  36±8  33±8  NS  
Body mass index  22±3  21±5  NS  
CTR (%)        
    ≤42   9 (24%)  34 (61%)  p<0.01  
    ≤40   6 (16%)  25 (45%)  p<0.01  
Narrow chest  7 (18%)  33 (59%)  p<0.01  

CFS: Chronic fatigue syndrome; CTR: cardiothoracic ratio; NS: not significant  

Table 3. Comparison of chest roentgenographic and physical examination findings in study 
patients 
 

    Control  CFS    
          Small heart  
                   (-)       (+)   p value  
n   38  22   34  
Male/female  19/19  13/9   13/21      
Age (year)  36±8   34±8   31±8     <0.05*  
Body mass index  22±3  25±6   19±3    <0.001*  
Narrow chest  7 (18%)  4 (18%)    30 (88%) <0.01*  
Orthostatic dizziness  5 (13%)   3 (14%)     15 (44%) <0.05*  
Foot coldness       4 (11%)   2 ( 9%)    14 (41%) <0.05*  
Pretibial pitting edema  3 ( 8%)   1 ( 5%)   11 (32%)  <0.05*  
r-kidney palpability  4 (11%)  1( 5%)      1 (47%)  <0.01* 
Mitral valve prolapse  3 ( 8%)  0 ( 0%)    10 (29%)  <0.05*  

*: vs. Control and Small heart (-) 
CFS: Chronic fatigue syndrome 

Table 4. Comparison of physical examination findings in control and CFS, with and without 
a small heart 

Indeed, CFS patients had a variety of possible cardiovascular complaints, including chest 
pain, palpitation, dyspnea or shortness of breath, coldness of feet, dizziness and fainting, 
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although all of these symptoms are not necessarily attributable to cardiovascular 
dysfunction.13 Frequently noted physical examination findings such as epigastric splash 
sound, right kidney palpability, cold feet and pretibial pitting edema, may be related to 
visceral ptosis with slender build, and peripheral circulatory impairment.13 Weakness, rapid 
heartbeat and orthostatic dizziness may be related to hypotension and orthostatic 
dysregulation. Auscultatory findings including a late systolic murmur and a mid-systolic 
click suggested typical mitral valve prolapse in some of the patients. In addition, 
electrocardiograms showed severe sinus arrhythmia and vertical or right axis deviation in a 
considerable number of the patients, suggesting parasympathetic predominance and 
vertical heart position.13 Following our reports Hurwitz et al.14 reported that severe CFS 
patients had lower cardiac output associated with lower cardiac volume indicated 
echocardiographically and lower total blood volume, plasma volume and red blood cell 
volume indicated by dual tag blood volume assessments as compared with controls, 
suggesting a co-morbid hypovolemic condition. 
 

              Control              CFS  
      with small heart  
        50%>CTR>42%  CTR<42%  p value  
n    30  34  
Male/female   11/19     13/21    NS  
Age (y)     34±13   31±8    0.219  
Body height (cm)   163±7   164±10  0.451  
Body weight (kg)   60±16   53±11  0.040*  
Body surface area (m2)  1.6±0.2   1.6±0.2  0.146 
Heart rate (beats/min)  69±12  72±13  0.363  
IVS (mm)   9±1   9±1  0.574  
PW (mm)   9±1   8±1  0.709  
LVEDD (mm)   45±4  41±5  0.002* 
LVESD (mm)     28±3  25±5   0.038*  
LAD (mm)   27±5  25±4  0.229  
AoD (mm)    27±5  26±4  0.261  
RAD (mm)   15±3  16±4  0.361  
Stroke volume (ml)  65±14  52±14  0.001* 
Stroke volume index (ml/m2) 39±7  33±8    0.001* 
Cardiac output (l/min)   4.4±1.2   3.7±1.0  0.005*  
Cardiac index (l/min/m2)   2.7±0.6   2.3±0.6      0.012*  
Fractional shortening (%)   39±4  37±4  0.188 
Ejection fraction (%)  69±4  68±5  0.313  

*: significant 
IVS: interventrricular septum thickness; PW: LV posterior wall thickness; EDD: end-diastolic 
dimension; ESD: end-systolic dimension; LAD: left atrial dimension; AoD: aortic root diameter; RVD; 
right ventricular dimension 
CFS: chronic fatigue syndrome 

Table 5. Comparison of echocardiographic findings in control with a normal heart size and 
CFS with a small heart 
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CFS patients with “small heart”, suggesting that small heart syndrome with impaired 
cardiac function may play an important role in the genesis of CFS (Table 6).12 Also 
cardiothoracic ratios increased significantly during the remission phase as compared with 
exacerbation phase (Table 6).12 Reduced LV ejection fraction was not observed in any 
patients, suggesting no myocardial systolic dysfunction. Many CFS patients have low 
cardiac output and the resulting low flow circulatory state may make it difficult for patients 
to meet the demands of everyday activity, and it may also lead to fatigue and other 
conditions. Small heart syndrome may contribute to the development of CFS as a 
constitutional factor predisposing to fatigue, and may be included in the genesis of CFS. 
 

 Control    CFS     p 

n  38 56 
Gender (male/female) 19/19  26/30  NS  
Age (year)  36±8  33±8  NS  
Body mass index  22±3  21±5  NS  
CTR (%)        
    ≤42   9 (24%)  34 (61%)  p<0.01  
    ≤40   6 (16%)  25 (45%)  p<0.01  
Narrow chest  7 (18%)  33 (59%)  p<0.01  

CFS: Chronic fatigue syndrome; CTR: cardiothoracic ratio; NS: not significant  

Table 3. Comparison of chest roentgenographic and physical examination findings in study 
patients 
 

    Control  CFS    
          Small heart  
                   (-)       (+)   p value  
n   38  22   34  
Male/female  19/19  13/9   13/21      
Age (year)  36±8   34±8   31±8     <0.05*  
Body mass index  22±3  25±6   19±3    <0.001*  
Narrow chest  7 (18%)  4 (18%)    30 (88%) <0.01*  
Orthostatic dizziness  5 (13%)   3 (14%)     15 (44%) <0.05*  
Foot coldness       4 (11%)   2 ( 9%)    14 (41%) <0.05*  
Pretibial pitting edema  3 ( 8%)   1 ( 5%)   11 (32%)  <0.05*  
r-kidney palpability  4 (11%)  1( 5%)      1 (47%)  <0.01* 
Mitral valve prolapse  3 ( 8%)  0 ( 0%)    10 (29%)  <0.05*  

*: vs. Control and Small heart (-) 
CFS: Chronic fatigue syndrome 

Table 4. Comparison of physical examination findings in control and CFS, with and without 
a small heart 

Indeed, CFS patients had a variety of possible cardiovascular complaints, including chest 
pain, palpitation, dyspnea or shortness of breath, coldness of feet, dizziness and fainting, 
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although all of these symptoms are not necessarily attributable to cardiovascular 
dysfunction.13 Frequently noted physical examination findings such as epigastric splash 
sound, right kidney palpability, cold feet and pretibial pitting edema, may be related to 
visceral ptosis with slender build, and peripheral circulatory impairment.13 Weakness, rapid 
heartbeat and orthostatic dizziness may be related to hypotension and orthostatic 
dysregulation. Auscultatory findings including a late systolic murmur and a mid-systolic 
click suggested typical mitral valve prolapse in some of the patients. In addition, 
electrocardiograms showed severe sinus arrhythmia and vertical or right axis deviation in a 
considerable number of the patients, suggesting parasympathetic predominance and 
vertical heart position.13 Following our reports Hurwitz et al.14 reported that severe CFS 
patients had lower cardiac output associated with lower cardiac volume indicated 
echocardiographically and lower total blood volume, plasma volume and red blood cell 
volume indicated by dual tag blood volume assessments as compared with controls, 
suggesting a co-morbid hypovolemic condition. 
 

              Control              CFS  
      with small heart  
        50%>CTR>42%  CTR<42%  p value  
n    30  34  
Male/female   11/19     13/21    NS  
Age (y)     34±13   31±8    0.219  
Body height (cm)   163±7   164±10  0.451  
Body weight (kg)   60±16   53±11  0.040*  
Body surface area (m2)  1.6±0.2   1.6±0.2  0.146 
Heart rate (beats/min)  69±12  72±13  0.363  
IVS (mm)   9±1   9±1  0.574  
PW (mm)   9±1   8±1  0.709  
LVEDD (mm)   45±4  41±5  0.002* 
LVESD (mm)     28±3  25±5   0.038*  
LAD (mm)   27±5  25±4  0.229  
AoD (mm)    27±5  26±4  0.261  
RAD (mm)   15±3  16±4  0.361  
Stroke volume (ml)  65±14  52±14  0.001* 
Stroke volume index (ml/m2) 39±7  33±8    0.001* 
Cardiac output (l/min)   4.4±1.2   3.7±1.0  0.005*  
Cardiac index (l/min/m2)   2.7±0.6   2.3±0.6      0.012*  
Fractional shortening (%)   39±4  37±4  0.188 
Ejection fraction (%)  69±4  68±5  0.313  

*: significant 
IVS: interventrricular septum thickness; PW: LV posterior wall thickness; EDD: end-diastolic 
dimension; ESD: end-systolic dimension; LAD: left atrial dimension; AoD: aortic root diameter; RVD; 
right ventricular dimension 
CFS: chronic fatigue syndrome 

Table 5. Comparison of echocardiographic findings in control with a normal heart size and 
CFS with a small heart 
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   Exacerbatioin         Remission p value 

Heart rate (beats/min)  71±9  63±6 0.014* 
LVEDD (mm)   38±4  43±3 <0.001* 
LVESD (mm)   24±2  27±2 0.015* 
Stroke volume (ml)  41±10  56±11 <0.001* 
Stroke volume index (ml/m2) 28±7  39±6 <0.001* 
Cardiac output (l/min)  2.8±0.6  3.6±0.9 0.017* 
Cardiac index (l/min/ m2)  2.0±0.4  2.5±0.5 0.014* 
Ejection Fraction (%)  66±3  68±6 0.443 
CTR (%)    38±2  40±2      <0.001* 

LV: left ventricular; EDD: end-diastolic dimension; ESD: end-systolic dimension; CTR: cardiothoracic 
ratio 
*: statistically significant 

Table 6. Comparison of echocardiographic findings of 10 CFS patients with a small heart 
between the exacerbation and remission phases 

3. Orthostatic Intolerance (OI) 
Patients with orthostatic intolerance have been clinically recognized.35-37 The patients 
predictably develop symptoms of disabling fatigue, dizziness, diminished concentration, 
tremulousness, and nausea while standing (Table 7). Simple activities such as eating, 
showering, or low intensity exercise may profoundly exacerbate these symptoms. Reduced 
cerebral blood flow with impaired cerebral oxygenation during an upright posture is 
considered as major mechanism for orthostatic intolerance,17,38 although compensatory 
sympathetic activation also seems to play an important role in the development of the  

Symptoms While Standing in Patients with Orthostatic Intolerance 
Disabling fatigue 
General malaise 
Diminished concentration 
Dizziness 
Fainting 
Pallolr 
Weakness 
Tremulousness 
Sweating 
Light headedness 
Visual disturbance 
Palpitations 
Dyspnea 
Nausea 
Nervousness 

Table 7. Symptoms while standing in patients with orthostatic intolerance 
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various symptoms in cases it is exaggerated.36-41 Assuming an upright posture causes 
translocation of approximately 800 ml of blood from the intrathoracic venous compartment 
to veins of the buttocks, pelvis and legs.42 The normal compensatory cardiovascular 
response to this orthostatic stress is a neurogenically mediated increase in heart rate and in 
systemic vascular resistance.42 Not all vascular beds contribute equally to the reflex increase 
in vascular resistance.42 Splanchnic vasoconstriction accounts for one third, and skin and 
muscle vasoconstriction, approximately 40% of the increased vascular resistance during 
normal levels orthostatic stress.42 Symptoms of orthostatic intolerance develop as these 
reflexes approach the limit of compensation. 

3.1 Similarities and overlaps between CFS and OI 

Many of the primary symptoms of orthostatic intolerance are often seen in patients with 
disabling CFS.17,42,43 Both CFS and orthostatic intolerance affects many young people, 
predominantly women. Many symptoms of OI appear to be related to reduced cerebral 
blood flow. Symptoms are associated with inadequate systemic venous return to the right 
heart or thoracic hypovolemia,35,36 although precise mechanisms remain to be clarified. Also 
excessive lower body venous pooling with delayed orthostatic hypotension, by reducing 
cerebral perfusion, has been suggested to be involved in the orthostatic component of 
fatigue in CFS patients.44 

3.2 Pathopysiology of OI 

Potential pathophysiological mechanisms in chronic orthostatic intolerance include a β-
adrenergic hypersensitivity,45 decreased plasma volume,46 an inappropriate venous 
pooling,44 and possible dysautonomia.36-41,47 Several disorders including delayed orthostatic 
hypotension,17 neurally mediated hypotension48 and postural orthostatic tachycardia 
syndrome35-38 underlies or promotes orthostatic intolerance. Delayed orthostatic 
hypotension can be caused by excessive gravitational venous pooling.17,44 Impaired 
vasoconstrictor function with relative bradycardia is often seen in neurally mediated 
hypotension.48 In 1995 Rowe et al.48 described the cases with an overlap in the symptoms of 
CFS and neurally mediated hypotension, suggesting that neurally mediated hypotension 
should be considered as a treatable cause of CFS. Exaggerated tachycardia and 
vasoconstriction without hypotension of postural orthostatic tachycardia syndrome (POTS) 
during standing can cause orthostatic intolerance,35-38 although pathophysiology of POTS 
remains unclear. In 1982 Rosen and Cryer were the first to describe a woman with a 7-year 
history of disabling postural tachycardia and palpitations in association with an idiopathic 
reduction in plasma volume.35 In 1993 Schondorf and Low36 reviewed the patients who 
exhibited exaggerated tachycardia at rest or during head-up tilt and named “idiopathic 
postural orthostatic tachycardia syndrome” which may be a manifestation of a mild form of 
acute autonomic neuropathy. Studies suggest that POTS is accompanied with a range of 
autonomic nervous system abnormalities including vagal withdrawal and enhanced 
sympathetic modulation, associated with findings consistent with pooling in the lower 
limbs.36-41,44,47 Also studies in adolescents suggest that POTS physiology underlies OI in the 
majority of CFS patients.41-44 POTS is a frequent finding in patients with CFS.41-44 Clinical 
evaluation of CFS patients should include response to standing. POTS may be an under-
recognized condition in CFS as Hoad et al.49 recently suggested. 
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   Exacerbatioin         Remission p value 

Heart rate (beats/min)  71±9  63±6 0.014* 
LVEDD (mm)   38±4  43±3 <0.001* 
LVESD (mm)   24±2  27±2 0.015* 
Stroke volume (ml)  41±10  56±11 <0.001* 
Stroke volume index (ml/m2) 28±7  39±6 <0.001* 
Cardiac output (l/min)  2.8±0.6  3.6±0.9 0.017* 
Cardiac index (l/min/ m2)  2.0±0.4  2.5±0.5 0.014* 
Ejection Fraction (%)  66±3  68±6 0.443 
CTR (%)    38±2  40±2      <0.001* 

LV: left ventricular; EDD: end-diastolic dimension; ESD: end-systolic dimension; CTR: cardiothoracic 
ratio 
*: statistically significant 

Table 6. Comparison of echocardiographic findings of 10 CFS patients with a small heart 
between the exacerbation and remission phases 

3. Orthostatic Intolerance (OI) 
Patients with orthostatic intolerance have been clinically recognized.35-37 The patients 
predictably develop symptoms of disabling fatigue, dizziness, diminished concentration, 
tremulousness, and nausea while standing (Table 7). Simple activities such as eating, 
showering, or low intensity exercise may profoundly exacerbate these symptoms. Reduced 
cerebral blood flow with impaired cerebral oxygenation during an upright posture is 
considered as major mechanism for orthostatic intolerance,17,38 although compensatory 
sympathetic activation also seems to play an important role in the development of the  

Symptoms While Standing in Patients with Orthostatic Intolerance 
Disabling fatigue 
General malaise 
Diminished concentration 
Dizziness 
Fainting 
Pallolr 
Weakness 
Tremulousness 
Sweating 
Light headedness 
Visual disturbance 
Palpitations 
Dyspnea 
Nausea 
Nervousness 

Table 7. Symptoms while standing in patients with orthostatic intolerance 
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various symptoms in cases it is exaggerated.36-41 Assuming an upright posture causes 
translocation of approximately 800 ml of blood from the intrathoracic venous compartment 
to veins of the buttocks, pelvis and legs.42 The normal compensatory cardiovascular 
response to this orthostatic stress is a neurogenically mediated increase in heart rate and in 
systemic vascular resistance.42 Not all vascular beds contribute equally to the reflex increase 
in vascular resistance.42 Splanchnic vasoconstriction accounts for one third, and skin and 
muscle vasoconstriction, approximately 40% of the increased vascular resistance during 
normal levels orthostatic stress.42 Symptoms of orthostatic intolerance develop as these 
reflexes approach the limit of compensation. 

3.1 Similarities and overlaps between CFS and OI 

Many of the primary symptoms of orthostatic intolerance are often seen in patients with 
disabling CFS.17,42,43 Both CFS and orthostatic intolerance affects many young people, 
predominantly women. Many symptoms of OI appear to be related to reduced cerebral 
blood flow. Symptoms are associated with inadequate systemic venous return to the right 
heart or thoracic hypovolemia,35,36 although precise mechanisms remain to be clarified. Also 
excessive lower body venous pooling with delayed orthostatic hypotension, by reducing 
cerebral perfusion, has been suggested to be involved in the orthostatic component of 
fatigue in CFS patients.44 

3.2 Pathopysiology of OI 

Potential pathophysiological mechanisms in chronic orthostatic intolerance include a β-
adrenergic hypersensitivity,45 decreased plasma volume,46 an inappropriate venous 
pooling,44 and possible dysautonomia.36-41,47 Several disorders including delayed orthostatic 
hypotension,17 neurally mediated hypotension48 and postural orthostatic tachycardia 
syndrome35-38 underlies or promotes orthostatic intolerance. Delayed orthostatic 
hypotension can be caused by excessive gravitational venous pooling.17,44 Impaired 
vasoconstrictor function with relative bradycardia is often seen in neurally mediated 
hypotension.48 In 1995 Rowe et al.48 described the cases with an overlap in the symptoms of 
CFS and neurally mediated hypotension, suggesting that neurally mediated hypotension 
should be considered as a treatable cause of CFS. Exaggerated tachycardia and 
vasoconstriction without hypotension of postural orthostatic tachycardia syndrome (POTS) 
during standing can cause orthostatic intolerance,35-38 although pathophysiology of POTS 
remains unclear. In 1982 Rosen and Cryer were the first to describe a woman with a 7-year 
history of disabling postural tachycardia and palpitations in association with an idiopathic 
reduction in plasma volume.35 In 1993 Schondorf and Low36 reviewed the patients who 
exhibited exaggerated tachycardia at rest or during head-up tilt and named “idiopathic 
postural orthostatic tachycardia syndrome” which may be a manifestation of a mild form of 
acute autonomic neuropathy. Studies suggest that POTS is accompanied with a range of 
autonomic nervous system abnormalities including vagal withdrawal and enhanced 
sympathetic modulation, associated with findings consistent with pooling in the lower 
limbs.36-41,44,47 Also studies in adolescents suggest that POTS physiology underlies OI in the 
majority of CFS patients.41-44 POTS is a frequent finding in patients with CFS.41-44 Clinical 
evaluation of CFS patients should include response to standing. POTS may be an under-
recognized condition in CFS as Hoad et al.49 recently suggested. 
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3.3 OI and small heart 

Recently it has been reported that patients with postural orthostatic tachycardia, which is 
often noted in patients with chronic orthostatic intolerance, had a smaller heart coupled 
with reduced blood volume compared with healthy controls.50 By using a cardiac magnetic 
resonance imaging technique, Fu et al.50 assessed precisely the heart size and mass in POTS 
patients and found that cardiac size and mass and blood volume were much smaller in the 
patients compared with healthy sedentary controls. The marked orthostatic tachycardia in 
these patients seemed to be a physiologic compensatory response to a smaller stroke volume 
and exercise training improved this syndrome in most patients.50 Fu et al.50 offered POTS a 
new name based on its underlying pathophysiology, the “Grinch syndrome”, because in this 
famous children’s book by Dr Seuss, the main character had a heart that was “two sizes too 
small”. In their assessment of both sympathetic baroreflex sensitivity and cardiovagal 
baroreflex sensitivity, the function of autonomic nervous system was intact in the patients,50 
although other researchers have postulated autonomic nervous dysfunction with 
exaggerated sympathetic nervous activation over compensatory levels during standing as a 
major mechanism for the symptoms.35,36,40,41,47 

Although some dysautonomia cause orthostatic instability accompanied with abnormal 
changes in heart rate and blood pressure, whether disorders of the autonomic nervous 
system is responsible for OI and also OI in CFS patients is controversial.38,39,43,44,50 Recently, 
Jones et al.51 reported that orthostatic instability was similar in persons with CFS and 
nonfatigued control subjects recruited from the general Wichita population. Interestingly 
persons with higher serum osmolarity levels had significantly higher abnormal tilt rates 
than those with lower serum osmolarity levels, suggesting that delayed responses to head-
up tilt tests may reflect hydration status.51 Reappraisal of primary dysautomia as a factor in 
the pathogenesis of CFS and also OI may be needed. In the meanwhile Ewan et al.52 
reported that use of the sinus node blocker ivabradine led to dramatic improvements in 
subjective and objective symptomatology in line with a reduction in heart rate on standing 
in a 21 year-old female patient with POTS. Use of this medication appears to not only 
improve tachycardia but also symptomatology, including fatigue, suggesting that 
tachycardia is not only unnecessary for maintaining cerebral perfusion while standing as a 
compensatory mechanism but also triggers many symptoms possibly through disturbances 
in autonomic nervous system. 

3.4 Pronounced small heart in CFS with OI 

We aimed to test a hypothesis that small heart is associated with OI in patients with CFS. 
Among the 46 study CFS patients, 26 (57%) were classified as CFSOI according to the presence 
of OI. In addition, 11 OI patients and 27 age- and sex-matched control subjects (Controls)  
were studied. Left ventricular (LV) dimensions and function were determined 
echocardiographically. As shown in Table 8 and Figures 9-11, the mean values of 
cardiothoracic ratio, systemic systolic and diastolic pressures, LV end-diastolic dimensions, LV 
end-systolic dimensions, stroke volume indexes, cardiac indexes and LV mass indexes were all 
significantly smaller in CFSOI and OI than in Controls. A smaller LV end-diastolic dimension 
(< 40 mm) was significantly more prevalently noted in CFSOI (54%) and OI (45%) than in 
Controls (4%). A lower cardiac index (< 2 l/min/mm2) was more prevalent in CFSOI (65%) 
than in OI (27%) and Controls (11%). The mean values of both LV fractional shortening and 
ejection fraction were comparable among the groups (Table 8). In conclusion, a small size of 
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LV with low cardiac output was noted in OI and marked in CFSOI. A small heart appears to 
be related to the genesis of OI and CFS via both cerebral and systemic hypoperfusion. CFSOI 
seems to constitute a well-defined and predominant subgroup of CFS. 

 
CFSOI: patients with chronic fatigue syndrome and orthostatic intolerance 
OI: patients with orthostatic intolerance but without chronic fatigue syndrome 
Controls: healthy control subjects 

Fig. 9. Comparison of the left ventricular end-diastolic dimensions (LVEDD) among the 
study groups. 

 
CFSOI: patients with chronic fatigue syndrome and orthostatic intolerance 
OI: patients with orthostatic intolerance but without chronic fatigue syndrome 
Controls: healthy control subjects 

Fig. 10. Comparison of the stroke volume indexes among the study groups. 
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3.3 OI and small heart 

Recently it has been reported that patients with postural orthostatic tachycardia, which is 
often noted in patients with chronic orthostatic intolerance, had a smaller heart coupled 
with reduced blood volume compared with healthy controls.50 By using a cardiac magnetic 
resonance imaging technique, Fu et al.50 assessed precisely the heart size and mass in POTS 
patients and found that cardiac size and mass and blood volume were much smaller in the 
patients compared with healthy sedentary controls. The marked orthostatic tachycardia in 
these patients seemed to be a physiologic compensatory response to a smaller stroke volume 
and exercise training improved this syndrome in most patients.50 Fu et al.50 offered POTS a 
new name based on its underlying pathophysiology, the “Grinch syndrome”, because in this 
famous children’s book by Dr Seuss, the main character had a heart that was “two sizes too 
small”. In their assessment of both sympathetic baroreflex sensitivity and cardiovagal 
baroreflex sensitivity, the function of autonomic nervous system was intact in the patients,50 
although other researchers have postulated autonomic nervous dysfunction with 
exaggerated sympathetic nervous activation over compensatory levels during standing as a 
major mechanism for the symptoms.35,36,40,41,47 

Although some dysautonomia cause orthostatic instability accompanied with abnormal 
changes in heart rate and blood pressure, whether disorders of the autonomic nervous 
system is responsible for OI and also OI in CFS patients is controversial.38,39,43,44,50 Recently, 
Jones et al.51 reported that orthostatic instability was similar in persons with CFS and 
nonfatigued control subjects recruited from the general Wichita population. Interestingly 
persons with higher serum osmolarity levels had significantly higher abnormal tilt rates 
than those with lower serum osmolarity levels, suggesting that delayed responses to head-
up tilt tests may reflect hydration status.51 Reappraisal of primary dysautomia as a factor in 
the pathogenesis of CFS and also OI may be needed. In the meanwhile Ewan et al.52 
reported that use of the sinus node blocker ivabradine led to dramatic improvements in 
subjective and objective symptomatology in line with a reduction in heart rate on standing 
in a 21 year-old female patient with POTS. Use of this medication appears to not only 
improve tachycardia but also symptomatology, including fatigue, suggesting that 
tachycardia is not only unnecessary for maintaining cerebral perfusion while standing as a 
compensatory mechanism but also triggers many symptoms possibly through disturbances 
in autonomic nervous system. 

3.4 Pronounced small heart in CFS with OI 

We aimed to test a hypothesis that small heart is associated with OI in patients with CFS. 
Among the 46 study CFS patients, 26 (57%) were classified as CFSOI according to the presence 
of OI. In addition, 11 OI patients and 27 age- and sex-matched control subjects (Controls)  
were studied. Left ventricular (LV) dimensions and function were determined 
echocardiographically. As shown in Table 8 and Figures 9-11, the mean values of 
cardiothoracic ratio, systemic systolic and diastolic pressures, LV end-diastolic dimensions, LV 
end-systolic dimensions, stroke volume indexes, cardiac indexes and LV mass indexes were all 
significantly smaller in CFSOI and OI than in Controls. A smaller LV end-diastolic dimension 
(< 40 mm) was significantly more prevalently noted in CFSOI (54%) and OI (45%) than in 
Controls (4%). A lower cardiac index (< 2 l/min/mm2) was more prevalent in CFSOI (65%) 
than in OI (27%) and Controls (11%). The mean values of both LV fractional shortening and 
ejection fraction were comparable among the groups (Table 8). In conclusion, a small size of 
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LV with low cardiac output was noted in OI and marked in CFSOI. A small heart appears to 
be related to the genesis of OI and CFS via both cerebral and systemic hypoperfusion. CFSOI 
seems to constitute a well-defined and predominant subgroup of CFS. 

 
CFSOI: patients with chronic fatigue syndrome and orthostatic intolerance 
OI: patients with orthostatic intolerance but without chronic fatigue syndrome 
Controls: healthy control subjects 

Fig. 9. Comparison of the left ventricular end-diastolic dimensions (LVEDD) among the 
study groups. 

 
CFSOI: patients with chronic fatigue syndrome and orthostatic intolerance 
OI: patients with orthostatic intolerance but without chronic fatigue syndrome 
Controls: healthy control subjects 

Fig. 10. Comparison of the stroke volume indexes among the study groups. 
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Fig. 11. Comparison of the cardiac indexes among the study groups. 

Elucidation of the pathophysiology of CFS and OI may lead to better therapeutic strategies. 
Recently, xenon-computed tomography blood flow studies demonstrated that CFS patients 
have global cerebral hypoperfusion with reduced absolute cortical blood flow in broad 
areas, especially in bilateral middle cerebral artery territories, compared with healthy 
controls.53 Impaired cerebral oxygenation due to reduced cerebral hemodynamics in young 
CFS with OI during an active standing test was suggested from the findings of continuous 
measurement of cerebral oxygenated hemoglobin using near-infrared spectroscopy.54 In the 
present study, low systolic and diastolic blood pressures were noted in OI patients with and 
without CFS compared with those in control subjects. Newton et al.55 have consolidated the 
evidence using 24-hour ambulatory blood pressure monitoring that lower blood pressure 
occurs in CFS patients and lower nighttime blood pressure seems to be a significant problem 
that may lead to the enhanced diurnal variation. The putative mechanism by which OI and 
CFS are triggered or caused in patients with a small heart is shown in Figure 12. 
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 CFSOI OI Controls 
Number of patients 26 11 27 
Male/Female 7/19 2/9 10/17 
Age (years) 28±8 31±7 32±7 
Cardiothoracic ratio (%) 38±5† 42±3‡ 44±4 
Heart rate (beats/min) 69±15 68±11 70±12 
Systolic blood pressure (mmHg) 109±11* 112±14† 121±11 
Diastolic blood pressure (mmHg) 66±12* 68±13† 75±12 
IVS (mm) 8±1 8±1 9±1 
PW (mm) 8±1 8±1 9±1 
LVEDD (mm) 39±5* 40±5* 45±4 
<40 14 (54%)* 5 (45%)* 1 (4%) 
LVESD (mm) 25±5* 24±5* 27±2 
LAD (mm) 25±5 24±4 27±4 
AoD (mm) 26±4 25±3 27±5 
RVD (mm) 15±4 15±2 15±3 
Stroke volume (ml) 45±13* 49±11* 63±13 
Stroke volume index (ml/m2) 30±7* 33±7† 39±7 
Cardiac output (l/min) 3.0±0.7* 3.3±1.0* 4.4±1.0 
Cardiac index (l/min/m2) 2.0±0.3*† 2.2±0.5† 2.7±0.6 
< 2 17 (65%)* 3 (27%) 3 (11%) 
Fractional shortening (%) 37±4 40±7 39±3 
LV Ejection fraction (%) 67±5 71±8 69±4 
LV mass index (g/m2) 62±16† 64±13‡ 77±16 

IVS: interventricular septum thickness; PW: left ventricular (LV) posterior wall thickness; LVEDD:  
LV end-diastolic dimension; LVESD: LV end-systolic dimension; LAD: left atrial dimension;  
AoD: aortic root diameter; RVD:  right ventricular dimension 
*: p <0.01 vs. Controls  †: p <0.05 vs. Controls 
Comparisons of values between the study groups were performed with ANOVA followed by Student’s 
unpaired t-test. Proportional data were analyzed by the chi-square test, with Yates’ correction. 

Table 8. Comparative echocardiographic data among the study groups 

Reasonable potentiation of cerebrovascular flow without exaggerated activation or 
perturbation of autonomic nervous system may be needed for effective treatment. However, 
administration of nonselective vasoconstrictive agents may cause a simple reduction of 
cerebral blood flow via elevation of cerebrovascular resistance, although intravenous 
infusion of phenylephrine, a sympathetic nerve α1 stimulator, has been reported to improve 
OI, as a result of producing significant peripheral vasoconstriction and venoconstriction in 
some OI patients.56 Volume repletion by increasing sodium intake or by treatment with 
fludrocortisones may theoretically improve OI and also symptoms of CFS by replenishing 
intravascular volume.17,35,38,42,46 Military anti-shock trousers as well as elastic stockings 
which compress lower extremities may also be effective via potentiation of venous return, 
resulting in increased cardiac output.44 Although CFS patients are limited by the discomfort 
of an increased perception of exertion, there are some data to support the notion that an 
appropriately designed exercise program is beneficial.50,57-59 Various triggers including loss 



 
An International Perspective on the Future of Research in Chronic Fatigue Syndrome 98

 

 

 

 
CFSOI: patients with chronic fatigue syndrome and orthostatic intolerance 
OI: patients with orthostatic intolerance but without chronic fatigue syndrome 
Controls: healthy control subjects 

 

 

 

Fig. 11. Comparison of the cardiac indexes among the study groups. 

Elucidation of the pathophysiology of CFS and OI may lead to better therapeutic strategies. 
Recently, xenon-computed tomography blood flow studies demonstrated that CFS patients 
have global cerebral hypoperfusion with reduced absolute cortical blood flow in broad 
areas, especially in bilateral middle cerebral artery territories, compared with healthy 
controls.53 Impaired cerebral oxygenation due to reduced cerebral hemodynamics in young 
CFS with OI during an active standing test was suggested from the findings of continuous 
measurement of cerebral oxygenated hemoglobin using near-infrared spectroscopy.54 In the 
present study, low systolic and diastolic blood pressures were noted in OI patients with and 
without CFS compared with those in control subjects. Newton et al.55 have consolidated the 
evidence using 24-hour ambulatory blood pressure monitoring that lower blood pressure 
occurs in CFS patients and lower nighttime blood pressure seems to be a significant problem 
that may lead to the enhanced diurnal variation. The putative mechanism by which OI and 
CFS are triggered or caused in patients with a small heart is shown in Figure 12. 

 
Small Heart as a Constitutive Factor Predisposing to Chronic Fatigue Syndrome 99 

 CFSOI OI Controls 
Number of patients 26 11 27 
Male/Female 7/19 2/9 10/17 
Age (years) 28±8 31±7 32±7 
Cardiothoracic ratio (%) 38±5† 42±3‡ 44±4 
Heart rate (beats/min) 69±15 68±11 70±12 
Systolic blood pressure (mmHg) 109±11* 112±14† 121±11 
Diastolic blood pressure (mmHg) 66±12* 68±13† 75±12 
IVS (mm) 8±1 8±1 9±1 
PW (mm) 8±1 8±1 9±1 
LVEDD (mm) 39±5* 40±5* 45±4 
<40 14 (54%)* 5 (45%)* 1 (4%) 
LVESD (mm) 25±5* 24±5* 27±2 
LAD (mm) 25±5 24±4 27±4 
AoD (mm) 26±4 25±3 27±5 
RVD (mm) 15±4 15±2 15±3 
Stroke volume (ml) 45±13* 49±11* 63±13 
Stroke volume index (ml/m2) 30±7* 33±7† 39±7 
Cardiac output (l/min) 3.0±0.7* 3.3±1.0* 4.4±1.0 
Cardiac index (l/min/m2) 2.0±0.3*† 2.2±0.5† 2.7±0.6 
< 2 17 (65%)* 3 (27%) 3 (11%) 
Fractional shortening (%) 37±4 40±7 39±3 
LV Ejection fraction (%) 67±5 71±8 69±4 
LV mass index (g/m2) 62±16† 64±13‡ 77±16 

IVS: interventricular septum thickness; PW: left ventricular (LV) posterior wall thickness; LVEDD:  
LV end-diastolic dimension; LVESD: LV end-systolic dimension; LAD: left atrial dimension;  
AoD: aortic root diameter; RVD:  right ventricular dimension 
*: p <0.01 vs. Controls  †: p <0.05 vs. Controls 
Comparisons of values between the study groups were performed with ANOVA followed by Student’s 
unpaired t-test. Proportional data were analyzed by the chi-square test, with Yates’ correction. 

Table 8. Comparative echocardiographic data among the study groups 

Reasonable potentiation of cerebrovascular flow without exaggerated activation or 
perturbation of autonomic nervous system may be needed for effective treatment. However, 
administration of nonselective vasoconstrictive agents may cause a simple reduction of 
cerebral blood flow via elevation of cerebrovascular resistance, although intravenous 
infusion of phenylephrine, a sympathetic nerve α1 stimulator, has been reported to improve 
OI, as a result of producing significant peripheral vasoconstriction and venoconstriction in 
some OI patients.56 Volume repletion by increasing sodium intake or by treatment with 
fludrocortisones may theoretically improve OI and also symptoms of CFS by replenishing 
intravascular volume.17,35,38,42,46 Military anti-shock trousers as well as elastic stockings 
which compress lower extremities may also be effective via potentiation of venous return, 
resulting in increased cardiac output.44 Although CFS patients are limited by the discomfort 
of an increased perception of exertion, there are some data to support the notion that an 
appropriately designed exercise program is beneficial.50,57-59 Various triggers including loss 



 
An International Perspective on the Future of Research in Chronic Fatigue Syndrome 100 

of appetite, diarrhea and sweating can cause dehydration accompanied by preload 
reduction, leading to further decreases in stroke volume and cardiac output, thereby 
impairing both systemic and cerebral circulation and exacerbating symptoms, and therefore 
should be avoided or treated appropriately. 

 
Fig. 12. The putative mechanism by which orthostatic intolerance and chronic fatigue 
syndrome are triggered in patients with a small heart. 

4. Conclusions 
Cardiac dysfunction with low cardiac output due to a small LV chamber may contribute to 
the development of chronic fatigue as a constitutional factor in a considerable number of 
CFS patients and its degree appears to be more pronounced in CFS patients with OI.60 CFS 
with OI seems to constitute a well-defined and predominant subgroup of CFS. Small heart 
with reduced cardiac performance due to decreased preload may be an important target for 
the treatment of CFS.  
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