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Preface

Diabetes mellitus is one of the most known non-communicable diseases. It is a 
metabolic disease characterized by chronic high blood glucose levels. There are 
many types of diabetes, such as prediabetes, type 1 diabetes, type 2 diabetes, and 
gestational diabetes, with type 2 being the most common.

Nowadays, the prevalence of type 2 diabetes is increasing annually, driven by 
obesity, aging, sedentarism, and many other factors.

The central symptom of diabetes is chronic hyperglycemia, which can cause serious 
complications. Therefore, understanding the pathophysiology of diabetes as well 
as related diagnostic, prevention, and treatment methods is essential for diabetes 
management.

This book presents a novel approach to preventing and treating type 2 diabetes. 
Chapters cover such topics as diagnosis, pathogenesis, management, lifestyle and 
nutritional intervention, and systems to support early diagnosis and prevention of 
prediabetes.

Anca Pantea Stoian
Diabetes, Nutrition and Metabolic Diseases Department,

“Carol Davila” University,
Bucharest, Romania
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Chapter 1

Pathophysiologic Approach to 
Type 2 Diabetes Management: One 
Centre Experience 1980–2020
Rudolf Chlup, Richard Kaňa, Lada Hanáčková, 
Hana Zálešáková and Blanka Doubravová

Abstract

This overview summarizes the evolution of pathophysiologic treatment of diabetes 
type 2 (T2D) in the period of the last 40 years. Randomized Controlled Trials (RCT) 
and Real World Evidence (RWE) studies resulted in recent Statements of the American 
Diabetes Association (ADA) and the European Association for the Study of Diabetes 
(EASD) in the year 2020. Case reports and studies of a single-centre in Czech Republic 
are reported. The authors demonstrate the impact of (1) multiple doses of rapid insulin, 
(2) multiple doses of rapid or ultrarapid insulin analogs (3) continuous subcutaneous 
insulin infusion (CSII) (4) incretin receptor agonists, (5) fixed combination of insulin 
degludec with liraglutide (IDegLira) and (6) SGLT2 inhibitor dapagliflozin, on plasma 
glucose concentration, HbA1c, body mass and patient satisfaction. The importance of 
therapeutic patients’ education and technology (personal glucometers, continuous/flash 
glucose monitors, insulin pens/pumps) is emphasized. Most of the observations were 
already published. Hence, individually adopted education, lifstyle, technical equipment, 
incretin receptor agonists and/or metformin and/or gliflozins and/or insulin analogs 
appear to be the core of an effective pathophysiologic approach. Scientific conclusions 
from RCTs, RWE trials and own clinical case reports may prevail over clinical inertia 
and induce early implementation of effective methods into routine T2D treatment.

Keywords: insulin analogs, incretins, gliflozins, insulin pen, CSII, glucose 
monitoring, education, case report, randomized control trial, real world evidence

1. Introduction

Type 2 diabetes mellitus (T2D) is a syndrome of disturbed metabolic pathways 
of sacharides (carbohydrates), proteins and fat due to various influence of eight 
pathophysiologic mechanisms described as ominous octet: disturbed dynamics of 
insulin secretion, reduced production of incretins in gut, hyperglucagonaemia, 
increased production of glucose from liver, disturbed endocrine function of 
adipose tissue, insulin resistance, increased activity of sodium glucose transporter 
2 (SGLT2) resulting in increased reabsorption of glucose from renal tubules and 
malfunction of hypothalamic centers for satiety and hunger. [1] These mechanisms 
are induced by different genetic and environmental factors. [2, 3]

In previous centuries, clinical symptoms of T2D lead to therapeutic attempts 
based on lifestyle, diet and on oral antidiabetic drugs, mostly sulfonylureas.
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The discovery of insulin by Paulesco in 1921 [4] and its final introduction to 
human medicine by Banting, Collip, Best and Macleod in 1922 [5] saved many 
lives of people with T1D. However, in T2D insulin was mostly used as an ultimate 
therapeutic alternative.

In 1957, the discovery of metformin resulted in reduction of hyperglycaemia 
without hypoglycaemias. In the course of several decades, metformin proved to be a 
relatively effective mean to reduce body mass and cardiovascular complications. In 
addition, in persons on metformin the frequency of neoplasms appears to be lower. 
Today, metformin undoubtedly remains the drug worthy of choice for the majority 
persons with T2D. [6]

At the end of the 20th century, a new concept of pathophysiologic approach 
to T2D was suggested by Bruns [7] under the descriptive term „complementary 
therapy“, and, independently by Berger [8, 9] as „supplementary therapy“.

Important role in the intensification of insulin regimens played insulin pens 
which were produced since the year 1983. [10] At the beginning of the 21st century, 
insulin pumps (first implemented by John Pickup in 1978 [11]) and intensive self-
monitoring were also applied in people with T2D. [12–14] Despite of pumps many 
persons with T2D were unable to reach the expected metabolic improvement until 
incretin receptor agonists and gliflozins have been made available. [15, 16]

In 1974, the first glucometer (Ames) was introduced into clinical practice, fol-
lowed by tenths of other glucometers [17–19], Continuous Glucose Monitors (CGM) 
[20] and/or Flash Glucose Monitors (FGM) [21]. Today, these devices have become 
mandatory means (together with HbA1c analysers [22]) to assess the metabolic con-
trol. Scientific inventions from the last 100 years were applied in official statements 
and guidelines. [23–25]

This overview introduces promoting insights and better understanding of 
pathophysiologic approach to various treatments of T2D. Purpose of the presented 
case reports and single-centre „real world trials “is to motivate to education and to 
implementation of incretins and/or gliflozins and/or insulin analogs and/or insulin 
pumps in daily routine of diabetes care.

2. Prerequisites for a pathophysiologic approach to T2D management

2.1 Therapeutic education

Lifestyle and education of people with chronic disorders have been recognised as 
an essential part of treatment. Many anonymous dedicated enthusiasts have created 
a solid platform for effective therapy. Some of them became famous educators, 
however, most of them remained unnoticed in everyday practice.

The Diabetes Education Study Group (DESG) of the European Association 
for the Study of Diabetes (EASD), was founded in 1977 [26] and the Therapeutic 
Patient Education (TPE) became a goal of many respected bodies in the world.

The DESG aimed to improve the quality of life through educational programmes 
designed to foster independence for the patient, to improve the quality of metabolic 
control, to emphasise the prevention and to encourage research. The DESG organised 
activities all over the Europe, published more than 30 Teaching letters and Series of 
the 5-min education basics. In eastern countries, the DESG workshops (Bucharest, 
1982, Balatonfuered, 1985, Warsaw, 1987, Weimar, 1989, Olomouc, 1991) supported 
the cooperation between health care providers (physicians, teachers, psychologists, 
nurses, dietitians, social workers) and patients. (Figure 1) Therefore, the adopted 
5- day scheduled teaching programs created by Assal, Berger and Jörgens in Genf 
and Düsseldorf [27] could be spread throughout Europe. Workshops at Grimentz, 
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DOI: http://dx.doi.org/10.5772/intechopen.96237

Capri, Celano, Assisi, Chillworth, Cambridge, Winchester, Windsor, Sesimbra, etc., 
motivated to look at issues from various angels.

Process of TPE consists of three parts: teaching knowledge, training skills and 
formating attitudes. These principles have also been considered in our pathophysi-
ologic approach to treatment of T2D in daily routine. [28, 29]

2.2 Technical support

2.2.1 Development and clinical implementation of insulin pens

Insulin pens opened the door to comfortable insulin administration thereby 
making the intensive regimens acceptable at work, at school, at leisure, during 
travels, etc.

In 1983, the first models of a MAnual Device for Insulin (MADI) proved to be 
a useful aid to injection of U-40 insulin either as a needle pen or as a catheter pen. 
[10] Within a few years other injectors appeared. [30, 31] Six models of a new type 
of MADI for insulin U-40, U-80 and U-100 were developed. [32] (Figure 2) In the 
needle pen (Figure 3) a sliding cover prevents the contamination of the needle 
which remains invisible in the course of injection and might be reused without 
sterilization. [33] In the catheter pen (Figure 4) the catheter remained inserted 
in subcutaneous tissue for 3 days. A syringe-like interchangeable plastic reservoir 
(3 ml) was refilled from insulin vials with any kind of soluble insulin. Actual 
insulin administration occurred by twisting the cap after subcutaneous insertion 
of needle or catheter.

To date, about one hundred of various types of insulin or incretin needle-pens 
have been distributed all over the world. (Figure 5) Most of them are disposable 

Figure 1. 
Abstract Book from the last workshop of the Eastern DESG in Olomouc (1991).
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Figure 1. 
Abstract Book from the last workshop of the Eastern DESG in Olomouc (1991).
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pens [34] (prefilled with insulin, to be discarded after emptying), some of them are 
constructed for cartridged insulin produced by the respective company.

Despite initial enthusiasm, the preference of catheter pens [35] (Figure 6) was 
low over time.

Figure 2. 
Scheme of MADI: needle pen with telescopic sliding cover (left) and catheter pen [32] (1991).

Figure 3. 
MADI – needle pen in the course of injection (1994).
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2.2.2 Trials for testing accuracy and precision of glucometer-strips systems

Within the course of 25 years, we have tested the accuracy and precision of 
glucometer-strips systems Card (Medisense), OPTIUM (Abbott), ADVANCE 
(Hypoguard, GB) [17] and LINUS (Agamatrix, USA). [18] to support the reliability 
of our therapeutic recommendations.

The purpose of our last experimental and clinical trial (2010–2013) [19] was 
(1) to assess the electrochemistry-based glucometers CONTOURLINK (Bayer, 
Germany) using glucose dehydrogenase strips, CALLA, (Wellion, Austria) and 

Figure 4. 
MADI – catheter pen [35] (1994).

Figure 5. 
Heaps of insulin or incretin pens produced by different companies all over the world since 1983.  
Photo V. Kupčik, Diabetes Museum, Háj ve Slezsku, CR. (2019).
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LINUS (Agamatrix, USA) both using glucose oxidase strips; (2) to evaluate diabetes 
control using Ambulatory Glycaemic Profiles (AGP) and comparing the results with 
those of the COBAS INTEGRA 400 Plus analyser. There were 112 sets (each from 
one person) analysed. Means of 3 PG estimations on glucometers and on INTEGRA 
analyser were calculated.

Strong correlations between PG values estimated on COBAS INTEGRA analyser vs. 
individual glucometers (CONTOURLINK, CALLA, LINUS) were shown (Figure 7). 

Figure 6. 
Various catheter pens: MADI (CR), MD2 (GDR), D pen (CH) (1989).

Figure 7. 
Correlations (Spearman) between PG estimations on INTEGRA vs. CALLA [19] (2013).
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Deviations from INTEGRA were within the range ± 15%. (Figure 8) PG variability was 
measured by SD: SD INTEGRA = 0.061 mmol/l, SD CONTOURLINK = 0.256 mmol/l, 
SD CALLA = 0.290 mmol/l, SD LINUS = 0.286 mmol/l. The mean INTEGRA PG 
values ranged from 2.7 to 25.3 mmol/l.

All persons with T2D performed 10-point PG profiles to optimise balance 
between meals, physical exercise, and insulin boluses. PG differences between the 
respective glucometer-strips system and COBAS INTEGRA laboratory values were 
in borderline of ISO 15197. [25]. So, the practical acceptability of all tested glucom-
eter-strips systems was demonstrated. Nevertheless, due to different (even though 
acceptable) accuracy of individual systems, it is advisable to use one type of glucom-
eter-strips system in each diabetes centre. Since 2013 all our patients are trained in 
SMPG on glucometer CALLA. If insulin pump MINIMED 640 G is used, glucometer 
CONTOUR PLUS is sometimes preferred due to wireless signal transmission.

2.2.3  Trials for the efficiency of continuous glucose monitoring (CGM)

In 2005–2013 we tested benefits of CGM in three independent studies. Two 
of them were performed in people with T2D and T1D treated by insulin pumps 
PARADIGM (Medtronic MiniMed, Nordthridge, CA, USA). One study aimed to 
patients without insulin pump in perioperative care.

The pump PARADIGM 722 communicates with CGM and enables daily read-
ing of 288 PG values determined by a SENsor inserted into subcutaneous tissue 
(PARASEN study). Real-time PG values are helpful to adapt further treatment.

2.2.3.1 Single center trial for benefits of CGM vs SMPG (2005–2009)

Aim of this clinical study [36] was to compare the evolution of HbA1c over the 
3- month period with CGM vs. a period with conventional SMPG by glucometers.

Two cohorts of T1D + T2D on insulin pumps PARADIGM were investigated.
Cohort 1 comprised 17 persons using CGM sensors for continuous glucose moni-

toring (CGM group). Cohort 2 comprised 25 people performing self-monitoring as 
before (3 to 6 times/d) on glucometer LINUS, Wellion, Agamatrix (SMPG group). 

Figure 8. 
Relative deviations of glucometer estimations from estimations on analyser Cobas Integra. PG deviations of 
respective glucometers from INTEGRA PG were within the range ± 15% (i.e. in 94.6%, 93.8%, 97.3% of 112 
pairs, resp.) [19] (2013).
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In the CGM group (but not in the SMPG group) HbA1c significantly dropped 
within one month and remained reduced as long as the CGM was applied, i.e., until 
the switch back to SMPG. (Figure 9).

Hence, continuous glucose monitoring with transcutaneous sensors appeared 
to be an important measure for improving metabolic compensation in people with 
diabetes. With CGM, the evolution of HbA1c showed metabolic improvement. The 
PARASEN study demonstrated that continuous self-monitoring should become a 
regular part of treatment in educated persons on insulin pumps.

Several years later, the COMISAIR study [37] demonstrated that also a conven-
tional intensive multiple dose insulin regimen (MDI), if supported by CGM, can be 
a suitable alternative to CGM augmented insulin pump therapy.

2.2.3.2  Multicenter trial on CGM-augmented insulin pump therapy in T1D 
(2005–2009)

The multicenter CGM study (2005–2009) [38] aimed to the assessment of 
benefits of CGM-augmented insulin pump therapy for persons with T1D.

Community or academic practices in six Central and Eastern European/ 
Mediterranean countries established a registry of people with T1D starting CGM-
augmented insulin pump therapy with the pump PARADIGM® X22 under every-
day conditions. We compared HbA1c values before and after 3 months of CGM and 
assessed relationships between insulin therapy and glycaemia-related variables.

Sensor data and HbA1c data were evaluated in 85 of 102 enrolled persons 
with longstanding T1D, mean age 33.2 ± 16.9 years. Mean HbA1c declined after 
3 months of CGM from 59.0 ± 8.9 mmol/mol at baseline to 50.9 ± 11.7 mmol/mol 
(P < 0.001).

Hence, CGM-augmented insulin pump therapy appeared to improve glycaemic 
control in T1D in everyday practice settings.

2.2.3.3 The trial for CGM benefits in perioperative care (2009–2013)

Our third CGM study (2009–2013) [39] payed attention to the assessment of 
implementation of CGM in perioperative care of T2D.

Figure 9. 
Benefits of CGM in individuals on insulin pump [36] (2013).
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PG monitoring was performed by means of GUARDIAN REAL-Time CGMS 
(Medtronic, Northridge, USA) in perioperative periods of 20 persons with T2D. 
Sensor was inserted on the day before surgery and continued for 3 days.

This approach was successful in the intensive care unit setting only. Neither 
electromagnetic interference nor other side effects appeared. No significant differ-
ence between sensor and laboratory analyser values was found. Pearson’s correlation 
coefficients between PG by sensor and by Wellion Linus glucometer during the 
whole perioperative period were significantly strong (0.9). Hypoglycaemia was 
registered in 4 of 20 persons.

So, transcutaneous CGM appears to be a safe approach offering a detailed insight 
into perioperative PG homeostasis. However, confirmation of sensor data by an 
approved method remains necessary.

3.  Clinical trials on effectiveness of preprandial complementary  
(= supplementary) insulin boluses in T2D

Disturbed dynamics of insulin secretion in T2D (Figure 10) makes the need of 
small complementary preprandial boluses of rapid insulin understandable.

In the years 1991–2019 we carried out three single centre trials to this topic.

3.1 Trial on effectiveness of rapid insulin

In 1991–1994, a nonrandomized uncontrolled study with 251 T2D  
assessed the effectiveness of supplementary insulin regimen [40, 41]  
The complementary insulin therapy using insulin pen MADI started in  
hospital following the baseline PG profile on day 2. The final ten-point PG  
profile was performed on day 4. (Figures 11 and 12) At a check-up 8–10 weeks 
later a decrease of HbA1c, BMI and improved lipoprotein-spectrum was found 
(Figures 13 and 14).

We concluded that in T2D better metabolic control can be achieved with com-
plementary insulin therapy than with oral antidiabetic drugs or long-acting insulin 
1–2 times daily. Our “surprising” results were based on pathophysiologic concept of 
Bruns, Berger and Kalfhaus. [7–9] To date, intensive insulin therapy in people with 
T2D appears to be more accepted in daily routine. [6, 23]

Figure 10. 
Dynamics of insulin secretion in blood in healthy people (initial postprandial peak is present, insulin 
concentration returns to baseline within 3 h); in T2D (missing Initial peak, maximum is delayed and 
hyperinsulinaemia remains over 3 h) [7] (1995).
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Figure 12. 
Ten- point BG profiles (mmol/l, mean ± SE) in T2D treated on baseline with long-acting insulin (1 to 2 
boluses/d = 47 U/d) and/or diet and then with complementary boluses (4 to 6 U each = 32 U/d) of rapid insulin 
(lower curve) *P < 0,05. [40] (1997).

Figure 13. 
Lipoprotein apoLpA1 at baseline and after 8–10 weeks of complementary insulin therapy [41] (1997).

Figure 11. 
Ten- point BG profiles (mean ± SE) in insulin-naïve-T2D treated on baseline with oral antidiabetic drugs and/
or diet (upper curve) and then with complementary boluses (4 to 6 U each = 26 U/d) of rapid insulin (lower 
curve) *P < 0,05. [40] (1997).
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3.2 Trial on effectiveness of complementary boluses of rapid insulin analog

The rapid acting insulin anologs (aspart, lispro and glulisin) are available since 
the end of the 20th century. Their absorption rates prevail over that of regular 
human insulin. [42, 43]

The aim of our prospective observational open-label controlled study (2004–
2007) [44] was to compare the effects of insulin analog aspart and human regular 
insulin resulting from their routine administration in small preprandial boluses 
according to identical algorithms.

Fifty-seven persons with T2D aged 64.0 ± 1.29 (mean ± SE) years, diabetes 
duration of 12.4 ± 1.06 years, C-peptide positive, were enrolled into the study. 
Their treatment with human regular insulin lasted 5.2 ± 0.44 years. Human regular 
insulin was replaced with insulin analog aspart. Two check-ups in the course of 
330 ± 11.1- day sequential period were carried out. The control group consisted of 
17 persons of equivalent age, duration of diabetes and insulin dosing.

Following the switch from human regular insulin to insulin analog aspart, 
HbA1c concentration in blood decreased Figure 15, while plasma glucose 

Figure 14. 
Lipoprotein apo LpB at baseline and after 8–10 weeks of complementary insulin therapy [41] (1997).

Figure 15. 
Impact of insulin aspart (given according the same algorhithms as human insulin) on HbA1c in 57 persons 
with T2D (* P < 0,05) [44] (2007).



Type 2 Diabetes - From Pathophysiology to Cyber Systems

12

Figure 12. 
Ten- point BG profiles (mmol/l, mean ± SE) in T2D treated on baseline with long-acting insulin (1 to 2 
boluses/d = 47 U/d) and/or diet and then with complementary boluses (4 to 6 U each = 32 U/d) of rapid insulin 
(lower curve) *P < 0,05. [40] (1997).

Figure 13. 
Lipoprotein apoLpA1 at baseline and after 8–10 weeks of complementary insulin therapy [41] (1997).

Figure 11. 
Ten- point BG profiles (mean ± SE) in insulin-naïve-T2D treated on baseline with oral antidiabetic drugs and/
or diet (upper curve) and then with complementary boluses (4 to 6 U each = 26 U/d) of rapid insulin (lower 
curve) *P < 0,05. [40] (1997).

13

Pathophysiologic Approach to Type 2 Diabetes Management: One Centre Experience 1980–2020
DOI: http://dx.doi.org/10.5772/intechopen.96237

3.2 Trial on effectiveness of complementary boluses of rapid insulin analog

The rapid acting insulin anologs (aspart, lispro and glulisin) are available since 
the end of the 20th century. Their absorption rates prevail over that of regular 
human insulin. [42, 43]

The aim of our prospective observational open-label controlled study (2004–
2007) [44] was to compare the effects of insulin analog aspart and human regular 
insulin resulting from their routine administration in small preprandial boluses 
according to identical algorithms.

Fifty-seven persons with T2D aged 64.0 ± 1.29 (mean ± SE) years, diabetes 
duration of 12.4 ± 1.06 years, C-peptide positive, were enrolled into the study. 
Their treatment with human regular insulin lasted 5.2 ± 0.44 years. Human regular 
insulin was replaced with insulin analog aspart. Two check-ups in the course of 
330 ± 11.1- day sequential period were carried out. The control group consisted of 
17 persons of equivalent age, duration of diabetes and insulin dosing.

Following the switch from human regular insulin to insulin analog aspart, 
HbA1c concentration in blood decreased Figure 15, while plasma glucose 

Figure 14. 
Lipoprotein apo LpB at baseline and after 8–10 weeks of complementary insulin therapy [41] (1997).

Figure 15. 
Impact of insulin aspart (given according the same algorhithms as human insulin) on HbA1c in 57 persons 
with T2D (* P < 0,05) [44] (2007).



Type 2 Diabetes - From Pathophysiology to Cyber Systems

14

concentrations in 10-point profiles, daily insulin dose, BMI, and frequency of 
hypo−/hyperglycemic episodes did not change.

No significant influence of insulin aspart on serum concentrations of triacylg-
lycerols, total cholesterol, and LDL-cholesterol was found. Patients’ satisfaction was 
good. No adverse events were recorded. In the control group, no significant changes 
of baseline HbA1c, insulin dose and BMI were found.

Hence, insulin analog aspart appears to be more effective than human regular 
insulin in intensive (complementary) treatment in individuals with T2D.

3.3 Trial on effectiveness of Faster (ultrarapid) Insulin ASPart (FIASP)

The benefits of faster insulin aspart (insulin aspart + nicotinamid) were 
described and discussed. [45, 46]

Aim of our prospective monocentric uncontrolled Real World Evidence study 
(2017–2019) [47] was to compare the efficacy of FIASP with the efficacy of previous 
therapy with insulin aspart in people with T1D and T2D on MDI or on insulin pump.

No adverse events appeared in any group. In T2D groups (N < 24) an unsignifi-
cant tendency to reduction of PG, MPG, HbA1c, body mass and total daily dose of 
insulin in the course of FIASP therapy was shown.

So, only the evidence of noninferiority of FIASP versus insulin aspart was 
demonstrated. Introduction of improved algorithms together with intensive 
patients´ education appears necessary to improve the expected outcomes of FIASP 
therapeutic regimen.

4.  Trial on effectiveness of Continuous Subcutaneous Insulin infusion 
(CSII) vs. multiple boluses of rapid insulin analog plus once daily 
basal insulin in T2D

The effectiveness of CSII in T2D was sought for in many previous studies [48–52]. 
Our (Medtronic supported) prospective single-centre randomized study (2011–2014) 
[53–55] recruited 36 insulin-resistant, C-peptide-positive, glutamic acid decarboxylase 
antibodies (GAD Ab)-negative, and CSII-naive patients with T2D (eight screen fail-
ures). Insulin treatment was optimized with insulin analogs and metformin. Following 
the run-in period, patients were randomized into two arms: a CSII arm (n = 11) and 
an MDI continuation arm (n = 12). HbA1c ≥ 64 mmol/mol, (mean ± standard devia-
tion), age of 57.2 ± 8.0 years, BMI of 36.2 ± 7.0 kg/m2, BM of 106.9 ± 18.3 kg, diabetes 
duration of 13.3 ± 4.7 years, and HbA1c of 80 mmol/mol). In both arms, at the CSII 
start the daily insulin dose was reduced by 10% –50% in order not to exceed 80 U/day. 
After 6 months, persons receiving MDI crossed over to insulin pump and both arms 
were followed up during consequent 6 months. A total of 10 scheduled visits were 
carried out in each arm. The final Visit 10 occurred at 12 months. The mean frequency 
of self-monitoring varied between 3.4 and 5.4 measurements per day.

Patients assigned to the CSII arm (N = 11) achieved a significant HbA1c reduc-
tion of 10–12 mmol/mol while reducing their daily insulin dose by 33% of baseline; 
BMI reduction was 0.86% of baseline. No significant changes were revealed in 
patients on MDI Figure 16.

So, the use of insulin pump (supported with SMBG) in T2D is safe and effective 
for improving glucose control and reducing daily dose of insulin. Treatment adher-
ence and satisfaction were excellent. All subjects decided to continue using their 
insulin pumps. On the other hand, an optimum metabolic balance and sustainable 
reduction in body mass, blood pressure or lipid profile in most of the patients could 
not be reached.
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5. Case reports targeting incretin analogs/GLP-1 receptor agonists

The first incretin analogs exenatid [56], lixisenatid, liraglutide were used in 
persons with T2D to improve metabolic control and to reduce body mass - mostly 
when HbA1c exceeded 60 mmol/mol, BMI was over 35 kg/m2 and oral antidiabetic 
drugs failed. Their beneficial metabolic and cardiovascular effects were described 
recently in RCTs LEAD 1 – LEAD 6 [57–62] and LEADER. [63] We had the option 
to confirm their benefits in several persons.

5.1 Effects of liraglutide on body mass and HbA1c

Our case report from the year 2010 [64] demonstrates the benefits of treatment 
with liraglutide in a 57-year old obese woman (adequately treated for hypothyreo-
sis) with recent evolution of metabolic syndrome. Four-month metformin (M) and 
liraglutide (L) therapy reduced both body mass index (Figure 17), and glycated 
haemoglobin (Figure 18) Even though the previous diabetes control was accept-
able, the treatment with high doses oť metformin and sitagliptin (S) failed to reach 
sufficient reduction of body mass and HbA1c.

Figure 16. 
HbA1c (top) and total daily insulin dose (bottom) in the MDI/CSII arm (N = 11, closed symbols) and in the 
CSII/CSII arm (N = 11, open symbols). Symbols and bars - mean and 95% CI (confidence interval); CSII - 
continuous subcutaneous insulin infusion; MDI - multiple daily injections [55] (2017).
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hypo−/hyperglycemic episodes did not change.

No significant influence of insulin aspart on serum concentrations of triacylg-
lycerols, total cholesterol, and LDL-cholesterol was found. Patients’ satisfaction was 
good. No adverse events were recorded. In the control group, no significant changes 
of baseline HbA1c, insulin dose and BMI were found.

Hence, insulin analog aspart appears to be more effective than human regular 
insulin in intensive (complementary) treatment in individuals with T2D.

3.3 Trial on effectiveness of Faster (ultrarapid) Insulin ASPart (FIASP)

The benefits of faster insulin aspart (insulin aspart + nicotinamid) were 
described and discussed. [45, 46]

Aim of our prospective monocentric uncontrolled Real World Evidence study 
(2017–2019) [47] was to compare the efficacy of FIASP with the efficacy of previous 
therapy with insulin aspart in people with T1D and T2D on MDI or on insulin pump.

No adverse events appeared in any group. In T2D groups (N < 24) an unsignifi-
cant tendency to reduction of PG, MPG, HbA1c, body mass and total daily dose of 
insulin in the course of FIASP therapy was shown.

So, only the evidence of noninferiority of FIASP versus insulin aspart was 
demonstrated. Introduction of improved algorithms together with intensive 
patients´ education appears necessary to improve the expected outcomes of FIASP 
therapeutic regimen.

4.  Trial on effectiveness of Continuous Subcutaneous Insulin infusion 
(CSII) vs. multiple boluses of rapid insulin analog plus once daily 
basal insulin in T2D

The effectiveness of CSII in T2D was sought for in many previous studies [48–52]. 
Our (Medtronic supported) prospective single-centre randomized study (2011–2014) 
[53–55] recruited 36 insulin-resistant, C-peptide-positive, glutamic acid decarboxylase 
antibodies (GAD Ab)-negative, and CSII-naive patients with T2D (eight screen fail-
ures). Insulin treatment was optimized with insulin analogs and metformin. Following 
the run-in period, patients were randomized into two arms: a CSII arm (n = 11) and 
an MDI continuation arm (n = 12). HbA1c ≥ 64 mmol/mol, (mean ± standard devia-
tion), age of 57.2 ± 8.0 years, BMI of 36.2 ± 7.0 kg/m2, BM of 106.9 ± 18.3 kg, diabetes 
duration of 13.3 ± 4.7 years, and HbA1c of 80 mmol/mol). In both arms, at the CSII 
start the daily insulin dose was reduced by 10% –50% in order not to exceed 80 U/day. 
After 6 months, persons receiving MDI crossed over to insulin pump and both arms 
were followed up during consequent 6 months. A total of 10 scheduled visits were 
carried out in each arm. The final Visit 10 occurred at 12 months. The mean frequency 
of self-monitoring varied between 3.4 and 5.4 measurements per day.

Patients assigned to the CSII arm (N = 11) achieved a significant HbA1c reduc-
tion of 10–12 mmol/mol while reducing their daily insulin dose by 33% of baseline; 
BMI reduction was 0.86% of baseline. No significant changes were revealed in 
patients on MDI Figure 16.

So, the use of insulin pump (supported with SMBG) in T2D is safe and effective 
for improving glucose control and reducing daily dose of insulin. Treatment adher-
ence and satisfaction were excellent. All subjects decided to continue using their 
insulin pumps. On the other hand, an optimum metabolic balance and sustainable 
reduction in body mass, blood pressure or lipid profile in most of the patients could 
not be reached.
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liraglutide (L) therapy reduced both body mass index (Figure 17), and glycated 
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Figure 17. 
Lady, age 57. Therapy and evolution of BMI since the detection of T2D in 2006. M-metformin, S-sitagliptin, 
L-liraglutide (L-start 18.8.2010) [64].

Figure 18. 
Lady, age 57. Therapy and evolution of HbA1c since the detection of T2D in 2006. M-metformin, S-sitagliptin, 
L-liraglutide (L-start 18.8.2010) [64].

Figure 19. 
Man, age 57 y, T2D duration 13 y. Evolution of HbA1c with liraglutide and metformin before (2010–2012, blue) 
and after (2012–2015) bariatric surgery [65] (2015).
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5.2 Effects of liraglutide and bariatric surgery

Our second case report (2010–2016) [65] deals with a temporal positive  
influence of a 5-year liraglutide therapy on HbA1c (Figure 19), BMI and 10-point 
glyceamic profile in a man with 13-year history of uncontrolled T2D. After one  
year on liraglutide 1,2 mg/d + metformin 2000–3000 mg/d, the initial decrease of 
BMI and HbA1c was followed by their slow increase. Following bariatric surgery, 
the continuing liraglutide and metformin treatment resulted in near-normal  
HbA1c concentrations not exceeding 51 mmol/mol. The BMI decreased from  
39 to 32 kg/m2

.

5.3 Effects of liraglutide in T2D prevention

The purpose of this case report (2011) [66] is to demonstrate the effects of 5- 
month off label administration of L and metformin (M) in a 60y old woman with 
impaired fasting plasma glucose (IFG), BMI 36.4 kg/m2, HbA1c 41 mmol/mol and in 
excellent physical condition. Since 2005 her body mass increased by 10 kg. Recently 
diagnosed hypertension was successfully treated by metoprolol and losartan (BP 
140/80 mmHg, HF 64/min). She was treated by simvastatin since 2008 (LDL 
cholesterol 3,4 mmol/l). Proinsulin, C-peptide, TSH. T3, T4 and routine laboratory 
parameters were found within normal limits. Results of SMPG using glucometer 
Linus, Agamatrix, USA were slightly abnormal. In August 2010 the therapy with L 
and M started. First evaluation was made in January 2011 (Figures 20 and 21). In 
2012 – 2014, L 1.2 mg/d was given only during a 3- month period each year. Then, M 
2 g/d continued without L. Food intake was reduced due to lasting satiety. The final 
check up in February 2021 revealed excellent clinical condition, BM 66.1 kg, BMI 
29.4 kg/m2 and HbA1c 39 mmol/mol.

Figure 20. 
Lady, age 60 y, prediabetes. Evolution of body mass before and with L + M [66] (2011).
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Independently, 4 of other 6 obese persons with IFG/IGT reduced body mass 
during L supplementation. So, L therapy appears to be a potentially effective 
approach to prediabetes conditions and its administration should start rather at an 
early stage.

5.4 Effects of once weekly semaglutide on HbA1c, body mass and well-being

Effects of long-acting incretin analogs (exenatid QW, dulaglutid [67] and sema-
glutide [68–77] on metabolism, cardiovascular and renal protection were described 
in clinical studies REWIND and SUSTAIN 1–10, resp.

Our case report (2019–2020) [78] brings insight on benefits of semaglutide in a 
79-year-old lady with long-lasting T2D. She has been suffering from both metfor-
min intolerance and insulinofobia. In the course of a long- lasting period of gliptin 
therapy, the patient’s HbA1c concentration increased to 61 mmol/mol. During the 
following 4-month period with semaglutide, the patient’s mean PG concentration 

Figure 21. 
Lady, age 60 y, prediabetes. 10-point PG profile before and with L + M [66] (2011).

Figure 22. 
Lady, age 79 y. Evolution of HbA1c in the course of treatment with saxagliptin, linagliptin and semaglutide, 
resp., 2018 to 2020 [78].
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of a 10-point daily profile (MPG) decreased from 7.4 mmol/l to 7.0 mmol/l, and her 
body mass from 80,9 kg to 77,7 kg. One year later, the HbA1c reached 48 mmol/mol 
(Figure 22). No adverse events appeared. We can conclude, the early indication of 
once-a-week subcutaneously administered semaglutide resulted in improvement of 
all investigated parameters of saccharide metabolism.

5.5  Effects of fixed combination of insulin degludec and incretin liraglutide 
(IDegLira)

Metabolic and cardiovascular benefits of the fixed combination IdegLira were 
evaluated in studies DUAL and others. [79–87]

Figure 23. 
Lady, age 77 y, T2D since 1985, cast away syndrome. Evolution of HbA1c in the course of different therapy 
(MDI-CSII-CSII with iSGLT2-IDegLira only) (1997–2020) [88].

Figure 24. 
Lady, age 77 y, T2D since 1985, cast away syndrome. Evolution of BM in the course of different therapy (MDI-
CSII-CSII with iSGLT2-IDegLira only) (1995–2020) [88].
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body mass from 80,9 kg to 77,7 kg. One year later, the HbA1c reached 48 mmol/mol 
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Figure 23. 
Lady, age 77 y, T2D since 1985, cast away syndrome. Evolution of HbA1c in the course of different therapy 
(MDI-CSII-CSII with iSGLT2-IDegLira only) (1997–2020) [88].

Figure 24. 
Lady, age 77 y, T2D since 1985, cast away syndrome. Evolution of BM in the course of different therapy (MDI-
CSII-CSII with iSGLT2-IDegLira only) (1995–2020) [88].
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We deemed IDegLira could be an option for T2D suffering from impaired 
cognitive functions. We described this condition as “cast away syndrome”.

Our case report (1995–2020) [88] pays attention to IDegLira in a 77-year-old 
woman with T2D. Her diabetes was treated for 33 years (since 1985) including the 
last seven- year period of effective insulin pump therapy, finally combined with 
dapagliflozin. Recently, signs of cognitive deterioration (“cast away syndrome”) 
appeared and the patient was unable to operate her insulin pump. Adding IDegLira 
to previous metformin and dapagliflozin therapy alongside with support of edu-
cated family lead to improvement of patient’s condition. The final in-patient period 
(30. 4. - 1. 7. 2020]) with IDegLira 40 IU/d (no CSII, no metformin, no gliflozin) 
and specialized diabetes care of nursing staff resulted in reduction of HbA1c to 
38 mmol/mol (reference range 20–42 mmol/mol) (Figures 23–25).

6.  Trial on effectiveness of dapagliflozin in uncontrolled T2D using 
insulin pumps

Gliflozins are inhibitors of sodium glucose co-transporter 2 (SGLT2) in proximal 
part of renal tubules. Their influence results in lowering of the renal thresholds 
for glucose and lowering of hyperglycaemia (due to urine excretion of about 70 g 
glucose per 24 h). Impact of gliflozins (dapagliflozin [89–91], empagliflozin [92] 
canagliflozin [93–95] and ertugliflozin) on metabolic control and cardiovascular 
and renal outcomes in T2D was demonstrated in trials EMPAREG, EMPEROR, 
CANVAS, CREDENCE, DECLARE HF, DECLARE Timi 58 and VERTIS. Benefits 
were observed in simultaneous therapy with insulin/incretin and gliflozin. [96]

Our pilot prospective trial (2015–2017) [97] aimed to the assessment of effec-
tiveness of dapagliflozin added to people with T2D treated by CSII and metformin 
(M). A group of 13 T2D on CSII, without serious complications, aged 44.6–70.4 y, 
diabetes duration 5–26 y, BMI 24.9–57.6 kg/m2, were monitored at 4 visits (before 

Figure 25. 
Lady, age 77 y, T2D since 1985, cast away syndrome. Overview of all parameters (HbA1c, BM, insulin/day, MPG) 
in the course of different therapeutic regimens (MDI-CSII-CSII with iSGLT2-IDegLira only) (1996–2020) [88].
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CSII, on CSII + M, on CSII + M shortly before dapagliflozin and finaly on CSII + M 
after 2.5–11.0 months with dapagliflozin.

CSII appeared to enable reduction of total daily insulin dose with no consequent 
change of HbA1c and glycaemia. Adding dapagliflozin to CSII resulted in significant 
reduction of HbA1c. (Figure 26) Even though the change in BM was not significant, 
Spearman analysis revealed correlations between the change of daily insulin dose 
and change of BM at visit 3 and 4 vs. visit 1.

No side effects appeared. So, dapagliflozin may be considered as a rational 
therapeutic addition to CSII + M treated people with T2D.

7. Conclusions

This chapter summarizes the authors’ experience along with outcomes of 
respected randomized control trials and real world evidence studies. It became clear 
that the pathophysiologic approach comprising insulin, incretins and gliflozins has 
created a reliable base to effective treatment of type 2 diabetes. Reduced morbidity 
and mortality along with other breaking reports [98–101] are offerring some great 
perspectives.

On the other hand, in everyday practice, hidden clinical inertia, resulting from 
outdated treatment approach, customs, imbalance between powerty and affluency, 
should be considered as a dangerous rival.

So, which direction do we take from here?

Acknowledgements
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Figure 26. 
A group of T2D (N = 13) treated with 3 consequent regimens: 1. MDI + M, 2. CSII+M, 3. CSII+M + DG. 
Evolution of relative values of INS/d, HbA1c, MPG, BM. Upper border of the reference range of respective 
parameter was defined as 100% of its value (2015–2017) [97].
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Dedication

Taking into account the dawning observations of Paul Langerhans (1847–1888) 
[102], Oskar Minkowski (1858–1931) [103], George Ludwig Zülzer (1870–1949) 
[104], Ernest Lyman Scott (1877–1966) [105] and others in [106, 107], this paper was 
written in the memory of Nicolae Constantin Paulescu (1869–1931), James Bertram 
Collip (1892–1965), Frederick Grant Banting (1891–1941), Charles Herbert Best 
(1899–1978) and John James Rickard Macleod (1876–1935) on the occasion of the 100-
year anniversary of insulin (pancrein) discovery (Bucharest, May 1921) [4], and its 
purification and implementation to human medicine (Toronto, January 1922) [5].
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Insulin Secretion
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Abstract

In this review, we place redox signaling in pancreatic β-cells to the context with 
signaling pathways leading to insulin secretion, acting for example upon the action 
of incretins (GLP-1, GIP) and the metabotropic receptor GPR40. Besides a brief 
description of ion channel participation in depolarization/repolarization of the 
plasma membrane, we emphasize a prominent role of the elevated glucose level in 
pancreatic β-cells during glucose-stimulated insulin secretion (GSIS). We focus on 
our recent findings, which revealed that for GSIS, not only elevated ATP synthesis is 
required, but also fundamental redox signaling originating from the NADPH oxidase 
4- (NOX4-) mediated H2O2 production. We hypothesized that the closing of the ATP-
sensitive K+ channel (KATP) is only possible when both ATP plus H2O2 are elevated in 
INS-1E cells. KATP alone or with synergic channels provides an element of logical sum, 
integrating both metabolic plus redox homeostasis. This is also valid for other secreta-
gogues, such as branched chain ketoacids (BCKAs); and partly for fatty acids (FAs). 
Branched chain aminoacids, leucine, valine and isoleucine, after being converted to 
BCKAs are metabolized by a series of reactions resembling β-oxidation of FAs. This 
increases superoxide formation in mitochondria, including its portion elevated due to 
the function of electron transfer flavoprotein ubiquinone oxidoreductase (ETF:QOR). 
After superoxide conversion to H2O2 the oxidation of BCKAs provides the mitochon-
drial redox signaling extending up to the plasma membrane to induce its depolariza-
tion together with the elevated ATP. In contrast, experimental FA-stimulated insulin 
secretion in the presence of non-stimulating glucose concentrations is predominantly 
mediated by GPR40, for which intramitochondrial redox signaling activates phos-
pholipase iPLA2γ, cleaving free FAs from mitochondrial membranes, which diffuse 
to the plasma membrane and largely amplify the GPR40 response. These events are 
concomitant to the insulin release due to the metabolic component. Hypothetically, 
redox signaling may proceed by simple H2O2 diffusion or via an SH-relay enabled by 
peroxiredoxins to target proteins. However, these aspects have yet to be elucidated.

Keywords: pancreatic β-cells, insulin secretion, redox signaling, NADPH oxidase 4, 
branched chain ketoacid oxidation, fatty acid β-oxidation, ATP-sensitive K+ channel, 
GLP1, GPR40

1. Introduction

Recently, we revealed that physiological redox signaling is essential for the first 
phase of glucose-stimulated insulin secretion (GSIS) in pancreatic β-cells. Elevated 
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glucose intake contributes to the increasing pentose phosphate pathway (PPP) 
supply of NADPH for NADPH oxidase 4 (NOX4), which directly produces H2O2. 
The burst of H2O2 then represents a redox signal, which fundamentally determines 
GSIS, while inducing a cooperative induction of plasma membrane depolarization 
together with ATP elevation (Figure 1) [1]. The latter originates from the increased 
ATP synthesis by oxidative phosphorylation (OXPHOS). Hypothetically, either 
a closure of the ATP-sensitive K+ channel (KATP) is dependent on both H2O2 plus 
ATP; or H2O2 activates a synergic channel such as transient receptor potential 

Figure 1. 
(A) Traditional (“standard”) view of the triggering mechanism of GSIS compared with (B) new paradigm 
in GSIS mechanism (“novel”), for which the redox signaling by NOX4-produced H2O2 is essentially required. 
Upon the glucose intake, PPP and redox shuttles supply cytosolic NADPH to increase NOX4 activity and 
thus elevate H2O2 which substantiates redox signaling. Either, the ATP-sensitive K+ channel (KATP) is closed 
exclusively when both ATP plus H2O2 are elevated. Alternatively, H2O2 activates opening of TRPM2 or other 
nonspecific cation channels required for a depolarization shift to reach a threshold potential of −50 mV, 
at which the voltage-sensitive Ca2+ channels (CaL) become open, thus starting to fire the action potential. 
Resulting Ca2+ influx into the cell cytosol allows a complex process of exocytosis of the insulin granule vesicles 
(IGVs), beginning during the so-called 1st phase of GSIS by fusion of pre-attached IGVs with the plasma 
membrane and exposure of the IGV interior to the extracellular space (capillaries in vivo). Ca2+ also promotes 
the recruitment of distant IGVs towards the plasma membrane as well as ensures the late, so-called 2nd phase 
of GSIS, lasting about 1 hour in vivo.
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melastin 2 (TRPM2) [2], required for sufficient depolarization. This principle of 
a logical summation of metabolic plus redox stimulation seems to be universal for 
other secretagogues (i.e. compounds stimulating insulin secretion), dependent 
on KATP. However, note that the redox signaling must be distinguished from the 
 oxidative stress [3–6].

2. Two phases of GSIS

Two phases exist for GSIS in vivo [7–11]. They are also recognized in isolated 
pancreatic islets (PIs), but not in insulin-secreting β-cell lines. The consensus 
became that both KATP-dependent mechanism (also termed „triggering”) and 
KATP-independent mechanisms contribute to both phases [12], while the KATP-
independent mechanism still requires the elevation of cytosolic Ca2+ [13]. The 2nd 
phase in vivo was even considered to be independent of the extracellular glucose 
concentrations [14]. It depends more on the molecular mechanism of the increased 
sustained mobilization and priming of insulin granule vesicles (IGVs) [15].

The first rapid peak of insulin secretion is observed at 5–10 min after adminis-
tration of a bolus of glucose in vivo or addition of glucose to the isolated PIs. The 1st 
phase involves the exocytosis of pre-docked juxtaposed IGVs, residing 100–200 nm 
from the plasma membrane prior to triggering [16, 17] and also possesses a 
contribution of deeper localized granules arriving within 50 ms, which were not 
initially pre-docked [18, 19]. The 2nd phase typically lasts over 1 hr. As a result, a 
predominant insulin amount is released in this phase. The 2nd phase results most 
likely from further delayed recruitment of IGVs belonging to the typically excessive 
reserve. The past hypothesis suggested a main reason for such a delay to involve the 
restricted passage through the filamentous actin (F-actin) cytoskeleton [20–22], 
but later a microfilament-independent movement of IGVs was reported [21, 23–25]. 
However, numerous cytoskeleton components play a more detailed role in the IGV 
exocytosis, not representing only a simple barrier. Generally, the IGV exocytosis 
relies on synaptogamin activation by Ca2+, syntaxin, SNAP-25, and other target 
proteins of the SNARE family (SNAp REceptors, where SNAP is soluble NSF attach-
ment proteins and NSF is a N-ethylmaleimide-sensitive fusion factor). They attract 
IGVs via the IGV-localized synaptobrevins (vesicle-associated membrane proteins), 
while forming a coiled-coil quarternaly structure [26]. The resulting SNARE core 
complex relocates the IGV and plasma membrane into proximity, thus facilitating 
establishment of so-called fusion stalk. Further zippering of coiled-coil structures 
allows fusion of larger part of the IGV membrane with the plasma membrane until 
a fusion pore is formed.

However, the recent explanation for the second phase is based on the fact that 
the two phases of insulin secretion exist when isolated pancreatic islets are studied, 
but do not exist for isolated primary pancreatic β-cells [27–29]. Hence, the role of 
inter-cellular contacts is emphasized for the 2nd phase. The inter-cellular contacts 
allow synchronization of the plasma membrane potential, while paracrine hormone 
secretion may also contribute to modification and termination of insulin release.

3. Mechanisms of the 1st phase of GSIS

GSIS has been consensually described to involve a so-called triggering mecha-
nism accompanied by amplifying mechanism(s) [7, 12, 30–36]. The triggering 
is exclusively dependent on the KATP closure and attaining plasma membrane 
depolarization up to −50 mV. The latter is achieved in a synergy of KATP with other 
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glucose intake contributes to the increasing pentose phosphate pathway (PPP) 
supply of NADPH for NADPH oxidase 4 (NOX4), which directly produces H2O2. 
The burst of H2O2 then represents a redox signal, which fundamentally determines 
GSIS, while inducing a cooperative induction of plasma membrane depolarization 
together with ATP elevation (Figure 1) [1]. The latter originates from the increased 
ATP synthesis by oxidative phosphorylation (OXPHOS). Hypothetically, either 
a closure of the ATP-sensitive K+ channel (KATP) is dependent on both H2O2 plus 
ATP; or H2O2 activates a synergic channel such as transient receptor potential 
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thus elevate H2O2 which substantiates redox signaling. Either, the ATP-sensitive K+ channel (KATP) is closed 
exclusively when both ATP plus H2O2 are elevated. Alternatively, H2O2 activates opening of TRPM2 or other 
nonspecific cation channels required for a depolarization shift to reach a threshold potential of −50 mV, 
at which the voltage-sensitive Ca2+ channels (CaL) become open, thus starting to fire the action potential. 
Resulting Ca2+ influx into the cell cytosol allows a complex process of exocytosis of the insulin granule vesicles 
(IGVs), beginning during the so-called 1st phase of GSIS by fusion of pre-attached IGVs with the plasma 
membrane and exposure of the IGV interior to the extracellular space (capillaries in vivo). Ca2+ also promotes 
the recruitment of distant IGVs towards the plasma membrane as well as ensures the late, so-called 2nd phase 
of GSIS, lasting about 1 hour in vivo.
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The first rapid peak of insulin secretion is observed at 5–10 min after adminis-
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initially pre-docked [18, 19]. The 2nd phase typically lasts over 1 hr. As a result, a 
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likely from further delayed recruitment of IGVs belonging to the typically excessive 
reserve. The past hypothesis suggested a main reason for such a delay to involve the 
restricted passage through the filamentous actin (F-actin) cytoskeleton [20–22], 
but later a microfilament-independent movement of IGVs was reported [21, 23–25]. 
However, numerous cytoskeleton components play a more detailed role in the IGV 
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relies on synaptogamin activation by Ca2+, syntaxin, SNAP-25, and other target 
proteins of the SNARE family (SNAp REceptors, where SNAP is soluble NSF attach-
ment proteins and NSF is a N-ethylmaleimide-sensitive fusion factor). They attract 
IGVs via the IGV-localized synaptobrevins (vesicle-associated membrane proteins), 
while forming a coiled-coil quarternaly structure [26]. The resulting SNARE core 
complex relocates the IGV and plasma membrane into proximity, thus facilitating 
establishment of so-called fusion stalk. Further zippering of coiled-coil structures 
allows fusion of larger part of the IGV membrane with the plasma membrane until 
a fusion pore is formed.

However, the recent explanation for the second phase is based on the fact that 
the two phases of insulin secretion exist when isolated pancreatic islets are studied, 
but do not exist for isolated primary pancreatic β-cells [27–29]. Hence, the role of 
inter-cellular contacts is emphasized for the 2nd phase. The inter-cellular contacts 
allow synchronization of the plasma membrane potential, while paracrine hormone 
secretion may also contribute to modification and termination of insulin release.

3. Mechanisms of the 1st phase of GSIS

GSIS has been consensually described to involve a so-called triggering mecha-
nism accompanied by amplifying mechanism(s) [7, 12, 30–36]. The triggering 
is exclusively dependent on the KATP closure and attaining plasma membrane 
depolarization up to −50 mV. The latter is achieved in a synergy of KATP with other 
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ion channels. The amplifying mechanisms are given by metabolism or stem from 
the action of incretins and other hormones. Also, mechanisms concerning other 
secretagogues, such as branched chain ketoacids (BCKAs) and fatty acids (FAs), 
were considered as merely amplifying. Nevertheless, we will show below the 
ambiguity of such a classification. The amplifying mechanisms originate from an 
incremental increase in Ca2+ elevations, not existing within the canonical “trigger-
ing” mechanism. Alternatively, they stem from facilitation via numerous proteins 
of the exocytotic machinery localized either on the IGV or plasma membranes. 
Therefore, some of these types of events might be Ca2+ independent and hence may 
also proceed at low glucose concentrations.

The traditional explanation of the triggering mechanism of GSIS relied 
 exclusively on the ATP elevation (or elevation of the ATP/ADP ratio) in the cytosol 
of β-cells. Sole elevated ATP was considered to be sufficient for the KATP closing 
[30–33]. Any additional requirement for a parallel redox signaling was not consid-
ered, despite the findings that reactive oxygen species (ROS) have been implicated 
in insulin secretion. This concerned with at least ROS of mitochondrial origin [37], 
or resulting from mono-oleoyl-glycerol addition [38]. The blockage of PPP, that 
decreased insulin secretion, also shifted redox homeostasis [39]. An unspecified link 
of GSIS with the externally added H2O2 was reported, besides antioxidant effects 
at decreased glutathione by diethylmaleate [40]. Previously, also an unidentified 
isoform of NADPH oxidase was implicated in GSIS, since an antisense p47PHOX 
oligonucleotide [41] or an unspecific NOX inhibitors  attenuated GSIS [38, 42, 43].

Recently, we have provided the evidence that the elevated OXPHOS is insuf-
ficient to initiate GSIS, despite the increased ATP levels and the elevated ATP/
ADP ratio at the peri-plasma- membrane space [1]. We demonstrated that NOX4 is 
fundamentally required for GSIS [1]. In model rat pancreatic β-cells (INS-1E cells) 
with silenced NOX4 or in full NOX4 knockout (NOX4KO) mice and in mice with 
NOX4 knockout, specifically in pancreatic β-cells (NOX4βKO mice), the 1st phase 
of GSIS was largely blocked [1]. In both studied NOX4 KO mice strains and in their 
isolated PIs, the 1st phase of GSIS was abolished with NOX4 ablation, while in PIs, 
either overexpression of NOX4 (achieved at least in the peripheral spheroid layer of 
islets) or additions of H2O2 rescued this 1st phase. No effects were found in NOX2 
KO mice, although NOX2 has been previously implicated to play an antagonistic 
role for redox homeostasis [44].

Moreover, using a patch-clamp of INS-1E cells, we demonstrated that the KATP 
closure is possible only when NOX4 is intact in INS-1E cells. After showing the well-
known closure of KATP induced by high glucose concentration in cells transfected 
with scrambled siRNA, we observed no glucose-induced KATP closure in INS-1E 
cells silenced for NOX4 [1]. These experiments supported the model, in which 
KATP integrates metabolic and redox homeostasis and acts as a logical summation 
for which both elevated ATP plus elevated H2O2 exclusively lead to a triggering of 
GSIS (Figure 1). However, since without cation fluxes provided by nonspecific 
cation channels a threshold depolarization of −50 mV cannot be achieved, despite 
100% KATP ensemble being closed [45, 46], we may also hypothesize that H2O2 
 alternatively or in parallel activates the TRPM2 channel [2], known to contain 
redox-sensitive Met residue [47].

Thus our results set a new paradigm for GSIS, since it had never been considered 
that the sole ATP increase is insufficient for GSIS and is insufficient particularly for 
the closing of KATP; as well as it had never been considered that any redox signaling 
might essentially participate in GSIS.

In further work, we also demonstrated that the redox signaling upon GSIS is 
provided by elevations of cytosolic H2O2, whereas ROS in the mitochondrial matrix 
(both H2O2 and superoxide release) are diminished due to the enhanced operation 
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of the redox shuttles upon GSIS [48]. One may expect that a portion of cytosolic 
NADPH as a substrate for NOX4 is provided by the glucose-6-phosphate dehydro-
genase and also by 6-phosphogluconate dehydrogenase downstream within the PPP, 
whereas the second portion is generated due to the operation of redox shuttles. These 
shuttles become more active at higher glucose concentrations and increasingly pro-
duce NADPH. NADPH is particularly produced by isocitrate dehydrogenase 1 (IDH1) 
and malic enzyme 1 (ME1) in the cytosol upon operation of these redox shuttles [48].

In summary, we describe the revisited mechanism of the 1st phase of GSIS as 
follows. Elevated glucose metabolism and glycolysis allows an increased branching 
of the metabolic flux, particularly of glucose-6-phosphate G6P, toward PPP, which 
acts as a predominant source of NADPH. The essential role of PPP was emphasized 
elsewhere [49]. Amplification of the cytosolic NADPH is also provided by IDH1 
and ME1 due to the elevated operation of the three redox shuttles. Since NOX4 
was determined as the only NADPH oxidase producing H2O2 directly [50, 51], 
its reaction results in an increase of H2O2 release into the cell cytosol [1]. Finally, 
the elevated H2O2, together with concomitantly elevated ATP from the enhanced 
OXPHOS, is the only way for plasma membrane depolarization up to −50 mV [1]. 
This threshold subsequently induces CaL opening, followed by the Ca2+ influx into 
the cell cytosol, which in turn induces the exocytosis of insulin granule vesicles. The 
action potential spikes are then determined by the cycles of CaL opening, followed 
by the opening of voltage-dependent channels (KV) in rodents [52] or calcium-
dependent (KCa) K+-channels in humans. Their action deactivates CaL, which are, 
however, again activated in the next CaL-KV cycle.

Pancreatic β-cells were undoubtedly adapted by phylogenesis to serve as a 
 perfect glucose sensor. The glucose sensing is allowed by several key specific 
features. At first, specific isoforms of glucose transporters, GLUT2 in rodents 
and GLUT1 in humans, equilibrate the plasma glucose concentration with the 
glucose concentration in the cytosol of β-cells [53, 54]. Second, a specific isoform 
IV of hexokinase (also termed glucokinase) cannot be feed-back inhibited by its 
product glucose-6-phosphate. As a result, there is an efficient unidirectional flux 
towards the glycolysis [55, 56] and, most probably, this allows also branching into 
the PPP [49]. Originally, the PPP was accounted to utilize only 10% of glucose, due 
to presumably feed-back inhibition by glucose [57, 58]. However, metabolomics 
studies associated PPP intermediates with GSIS [59], confirming previous studies 
with various PPP inhibitors [59–62]. These results collectively demonstrated the 
important PPP contribution to GSIS. This contribution is also reflected by existing 
patients having a deficiency of glucose-6-phosphate dehydrogenase associated with 
the impaired 1st phase of GSIS [63].

The third aspect leading to the perfect glucose sensing lays in the virtual absence 
of lactate dehydrogenase in β-cells and inefficiency in pyruvate dehydrogenase 
kinases (PDK) [64]. PDKs would otherwise block pyruvate dehydrogenase (PDH). 
Thus the highly active PDH and other dehydrogenases, activated also by Ca2+ influx 
into the mitochondrial matrix [65], altogether enable that 100% of pyruvate and its 
equivalents (after pyruvate conversion by transaminases) is utilized by OXPHOS. 
A minor pyruvate flux ensures anaplerosis of oxaloacetate due to the reaction of 
pyruvate carboxylase [66]. Its reaction is also important also for the pyruvate/
malate redox shuttle.

The fourth aspect reflects the in vivo inhibitory role of the mitochondrial 
ATPase inhibitory factor, IF1. IF1 adjusts a proper glucose concentration range for 
GSIS in rat pancreatic β-cells, INS-1E [67, 68]. This is suggested by the demonstra-
tion that IF1 silencing allows insulin secretion even at very low glucose approaching 
to zero in INS-1E cells [67]. In contrast, the IF1 overexpression inhibited GSIS in 
INS-1E cells [68]. This IF1 role awaits confirmation in vivo.
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closure is possible only when NOX4 is intact in INS-1E cells. After showing the well-
known closure of KATP induced by high glucose concentration in cells transfected 
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cells silenced for NOX4 [1]. These experiments supported the model, in which 
KATP integrates metabolic and redox homeostasis and acts as a logical summation 
for which both elevated ATP plus elevated H2O2 exclusively lead to a triggering of 
GSIS (Figure 1). However, since without cation fluxes provided by nonspecific 
cation channels a threshold depolarization of −50 mV cannot be achieved, despite 
100% KATP ensemble being closed [45, 46], we may also hypothesize that H2O2 
 alternatively or in parallel activates the TRPM2 channel [2], known to contain 
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Thus the highly active PDH and other dehydrogenases, activated also by Ca2+ influx 
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A minor pyruvate flux ensures anaplerosis of oxaloacetate due to the reaction of 
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The fourth aspect reflects the in vivo inhibitory role of the mitochondrial 
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to zero in INS-1E cells [67]. In contrast, the IF1 overexpression inhibited GSIS in 
INS-1E cells [68]. This IF1 role awaits confirmation in vivo.
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4. Plasma membrane events following KATP closure

Surprisingly, the plasma membrane of β-cells contains up to 60 channels of 16 
ion channel families [69]. Moreover, ion channels are also located on the membrane 
of IGVs to facilitate fusion with the plasma membrane and insulin exocytosis. 
Resting plasma membrane potential (Vp) is created predominantly by the activity 
of K+-channels due to a higher concentration of K+ inside the β-cell (~150 mM), 
exceeding that one established outside in capillaries or interstitial fluid (~5 mM). 
Experimentally, Vp values are measured to be approximately of – 75 mV [70]. The 
KATP closure then induces depolarization [69, 71–73] and activation of CaL [74]. 
The action potential firing is the entity that activates CaL-KV cycles (in rodents), 
however this firing is initiated by more channel types.

Surprisingly, the action potential firing is not induced until >90% of KATP channels 
are closed [75, 76]. As a result, only the closure of the remaining ~10% of the KATP 
population leads to depolarization [76]. In fact, the activity of the whole KATP popula-
tion decreases exponentially with the increasing glucose concentration. Interestingly, 
50% of the KATP population is already closed at 2–3 mM glucose, while Vp remains 
steady. However, at about 7 mM glucose, 100% of the KATP ensemble is closed. This 
is being reflected by the completely vanished KATP current, which leads to action 
potential firing [69, 70]. This event is termed as a supra-threshold depolarization.

Thus, hyperpolarized interburst phases are induced, while a nearly permanent 
firing exists at high >25 mM glucose [70]. An intermediate depolarization at 10 mM 
glucose was reported for mouse β-cells, reversed upon withdrawal of Ca2+ and Na+, 
supporting the participation of other channels, such as nonspecific cation channels, 
contributing to the depolarization (inward) flux [45]. Even an efflux of Cl− was 
suggested to fulfil this role [77], including the opening of LRRC8/VRAC anion 
channels [78, 79]. The participation of TRPM4 and TRPM5 [80] providing inward 
currents of certain levels seem to be required for induction of sufficient membrane 
depolarization together with KATP closing [46]. This is because the measured resting 
Vp of – 75 to −70 mV is already depolarized by a some extent from the equilibrium 
Vpequi of −82 mV (5 mM vs. 130 mM [K+]). The shift is probably due to the opening 
of nonspecific cation channels, since any of Na+, Ca2+ and K+ can penetrate them. 
The 100% KATP closing at higher glucose causes only an insufficient depolarization. 
Without nonspecific cation channels (or Cl− channels), the established Vp would 
only be equal to Vpequi, so any shift to −50 mV required for CaL would not take 
place. Contribution by the basal opening of other synergic channels is therefore 
essential. Open synergic channels always induce the inward shift in Vp, so to that 
depolarization given by 100% KATP closing reaches −50 mV. This allows opening 
of CaL and action potential firing. In summary, besides the heat-activated TRPV1 
channel (capsaicin receptor), and TRPV2 or TRPV4, the H2O2-activated TRPM2 [2], 
or Ca2+-activated TRPM4 and TRPM5 channels belong to the important group of 
possible synergic channels expressed in β-cells [46].

The same reasoning concerns with anion channels, particularly Cl− channels. 
The active Cl− transport is provided in β-cells by SLC12A, SLC4A, and SlC26A 
channels. These channels set the cytosolic Cl− concentration above thermodynamic 
equilibrium. Besides GABAA, GABAB and glycine receptor Cl− channels consid-
ered to be part of the insulin secretion machinery, also volume-regulated anion 
channels (VRAC) were shown to be open at high glucose. VRACs are heteromers 
of the leucine-rich repeat containing 8 isoform A (LRRC8A) with other LLRC8 
isoforms, forming anion channels [79]. Ablation of LRRC8 in mice led to delayed 
Ca2+ responses of β-cells to glucose and diminished GSIS in mice, demonstrating 
the modulatory role of LRRC8A/VRAC on membrane depolarization leading to CaL 
responses [78, 79].
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Upon the action potential firing thus metabolically driven Vp oscillations occur 
due to the initial glucose rising [69, 70]. Cytosolic Ca2+ oscillations are superim-
posed from fast (2–60 s periods) and slow (up to several min) Ca2+ oscillations [81], 
stemming from Vp oscillations and an interplay with Ca2+ efflux from the endoplas-
mic reticulum (ER) [82]. Collectively they lead to pulsatile insulin secretion. The 
ER involvement is given by the phospholipase C (PLC), responding to the glucose-
stimulated Ca2+ influx. PLC produces inositol triphosphate (IP3), which opens the 
Ca2+ channel of IP3 receptor (IP3R) of ER; plus diacylglycerol (DAG). Importantly, 
DAG permits the opening of TRPM4 and TRPM5 via the protein kinase C (PKC) 
pathway. Another ER Ca2+ channel, the ryanodine receptor (RyR) may also partici-
pate, being activated by ATP, fructose, long-chain acyl-CoAs and cyclic adenosine 
5′-diphosphate ribose [81]. Also, the role of other channels was demonstrated for 
permitting store-operated Ca2+ entry from ER, particularly of the ternary complex 
of TRPC1/Orai1/STIM1 [46, 83]. TRPC1 belongs to the transient receptor potential 
canonical (TRPC) family with a modest Ca2+ selectivity. TRPC1 interacts with 
Orai1 [84], and in such a functional complex, its channels are activated by STIM1, 
 affecting the amplitude of Ca2+ oscillations, and correlating with GSIS.

As mentioned above, deactivation of CaL is ensured by the opening of voltage-
dependent channels (KV) in rodents [52] or calcium-dependent (KCa) K+-channels in 
humans. Among the former, tetrameric KV2.1 is the prevalent form in rodent β-cells. A 
delayed rectifier K+-current is induced at positive Vp down to −30 mV [85]. The open-
ing of KV2.1 channels repolarizes Vp and thus closes CaL channels. Ablation of KV2.1 
thus reduces Kv currents by ~80% and prolongs the duration of the action potential, 
so more insulin is secreted. Mice with ablated KV2.1 possess lower fasting glycemia but 
elevated insulin and reportedly improved GSIS [86]. In contrast, human β-cells use 
KCa1.1 channels (i.e. BK channels) for repolarization of Vp [70]. Note also that down-
regulation of KV was observed after islet incubation with high glucose for 24 hr [87].

5. Possible redox regulations of KATP and other channels

The structure of KATP has been resolved and numerous mutagenesis studies of 
KATP have been conducted. Amino acid residues that are candidate redox targets are 
yet to be identified. The KATP channel is a hetero-octamer consisting of four external 
regulatory sulfonylurea receptor 1 (SUR1, a product of Abcc8 gene) subunits and four 
pore-forming subunits of potassium inward rectifier, Kir6.2 (Kcnj11 gene) [88, 89]. 
These Kir6.2 subunits cluster in the middle of ~18 nm size structure with a ~13 nm 
height [90]. The part exposed to the cytosol contains an ATP binding site, located 
about 2 nm below the membrane. A single ATP molecule was reported to close the 
channel, i.e. with the other three binding sites left unoccupied [91]. However, the 
ATP binding site overlaps with the binding site for phosphatidylinositol 4,5-bisphos-
phate (PIP2), which stabilizes the open state. Palmitoylation of Cys166 of Kir6.2 was 
then reported to amplify the responsiveness to PIP2 [92]. Upon the release of PIP2 
from the binding site, the open probability becomes decreased [90, 93, 94].

Diazoxide or cromakalim, as well as numerous other openers, set KATP phar-
macologically in the open state even at a high ATP concentration [95]. In contrast, 
the artificial KATP closing by sulfonylurea derivatives, such as glibenclamide, takes 
place independently of ATP. Besides this sulfonylurea binding site, each of the four 
SUR1 subunits contains MgATP and MgADP binding sites. MgATP is hydrolyzed at 
the nucleotide binding fold 1 (NBF1) to MgADP. Resulting MgADP subsequently 
activates KATP at NBF2. This is indeed reflected by the ATP-sensitive increase in K+ 
conductance and following lower excitability, accompanied by the lower sensitivity 
to ATP inhibition [91].
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4. Plasma membrane events following KATP closure

Surprisingly, the plasma membrane of β-cells contains up to 60 channels of 16 
ion channel families [69]. Moreover, ion channels are also located on the membrane 
of IGVs to facilitate fusion with the plasma membrane and insulin exocytosis. 
Resting plasma membrane potential (Vp) is created predominantly by the activity 
of K+-channels due to a higher concentration of K+ inside the β-cell (~150 mM), 
exceeding that one established outside in capillaries or interstitial fluid (~5 mM). 
Experimentally, Vp values are measured to be approximately of – 75 mV [70]. The 
KATP closure then induces depolarization [69, 71–73] and activation of CaL [74]. 
The action potential firing is the entity that activates CaL-KV cycles (in rodents), 
however this firing is initiated by more channel types.

Surprisingly, the action potential firing is not induced until >90% of KATP channels 
are closed [75, 76]. As a result, only the closure of the remaining ~10% of the KATP 
population leads to depolarization [76]. In fact, the activity of the whole KATP popula-
tion decreases exponentially with the increasing glucose concentration. Interestingly, 
50% of the KATP population is already closed at 2–3 mM glucose, while Vp remains 
steady. However, at about 7 mM glucose, 100% of the KATP ensemble is closed. This 
is being reflected by the completely vanished KATP current, which leads to action 
potential firing [69, 70]. This event is termed as a supra-threshold depolarization.
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supporting the participation of other channels, such as nonspecific cation channels, 
contributing to the depolarization (inward) flux [45]. Even an efflux of Cl− was 
suggested to fulfil this role [77], including the opening of LRRC8/VRAC anion 
channels [78, 79]. The participation of TRPM4 and TRPM5 [80] providing inward 
currents of certain levels seem to be required for induction of sufficient membrane 
depolarization together with KATP closing [46]. This is because the measured resting 
Vp of – 75 to −70 mV is already depolarized by a some extent from the equilibrium 
Vpequi of −82 mV (5 mM vs. 130 mM [K+]). The shift is probably due to the opening 
of nonspecific cation channels, since any of Na+, Ca2+ and K+ can penetrate them. 
The 100% KATP closing at higher glucose causes only an insufficient depolarization. 
Without nonspecific cation channels (or Cl− channels), the established Vp would 
only be equal to Vpequi, so any shift to −50 mV required for CaL would not take 
place. Contribution by the basal opening of other synergic channels is therefore 
essential. Open synergic channels always induce the inward shift in Vp, so to that 
depolarization given by 100% KATP closing reaches −50 mV. This allows opening 
of CaL and action potential firing. In summary, besides the heat-activated TRPV1 
channel (capsaicin receptor), and TRPV2 or TRPV4, the H2O2-activated TRPM2 [2], 
or Ca2+-activated TRPM4 and TRPM5 channels belong to the important group of 
possible synergic channels expressed in β-cells [46].

The same reasoning concerns with anion channels, particularly Cl− channels. 
The active Cl− transport is provided in β-cells by SLC12A, SLC4A, and SlC26A 
channels. These channels set the cytosolic Cl− concentration above thermodynamic 
equilibrium. Besides GABAA, GABAB and glycine receptor Cl− channels consid-
ered to be part of the insulin secretion machinery, also volume-regulated anion 
channels (VRAC) were shown to be open at high glucose. VRACs are heteromers 
of the leucine-rich repeat containing 8 isoform A (LRRC8A) with other LLRC8 
isoforms, forming anion channels [79]. Ablation of LRRC8 in mice led to delayed 
Ca2+ responses of β-cells to glucose and diminished GSIS in mice, demonstrating 
the modulatory role of LRRC8A/VRAC on membrane depolarization leading to CaL 
responses [78, 79].
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The phosphorylation of KATP reportedly sets the sensitivity of the KATP 
ensemble. The setting is such that transitions upon the glucose rise from 3 or 5 mM 
to 7 mM or > 10 mM result in the closing of the remaining 10% of the initially open 
channels by elevations between just the two ATP concentrations falling into the mM 
range. Any redox component in this was never indicated and should be studied. 
Nevertheless, phosphorylation mediated by the protein kinase A (PKA) was already 
reported to act in this unusual setting. Thus Thr224 [96] and Ser372 were reported 
to be the verified PKA phosphorylation sites. Their phosphorylation increases the 
open probability of KATP [97]. This might hypothetically provide closing mechanism 
acting at higher ATP concentration or even requiring H2O2. In a longer time scale, 
phosphorylation also increases the number of channels in the plasma membrane. 
Also, Thr224 was found to be phosphorylated by Ca2+ and calmodulin-dependent 
kinase II (CaMKII) while interacting with βIV-spectrin [98]. In vivo, also auto-
nomic innervations and paracrine stimulation ensure sufficient PKA-mediated 
 phosphorylation of KATP.

Since the original discovery of the essential role of KATP in GSIS [99], only an 
indirect inhibition of KATP by H2O2 was observed in smooth muscle cells [100]. 
Nevertheless, other redox-sensitive targets have been identified in pancreatic 
β-cells. But we can exclude the possibility that the IGV exocytosis itself might be 
directly induced by H2O2, independently of Ca2+ [52], since the ability of exog-
enous H2O2 to induce insulin secretion in INS-1E cells was only partially blocked 
by NOX4-siRNA, but it was completely blocked by a CaL blocker nimodipine [1]. 
Consequently, albeit the used H2O2 doses exceeded 100 μM, they did not directly 
stimulate the KATP-independent exocytosis of insulin granules.

A second possibility would be that CaL channels themselves may be hypotheti-
cally co-activated by H2O2. Third, the plasma membrane depolarization might 
be redox sensitive, so that H2O2 could directly or indirectly inhibit repolarizing 
K+-channels, such as KV [101–103]. The fourth plausible redox link with GSIS 
would concern with the reported redox activation of TPRM2 depolarizing channels 
[2]. The latter is the most plausible, since it is related to a Ca2+-induced [52, 104] 
or H2O2-induced exocytosis of insulin granules by the H2O2-activation of TPRM2 
depolarizing channels [2, 105]. Note, our results excluded the Ca2+-independent 
H2O2-induced exocytosis of IGVs at least in rat pancreatic β-cells [1]. Therefore, 
if the H2O2-activated TRPM2-dependent mechanism exists, it must provide the 
required synergy with KATP, to reach the −50 mV plasma membrane depolarization 
threshold. Note also, that TRPM2 was already implicated as a significant player in 
the GLP-1 potentiation of insulin secretion [106].

Finally, a competition for NADPH between NOX4 and a hypothetical NADPH-
activated K+-channel could exist. Nevertheless, using patch-clamped INS-1E cells in 
a whole cell mode, we demonstrated a closure of KATP by H2O2 produced by NOX4 at 
high glucose, since in cells silenced for NOX4, even ATP resulting from the metabo-
lism of high glucose was unable to close the KATP channel [1].

6. Receptor-mediated amplification of insulin secretion

G protein-coupled receptors activating heterotrimeric G proteins ensure 
pleiades of cell responses, mutually interrelated. G proteins typically regulate 
production of second messengers. Thus Gαs proteins increase generation of cyclic 
AMP (cAMP), whereas Gαi/o proteins decrease it [107–109]. The G proteins Gαq/11 
initiate PLC-mediated hydrolysis of phosphatidylinositol 4,5-bisphosphate into 
diacylglycerol (DAG) and IP3 [110, 111]. Gα12/13 proteins promote protein RhoA 
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for remodeling of the cytoskeleton [112]. Class of proteins termed β-arrestins initi-
ates signaling via proximal MAP kinase, IκB, and Akt pathways [113]. The latter two 
G protein classes rather control long-term effects.

Let us emphasize downstream pathways that are important for acute effects in 
pancreatic β-cells, which predominantly lead to either modulation of the plasma 
membrane channels, typically CaL, KATP and KV, so to ensure more intensive insulin 
secretion; or their action evokes stimulation of insulin secretion via ensuring the 
surplus Ca2+ influx to the cytosol from ER or mitochondria; or, else, their action 
targets proteins of the exocytotic machinery on the IGV or plasma membranes. The 
latter responses alter the kinetics of IGVs in docking, priming and fusion with the 
plasma membrane, so to facilitate exocytosis. Interestingly, these events could be 
independent of CaL and theoretically could take place at low glucose concentrations.

Activation of Gαs increases the activity of transmembrane adenylate cyclases 
(tmAC) producing cAMP from ATP [108, 109]. A number of phosphodiester-
ases (of 11 families) degrade cAMP (some also or exclusively cGMP). cAMP is 
a universal 2nd messenger having a specific function in amplifying of GSIS and 
insulin secretion stimulated with other secretagogues. Also, soluble adenylate 
cyclases (sACs) exist, notably in the mitochondrial matrix, while their reaction 
is potentiated by Ca2+ and bicarbonate. The major mediators of cAMP effects are 
cAMP-dependent PKA [114], including PKA tethered to the outer mitochondrial 
membrane [115, 116], and the parallel pathway of enhanced signaling via exchange 
proteins directly activated by cAMP 2 (EPAC2) [117–119].

In pancreatic β-cells, the PKA pathway is involved in signaling of incretin 
(GLP-1 and GIP) receptors [107, 120]. It exerts a minor contribution to signaling 
from metabotropic receptors, such as GPR40, which is sensing long chain fatty 
acids [111]. PKA typically amplifies the Ca2+-dependent exocytosis of insulin 
granules. The core pathway involves PKA phosphorylation and hence activation 
of the CaL β2-subunit, in concert with KATP phosphorylation decreasing the ATP 
concentration range required for its closure (see above) [121]. In addition, PKA 
inhibits Kv channels, which otherwise terminate plasma membrane depolarization; 
hence this prolongs already more intensive Ca2+ influx via phosphorylated CaL and 
hence exocytosis of insulin granules [122].

Another PKA target is the exocytosis-modulating protein termed snapin, 
the phosphorylation of which allows its interaction with the other IGV proteins, 
which enhances the 1st GSIS phase [123]. Snapin participates in tethering of IGVs 
to the plasma membrane by coiled-coil interaction with a lipid-anchored protein 
SNAP-25 [124].

Altogether, the PKA pathway ensures about 50% of cAMP responses in β-cells 
[125], while the EPAC2 pathway ensures the remaining responses [117–119]. EPAC2 
protein possesses a guanine nucleotide exchange activity, thus inducing the Ca2+-
induced Ca2+release from ER via RyR [126] (questioned in [127]), occurring only 
at high glucose, since it requires the primary CaL opening [128], which also par-
tially refills the ER Ca2+ stores. The EPAC2 pathway also affects the IGV proteins 
and thus facilitates the insulin exocytosis. For example, Rim2a protein is a target 
[129, 130], located on the inner plasma membrane surface and on IGVs, represent-
ing a scaffold for IGV exocytosis [131]. Rim2a interacts with Rab3A of IGVs and 
the resulting Rim2a-Rab3A complex facilitates docking of IGVs into the plasma 
membrane. This is followed by so-called priming, which is subsequently initiated 
by the Rim2a interaction with the Munc13–1 protein. Munc13–1 then opens syn-
taxin 1 from its closed conformation, thus allowing fusion with the plasma mem-
brane. EPAC2 also interacts with NBD1 of SUR1, being released by cAMP [35]. 
Such locally released EPAC2 induces the release of Rim2 from the α1.2 CaL subunit. 
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The local Ca2+ influx within CaL ensures EPAC2 binding to Rim2, and subsequent 
interaction with another Ca2+ sensor termed Piccolo. The heterotrimeric complex 
then interacts with Rab3A and enables IGV exocytosis.

Interestingly, all necessary components of the PKA pathway were identified 
in the mitochondrial matrix, including sAC, PDE2A2 [132], and also PKA [133]. 
However, we may also speculate that some proteins can be phosphorylated by 
cytosolic PKA or by its fraction attached to OMM prior to their import to the mito-
chondrial matrix. There was also a consensus that cAMP cannot freely diffuse to the 
matrix [132]. Thus cAMP in the mitochondrial matrix may act as an independent 
pool [134, 135]. Its source is the matrix-located soluble adenylate cyclase sAC, which 
is activated by bicarbonate and Ca2+ [136, 137]. Since CO2 is increasingly released 
when the Krebs cycle turnover increases upon GSIS, the matrix localized mtPKA 
can be activated in this way [138]. In any case, OXPHOS is facilitated in mito-
chondria of numerous tissues via phosphorylation of Complex I NDUFS4 subunit 
(facilitating its Hsp70-mediated import), Complex IV COXIV-1 subunit (prevent-
ing its inhibition by ATP) [139] as well as via IF1, enhancing ATP synthesis by 
disabling the inhibitory binding of phosphorylated IF1 dimers to the ATP synthase 
[140]. A link to redox homeostasis can be viewed in the observed release of the PKA 
catalytic subunits by the increased ROS [141, 142]. Thus mtPKA can act in parallel 
to the cytosolic PKA signaling initiated by GPR40 and GLPR or GIPR receptors. 
PKA targeting of at least IF1, and probably also of Complex I and Complex IV, 
should contribute to the amplification of insulin secretion by FAs or incretins.

The G protein Gαq/11 initiates signaling through the phospholipase C (PLC-)-
mediated hydrolysis of phosphatidylinositol 4,5-bisphosphate into DAG and inositol 
triphosphate IP3 [110]. The main effector of DAG is protein kinase C (PKC), which 
is activated by DAG. One of the effectors of IP3 is the IP3 receptor (IP3R; subtypes 
IP3R1, IP3R2 and IP3R3), which is another important Ca2+ channel residing on ER 
membranes in β-cells [143]. Similarly to the EPAC2-RyR route of Ca2+ release from 
ER Ca2+, the opening of this channel amplifies the primary CaL mediated Ca2+ 
signaling for insulin release. PKC contributes to the plasma membrane depolariza-
tion, while activating TRPM4 and TRPM5 [144]. Besides the canonical plasma 
membrane effects, PKC and downstream ERK1/2 signaling stimulates OXPHOS, 
hence mitochondrial ATP synthesis [145].

7. GSIS amplification by incretins GLP-1 and GIP

Glucagon-like peptide 1 (GLP-1) and gastric inhibitory polypeptide (GIP) have a 
prominent impact among other peptides belonging to incretins [107–109]. Oral glu-
cose administration provides a higher insulin secretion response than when admin-
istered parenterally [146]. This surplus of potentiation of insulin secretion appears 
to be about equally ascribed to GLP-1 and GIP [147]. Indeed, diminished insulin 
secretion response to oral glucose was observed in GLP-1 knock out mice [148, 149] 
and was even more decreased in double knockout mice (GLP-1 plus GIP) [149].

Incretin-cAMP signaling amplifies GSIS by both PKA-dependent and EPAC2A-
dependent pathways. As described above, the EPAC2 pathway is partially dependent 
on the CaL opening, and the PKA pathway enables synergy among actions of KATP, 
CaL, and Kv channels, leading again to a more effective CaL opening. This knowl-
edge complies with the traditional view, considering that the incretin signaling does 
not stimulate insulin release in the low glucose conditions [150, 151]. The GLP1R-
cAMP-EPAC2-TRPM2 pathway was suggested to be one of the major routes [106].

GLP-1 is secreted by enteroendocrine L-cells, residing predominantly in the 
distal ileum and colon. Secretion is initiated by postprandial stimuli, i.e. by glucose, 
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fatty acids, or lipids, as well as proteins [152, 153]. Only 10 to 15% of active GLP-1 
likely reaches the pancreas via the circulation [154]. Thus concentrations of bio-
logically active GLP-1 in human plasma at fasting account for about 2 pmol/l and 
maximum10 pmol/l postprandially [155], peaking 30 to 60 min after a carbohydrate 
or protein intake and 120 min after ingestion of lipids [156]. The most efficient 
truncated variants are GLP-1(7–37) and variant GLP-1(7–36amide) [152]. The latter is 
~80% abundant in humans [157]. Note that full peptide GLP-1(1–37) is much less 
efficient in GSIS potentiation [150, 151]. Moreover, paracrine GLP-1 signaling acts 
among the different types of PI cells [150], similarly to the paracrine and endocrine 
secretion of other hormones. On the systemic level, central control by the brain 
and nervous system, including GLP-1 secretion in the nucleus tractus solitarii of 
the brainstem [152], further provides an indispensable top level of regulation for 
the insulin secretion. GLP-1 effects related to β-cell proliferation or apoptosis are 
beyond the scope of this review.

GLP-1 from the bloodstream acts through its receptor (GLP1R) residing in the 
plasma membrane of pancreatic β-cells [158]. GLP1R activation stimulates Gαs and 
Gαq/11 and recruits β-arrestin, depending on biased agonism relative to different 
agonists, such as exendin-4 and oxyntomodulin [159, 160]. As a scaffold protein, 
β-arrestin facilitates signaling via Gαs to cAMP but also to CREB [160], extracellular 
regulated kinase ERK1/2 [161], and insulin receptor substrate 2 (IRS-2), the effects 
promoting β-cell growth, differentiation, and maintenance [160]. The stimula-
tion of Gαs leads via enhanced cAMP to the initiation of PKA [162] and EPAC2A 
pathways [163]. Continuous cAMP production and partial potentiation of GSIS was 
found even for the internalized GLP1R [164].

The PKA pathway provides a surplus intracellular Ca2+ above that of the net 
GSIS without any receptor stimulation. This is ensured by phosphorylation-induced 
closing among the population of KATP, stimulation of CaL opening, and closing 
of Kv channels [165]. The latter prolongs Ca2+ stimulation of IGV exocytosis and 
hence may also potentiate the 2nd phase of GSIS. In parallel, PKA engages snapin 
interaction with IGVs, reportedly potentiating the 1st GSIS phase [123, 124]. 
Simultaneously, the EPAC2 pathway promotes Ca2+-induced RyR-mediated Ca2+ 
release from ER, which must be, however, initiated by the ongoing CaL opening 
[163]. The EPAC2 pathway also facilitates docking and priming of IGVs by promot-
ing Rab3A interaction with Rim2a [131] and hypothetically interaction of EPAC2-
Rim2-Picollo trimers with Rab3A, enabling IGV exocytosis [152]. Stimulation of 
GLP1R biased downstream via stimulation of Gαq/11 also contributes by a surplus 
to intracellular Ca2+, while inducing the IP3R-mediated Ca2+ release from ER.

When GLP1 effects were simulated and IGV kinetics was monitored using 
total internal reflection fluorescence microscopy, cAMP and 8-Br-cAMP were 
found to increase the frequency of fusion events, i.e. IGV fusion with the plasma 
membrane in both phases of GSIS [25]. EPAC2A was found to interacts also with a 
small G protein Rap1, affecting its conformation so to release the catalytic region, 
which subsequently binds and thus activates another G protein Rap113. In EPAC2A 
knockout mice, most of the potentiation of the 1st GSIS phase vanished [25]. Thus 
speculatively, the 2nd phase amplification can be due to the PKA pathway.

8.  Mechanism of insulin secretion stimulated by branched-chain 
keto-acids

Postprandial response by insulin secretion is also given by substances other 
than glucose. These substances, which induce the secretion of insulin, are termed 
secretagogues in general. One important type of secretagogues is branched-chain 
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The local Ca2+ influx within CaL ensures EPAC2 binding to Rim2, and subsequent 
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secretagogues in general. One important type of secretagogues is branched-chain 
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keto-acids (BCKAs), metabolites of branched-chain amino acids (BCAAs) 
(Figure 2). We found that the alternative to the NOX4-mediated redox signaling 
exists for some other insulin secretagogues, particularly for BCKAs [1]. For the 
redox signaling in this case, the mitochondrial redox signaling replaced that one 
originating from NOX4. Thus we demonstrated that H2O2 signaling originating 
from mitochondria is essentially required for insulin secretion stimulated by BCAAs 
metabolized onto BCKAs, such as 2-ketoisocaproate (KIC; also termed 2-oxoiso-
caproate, OIC; leucine metabolite), 2-ketoisovalerate (KIV; valine metabolite) and 
2-ketomethylvalerate (KMV; isoleucine metabolite) [166, 167]. This mechanism 
was evidenced by the effects of mitochondrial-matrix-targeted antioxidant SkQ1. 
We observed that SkQ1 did not affect GSIS in INS-1E cells, but completely inhibited 
insulin secretion stimulated by KIC [1]. Thus the NOX4 source of H2O2 cannot be 
efficiently inhibited by SkQ1 located within the inner phospholipid leaflet of the 
inner mitochondrial membrane, whereas the redox signaling originating from 
mitochondrion must be blocked.

Metabolism of BCKAs begins in the mitochondrial matrix by the reaction of the 
BCKA dehydrogenase complex (BCKDH), since there is no branched-chain amino 
acid aminotransferase (BCAT) in the cell cytosol [168]. BCKDH forms isovaleryl-
CoA, isobutyryl-Co and methyl-isobutyryl-CoA from KIC, KIV and KMV, 
respectively. This is followed by a series of reactions resembling β-oxidation of fatty 
acids. This series, as well as FA β-oxidation, elevates formation of superoxide in 
the mitochondrial matrix by several ways. The major way is due to the reoxidation 
of the BCKDH co-factor FADH2 by the electron-transfer flavoprotein (ETF), the 
one electron carrier. Two electrons from the two ETF molecules are accepted by 
the electron-transfer flavoprotein: ubiquinone oxidoreductase (ETF:QOR) [169]. 

Figure 2. 
The mechanism of branched chain keto acid-stimulated insulin secretion involves redox signaling of 
mitochondrial origin. 2-ketoisocaproate (KIC), 2-ketomethylvalerate (KMV) and 2-ketoisovalerate (KIV) 
resulting from leucine, isoleucine, and valine, respectively, due to the branched chain aminotransferase reaction 
in mitochondria (BCAT2), are metabolized by the branched chain ketoacid dehydrogenase (BCKDH) in 
mitochondria. A series of reactions, BCKA oxidation leads to the electron transfer from the co-factor FADH2 
of BCKDH, via ETF towards the ETF:QOR reaction reducing Q to QH2. This effectively retards the competing 
reaction of the Complex I of the mitochondrial respiratory chain, leading to the superoxide formation. In 
the mitochondrial matrix, superoxide is transformed to H2O2 by MnSOD, whereas by CuZnSOD in the 
intermembrane space and cytosol. The elevated mitochondrial/cytosolic H2O2 substitutes the redox signal 
of NOX4 origin. Consequently, such redox signaling, together with elevated ATP, allows the sufficient 
depolarization of the plasma membrane.
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ETF:QOR reaction is coupled to ubiquinone (Q ) oxidation to ubiquinol (QH2). 
This effectively competes with the Complex I reaction of the respiratory chain, also 
providing Q oxidation to QH2 driven by NADH. The electron transfer within the 
Complex I is thus effectively retarded and this results in a higher superoxide forma-
tion. Superoxide is then most probably increasingly formed at the IQ site (i.e. at the 
proximity of the Q-binding site), similarly as due to the reverse electron transfer.

Alternatively, the Complex I electron transfer is retarded upon the acetyl-CoA 
entry (propionyl-CoA entry for KIV; through methylmalonyl and Succinyl-CoA) 
into the Krebs cycle. Also, acetoacetate influences redox homeostasis, as one of the 
final products of leucine metabolism. After superoxide conversion to the elevated 
H2O2 in the mitochondrial matrix, the H2O2 is elevated in the cytosol and thus 
represents the mitochondrial retrograde redox signaling. Its target could be again 
KATP (or KATP and TRPM2) which would depolarize the plasma membrane due to 
this redox signaling ongoing in parallel with the elevated ATP due to concomitantly 
enhanced OXPHOS.

The BCAA oxidation involves the following sequence of reactions: isovaleryl-
CoA dehydrogenase (IVD), methylcrotonyl-CoA carboxylase (MCC), methyl-
glutoconyl-CoA hydratase (MGCoAH) and 3-hydroxy-3-methylglutaryl-CoA lyase 
(HMGCoAL). The end-products are acetyl-CoA and acetoacetate. Similarly, as for 
pyruvate metabolism via PDH, the common end-product acetyl-CoA drives the 
Krebs cycle. This may also increase mitochondrial superoxide formation. Acetyl-
CoA is linked to the above acyl-CoA dehydrogenase reaction by the reaction of the 
ETF:QOR, using ubiquinone (CoQ or Q ) to oxidize it to ubiquinol QH. Also, the 
ETF:QOR itself may produce superoxide.

In summary, independently of the molecular mechanism, BCAA metabolism 
leads to the increased mitochondrial superoxide formation. After conversion to 
H2O2 by the matrix MnSOD and the intermembrane space CuZnSOD, the ongoing 
H2O2 efflux from mitochondria can be regarded as redox signaling. We have clearly 
demonstrated that the absence of such redox signaling, for example, in the presence 
of the mitochondrial matrix-targeted antioxidants SkQ1 leads to a blockage of insu-
lin secretion, which is otherwise stimulated with BCKAs [1]. Likewise, the silencing 
of BCKDH led to the inhibition of insulin secretion stimulated with BCKAs.

9. Mechanism of fatty acid-stimulated insulin secretion

Fatty acids (FAs) appear in pancreatic islet capillaries either bound to albumin 
or being part of postprandial chylomicrons resulting from dietary fat lipids. FA pool 
of lipoproteins can be also considered. The dietary fat lipids are rich in triglycerides, 
which are cleaved locally in pancreatic islet capillaries by lipoprotein lipase secreted 
by β-cells. Resulting 2-monoacylglycerol (2MAG) and long chain FAs [170–173] 
stimulate each own two receptors GPR119 [157] and GPR40/FFA1, respectively. 
Therefore, fatty acid-stimulated insulin secretion (FASIS) could be defined as the 
net insulin secretion induced at the low glucose concentration, which itself does not 
stimulate insulin secretion. It is still controversial, whether such a net FASIS exists, 
since some previous reports observed that glucose should always be present for fatty 
acid to induce insulin secretion response. In contrast, the other reports described 
FASIS at 3 mM glucose, but not at zero glucose. Physiologically, postprandial 
responses should be due to all secretagogues resulting from major saccharide, fat 
and protein components. FASIS may dominate late responses upon feeding by fatty 
meal or an experimental high-fat diet [174].

Theoretically, FASIS must concern with the two components (Figure 3). The first 
one should depend on metabolism and the second one should rely on the stimulation 
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acid to induce insulin secretion response. In contrast, the other reports described 
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meal or an experimental high-fat diet [174].
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one should depend on metabolism and the second one should rely on the stimulation 
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of the metabotropic receptor GPR40. In vivo, FASIS-GPR40 axis is paralleled by a 
portion of insulin secretion stimulated via another metabotropic receptor, GPR119, 
to which monoacylglycerol (MAG) binds as the second major component of tri-
glycerides. The metabolic component undoubtedly involves fatty acid β-oxidation, 
providing both ATP from the elevated OXPHOS and H2O2 from the enhanced 
superoxide formation by the respiratory chain and ETF:QOR, similarly as for BCKAs 
[175]. This component is thus directly dependent on KATP, since it leads to its closure 
and to the canonical downstream events identical to those during GSIS.

Figure 3. 
(A) Traditional (“standard”) view of FASIS compared with (B) FASIS with GPR40 receptor supplied by the 
mitochondrial fatty acids mechanism (“novel view”). The mechanism of FASIS at low glucose appears to be 
predominantly mediated by GPR40. Its ligands are free long-chain FAs. An excessive supply of GPR40 ligands 
and hence a substantial amplification of the GPR40 downstream response is given by the redox-activated 
mitochondrial phospholipase iPLA2γ/PNPLA8. The phospholipase iPLA2γ is directly activated by the elevated 
H2O2 in the mitochondrial matrix and cleaves both saturated and unsaturated FAs from the phospholipids 
of mitochondrial membranes. The cleaved free FAs diffuse up to the plasma membrane, where they activate 
GPR40.
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The receptor component of FASIS may be at least partly KATP-independent and 
even CaL-independent, hence may partly proceed independently of high glucose. 
In other words, FASIS at low glucose is theoretically possible. The major pathway 
downstream of GPR40 relies on Gαq/11, which induces PLC-mediated hydrolysis of 
phosphatidylinositol 4,5-bisphosphate into DAG and IP3 [110, 111]. The latter would 
amplify the primary CaL-mediated Ca2+ signaling for the insulin release by mediat-
ing Ca2+ release from ER via the Ca2+ channel of the IP3 receptor [143]. However, 
this would happen provided that some basal CaL would be initiated by the metabolic 
component, i.e. due to partial fatty acid metabolism by β-oxidation followed by H2O2 
plus ATP elevations. Also, PKC could be activated downstream of GPR40 as being 
the main effector of DAG. The PKC pathway could increase the extent of plasma 
membrane depolarization since it activates TRPM4 and TRPM5 [144]. Moreover, 
this may act at low glucose, again providing that the initial triggering is ensured by 
the metabolic component, and so that certain basal H2O2 plus ATP elevations exist, 
leading to the KATP closure. Also, another route downstream of GPR40 would involve 
the Gαq/11-PLC-TRPC-induced Ca2+ efflux from ER [176]. As mentioned above, the 
TRPC1-Orai1-STIM1 complex was demonstrated to act during GSIS, while con-
tributing to Ca2+ oscillations [46, 83, 84]. The action of such a complex has yet to be 
studied during experimental FASIS as well as its dependence on CaL.

Also, biased (promiscuous) pathways of GPR40, i.e., those involving GαS-cAMP 
initiation of information signaling may exist and contribute to a certain extent to 
FASIS. Both downstream pathways of GPR40-GαS-cAMP stimulation, i.e. the PKA 
and EPAC2 pathway, could target components of IGV interactions with the plasma 
membrane, hence being independent of CaL. These speculations await experimental 
evidence.

Our in vitro and in vivo experiments with mice (unpublished) demonstrated 
that approximately 2/3 of the GPR40 response (amplitude of insulin secretion) 
is given by the amplifying mechanism due to the mitochondrial phospholipase 
iPLA2γ/PNPLA8 [175]. This phospholipase cleaves both saturated and unsatu-
rated FAs from the phospholipids of mitochondrial membranes. The cleaved 
free FAs subsequently diffuse up to the plasma membrane, where they activate 
GPR40. Moreover, the phospholipase iPLA2γ is directly activated by the elevated 
H2O2 in the mitochondrial matrix. The reader may remain that this is just the FA 
β-oxidation, which via the increased superoxide formation, due to the function of 
ETF:QOR and respiratory chain, produces H2O2, while the concomitant OXPHOS 
provides elevated ATP. As a result, the sufficient plasma membrane depolariza-
tion is enabled. The proof of co-existence of the GPR40 receptor component and 
metabolic component of FASIS is suggested by the experiments when FASIS in 
iPLA2γ knockout mice or in its isolated islets yielded only ~30% insulin secretion 
peak in the 1st phase when compared to wt mice (Holendová B., Jabůrek M, et al., 
unpublished). Incidentally, a similar portion remains when GW1100 antagonist of 
GPR40 was applied. These results show that in parallel with the GPR40 pathway, a 
1/3 portion of FASIS still results from FA β-oxidation, having a similar mechanism 
as described for ketoacids. The abolished FASIS in the iPLA2γ knockout mice then 
supports the existence of such an acute mechanism in vivo, when GPR40 is supplied 
with mitochondrial fatty acids.

10. Redox relay as a hypothetical carrier for redox signaling

It has been established that the content of glutathione (GSH) is rather low 
in pancreatic β-cells [177–180], in contrast to the content of thioredoxins and 
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of the metabotropic receptor GPR40. In vivo, FASIS-GPR40 axis is paralleled by a 
portion of insulin secretion stimulated via another metabotropic receptor, GPR119, 
to which monoacylglycerol (MAG) binds as the second major component of tri-
glycerides. The metabolic component undoubtedly involves fatty acid β-oxidation, 
providing both ATP from the elevated OXPHOS and H2O2 from the enhanced 
superoxide formation by the respiratory chain and ETF:QOR, similarly as for BCKAs 
[175]. This component is thus directly dependent on KATP, since it leads to its closure 
and to the canonical downstream events identical to those during GSIS.

Figure 3. 
(A) Traditional (“standard”) view of FASIS compared with (B) FASIS with GPR40 receptor supplied by the 
mitochondrial fatty acids mechanism (“novel view”). The mechanism of FASIS at low glucose appears to be 
predominantly mediated by GPR40. Its ligands are free long-chain FAs. An excessive supply of GPR40 ligands 
and hence a substantial amplification of the GPR40 downstream response is given by the redox-activated 
mitochondrial phospholipase iPLA2γ/PNPLA8. The phospholipase iPLA2γ is directly activated by the elevated 
H2O2 in the mitochondrial matrix and cleaves both saturated and unsaturated FAs from the phospholipids 
of mitochondrial membranes. The cleaved free FAs diffuse up to the plasma membrane, where they activate 
GPR40.
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H2O2 in the mitochondrial matrix. The reader may remain that this is just the FA 
β-oxidation, which via the increased superoxide formation, due to the function of 
ETF:QOR and respiratory chain, produces H2O2, while the concomitant OXPHOS 
provides elevated ATP. As a result, the sufficient plasma membrane depolariza-
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glutaredoxins [181, 182], peroxiredoxins and other proteins capable of redox 
relay. Therefore, these proteins are able to conduct and spread the redox signals 
[183, 184]. From this point of view, the pancreatic β-cell appears to be a well-
integrated redox system.

Redox signal spreading may be accomplished either by the direct diffusion of 
H2O2 or may be facilitated by the specialized proteins. Redox signals can be traced 
experimentally as instantly oxidatively modified cysteine residues, which are 
spread via different sets of proteins in different tissues. However, one may consider 
their majority as passive targets. For the case of NOX4 residing in the proximity of 
KATP, undoubtedly, the direct diffusion of H2O2 would be sufficient. Nevertheless 
for more distant NOX4 molecules, this would be difficult. Also, for mitochondrial 
redox signaling towards targets residing in the plasma membrane, a distance 
over 500 nm must be overcome. Redox signal across such high distances could be 
conducted through the action of thiol-based proteins capable of redox relay to the 
target, such as peroxiredoxins (regenerated via thioredoxins and glutaredoxins). 
The relay would provide a common redox signal transfer. It is yet to be established 
whether a redox relay exists via an array of peroxiredoxin oligomers.
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Chapter 3

Individual Glycation Sites as 
Biomarkers of Type 2 Diabetes 
Mellitus
Alena Soboleva, Natalia Vashurina and Andrej Frolov

Abstract

Type 2 diabetes mellitus (T2DM) is a widely spread metabolic disease, the initial 
stages of which are asymptomatic and have no clinically recognizable manifesta-
tion. At the molecular level, T2DM is manifested with essential non-enzymatic 
structural changes of intra- and extracellular proteins, mostly represented with 
oxidation and glycation of multiple residues. Protein glycation is one of the most 
universal markers of T2DM, and is recognized as an indirect, but adequate indicator 
of plasma glucose levels over prolonged periods of time. Unfortunately, glycated 
hemoglobin (HbA1c) – the universally accepted T2DM marker, is insensitive for 
short-term excursions of blood glucose, which are known to precede the onset of 
disease. Therefore, new generation biomarkers, giving access to the time dimen-
sion of Maillard reaction in blood, are desired. In this context, establishment of 
individual glycation sites of plasma proteins as new T2DM biomarkers might be a 
promising approach. Indeed, involvement of proteins with different half-life times 
in such analysis will make the time dimension of protein glycation in blood available 
and will allow early recognition of blood sugar fluctuations, occurring within few 
weeks or even days.

Keywords: Amadori compounds, biomarkers, glycation, glycation sites, label-free 
quantification, mass spectrometry, plasma proteins, stable isotope-labeled peptide 
standards, type 2 diabetes mellitus (T2DM)

1. Introduction

T2DM is featured with late onset of the pathology, and represents the form of 
diabetes which is characterized by insulin resistance, high level of blood sugar, 
decreased insulin production and pancreatic β-cell deficiency [1]. This state is 
typically accompanied with suppression of the glucose transport in muscle cells, 
hepatocytes and adipocytes [2]. Moreover, the increase of blood glucose is accom-
panied with enhanced degradation of lipids, especially triacylglycerols [3]. Various 
factors such as hyperglycemia and associated glucotoxicity, lipotoxicity, oxidative 
stress and mitochondrial dysfunction can induce apoptotic death of ß-cells [4]. As a 
result of β-cell dysfunction, the fasting-related secretion of the hormone glucagon 
and the levels of glucose in hepatocytes are not suppressed by subsequent food 
intake [5]. According to the World Health Organization (WHO), T2DM accounts 
for 90–95% of the overall number of diabetes cases and its complications are 
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decreased insulin production and pancreatic β-cell deficiency [1]. This state is 
typically accompanied with suppression of the glucose transport in muscle cells, 
hepatocytes and adipocytes [2]. Moreover, the increase of blood glucose is accom-
panied with enhanced degradation of lipids, especially triacylglycerols [3]. Various 
factors such as hyperglycemia and associated glucotoxicity, lipotoxicity, oxidative 
stress and mitochondrial dysfunction can induce apoptotic death of ß-cells [4]. As a 
result of β-cell dysfunction, the fasting-related secretion of the hormone glucagon 
and the levels of glucose in hepatocytes are not suppressed by subsequent food 
intake [5]. According to the World Health Organization (WHO), T2DM accounts 
for 90–95% of the overall number of diabetes cases and its complications are 
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recognized as the important factors causing blindness, kidney failure, heart attacks, 
stroke and lower limb amputation [1]. The disease is widely distributed in all parts 
of human population, and occurs in all regions, including rural areas of low- and 
middle-income countries. China, India, USA, the countries of Middle East and 
North Africa are in the top of diabetes occurrence rates [6]. The number of diabetes 
cases is growing steadily. According to the estimations of the International Diabetes 
Federation, the occurrence of diabetes will increase from approximately 463 million 
adults (20–79 years) in 2019 to 700 million by 2045 [7].

The onset of T2DM and its early stages are asymptomatic, as well as a period 
preceding T2DM and characterized with compromised regulation of blood 
glucose concentration (so-called pre-diabetes) [8]. Because of this, pre-diabetes 
is asymptomatically changed by T2DM, and this disease is usually diagnosed at 
relatively advances stages, when therapy is already required. Thus, to date, approxi-
mately every second T2DM case (232 million people) remain undiagnosed [7, 8]. 
Therefore, timely identifying the individuals in the pre-diabetic state, i.e. with the 
obvious high risk of developing T2DM is critically important, since early interven-
tions can delay or even prevent onset of the full-scale disease manifestation [9].

Glycation, also often referred to as non-enzymatic glycosylation, represents 
a reversible reaction of amino and guanidino groups in proteins, peptides, and 
lipids with reducing sugars (aldoses and ketoses) and carbonyl products of their 
degradation [10]. The process of protein glycation is often referred to as Maillard 
reaction of proteins, i.e. the knowledge on its chemistry goes back to the works of 
Louis Camille Maillard in 1912 [11]. In this reaction, the carbonyl groups of reduc-
ing sugars interact with amino/guanidino functions of proteins (mainly with lysine, 
arginine residues and with N-terminal amino acid residues), with lipids and nucleic 
acids, yielding early glycation products, also known as Amadori [12] and Heyns 
compounds [13]. These compounds, often referred to as early glycation products, 
readily undergo rearrangement, cross-linking, oxidative and non-oxidative deg-
radation, forming so-called advanced glycation end products (AGEs), which are 
known to accompany not only diabetes complications, but also neurodegenerative 
diseases and aging [14].

Currently, the Maillard reaction of proteins is considered to be the one of the 
most common pathways in formation of AGEs (Figure 1). Thereby, glycoxidation, 

Figure 1. 
Formation of early- and advanced glycation in human blood plasma.
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i.e. oxidative degradation of early glycation products [15] represents the main 
route of AGE formation, at least for such derivatives as CML and pentosidine [16]. 
Importantly, α-dicarbonyl compounds, such as 3-deoxyglucosone (3-DG), glyoxal 
(GO), and methylglyoxal (MGO) are the principle intermediates of AGE for-
mation [17]. Besides glycoxidation, these compounds can also appear as inter-
mediates of glucose autoxidation [18], lipid peroxidation [19], polyol pathway 
[20], and the Namiki pathway [21]. These α-dicarbonyls are highly relevant for 
diabetes pathology, as increased concentrations of glyoxal, methylglyoxal, and 
3-deoxyglucosone have been found in patients with T2DM [22]. Thus, interac-
tion of GO with amino function yields Nε-(carboxymethyl)lysine (CML), which 
represents one of the major and well-characterized AGE. Further cross-linking 
of GO-derived AGEs with another lysyl residue yields glyoxal-derived lysine 
dimer (GOLD) or arginine residue forming glyoxal derived imidazolium cross-
link (GODIC) [23]. The GO-derived modification of arginine - glyoxal-derived 
hydro-imidazolinone (Glarg) slowly hydrolyzes under physiological conditions 
to yield acid-labile Nδ-(carboxymethyl)arginine (CMA) [24]. The interaction of 
MGO with lysine leads to the formation of Nε-(carboxyethyl)lysine (CEL), and 
reaction with arginine produced argpyrimidine or methylglyoxal-derived hydro-
imidazolone (MG-H1) [17]. The methylglyoxal-lysine dimer (MOLD) is one of 
the major non-enzymatic cross-links in serum proteins detected during metabolic 
disorders [25]. Interaction of 3-DG with lysyl residues yields such modifications 
as pyrraline, pentosidine, imidazolone or CML [26].

In human organism, AGEs exert clearly deleterious effects [27], which are 
manifested by changes in structure and functions of proteins in human blood. 
AGEs can interact both with individual proteins (per se), and by direct binding to 
them through the formation of cross-links. Glycation products are often found in 
extracellular tissue structures, thus, modified proteins impair matrix–matrix and 
matrix-cell interactions, leading to reduced cell adhesion, migration and cell death 
[27]. Intracellular proteins are also readily involved in a broad array of modifica-
tions and might lose their functionality at least to some extent [28]. The negative 
effects of AGEs are summarized on the Figure 2.

The term “fructosamine”, is a common definition for all ketoamine-containing 
substances, i.e. Amadori and Heyns compounds, formed during protein glycation 
[29]. Glycated hemoglobin, which has a lifespan of 90–120 days [29], is routinely 
used for monitoring of glycemic index in blood of individuals with both T1DM and 
T2DM. Accumulation of the minor hemoglobin isoform HbA1c, also often referred 
to as glycated hemoglobin, in blood of diabetic patients was first reported in 1968 
[30]. The modification of hemoglobin, underlying this isoform, occurs at the 
N-terminal valine residue of the β-chain and yields a fructosamine adduct (Amadori 
product) with high diagnostic value [31].

To date, more than 300 different analytical methods and well-established assays 
for quantitative determination of HbA1c are reported. The most of these methods 
rely on ion-exchange chromatography (IEC), high-performance liquid chroma-
tography (HPLC) [32], boronate affinity chromatography (BAC) [33], colorimetry 
[34], as well as different biosensors, based on amperometric [35], potentiometric 
[36], impedometric [37] and optical sensing [38] techniques. It needs to be taken 
into account, however, that in some cases determination of HbA1c may appear to 
be biased or even unreliable. Such cases include pregnant women and patients with 
end-stage renal disease or those suffering from heavy alcohol consumption [29]. 
The other well-recognized limitations of the method are its compromised perfor-
mance with the individuals characterized with increased red blood cell turnover 
(the state accompanying, for example, hemolytic anemia and severe blood loss) and 
interference between different hemoglobin isoforms variants [29].
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i.e. oxidative degradation of early glycation products [15] represents the main 
route of AGE formation, at least for such derivatives as CML and pentosidine [16]. 
Importantly, α-dicarbonyl compounds, such as 3-deoxyglucosone (3-DG), glyoxal 
(GO), and methylglyoxal (MGO) are the principle intermediates of AGE for-
mation [17]. Besides glycoxidation, these compounds can also appear as inter-
mediates of glucose autoxidation [18], lipid peroxidation [19], polyol pathway 
[20], and the Namiki pathway [21]. These α-dicarbonyls are highly relevant for 
diabetes pathology, as increased concentrations of glyoxal, methylglyoxal, and 
3-deoxyglucosone have been found in patients with T2DM [22]. Thus, interac-
tion of GO with amino function yields Nε-(carboxymethyl)lysine (CML), which 
represents one of the major and well-characterized AGE. Further cross-linking 
of GO-derived AGEs with another lysyl residue yields glyoxal-derived lysine 
dimer (GOLD) or arginine residue forming glyoxal derived imidazolium cross-
link (GODIC) [23]. The GO-derived modification of arginine - glyoxal-derived 
hydro-imidazolinone (Glarg) slowly hydrolyzes under physiological conditions 
to yield acid-labile Nδ-(carboxymethyl)arginine (CMA) [24]. The interaction of 
MGO with lysine leads to the formation of Nε-(carboxyethyl)lysine (CEL), and 
reaction with arginine produced argpyrimidine or methylglyoxal-derived hydro-
imidazolone (MG-H1) [17]. The methylglyoxal-lysine dimer (MOLD) is one of 
the major non-enzymatic cross-links in serum proteins detected during metabolic 
disorders [25]. Interaction of 3-DG with lysyl residues yields such modifications 
as pyrraline, pentosidine, imidazolone or CML [26].

In human organism, AGEs exert clearly deleterious effects [27], which are 
manifested by changes in structure and functions of proteins in human blood. 
AGEs can interact both with individual proteins (per se), and by direct binding to 
them through the formation of cross-links. Glycation products are often found in 
extracellular tissue structures, thus, modified proteins impair matrix–matrix and 
matrix-cell interactions, leading to reduced cell adhesion, migration and cell death 
[27]. Intracellular proteins are also readily involved in a broad array of modifica-
tions and might lose their functionality at least to some extent [28]. The negative 
effects of AGEs are summarized on the Figure 2.

The term “fructosamine”, is a common definition for all ketoamine-containing 
substances, i.e. Amadori and Heyns compounds, formed during protein glycation 
[29]. Glycated hemoglobin, which has a lifespan of 90–120 days [29], is routinely 
used for monitoring of glycemic index in blood of individuals with both T1DM and 
T2DM. Accumulation of the minor hemoglobin isoform HbA1c, also often referred 
to as glycated hemoglobin, in blood of diabetic patients was first reported in 1968 
[30]. The modification of hemoglobin, underlying this isoform, occurs at the 
N-terminal valine residue of the β-chain and yields a fructosamine adduct (Amadori 
product) with high diagnostic value [31].

To date, more than 300 different analytical methods and well-established assays 
for quantitative determination of HbA1c are reported. The most of these methods 
rely on ion-exchange chromatography (IEC), high-performance liquid chroma-
tography (HPLC) [32], boronate affinity chromatography (BAC) [33], colorimetry 
[34], as well as different biosensors, based on amperometric [35], potentiometric 
[36], impedometric [37] and optical sensing [38] techniques. It needs to be taken 
into account, however, that in some cases determination of HbA1c may appear to 
be biased or even unreliable. Such cases include pregnant women and patients with 
end-stage renal disease or those suffering from heavy alcohol consumption [29]. 
The other well-recognized limitations of the method are its compromised perfor-
mance with the individuals characterized with increased red blood cell turnover 
(the state accompanying, for example, hemolytic anemia and severe blood loss) and 
interference between different hemoglobin isoforms variants [29].
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To some extent, these limitations can be addressed by implementation of a 
highly abundant plasma protein as a glycation biomarker supplementary to HbA1c. 
Human serum albumin (HSA) –the major plasma globular polypeptide with a 
molecular weight of approximately 67 kDa and a serum half-life of about 20 days, 
is recognized as the best candidate for such kind of biomarker since decades [39]. 
HSA constitutes up to 70% of the total serum protein, being the most abundant 
polypeptide in blood plasma [40]. Thus, glycated HSA (often also referred to as 
glycated albumin, GA) can be employed in determination of glycemic status when 
the conventional marker (HbA1c) is not reliable enough [41].

Application of GA can be advantageous in comparison to HbA1c due to lower 
reagent cost and the ability to automate GA analysis on many common laboratory 
instruments [29]. To date, multiple methods we proposed for analysis of GA. These 
include enzymatic assays [42], IEC-HPLC [43] and two-dimensional liquid chroma-
tography including affinity chromatography and separation on reversed phase [44]. 
Immunoassays also represent a promising approach for assessment of GA contents. 
This strategy can be implemented by radioimmunoassay [45], ELISA [46], enzyme-
linked boronate immunoassays (ELBIA) [47], colorimetry [48] and electrochemical 
methods [49]. Method characteristics are summarized in the Table 1.

Among the strategies of GA analysis, enzymatic method characterized by 
shorter operational time and easier performance both in manual and automatic 
mode [54]. This approach relies on exhaustive hydrolysis of GA by albumin spe-
cific proteinase with subsequent oxidation of resulted glycated amino acids by 
ketoamine oxidase to form hydrogen peroxide, which interacts with chromogen. 
The colored product can be quantified spectrophotometrically at 546/700 nm. 
The contents of GA are expressed as the percentage of glycated albumin in total 

Figure 2. 
Pathological role of AGEs in diabetic complications. 3-deoxyglucosone-derived hydroimidazolone 1  
(3DG-H1); activator protein-1 (AP-1), Nδ-(carboxyethyl)arginine (CEA), 3-deoxyglucosonederived lysine 
dimer (DOLD); glyoxal-derived hydroimidazolone 1 (G-H1), nuclear factor k-light-chain-enhancer of 
activated B cells (NF-kB), signal transducer and activator of transcription (STAT).
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Immunoassays also represent a promising approach for assessment of GA contents. 
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methods [49]. Method characteristics are summarized in the Table 1.

Among the strategies of GA analysis, enzymatic method characterized by 
shorter operational time and easier performance both in manual and automatic 
mode [54]. This approach relies on exhaustive hydrolysis of GA by albumin spe-
cific proteinase with subsequent oxidation of resulted glycated amino acids by 
ketoamine oxidase to form hydrogen peroxide, which interacts with chromogen. 
The colored product can be quantified spectrophotometrically at 546/700 nm. 
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albumin [42]. Although this method was proposed more than 15 years ago, it allows 
easy and fast quantification of GA with good analytical performance (specificity, 
accuracy, reproducibility) [55–57]. However, enzymatic assays usually require 
high concentration of HSA in samples that essentially restricts applicability of the 
method. Recently, an improved lateral flow immunoassay (LFIA) for simultane-
ous colorimetric determination of the total HSA and GA, which mostly solves this 
problem [58].

Due to the wide range of polarities and the different structure of AGEs they can 
be analyzed by a variety of techniques including spectrofluorimetry, enzyme-linked 
immunosorbent assays (ELISA), HPLC with UV–VIS detection or coupled on-line 
to mass spectrometry (MS) [59]. The lack of standardized methods and reference 
materials increases the risk of analytical errors, negatively affecting accuracy and 
reproducibility of these methods. Because of this the analysis of AGEs is not widely 
spread in regular clinical practice [60].

Analysis of total plasma contents of Amadori compounds represents another 
strategy of glycemic control. Determination of total blood fructosamines provides 
information on glucose control in the time-frames, mostly limited to the previous 
two weeks [61]. The total plasma fructosamine content was for the first time used as 
a diabetes marker in 1983 [62]. The corresponding analytical method relied on the 
reduction of the dye nitroblue tetrazolium (NBT) to formazan. The level of forma-
zan formation is directly proportional to the fructosamine concentration and can be 
then assessed by spectrophotometry [62]. The method was significantly improved 
in 1989 by supplementation of incubation mixtures with a non-ionic detergent in 
combination with uricase. This made it possible to eliminate the influence of uric 
acid, lipaemia and polylysine and to provide better sensitivity [63, 64]. Although 
the method has some disadvantages, such as temperature sensitivity, interference 
with potential inhibitors of response (such as vitamins and bilirubin) and low 
standardization, today it remains a valuable tool, which is characterized with ease 
of handling, low coasts and high potential for automation [29].

Due to a high structural diversity of AGEs their adequate analysis represents 
a challenging task. In the most easy and straightforward way, analysis of AGEs 
can rely on their spectral properties, which give access to the total AGE fraction. 
Indeed, generally, AGEs can be divided into two groups: fluorescent (such as 
pentosidine or glucosepane) and non-fluorescent AGEs (for example, CML and 
CEL) as shown on Figure 3. Therefore, due to the presence of fluorescent AGEs in 
the protein structure it is possible to assess AGE-specific fluorescence in serum, 
urine and saliva using the methods of spectrofluorometry [60]. This AGE-specific 
fluorescence of cross-linked AGEs can be detected at 440 nm after excitation at 
370 nm [65]. For example, using this method, Villa et al. have shown a correlation 

Figure 3. 
Fluorescent (glucosepane, pentosidine) and non-fluorescent (CEL, CMA) AGEs; CEL, Nε-carboxyethyl lysine; 
CMA, Nω-carboxymethylarginine.
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between in vitro glycated BSA, and the levels of circulating and tissue AGE in 
diabetic rats [66]. Although this method is simple, fast and cheap, there are some 
serious limitations, such as lack of detection of non-fluorescent AGEs and interfer-
ence with non-AGE fluorophores [60]. Furthermore, since more than fifteen years 
a non-invasive method for in vivo determination of AGE-specific autofluorescence 
is established [67]. However, the presence of endogenous fluorescent signals from 
cutaneous fluorophores (e.g. nicotinamide adenine dinucleotide, NAD) having the 
same excitation and emission ranges can interfere with the correct measurement of 
total fluorescence [68].

Unfortunately, such a powerful method as ELISA is also not free from some 
intrinsic limitations. Thus, as it can rely not only on monoclonal, but also polyclonal 
primary antibodies [69], ELISA is often featured with insufficient specificity of 
antibodies. Moreover, it can suffer from such factors, as high background responses 
due to significant contents of protein glycation adducts [70] and interference with 
non-glycated modified or non-modified amino acid residues [71] due to heating and 
alkaline treatment, implemented in the protocol [72]. Enzyme-linked boronate-
immunoassay (ELBIA) represents an efficient extension of ELISA, applicable, 
however, only to analysis of early glycation products. This technique was first estab-
lished in 1998 as a method based on the interaction of boronic acids and cis-diols 
of glycated HSA captured by an anti-HSA antibody [47]. A fully automated ELBIA 
system, giving access to high-throughput, rapid and precise measurements of GA 
was also developed, which was an essential extension of the method.

It is known since decades, that individual AGEs can be used as biomarkers of 
different pathologies including diabetes itself. Thereby, individual AGE classes 
present in biological samples can be assessed by instrumental and immunochemi-
cal methods, which need to be more specific due to the targeted character of the 
analysis. These methods include RP-HPLC, coupled on-line to spectrofluorometry 
[73], mass spectrometry (MS) [74, 75] or tandem mass spectrometry (MS/MS) 
[22, 76, 77], as well as gas chromatography - mass spectrometry (GC–MS) [78]. 
Immunochemical methods are mainly ELISA and Western blotting, using antibod-
ies specific for certain AGE structures [60]. Thus, CML and pentosidine signifi-
cantly increased in patients with renal failure compared to control subjects [79] and 
T2DM compared to non-diabetic controls [80].

2. Identification of individual glycation sites

Like any chronic pathology, diabetes can be efficiently recognized by a set of 
reliable well-established methods according universal criteria [81]. However, its 
first manifestations are often invisible for patients and recognized, therefore, 
already after onset of the pathology [81]. Thus, early diagnosis of T2DM and timely 
start of its therapy would allow deceleration of the disease progress and reduction 
the probability of life-threatening complications. Therefore, it is very important to 
develop a panel of biomarkers, giving access to the early and reliable discovery of 
diabetes mellitus.

Although HbA1c, fasting blood glucose and glucose tolerance test are well 
established and universally recognized diagnostic criteria of DM [81], this setup is 
usually unable to recognize the short term excursions of blood glucose concentra-
tions, which are characterized the beginning of pre-diabetes [82]. Therefore, it 
was proposed that the biomarkers based on disease-related structural changes of 
individual proteins might be more sensitive and, hence, more diagnostically effi-
cient [82]. Among such changes, post-translational modifications (PTMs) represent 
the most promising source of diagnostic information [82–84]. Thereby, modified 
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peptides, rather than proteins represent the best targets in the search for new T2DM 
biomarkers of this type. Indeed, under in vivo conditions proteins can have multiple 
modification sites, the patterns of which can be very heterogeneous in terms of 
diversity of chemical structures (phosphorylation, nitration, carbonylation, glyco-
sylation, methylation, acetylation and many others) and their relative abundances 
[85]. On the other hand, each individual PTM changes the molecular weight of the 
target protein, which leads to difficulties in MS analysis [86].

Superior, in comparison to protein analysis, level of precision could provide the 
fact, that individual lysine and arginine residues in protein molecule are featured 
with different reactivity with sugars. This effect can be related to both the amino 
acid environment of the site [87] and its accessibility to the molecule of glycation 
agent [86, 88]. Moreover, as the blood plasma proteins have different half-lives 
these markers can potentially cover a broad range of times prior to analysis. Thus, 
in contrast to HbA1c analysis, this approach might provide a short-term markers, 
which could successfully address short-term fluctuations in blood glucose, preced-
ing onset of DM [84, 89]. Monitoring of blood protein glycation in this way might 
provide an opportunity for detection of hyperglycaemia at very early stages of the 
T2DM [90].

Since decades, the bottom-up proteomics (BUP) approach is the method of 
choice to address PTMs in proteins [91]. Accordingly, it is efficiently applied to 
analysis of protein glycation and can be applied to protein mixtures of any com-
position and complexity [92]. In the most general way it includes several critical 
steps: (i) separation of proteins, (ii) limited proteolysis, (iii) separation of resulted 
cleavage peptides, (iv) their identification by tandem mass spectrometry (MS/MS) 
and (v) annotation of individual protein sequence tags [79, 83, 89]. In application 
to sugar-modified proteins, BUP used for detailed information about glycoprotein 
profile and mapping of specific glycation sites [93].

For the BUP only several microliters of blood plasma are necessarily [83, 84]. 
The short workflow is present on the Figure 4. Plasma proteins can be separated 
during electrophoresis with further in gel digestion [94], or Amadori-modified 
proteins can be retained on BAC before digestion in solution [89, 92]. Several 
important aspects need to be continuously considered on this way. Thus, for suc-
cessful quantitative BUP analysis it is very important to use the same concentration 
of protein in all samples [79, 80, 95]. Further, tryptic digestion of plasma samples 
is challenging because of high complexity of sample matrices and needs to be 
performed in the presence of chaotropic agents like urea [96] or detergents, e.g. 
sodium dodecyl sulfate (SDS) [83]. Next step is enrichment of glycated peptides 
on BAC which helps to eliminate chaotropic agents [83, 84, 97]. The BAC method is 
based on covalent binding of the column-bound ligand (m-aminophenyl-boronic 
acid) to cis-diol groups on the sugar portion of peptides, accompanied with forma-
tion of a reversible five-member ring derivative. After washing out non-bound 
unglycated molecules from the sample by alkaline buffer, the five-member ring 
can be hydrolyzed under acidic conditions, and glycated peptides can be eluted by 
acidic (pH 2–3) buffer [98, 99]. Prior to the MS analysis, the obtained peptides need 
to be desalted by solid phase extraction (SPE) [83, 84, 100, 101]. Several separation 
steps (on a protein and/or peptide level prior to separation by mass-to-charge ratio) 
and high specificity of endoproteases used for digestion are provide high proteome 
discovery rate and sensitivity [85, 87].

The gel-based strategy was implemented for analysis of glycation of apolipopro-
tein A-I in human plasma samples [94]. For this, blood samples were obtained from 
ten T2DM patients, affected by end-stage renal disease (ESRD), and ten healthy 
control individuals. The plasma samples were pooled by mixing the samples of 
each group of subjects and then applied onto a Centriplus centrifugal concentrator 
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membrane with molecular weight cut off (MWCO) 30000. After two-dimensional 
gel electrophoresis (2-DE) the apolipoprotein A-I spots were cut, digested, and the 
digests were analyzed by matrix laser desorption ionization time-of-flight (MALDI-
TOF) with a standard nitrogen laser (λ = 337 nm). In this study three glycated 
peptides from apolipoprotein A-I were identified in T2DM and nephropathic 
patients [94].

One of the first scientific groups started developing methods for analysis of 
individual glycation sites in proteins of human plasma was the Metz’s laboratory. 
Initially, they investigated in vitro glycated proteins in pooled plasma from healthy 
humans [96]. Glycated proteins were enriched using BAC and then digested 
by three different proteolytic enzymes (trypsin, Arg-C and Lys-C) to increase 
sequence coverage. After protein digestion, Amadori-modified peptides were 
enriched by BAC and analyzed by linear ion trap – orbital trap mass spectrometer 
(LIT-Orbitrap-MS) with electron-transfer dissociation (ETD) fragmentation 
option. As a result, 346 unique glycated peptides were identified. It was shown that 
trypsin was the most applicable enzyme in study of glycated peptides [96].

Alternatively, Zhang et al. performed the first proteomics-based characteriza-
tion of non-enzymatically glycated proteins in human plasma and erythrocyte 
membranes from participants with normal glucose tolerance (NGT), impaired 
glucose tolerance (IGT), and T2DM [102]. In this study one additional step was 
introduced, and twelve highly-abundant plasma proteins were removed from the 
samples during immunodepletion procedure. Depletion of such proteins as HSA, 
immunoglobulin G (IgG), α1-antitrypsin, IgA, IgM, transferrin, haptoglobin, 
α1-acid glycoprotein, α2-macroglobulin, apolipoprotein A-I, apolipoprotein A-II 
and fibrinogen from blood plasma enabled the analysis of less abundant plasma 

Figure 4. 
The short workflow of analysis individual glycation sites.
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proteins. As the result, 260 unique Amadori-modified peptides representing 76 
unique glycated proteins from human plasma were identified. Among them 39 
unique glycated proteins, represented by 114 unique glycated peptides could be 
detected in human plasma prior to immunodepletion. On the other hand, further 
46 unique glycated proteins (156 unique glycated peptides) were discovered in the 
low-abundance protein fraction of human plasma. As for the proteins of the eryth-
rocyte membrane, 75 unique glycated peptides corresponding to 31 unique glycated 
proteins were identified. That means, that under diabetic conditions the functions 
of major structural proteins, major integral proteins of erythrocyte lipid rafts and 
GAPDH are affected by glycation. Interestingly that a majority of the identified 
Amadori-modified proteins appear in all three subject groups, with little variation 
in terms of the numbers of glycated peptides or glycation sites. In that study no 
label-free-quantification analysis was performed. However, a roughly estimation 
showed, that 50 of unique glycated peptides from plasma samples and 14 from 
erythrocyte membrane were up-regulated in both IGT and T2DM groups compared 
to the NGT group [102].

The next logical step of the Metz’s work was comprehensive identification of 
glycated peptides in plasma and erythrocytes of control and diabetic subjects 
performed in 2011 [87]. After a three-step separation by strong cation exchange 
chromatography (SCX), BAC, nanoHPLC and sub-sequent mass spectrometric 
analysis with ETD-based fragmentation, a comprehensive database of glycated 
peptides/glycation sites and corresponding proteins was built to facilitate the 
discovery of potential novel markers of diabetes. For selective and specific iden-
tification of glycated peptides, the authors established a data-dependent neutral 
loss triggered ETD scan, where the top six most intense ions were first fragmented 
with and precursor ions producing neutral losses of 3 H2O and 3 H2O + HCHO 
(characteristic neutral losses for Amadori-modified peptides during CID [103]) 
were further fragmented using ETD. In total, 7749 unique glycated peptides 
corresponding to 3742 unique glycated proteins were identified [87], that was a 
massive advantage in sequence coverage in comparison to the previous study. In 
general, characteristic neutral losses represent a convenient and powerful tool in 
identification of glycation products: they allow not only identification of involved 
monosaccharide [99, 100], but also more complex modifications, like ADP-
glucose-dependent glycation [104].

In the work of Bai et al. [95] the analysis of glycated HSA peptides by liquid 
chromatography – ion trap – time-of-flight (LC-IT-TOF)-MS revealed 21 glyca-
tion sites in the serum samples of healthy persons and only 16 glycation sites in 
that from the T2DM patients [95]. Here BAC was used for enrichment of glycated 
proteins. The sub-sequent digestion procedure was carried out by incubation 
with endoproteinase Glu-C and trypsin. High sequence coverage (88% for GA 
from healthy person and 78% for GA from T2DM) was achieved by combining 
the peptide mass fingerprinting mapping results of the digests, obtained by both 
Glu-C and trypsin [95].

Using capillary flow data-independent acquisition (DIA) proteomics approach, 
234 glycation sites in human plasma proteins were characterized [100]. 1508 
plasma samples were obtained from overweight/obese non-diabetic adults. For DIA 
analysis, peptides were loaded on RP-UHPLC coupled on-line to Orbitrap Fusion 
Lumos MS tribrid. Full MS scan was performed from 350 to 1650 m/z, then 33 DIA 
segments were acquired with higher-energy collisional dissociation (HCD) 27%. 
For DDA analysis, isolation width was set to 1.6 m/z, 3 s method cycle time and 27% 
HCD for the dependent MS/MS scans. It resulted in identification of 242 glyca-
tion sites on 70 proteins. In this study most glycation sites were detected in serum 
albumin (36 sites), serotransferrin (13) and Ig kappa constant region (7) [100].
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AGE-modified sites were also in the focus of research groups working in the 
field of DM biomarker discovery. Greifenhagen et al. [105] optimized the method 
for identification carboxymethylated (CML-modified) and carboxyethylated 
(CEL-modified) peptides in tryptic digests of proteins from human plasma, based 
on the precursor ion approach, earlier established for Amadori compounds [103]. 
The verification of results and identification of individual glycation sites relied on 
LIT-Orbitrap-MS analysis. Overall 21CML-modifications sites were identified in 17 
proteins including only 2 sites K88 and K396 in HSA [105]. The same procedure were 
applied to characterize tryptic peptides (and corresponding glycation sites) with 
AGE-modified arginine residues [106]. It was shown that 42 plasma proteins are 
modified by their arginine residues with Glarg, glyoxal-derived dihydroxyimidazoli-
dine (GD-HI), MG-H and methylglyoxal-derived dihydroxyimidazolidine (MGD-HI) 
[106]. In both strategies [105, 106] were no step of enrichment of AGE-modified 
peptides which simplifies the analysis and improves the robustness. However, the 
products can be reliably separated in longer LC gradients, whereas AGE-modified 
sites can be assigned not only by characteristic mass increments, but also by charac-
teristic fragmentation patterns of in vitro glycated model peptides [24, 107, 108].

Different MS-based methods were developed for characterization of individual 
glycation sites in plasma proteins.

3.  Label-free relative quantification of glycation occupancy at individual 
protein sites

Label-free relative quantification (LFQ ) is the widely used method for 
biomarker discovery. It is based on the relative comparisons of the abundances 
(expressed as peak areas, heights or spectral counts) of individual analytes in 
control and experimental samples [109].

The first insight in the potential biomarker value of glycated proteolytic peptides 
was provided by the Hoffmann’s group in 2010 [110]. In their first pilot study the 
early glycation patterns in HSA in blood samples obtained from five T2DM patients 
was addressed. The experimental procedure included protein concentration 
determination, two steps of trypsin digestion, BAC, filtration on Centricon YM-10 
cartridges (to remove high molecular mass cleavage products and aggregates), 
HPLC separation on C18 trap column and C18 nano-column coupled with electro-
spray ionization - quadrupole-quadrupole-time-of-flight MS (ESI-QqTOF). The MS 
analysis was performed in the information-dependent acquisition (IDA) mode with 
CID for fragmentation. Tandem mass spectra were automatically processed with 
MASCOT (Matrix Science Ltd) against the SwissProt database and also confirmed 
by manual interpretation [110]. In most fragment ion spectra, the ions of glycated 
peptides showed intense signals corresponding to consecutive neutral losses of 
18 (–H2O), 36 (−2× H2O), 54 (−3× H2O, pyrylium ion) and 84 (−3× H2O–HCHO, 
furylium ion) units. These patterns of neutral losses are characteristic for peptides, 
containing a carbohydrate moiety [99, 105]. Quantification relied on integration of 
specific extracted ion chromatograms (XICs, m/z ± 0.02) at characteristic retention 
times (tR). The BUP approach revealed 18 fructosamine-modified peptides identi-
fied by their fragmentation patterns in the plasma samples. Relative quantification 
showed that 15 glycated peptides were detected with quite similar intensities of 
corresponding signals in all T2DM samples, whereas two glycation sites showed 
dramatically different abundances, which could indicate individual, maybe disease-
specific, alteration of glycation patterns [110].

To understand the differences in the levels of site-specific Amadori modifica-
tions, observed between healthy individuals and T2DM patients, five blood samples 
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from poor glycemic control (HbA1c ≥ 6.5%) and four non-diabetic participants 
were used for BUP experiment [83]. The procedure of sample preparation was mod-
ified. Filtration step was replaced with SPE on C18-gel loader StageTips, whereas 
LC–MS analysis followed the procedure of Frolov and Hoffmann [110]. This 
strategy revealed 52 glycated peptides in T2DM plasma representing 47 glycated 
lysine residues in12 proteins (HSA, Ig kappa and lambda chain C region, fibrino-
gen (alpha, beta and gamma chains), complement C3,alpha-2-macroglobulin, 
serotransferrin, apolipoprotein A-I, and haptoglobin). The Mann–Whitney U-test 
allowed splitting these peptides into three groups based on the difference of 
integrated peak area. Five peptides were detected only in T2DM plasma and repre-
sented the first group – T2DM-specific sites. The second group included 15 peptides 
detectable in T2DM plasma at significantly higher levels than in control plasma 
samples. And third group represented 32 peptides detected inT2DM and control 
plasma samples at similar intensities, i.e. did not exhibit biomarker properties. 
It is necessary to take into account that the prevalence of not affected sites could 
be explained by small size of the cohorts, which could be insufficient for reliable 
conclusions [83].

Therefore, recently, we extended this approach to larger cohort size and 
established an integrated biomarker, based on multiple glycation sites [84]. This 
experiment employed T2DM female patients (n = 20 with the serum levels of 
HbA1c ≥ 7.5%) and age-matched normoglycemic women (n = 18 with the levels of 
HbA1c ≤ 6.5%). After nanoLC–MS by the above described workflow, all peptide 
signals were matched to the most complete glycation site database from Zhang et 
al. [87, 102] and results of our previous work [83] (in total more than 350 sites in 
plasma proteins). This approach resulted in identification of 51 Amadori peptides, 
42 of which were differentially abundant in diabetic and normoglycemic controls. 
These peptides represented in total nine plasma proteins (HSA Ig kappa chain C 
region, complement C4-A, alpha-2-macroglobulin, serotransferrin, apolipoprotein 
A-I, ceruloplasmin precursor, Vitamin D-binding protein precursor and FLJ00385 
protein), with half-lives from 2 to 21 days. Based on these differentially modified 
sites, we proposed an integrated biomarker based on multiple protein-specific 
Amadori peptides. The validation of this biomarker relied on linear discriminant 
analysis (LDA) with random sub-sampling of the training set and leave-one-out 
cross-validation (LOOCV), which resulted in an accuracy, specificity, and sensitiv-
ity of 92%, 100%, and 85%, respectively. In this context, it is logical to assume that 
a biomarker strategy, based on multiple specific glycation sites in plasma proteins, 
could essentially increase the efficiency of glycemic control and disease prediction.

Due to a high heterogeneity of AGE structures and relatively low abundances 
of individual AGEs at specific amino acid residues, label-free analysis of modifica-
tion sites in advanced glycated proteins is rather challenging [105]. Recently, we 
reported plasma patterns of amide AGEs in the patients, featured with different 
obesity status and degree of glycaemic control, i.e. we compared four cohorts rep-
resented with hyperglycaemic and normoglycemic lean and obese individuals [111]. 
Although sample preparation followed our well-established pipeline [105, 106], at 
the stage of LC–MS analysis we employed gas phase fractionation (18 m/z  intervals 
in the overall mass range 100–1400 m/z), that allowed higher discovery rates 
of AGE-modified peptides. As a result, altogether 15 advanced glycated sites in 
11 proteins were detected in plasma of hyperglycaemic patients. Thereby, the rela-
tive contents of two sites, representing acetylation at K199 in HSA (LKacetylCASLQK) 
and formylation at K51 in apolipoprotein A-II (SKformylEQLTPLIK) were significantly 
(p < 0.05) higher in patients with poor glycemic control [111]. Thus, the peptides, 
representing the sites, can be considered as potential marker of hyperglycemia. 
The follow-up study, involving larger cohorts and addressing a wider array of 
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AGEs [112] identified 36 sites in 22 highly abundant proteins in individual plasma 
samples obtained from T2DM patients with long-term disease. Major modifications 
were Glarg (11 modification sites), CMA (5), Nε-(formyl)lysine (8), Nε-(acetyl)
lysine (7), and CML (7). No significant changes were observed between control and 
T2DM group [112].

Brede and co-authors [101] established fast and high-throughput analysis of 
several glycated peptides of HSA. The trypsin digestion was done in 76% ace-
tonitrile. Thereby, the authors skipped BAC enrichment and pre-cleaning with 
SPE. Before qualitative LC–MS/MS analysis, acetonitrile was evaporated from the 
samples and tryptic peptides were loaded on a C18 reversed phase trap column and 
separated on an analytical column coupled on-line to a QqTOF mass spectrometer. 
Quantitative LC–MS/MS analysis was performed by separation on BEHC18 column 
coupled with a Xevo TQ-S triple quadrupole tandem mass spectrometer operated 
in multiple reaction monitoring (MRM) mode. This method allows identification 
of only several glycated peptides from high abundant plasma protein HSA with the 
modification sites K525, K137, K12, and K414, respectively. Glycated peptide contained 
K525 was used in the quantitative analysis. The level of glycation at K525 was strongly 
correlated with HbA1c (r = 0.84) for patients without ESRD. In theT2DM patients 
with ESRD had a higher ratio of K525/HbA1c on average, provides an excellent 
incentive for exploring the method as a supplement to HbA1c for detecting 
increased blood glucose in these patients [101].

In the work of Rathore and co-authors [90], both AGE-modified and Amadori-
modified peptides were used for prediction of pre-diabetes in an integrated bio-
marker approach. Thereby, the authors focused on glycation of the major plasma 
protein - HSA. Based on HbA1c levels, the patients were categorized as healthy 
(n = 20) and pre-diabetic (n = 20). The digestion strategy relied on RapiGest – a 
detergent, which could be removed from the samples by precipitation with strong 
acids upon digestion and pre-cleaning on C18 zip-tip columns. Tryptic hydrolysates 
were separated on C18-reverse phase column coupled to Q-Exactive Orbitrap MS 
operated in parallel reaction monitoring (PRM) mode based on the information 
about precursor m/z, and charge state obtained during DDA (targeted label-fee 
approach). Normalized peak areas of glycated peptides were used for a two-tailed, 
unpaired, non-parametric t-test and two way ANOVA to determine the significance 
of glycation. As consequence, four CML- or Amadori modified peptides correspond-
ing to 3 glucose sensitive lysine residues K36, K438, and K549, respectively showed 
significantly higher abundance in pre-diabetes than control. Additionally, the 
abundance of three of these peptides (KAmQTALVELVK, KCMLVPQVSTPTLVEVSR 
and FKCMLDLGEENFK) was >1.8-fold in pre-diabetes, which was significantly higher 
than the differences observed for fasting blood glucose (FBG), 2 h postprandial glu-
cose (PPG), and HbA1c. Further, the four glycated peptides showed a significant cor-
relation with FBG, PPG, HbA1c, triglycerides, very low density lipoproteins (VLDL), 
and high-density lipoproteins (HDL). It indicates that glycated peptides, containing 
glucose-sensitive lysine residues K36, K438 and K549 of HSA could be potentially useful 
markers for prediction of pre-diabetes [90].

As can be seen from the overview, LFQ provides an essential advantage in 
quantification of relative glycation rates at practically all available modification sites 
in multiple proteins. Therefore, this approach gives a direct access to combining 
multiple biomarkers by simultaneous consideration of several proteins with differ-
ent half-life times. This allows monitoring any long- and short-term fluctuations of 
blood glucose concentrations, as for any desired duration of the observation period 
a protein with appropriate half-life can be found.

Currently, accumulation of the information on prospective biomarker sites is 
necessary. In further studies, this information needs to be verified in large cohorts to 
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assess the predictive potential of these markers. However, on this way, the limitations 
of label-free approach become critical. Indeed, LFQ is disadvantages for analysis of 
large cohorts due to sensitivity of electrospray ionization technique (ESI) to multiple 
factors, which is manifested as matrix effects [113]. Thus, the analysis conditions (e.g. 
temperature, experimenter, column condition) must be as constant as possible, that is 
difficult to achieve with big batch sizes. And duration of batch analysis can be rather 
long, as prolonged gradients are often used to improve peptide separation [114]. To 
overcome these limitations, absolute quantification strategies can be employed [86].

4.  Absolute quantification of prospective biomarkers in blood plasma 
with isotopically labeled internal standards

Absolute quantification of glycation rates at individual modification sites by 
means of isotopically labeled standards was for the first time proposed by Zhang 
and co-workers in 2013 [86]. For the early diagnosis of T2DM glycation at the most 
abundant human plasma protein HSA was monitored by quantitative analysis of 
its characteristic tryptic peptides. Thereby, all probands were classified into three 
groups: T2DM (n = 73), IGT (n = 63), and NGT (n = 253). In this study 18O-labeling 
was used to screen glucose-sensitive and glucose-insensitive peptides within HSA-
derived peptides. Glucose-sensitive peptides tested as biomarker candidates for 
T2DM in a clinical plasma samples, and glucose-insensitive peptide was selected as 
the internal standards. Three peptides (LDELRDEGK (K190), FKDLGEENFK (K12), 
and KVPQVSTPTLVEVSR (K414)) showed significant different in their concentra-
tions in the T2DM group compared with the IGT group. Among them two peptides 
FKDLGEENFK and KVPQVSTPTLVEVSR exhibited significant differences 
between both NGT/IGTand IGT/T2DM groups indicating that these peptides could 
be used as potential biomarkers for the early diagnosis of T2DM. It is important to 
mention that peptides FKDLGEENFK and KVPQVSTPTLVEVSR showed excellent 
sensitivities (97.23 and 94.47%, respectively) and specificities (93.65 and 98.41%, 
respectively) between the NGT/IGT groups. For the NGT/IGT and T2DM groups 
sensitivity of peptides FKDLGEENFK and KVPQVSTPTLVEVSR was 97.06 and 
99.27%, respectively, and specificities was 97.23 and 94.47%. It indicates that these 
peptides could be prospective biomarkers for the early diagnosis of T2DM [86].

The internal standardization with stable isotope-labeled synthetic peptides and 
related stable isotope dilution techniques are widely used in glycation research  
[84, 95, 111, 112]. A stable isotope label can be easily introduced in the step of amino 
acid building block during the synthesis of Amadori-modified peptides [115]. These 
peptides can be directly used in the stable isotope dilution approach for absolute 
quantification (AQUA) [116]. Implementation of synthetic Amadori-modified 
peptides increases robustness, precision and accuracy of biomarkers analysis [117].

In the classical way this strategy was established for glycated peptides by Spiller 
and co-workers [118], who applied six standard synthetic peptides containing 
two isotope-labeled residues (introduced by Fmoc-(13C6,15N) leucine and Fmoc-
(13C5,15N) proline) along with Amadori modification, introduced by the global 
post-synthetic glycation approach [119]. The peptides represented six glycation 
sites in HSA – TCVADESAENCDKSLHTLFGDK (K64), SLHTLFGDKLCTVATLR 
(K73), AACLLPKLDELRDEGK (K181), ADLAKYICENQDSISSK (K262), 
VFDEFKPLVEEPQNLIK (K378) and KLVAASQAALGL (K574). The standard mix-
tures were spiked (25 μL, 1.2 μmol/L) to the tryptic digest, obtained from five 
T2DM patients and five non-diabetic individuals and, after BAC enrichment and 
SPE, analyzed by a hybrid quadrupole-linear ion trap MS in the MRM mode with 
three specific Q1/Q3 m/z ranges (transitions) for each analyte [118].
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All six analytes and corresponding standard peptides could be detected in all 
ten plasma samples. The quantities varied from 22.6 ± 3.3 to 180.3 ± 8.8 pmol per 
mg plasma protein. Also it was shown that content of all six glycated peptides were 
statistically different between the two cohorts. This study demonstrated the applica-
bility of the AQUA technique to quantification of glycation sites in plasma proteins. 
In agreement with the results of LFQ studies [83], individual HSA glycation sites 
responded to hyperglycaemia in different ways. Interestingly, significantly higher, in 
comparison to others, abundance of glycated sites K64 and K378 was observed [118].

For absolute quantification of glycated peptides by the standard isotope dilution 
technique Prof. Stefanowicz and co-workers used bi-labeled peptides that contained 
stable isotope label, introduced as 3C6

15N2-lysine, and comprise a dabsyl moiety 
that cleaves during digestion procedure [115]. Later on we have shown applicability 
of these bi-labeled glycated peptides for the absolute quantification of individual 
glycation sites in plasma proteins [120]. Based on the previous label-free quantifica-
tion [83] the prevalent glycated peptides with biomarker properties were chosen. 
The Amadori-modified standard peptides DSTYSLSSTLTLSKAmADYE13C6

15N2-
KKDabK represented the sequence of Ig kappa chain C region protein, 
ADLAKAmYICENQDSISS13C6

15N2-KKDabK and VFDEFKAmPLVEEPQNLI13C6
15N2-

KKDabK corresponded to the HSA sequence were synthesized. The mixture of 
standard stable isotope-labeled peptides (20 pmol each) was added to aliquots of 
plasma samples (of 5 T2DM patients and 5 non-diabetic individuals). After tryptic 
digestion, samples were analyzed by QqTOF-MS. Glycated peptides from plasma 
samples and standards were annotated in MS scans (m/z 400–2000) by their tR, m/z 
and isotopic patterns and confirmed by MS/MS analysis using Orbitrap Elite MS. 
The corresponding MS profiles clearly represented isotopic patterns of both light 
and heavy peptides with good sensitivities that gave access to reliable quantification 
by peak areas of analytes and corresponding internal standards. All three potential 
biomarker peptides demonstrated a significantly higher (in 1.5–1.9-fold) content 
in diabetic patients, in comparison to that in non-diabetic controls. The obtained 
results were cross-validated by label-free quantification performed in an indepen-
dent RP-HPLC-ESI-QqTOF-MS study [120]. The resulting fold changes were close 
to those observed with the stable isotope dilution approach, proposed by Spiller  
et al. [118]. It indicates similar power of the both methods for absolute quantifica-
tion of individual glycation sites in blood plasma proteins [120].

Later Spiller et al. [97] studied the glycation degrees of 27 glycation sites repre-
senting nine plasma proteins in 48 newly diagnosed male T2DM patients and 48 
non-diabetic individuals. After protein digestion with trypsin, samples were spiked 
with concentration-balanced mixture of synthetic 13C,15N-labeled glycated peptides 
(synthesized according Spiller at al [118]) as internal standards. The quantification 
was based on MRM using specific transitions for each targeted peptide and isotope-
labeled internal peptide standards. The samples from two groups of participants 
were evaluated by different statistical tests (Kolmogorow-Smirnow, Mann–Whitney, 
and t test), classified by a decision tree algorithm using HbA1c in combination with 
each glycated peptide. Also to find the best feature set for classification, support 
vector machine-recursive feature elimination (SVM-RFE) method was performed 
for all glycated peptides and clinical parameters of participants, including HbA1c, 
fasting plasma glucose (FPG), body mass index (BMI), etc. The most interesting 
results were obtained for glycated peptide AVGDKLPECEAVCGKPK (K141) from 
haptoglobin which half-life time is 2–4 days. The combination of two biomarkers 
of T2DM glycated K141 of haptoglobin and HbA1cprovided a sensitivity of 94%, a 
specificity of 98%, and an accuracy of 96% to identify T2DM.But a set of 15 features 
considering three glycation sites in HSA, K141 in haptoglobin, and 11 routine labora-
tory measures of T2DM, metabolic syndrome, obesity, inflammation, and insulin 
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assess the predictive potential of these markers. However, on this way, the limitations 
of label-free approach become critical. Indeed, LFQ is disadvantages for analysis of 
large cohorts due to sensitivity of electrospray ionization technique (ESI) to multiple 
factors, which is manifested as matrix effects [113]. Thus, the analysis conditions (e.g. 
temperature, experimenter, column condition) must be as constant as possible, that is 
difficult to achieve with big batch sizes. And duration of batch analysis can be rather 
long, as prolonged gradients are often used to improve peptide separation [114]. To 
overcome these limitations, absolute quantification strategies can be employed [86].

4.  Absolute quantification of prospective biomarkers in blood plasma 
with isotopically labeled internal standards

Absolute quantification of glycation rates at individual modification sites by 
means of isotopically labeled standards was for the first time proposed by Zhang 
and co-workers in 2013 [86]. For the early diagnosis of T2DM glycation at the most 
abundant human plasma protein HSA was monitored by quantitative analysis of 
its characteristic tryptic peptides. Thereby, all probands were classified into three 
groups: T2DM (n = 73), IGT (n = 63), and NGT (n = 253). In this study 18O-labeling 
was used to screen glucose-sensitive and glucose-insensitive peptides within HSA-
derived peptides. Glucose-sensitive peptides tested as biomarker candidates for 
T2DM in a clinical plasma samples, and glucose-insensitive peptide was selected as 
the internal standards. Three peptides (LDELRDEGK (K190), FKDLGEENFK (K12), 
and KVPQVSTPTLVEVSR (K414)) showed significant different in their concentra-
tions in the T2DM group compared with the IGT group. Among them two peptides 
FKDLGEENFK and KVPQVSTPTLVEVSR exhibited significant differences 
between both NGT/IGTand IGT/T2DM groups indicating that these peptides could 
be used as potential biomarkers for the early diagnosis of T2DM. It is important to 
mention that peptides FKDLGEENFK and KVPQVSTPTLVEVSR showed excellent 
sensitivities (97.23 and 94.47%, respectively) and specificities (93.65 and 98.41%, 
respectively) between the NGT/IGT groups. For the NGT/IGT and T2DM groups 
sensitivity of peptides FKDLGEENFK and KVPQVSTPTLVEVSR was 97.06 and 
99.27%, respectively, and specificities was 97.23 and 94.47%. It indicates that these 
peptides could be prospective biomarkers for the early diagnosis of T2DM [86].

The internal standardization with stable isotope-labeled synthetic peptides and 
related stable isotope dilution techniques are widely used in glycation research  
[84, 95, 111, 112]. A stable isotope label can be easily introduced in the step of amino 
acid building block during the synthesis of Amadori-modified peptides [115]. These 
peptides can be directly used in the stable isotope dilution approach for absolute 
quantification (AQUA) [116]. Implementation of synthetic Amadori-modified 
peptides increases robustness, precision and accuracy of biomarkers analysis [117].

In the classical way this strategy was established for glycated peptides by Spiller 
and co-workers [118], who applied six standard synthetic peptides containing 
two isotope-labeled residues (introduced by Fmoc-(13C6,15N) leucine and Fmoc-
(13C5,15N) proline) along with Amadori modification, introduced by the global 
post-synthetic glycation approach [119]. The peptides represented six glycation 
sites in HSA – TCVADESAENCDKSLHTLFGDK (K64), SLHTLFGDKLCTVATLR 
(K73), AACLLPKLDELRDEGK (K181), ADLAKYICENQDSISSK (K262), 
VFDEFKPLVEEPQNLIK (K378) and KLVAASQAALGL (K574). The standard mix-
tures were spiked (25 μL, 1.2 μmol/L) to the tryptic digest, obtained from five 
T2DM patients and five non-diabetic individuals and, after BAC enrichment and 
SPE, analyzed by a hybrid quadrupole-linear ion trap MS in the MRM mode with 
three specific Q1/Q3 m/z ranges (transitions) for each analyte [118].
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All six analytes and corresponding standard peptides could be detected in all 
ten plasma samples. The quantities varied from 22.6 ± 3.3 to 180.3 ± 8.8 pmol per 
mg plasma protein. Also it was shown that content of all six glycated peptides were 
statistically different between the two cohorts. This study demonstrated the applica-
bility of the AQUA technique to quantification of glycation sites in plasma proteins. 
In agreement with the results of LFQ studies [83], individual HSA glycation sites 
responded to hyperglycaemia in different ways. Interestingly, significantly higher, in 
comparison to others, abundance of glycated sites K64 and K378 was observed [118].

For absolute quantification of glycated peptides by the standard isotope dilution 
technique Prof. Stefanowicz and co-workers used bi-labeled peptides that contained 
stable isotope label, introduced as 3C6

15N2-lysine, and comprise a dabsyl moiety 
that cleaves during digestion procedure [115]. Later on we have shown applicability 
of these bi-labeled glycated peptides for the absolute quantification of individual 
glycation sites in plasma proteins [120]. Based on the previous label-free quantifica-
tion [83] the prevalent glycated peptides with biomarker properties were chosen. 
The Amadori-modified standard peptides DSTYSLSSTLTLSKAmADYE13C6

15N2-
KKDabK represented the sequence of Ig kappa chain C region protein, 
ADLAKAmYICENQDSISS13C6

15N2-KKDabK and VFDEFKAmPLVEEPQNLI13C6
15N2-

KKDabK corresponded to the HSA sequence were synthesized. The mixture of 
standard stable isotope-labeled peptides (20 pmol each) was added to aliquots of 
plasma samples (of 5 T2DM patients and 5 non-diabetic individuals). After tryptic 
digestion, samples were analyzed by QqTOF-MS. Glycated peptides from plasma 
samples and standards were annotated in MS scans (m/z 400–2000) by their tR, m/z 
and isotopic patterns and confirmed by MS/MS analysis using Orbitrap Elite MS. 
The corresponding MS profiles clearly represented isotopic patterns of both light 
and heavy peptides with good sensitivities that gave access to reliable quantification 
by peak areas of analytes and corresponding internal standards. All three potential 
biomarker peptides demonstrated a significantly higher (in 1.5–1.9-fold) content 
in diabetic patients, in comparison to that in non-diabetic controls. The obtained 
results were cross-validated by label-free quantification performed in an indepen-
dent RP-HPLC-ESI-QqTOF-MS study [120]. The resulting fold changes were close 
to those observed with the stable isotope dilution approach, proposed by Spiller  
et al. [118]. It indicates similar power of the both methods for absolute quantifica-
tion of individual glycation sites in blood plasma proteins [120].

Later Spiller et al. [97] studied the glycation degrees of 27 glycation sites repre-
senting nine plasma proteins in 48 newly diagnosed male T2DM patients and 48 
non-diabetic individuals. After protein digestion with trypsin, samples were spiked 
with concentration-balanced mixture of synthetic 13C,15N-labeled glycated peptides 
(synthesized according Spiller at al [118]) as internal standards. The quantification 
was based on MRM using specific transitions for each targeted peptide and isotope-
labeled internal peptide standards. The samples from two groups of participants 
were evaluated by different statistical tests (Kolmogorow-Smirnow, Mann–Whitney, 
and t test), classified by a decision tree algorithm using HbA1c in combination with 
each glycated peptide. Also to find the best feature set for classification, support 
vector machine-recursive feature elimination (SVM-RFE) method was performed 
for all glycated peptides and clinical parameters of participants, including HbA1c, 
fasting plasma glucose (FPG), body mass index (BMI), etc. The most interesting 
results were obtained for glycated peptide AVGDKLPECEAVCGKPK (K141) from 
haptoglobin which half-life time is 2–4 days. The combination of two biomarkers 
of T2DM glycated K141 of haptoglobin and HbA1cprovided a sensitivity of 94%, a 
specificity of 98%, and an accuracy of 96% to identify T2DM.But a set of 15 features 
considering three glycation sites in HSA, K141 in haptoglobin, and 11 routine labora-
tory measures of T2DM, metabolic syndrome, obesity, inflammation, and insulin 
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resistance provided a sensitivity of 98%, a specificity of 100%, and an accuracy of 
99% for newly diagnosed T2DM patients. This study shows great potential of glyca-
tion sites in plasma proteins providing an additional diagnostic tool for T2DM and 
elucidating that the combination of these sites with HbA1c and FPG could improve 
the diagnosis of T2DM. The combination of both biomarkers HbA1c and glycated 
haptoglobin with half-life times 2 to 4 days is sensitive to long- and short-term 
fluctuations of blood glucose concentrations [97].

Selected 27 glycated peptides were tested further in the quality of multiple bio-
marker set [121]. For this plasma samples from 48 patients with duration of T2DM 
for more than 10 years, 48 non-diabetic individuals and 20 pre-diabetic persons we 
examined. The strategy of analysis was the same as described above [97]. In long-
term controlled T2DM patients, 27 glycated peptides were detected at significantly 
higher levels and provided moderate diagnostic accuracies (ACCs) from 61 to 79%, 
resulting in sub-grouping of patients in three distinct clusters. In this study, a fea-
ture set of one glycated peptides from haptoglobin (K141) and 6 established clinical 
parameters provided an ACC of 95%. The same number of clusters was identified 
in pre-diabetic males (ACC of 95%) using a set of 8 glycation sites (mostly from 
HSA). Re-examination of all patients present in one cluster showed progression of 
pre-diabetic state or advanced towards diabetes in the following five years. Overall, 
the studied glycation sites can play a role of promising biomarkers for sub-grouping 
pre-diabetic patients to estimate their risk for the development of T2DM [121].

Together with our recent report [84] these work clearly indicate under-explored 
potential of integrated peptide biomarkers. Moreover, it is well seen, that absolute 
quantification approaches are preferable, due to their higher precision and lower 
method-related dispersion. Thus, it is obvious, that after the explorative LFQ-based 
study, follow-up absolute quantification screening of large cohorts is necessary.

Besides 18O-labeling and AQUA, tag-based labeling approaches were used for 
quantification of glycation sites. Thus, Qiuet al. proposed the use of isobaric tags 
for relative and absolute quantification (iTRAQ ) to reveal differences in HSA 
glycation patterns between healthy individuals and diabetic patients [88]. The 
authors described in vitro and in vivo experiments have been carried out to evaluate 
the impact of HSA glycation on the binding to anticoagulant drugs (warfarin and 
heparin). Plasma samples from 32 diabetic patients and 33 healthy individuals were 
treated with polyethylene glycol for precipitation of immunoglobulins. After this, 
the glycated albumin (GA) was separated using BAC. Trypsin digested GA was 
separated on C18-AQ analytical column and analyzed using a LTQ-Orbitrap Velos 
Pro MS operated in DDA mode with CID and further with ETD fragmentation. 
For quantitative analysis, the digested samples were labeled with iTRAQ 8-plex 
reagents. After labeling, the 8 samples with different mass tags were evenly mixed 
and glycated peptides with iTRAQ labels were extracted from the pooled samples 
using BAC. MS analysis was performed on a LTQ-Orbitrap Fusion MS operated in 
the DDA mode for CID-MS/MS and HCD-MS3. A total of 49 glycation sites (includ-
ing 43 glycated lysines and six glycated arginines) on GA were successfully identi-
fied using this approach. Among them seven glycation sites, R81, R117, R186, R257, 
K313, R410 and K541, were discovered for the first time. It is interesting that glycation 
at sites K4, R81, R117, K439, K519, K538, K541, K557 and K573 were specifically present in 
diabetic patients, while two sites, R410 and K436, were found only in healthy subjects. 
Altogether 21 glycation sites were quantified, and 19 of them, including K51, K64, 
K93, K162, K199, K233, K262, K313, K323, K378, K402, K414, K466, K475, K525, K545, K557, K564 and 
K574, showed statistically enhanced glycation during diabetes [88].

Examples of methods used for absolute quantification of prospective biomark-
ers in blood plasma with isotopically labeled internal standards are summarized in 
Table 2.
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resistance provided a sensitivity of 98%, a specificity of 100%, and an accuracy of 
99% for newly diagnosed T2DM patients. This study shows great potential of glyca-
tion sites in plasma proteins providing an additional diagnostic tool for T2DM and 
elucidating that the combination of these sites with HbA1c and FPG could improve 
the diagnosis of T2DM. The combination of both biomarkers HbA1c and glycated 
haptoglobin with half-life times 2 to 4 days is sensitive to long- and short-term 
fluctuations of blood glucose concentrations [97].

Selected 27 glycated peptides were tested further in the quality of multiple bio-
marker set [121]. For this plasma samples from 48 patients with duration of T2DM 
for more than 10 years, 48 non-diabetic individuals and 20 pre-diabetic persons we 
examined. The strategy of analysis was the same as described above [97]. In long-
term controlled T2DM patients, 27 glycated peptides were detected at significantly 
higher levels and provided moderate diagnostic accuracies (ACCs) from 61 to 79%, 
resulting in sub-grouping of patients in three distinct clusters. In this study, a fea-
ture set of one glycated peptides from haptoglobin (K141) and 6 established clinical 
parameters provided an ACC of 95%. The same number of clusters was identified 
in pre-diabetic males (ACC of 95%) using a set of 8 glycation sites (mostly from 
HSA). Re-examination of all patients present in one cluster showed progression of 
pre-diabetic state or advanced towards diabetes in the following five years. Overall, 
the studied glycation sites can play a role of promising biomarkers for sub-grouping 
pre-diabetic patients to estimate their risk for the development of T2DM [121].

Together with our recent report [84] these work clearly indicate under-explored 
potential of integrated peptide biomarkers. Moreover, it is well seen, that absolute 
quantification approaches are preferable, due to their higher precision and lower 
method-related dispersion. Thus, it is obvious, that after the explorative LFQ-based 
study, follow-up absolute quantification screening of large cohorts is necessary.

Besides 18O-labeling and AQUA, tag-based labeling approaches were used for 
quantification of glycation sites. Thus, Qiuet al. proposed the use of isobaric tags 
for relative and absolute quantification (iTRAQ ) to reveal differences in HSA 
glycation patterns between healthy individuals and diabetic patients [88]. The 
authors described in vitro and in vivo experiments have been carried out to evaluate 
the impact of HSA glycation on the binding to anticoagulant drugs (warfarin and 
heparin). Plasma samples from 32 diabetic patients and 33 healthy individuals were 
treated with polyethylene glycol for precipitation of immunoglobulins. After this, 
the glycated albumin (GA) was separated using BAC. Trypsin digested GA was 
separated on C18-AQ analytical column and analyzed using a LTQ-Orbitrap Velos 
Pro MS operated in DDA mode with CID and further with ETD fragmentation. 
For quantitative analysis, the digested samples were labeled with iTRAQ 8-plex 
reagents. After labeling, the 8 samples with different mass tags were evenly mixed 
and glycated peptides with iTRAQ labels were extracted from the pooled samples 
using BAC. MS analysis was performed on a LTQ-Orbitrap Fusion MS operated in 
the DDA mode for CID-MS/MS and HCD-MS3. A total of 49 glycation sites (includ-
ing 43 glycated lysines and six glycated arginines) on GA were successfully identi-
fied using this approach. Among them seven glycation sites, R81, R117, R186, R257, 
K313, R410 and K541, were discovered for the first time. It is interesting that glycation 
at sites K4, R81, R117, K439, K519, K538, K541, K557 and K573 were specifically present in 
diabetic patients, while two sites, R410 and K436, were found only in healthy subjects. 
Altogether 21 glycation sites were quantified, and 19 of them, including K51, K64, 
K93, K162, K199, K233, K262, K313, K323, K378, K402, K414, K466, K475, K525, K545, K557, K564 and 
K574, showed statistically enhanced glycation during diabetes [88].

Examples of methods used for absolute quantification of prospective biomark-
ers in blood plasma with isotopically labeled internal standards are summarized in 
Table 2.
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5. Conclusions

T2DM is one of the most widely spread metabolic disorders and most often dis-
covered at the step of complications, which makes therapy less efficient and more 
expensive. HbA1c provides information about changes in glycaemic status over 
three months, and, hence, is insensitive to short-term glucose fluctuations preced-
ing the disease. In this context, using individual glycation sites as T2DM biomarkers 
might provide a good solution of this problem. Precise and reliable quantification 
of glycated peptides is a prerequisite for establishing biomarkers and developing 
clinical diagnostics of T2DM. Different methods are established and qualified for 
the quantification of individual glycation sites in plasma proteins using label-free 
or absolute quantification. Due high precision it is applicable to use in the combina-
tion with HbA1c for screening of large patient cohorts for early diagnosis of T2DM, 
therapy control, sub-typing disease stages, and the prognosis of complication risks. 
Obviously, the biomarker potential of glycated peptides is still mostly unknown. 
On one hand, more explorative studies are necessary to discover new biomarker 
candidates. On the other – these biomarker candidates need to be confirmed in 
wide-scale screening in large cohorts with reliable absolute quantification methods.
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Abstract

Insulin resistance syndrome or syndrome X is also known as metabolic 
 syndrome (MetS). It is an emerging problem globally with the surge of increasing 
prevalence among urban population of developing countries. The etiology of patho-
physiology of metabolic syndrome includes the inflammatory pathways of insulin 
resistance, deregulated appetite, diet-induced, inflammation-induced obesity, and 
cardiovascular diseases (CVD). Adipose tissue is an endocrine organ that secrets 
adipokines like adiponectin and resistin during physiological and pathological 
states. Moreover, the adipokines associated with diet-induced and inflammation-
induced obesity have secondary deteriorating effects on cardiovascular system. 
Although, the adiponectin and resistin were potentially found in regulating food 
intake and appetite but their mediating effect on pathophysiology of CVD still 
needs future investigations. However, the prior studies reported the association of 
adiponectin and resistin levels with CVD complications related to food intake but 
still there is need to understand its multifactorial heterogeneity. Therefore, litera-
ture suggests figuring out potential target mechanistic and therapeutic approaches 
of adiponectin and resistin hormone towards food intake and appetite involvement 
in metabolic syndrome and CVD.

Keywords: cardivascular disease, metabolic syndrome, food intake, adiponectin, 
resistin

1. Introduction: cardiovascular associated with metabolic syndrome

Syndrome X or Insulin resistance syndrome is also known as metabolic 
syndrome (MetS). It is defined as the concurrence of obesity-associated cardio-
vascular risk factors inclusive of abdominal obesity, impaired glucose tolerance, 
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hypertriglyceridemia and hypertension [1]. Meanwhile, CVD is a heart and circula-
tory system disease that is currently one of the main causes of morbidity and mor-
tality worldwide. They are the series of heterogeneous diseases, like most commonly 
caused by CVD atherosclerosis and chronic diseases that evolve progressively over 
a lifetime, and are asymptomatic for a long period of time [2]. It is world leading 
cause of death worldwide, and 17.9 million people died every year with high record 
from developed and developing countries. In 2017, World Health Organization 
(WHO) list out diseases related to CVD such as coronary heart disease (CHD), 
cerebrovascular disease, peripheral arterial disease, rheumatic heart disease, 
congenital heart disease, deep vein thrombosis, and pulmonary embolism [3].

In addition, Ford et al. [4] stated that MetS is a syndrome had a link with 3–5 
coronary heart disease (CHD) risk factors and increases the incidence of cardiovas-
cular events especially among the elderly population. Some studies have shown that 
MetS is 1.50–2.00 times more common in individuals with CHD and significantly 
increases frequency of cardiovascular events, progress and risk of consequences 
[5, 6]. The risk of CHD is 7 times higher among individuals with MetS and diagnosed 
diabetes mellitus [7]. On the other hand, obesity plays a major role as an underlying 
risk factor for cardiovascular disease and changes in cardiac function associated 
with obesity have been described as “obesity cardiomyopathy”.

Besides that, the relation between obesity and metabolic risk factors is growing 
rapidly. Across the globe, obesity and related metabolic disorders are becoming 
significant health care issues. Obesity pathogenesis involves the balance between 
consumed calories and energy expenditure, followed by body weight maintenance. 
The complex process of weight loss involves the interaction of diet, physical 
activity, environmental, behavioral and physiological factors, as there are several 
hormones and peptides involved in the regulation of appetite, eating behavior and 
energy expenditure [8]. In addition, chronic increase in body weight and adiposity 
in the cardiovascular system can lead to significant neuro-hormonal changes and 
adaptations.

These alterations include renin-angiotensin-aldosterone system activation, 
altered adipocytokine and pro-inflammatory cytokine levels, and sympathetic 
nervous system activation. These inflammatory products are produced in abnormal 
quantities in the event of obesity. Any of these items has been involved in affect-
ing one of the metabolic risk factors or another related to MetS. Activation of the 
sympathetic nervous system can contribute to the commonly described increase 
in heart rate, retention of renal sodium, circulating blood volume, end-diastolic 
ventricular volume, cardiac output, and blood pressure. More generally, vascular 
and cardiac function abnormalities (vasoconstriction, tachycardia) and metabolic 
balance abnormalities (excess lipolysis driving the level of fatty acids, peripheral 
and hepatic insulin resistance induced by catechol) can be simultaneously driven by 
activation of the sympathetic nervous system [1].

2. Regulation of food intake and appetite

Food intake plays a role as a transportation for food supply which modulated by 
metabolic drive generated for energy requirement. While appetite is a psychologi-
cal desire to eat which related to the energy balance model of weight regulation 
by involving in various aspects of eating pattern such as frequency of eating, 
serving portion, type of food and palatability of food [9]. The complex interac-
tions between hormones from gastrointestinal tract and the hypothalamus involve 
particular regions where hormones interact to create feelings of appetite and 
satiety that can lead to the food intake or a feeling of fullness beyond the metabolic 
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needs [10]. Meanwhile, homeostatic system plays an important role in balance 
the energy expenditure and food intake that contribute to the stability of body fat 
content over time [11].

Generally, ingestion of food started in the oral cavity and taste receptor. The 
taste of sour, sweet, salty, bitter and savory will be validated by G-protein-coupled 
receptors by sending the information via blood circulation to the brain. In the 
stomach, Brain-derived neurotrophic factor (BDNF) and neurotrohin-3 are known 
as neurotrophic factor helping in innervating of the stomach wall during nutrient 
storing. Ghrelin is a hormone sending an important signal during empty stomach 
and rapidly suppressed upon the ingestion of food. Bloodstream is a major route 
of ghrelin to the brain to control the appetite. In the intestine area, fat, protein 
and glucose from food intake will enhance enteroendocrine cells and adipocyte to 
release hormones for the digestion and absorption process with various signaling 
pathways involved [12]. Enterendocrine cells produced the gut hormones such as 
glucagon-like peptide 1 (GLU-1), cholecystokinin (CCK) and glucose-dependent 
insulinotropic polypeptide which rapidly secreted into bloodstream or distributed 
as local messengers [13].

There are many theories to explain about appetite mechanism such as Glucostat 
theory, Dual-centre theory, Aminostatic theory and Lipostat theory [14]. In 1950 
[15], Mayer proposed the Glucostat theory which states that the drop in blood 
glucose level below than the threshold regulates the neuronal activity for the food 
intake. This theory regulates short-term control over appetite. However, this theory 
had been largely abandoned in 1970 due to the failure of finding any correlation 
between arteriovenous blood glucose concentration with hunger rate and food 
intake [16–18].

Next, dual-centre theory involved with two centre of brain known as Ventro 
medial hypothalamus (VMH) and Lateral hypothalamus (LH) which related to 
blood glucose level (Figure 1). Hunger state will be induced by LH in producing 
ghrelin hormone which trigger by the drop of blood glucose level while after taking 
meal blood glucose level will be raise and activate VMH to initiate satiety state. 
In addition, VMH is potentially found to develop over eating which can lead to 
 obesity [14, 19].

In 1956, Mellinkoff [20] proposed the aminostatic theory involving the produc-
tion of amino acid after protein stores breakdown sends signals to the brain for 
energy balance. Muscle catabolism activities caused high amino acid production 
and stimulate eating behavior while satiety will be reached by diminished level of 
amino acids [14]. However, it should be noted that evidence of such regulation or 
the existence of “protein-stat” is not extensive; mainly because of the concept has 
not been a target for investigation [21].

Lipostat theory explains the activity of adipose tissues undergo lipolysis in 
generate fatty acids and glycerol. Both lipolysis products will be circulated in the 
blood and brain for energy expenditure maintenance. High rate of lipolysis will 
lead to increase in food consumption and post prandial will decrease lipolysis as 
resulted in its termination [14]. Adipocytokines play an important role in orexigenic 
pathway which enhance the food intake and anorexigenic pathway which inhibit 
the food intake. In 1994, Zhang et al. [22] had discovered leptin as primary adipose 
tissue-derived factor secreted from white adipose tissue and acts on hypothalamus 
to induce satiety in regulating food intake and energy expenditure [23] while 
adiponectin have opposite functions of leptin. Various experiments have done and 
accepted that leptin is a signal that conveys information from the periphery to the 
brain regarding the long-term state of the body’s energy stores [21, 24, 25]. Lipostat 
is not limited to leptin mechanism only but it is involved with all type of adipose 
tissue hormones.
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Energy balance requires an ability of the brain to detect the status of energy 
stores and match energy intake with expenditure. Dysregulation of appetite and 
impaired energy expenditure causes excessive food consumption and disrupt the 
energy balance. In addition, it will cause repeated sense of hunger which contributes 
to the development of visceral obesity and metabolic syndrome. Frequent intakes of 
food expose body to store extra calorie which will turn into fat and distribute in dif-
ferent parts of body. There are few hunger hormones known for generating hunger 
state such as resistin, leptin and ghrelin involve in this process [26]. Previous study 
mentioned that uncontrolled eating habits like diminishing the frequency of eating, 
repeated fasting and recurrent over eating were link with obesity-related disorder 
such as cardiovascular disease, insulin resistance and inflammation [26].

3. Cardiovascular effects on adipocytokines

Over the last two decades adipose tissue had established as a dynamic organ that 
carries out several important physiological processes. It is considered one of the 
largest endocrine organs in the body as well as an active tissue for cellular reactions 
and metabolic homeostasis [27]. It also secretes numerous peptide hormones such 
as leptin, adiponectin, resistin and many others [28, 29]. Generally, there are three 
types of adipose tissue in humans which are white adipose tissue (WAT), brown 
adipose tissue (BAT) and beige/brite/brown-like adipose tissue (bAT). Different 
types of adipose tissue have distinct morphologies in reflecting their distinct func-
tions [30] (Figure 2).

WAT is a major component of body’s adipose tissue that provides most of the 
total body fat and source of fatty acids which are used as energy substrates for the 
generation of energy through oxidative phosphorylation of adenosine triphosphate 
(ATP) high-energy bond [31, 32]. Excess accumulation of WAT is potential in devel-
oping obesity and obesity-related diseases. There are three types of obesity which 
are android obesity, central obesity and gynoid obesity. Android or Central obesity 
is related to the accumulation of WAT at the upper part of body which is potentially 
related to some inflammatory pathologies. Meanwhile, gynoid obesity is related to 
the accumulation of WAT at lower part of body which does not affect any metabolic 
complication (Figure 2) [31, 32].

Figure 1. 
The circulation of dual-Centre theory related to blood glucose on hunger and satiety.
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Anatomically, WAT contains two main depots around internal organs which are 
subcutaneous WAT (SAT) and visceral WAT (VAT). WAT contributes to the whole 
body insulation and endocrine functions including secretion of leptin, TNF-𝛼𝛼, adi-
ponectin, resistin, and other compounds related to the degree of obesity and insulin 
sensitivity. It is located in the peritoneal cavity, where it forms a compact tissue, 
or as single adipocytes. Adipocytes contain a single lipid droplet which is known 
as univacuolar adipocytes. It can be measured between 40 and 120 μm because the 
size of the lipid droplet may differ significantly [33]. WAT exhibits many essential 
physiological roles, including the triglyceride accumulation of postprandial glucose 
and the secretion of signaling factors to control appetite and energy homeostasis. In 
periods of energy demand by the body, WAT plays role to store excess lipids in the 
form of triglycerides (TG) and releasing free fatty acids (FFA). It often synthesizes 
and releases adipokines that control metabolic homeostasis.

The general term for a bioactive substance formed by adipose tissue is known 
as adipocytokine or adipokine. It is a type of peptide that link the function of adi-
pose tissue to the brain and other target organs [34]. Adipocytokine are hormones 
formed by fat tissues and play a role in energy homeostasis, the metabolism of 
sugar and fat, regulation of thermogenesis, reproduction and immunity. They 
also affect cardiovascular function, either through direct action by paracrine 
effects on the vascular wall or by influencing endothelial function through altered 
adipokine plasma and tissue levels relative to the total mass of adipose tissue in 
the body [34, 35].

3.1 Role of adiponectin

Adiponectin is an abundant circulating hormone present in at least three 
multimeric forms: trimers, hexamers, and high-molecular-weight (HMW) 
complexes. Among them, the HMW oligomer is major active form mediating the 
insulin-sensitizing and cardiovascular protective effects of the adipokine [36–38]. 
Adiponectin is a protein hormone with 244 amino acids derived from adipose 
tissue and mainly target adiponectin receptors in regulating energy metabolism 
and exerts functions such as antiatherogenic, anti-inflammatory, anti-diabetic and 
cardioprotective effect [39]. It is primarily found in WAT and also could be found 
in osteoblast, skeletal muscle and cardiomyocytes [40]. Adiponectin’s activity is 
contrary to the function of leptin and resistin. It has two widely expressed recep-
tors (AdipoR1 and AdipoR2) which cross the cerebrospinal fluid in the brain [41]. 

Figure 2. 
Types of adipose tissue.



Type 2 Diabetes - From Pathophysiology to Cyber Systems

96

Energy balance requires an ability of the brain to detect the status of energy 
stores and match energy intake with expenditure. Dysregulation of appetite and 
impaired energy expenditure causes excessive food consumption and disrupt the 
energy balance. In addition, it will cause repeated sense of hunger which contributes 
to the development of visceral obesity and metabolic syndrome. Frequent intakes of 
food expose body to store extra calorie which will turn into fat and distribute in dif-
ferent parts of body. There are few hunger hormones known for generating hunger 
state such as resistin, leptin and ghrelin involve in this process [26]. Previous study 
mentioned that uncontrolled eating habits like diminishing the frequency of eating, 
repeated fasting and recurrent over eating were link with obesity-related disorder 
such as cardiovascular disease, insulin resistance and inflammation [26].

3. Cardiovascular effects on adipocytokines

Over the last two decades adipose tissue had established as a dynamic organ that 
carries out several important physiological processes. It is considered one of the 
largest endocrine organs in the body as well as an active tissue for cellular reactions 
and metabolic homeostasis [27]. It also secretes numerous peptide hormones such 
as leptin, adiponectin, resistin and many others [28, 29]. Generally, there are three 
types of adipose tissue in humans which are white adipose tissue (WAT), brown 
adipose tissue (BAT) and beige/brite/brown-like adipose tissue (bAT). Different 
types of adipose tissue have distinct morphologies in reflecting their distinct func-
tions [30] (Figure 2).

WAT is a major component of body’s adipose tissue that provides most of the 
total body fat and source of fatty acids which are used as energy substrates for the 
generation of energy through oxidative phosphorylation of adenosine triphosphate 
(ATP) high-energy bond [31, 32]. Excess accumulation of WAT is potential in devel-
oping obesity and obesity-related diseases. There are three types of obesity which 
are android obesity, central obesity and gynoid obesity. Android or Central obesity 
is related to the accumulation of WAT at the upper part of body which is potentially 
related to some inflammatory pathologies. Meanwhile, gynoid obesity is related to 
the accumulation of WAT at lower part of body which does not affect any metabolic 
complication (Figure 2) [31, 32].

Figure 1. 
The circulation of dual-Centre theory related to blood glucose on hunger and satiety.

97

The Mechanistic and Pathophysiological Role of Adiponectin and Resistin towards Regulation…
DOI: http://dx.doi.org/10.5772/intechopen.96171

Anatomically, WAT contains two main depots around internal organs which are 
subcutaneous WAT (SAT) and visceral WAT (VAT). WAT contributes to the whole 
body insulation and endocrine functions including secretion of leptin, TNF-𝛼𝛼, adi-
ponectin, resistin, and other compounds related to the degree of obesity and insulin 
sensitivity. It is located in the peritoneal cavity, where it forms a compact tissue, 
or as single adipocytes. Adipocytes contain a single lipid droplet which is known 
as univacuolar adipocytes. It can be measured between 40 and 120 μm because the 
size of the lipid droplet may differ significantly [33]. WAT exhibits many essential 
physiological roles, including the triglyceride accumulation of postprandial glucose 
and the secretion of signaling factors to control appetite and energy homeostasis. In 
periods of energy demand by the body, WAT plays role to store excess lipids in the 
form of triglycerides (TG) and releasing free fatty acids (FFA). It often synthesizes 
and releases adipokines that control metabolic homeostasis.

The general term for a bioactive substance formed by adipose tissue is known 
as adipocytokine or adipokine. It is a type of peptide that link the function of adi-
pose tissue to the brain and other target organs [34]. Adipocytokine are hormones 
formed by fat tissues and play a role in energy homeostasis, the metabolism of 
sugar and fat, regulation of thermogenesis, reproduction and immunity. They 
also affect cardiovascular function, either through direct action by paracrine 
effects on the vascular wall or by influencing endothelial function through altered 
adipokine plasma and tissue levels relative to the total mass of adipose tissue in 
the body [34, 35].

3.1 Role of adiponectin

Adiponectin is an abundant circulating hormone present in at least three 
multimeric forms: trimers, hexamers, and high-molecular-weight (HMW) 
complexes. Among them, the HMW oligomer is major active form mediating the 
insulin-sensitizing and cardiovascular protective effects of the adipokine [36–38]. 
Adiponectin is a protein hormone with 244 amino acids derived from adipose 
tissue and mainly target adiponectin receptors in regulating energy metabolism 
and exerts functions such as antiatherogenic, anti-inflammatory, anti-diabetic and 
cardioprotective effect [39]. It is primarily found in WAT and also could be found 
in osteoblast, skeletal muscle and cardiomyocytes [40]. Adiponectin’s activity is 
contrary to the function of leptin and resistin. It has two widely expressed recep-
tors (AdipoR1 and AdipoR2) which cross the cerebrospinal fluid in the brain [41]. 

Figure 2. 
Types of adipose tissue.



Type 2 Diabetes - From Pathophysiology to Cyber Systems

98

Plasma protein contains 0.01% of adiponectin and in normal human subjects it is 
found about 3 to 30 ug/ml [42, 43].

In order to regulate the metabolism of fatty acids, carbohydrates, cholesterol 
and amino acids, as well as mitochondrial function, autophagy and the growth of 
cells, both receptors are critical in inducing AMP-activated protein kinase (AMPK) 
activity. In addition, both receptors are also important in energy balance and energy 
expenditure as these processes activate CNS and peripheral metabolic system to 
trigger metabolic processes. The brain suppresses feeding activity in the event of 
elevated energy consumption or induces the accumulation of surplus energy in 
other tissues, such as glycogen in liver or triglycerides in adipose tissue [44].

On the other hand, when energy expenditure is greater than energy intake, it 
increases appetite and reduces energy expenditure through different metabolic 
pathways, including metabolism of fatty acids and activation of the AMP-activated 
protein kinase nutrient sensor (AMPK) [44]. Besides that, AdipoR2 contrarily 
enhances glucose consumption by regulating their gene expression via PPAR-α 
signaling pathway. Therefore, adiponectin improves hepatic insulin resistance by 
making balance via reducing glycogenesis and lipogenesis and increase glucose 
consumption [45]. Besides that, adiponectin receptors also ameliorate vascular 
dysfunction via activation of endothelial nitric oxide (NO) production and anti-
atherogenic effects by inhibiting the inflmmtion in the various vasculature [46–50].

The administration of adiponectin via intracerebroventricular showed increase 
in energy consumption and decrease in food intake. It has also been suggested as 
a mediator of the fasting metabolic response. Previous research has shown that 
food intake rises, energy expenditure decreases and weight increases occur when 
adiponectin is administered peripherally to mimic rising levels during fasting. 
These results were associated with increases in hypothalamus of AMP kinase activ-
ity expression [41, 51]. Other than that, an elevation of adiponectin in plasma by 
either pharmacological or genetic approaches alleviates obesity-induced endothelial 
dysfunction and also prevents atherosclerosis, myocardial infarction and diabetic 
cardiomyopathy [36].

At the chromosome 3q27, there is a gene that codes the human adiponectin has 
been reported by Genom-wide association studies (GWAS), and is linked with 
susceptibility to diabetes and CVD [36, 52]. Meanwhile, Al Khadli [53] reported 
that human adiponectin gene exists on chromosome 3q26 which associated with 
type 2 diabetes mellitus and metabolic syndrome susceptibility [40]. The hypertro-
phic cardiomyopathy studies show that overexpression of adiponectin had reduced 
the hyperthrophy by activating the AMPK and inhibits the hypertrophic response 
to α-adrenergic receptor stimulation [21, 54]. The AMPK activation has been shown 
to inhibit protein synthesis in cardiac myocytes, which is mediated by decrease in 
phosphorylation of p70S6 kinase and increase in eukaryotic elongation factor-2 
phosphorylation [21, 55]. Adiponectin’s anti-hypertrophic activities on AMPK are 
thought to occur via the receptors of AdipoR1 and R2 [21, 56].

Besides a study reported that adiponectin gene mutation causes cellular secre-
tion impairment by preventing trimer assemblage and is clinically associated with 
hypoadiponectinemia. Hypoadiponectinemia is a condition referred as low concen-
tration of adiponectin as compare to the baseline [40, 57, 58]. In vivo study found 
that high fat diet causes adiponectin resistance by inhibiting the receptor expression 
which impacts on the reduction of adiponectin concentration. Adiponectin resis-
tance in skeletal muscle and liver tissue causes development of systemic hypergly-
cemia and hyperlipidemia consequently causes vascular injury and cardiovascular 
complications. Cytokine production such as Tumor Necrosis Factor-alpha (TNFα) 
plays a critical pathogenic role in cardiovascular complication and it is significantly 
higher in obese or diabetic individuals [59]. There are many in-vivo studies which 
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supported that decrease level of adiponectin significantly the obesity status, 
 hypertension and type-2 diabetes.

However, diet high in polyunsaturated fatty acids (PUFAs) especially omega-3 
potentially increases the gene expression and plasma level of adiponectin [60]. 
PUFAs are simply fat molecules that have more than one unsaturated carbon bond 
in the molecule. Omega and omega-6 are the type of PUFAs which cannot be made 
by the body and should be obtained via dietary sources. Fish oil consumption 
presented an association to increase the concentration of adiponectin. Generally, 
omega-3 PUFAs are perceived as a beneficial dietary intervention to enhance the 
adiponectin levels for the prevention and treatment of CVDs [61].

3.2 Role of resistin

In 2001, resistin was firstly discovered in mice with abundantly found in WAT 
and has ability to act on insulin resistance actions which link between obesity and 
diabetes. In mice, studies found that resistin is expressed in several cell types such 
as intestinal epithelium, skeletal muscle cells, astrocytes and adipocytes. Human 
resistin is a 12.5 kDa cysteine-rich peptide with a mature sequence consisting 
of 108 amino acids and located at chromosome 19. It is primarily produced by 
peripheral blood mononuclear cells (PBMCs), macrophages, bone marrow and 
 adipocytes [62, 63].

Resistin exists in three forms which are trimer, hexamer and a monomer, with 
lower molecular weight form being the most active [64, 65]. Decorin is a functional 
receptor for resistin and was identified on the surface of adipose tissue progenitor 
cells [64, 66]. The normal serum concentration of resistin in human is between 7 
to 22 ng/mL−1 [62, 63]. While in obese and diabetic patient, resistin was reported 
higher than normal reading. A few studies mentioned that, there is a correlation 
shown between resistin expression with inflammatory markers, coronary artery 
disease and CVDs in patients with Mets [62, 67, 68]. Jonas [69] mentioned that 
participant who is suffered from hypertension and diagnosed with metabolic 
syndrome shows high level of resistin.

Resistin is emerging as an important biomarker and therapeutic target for 
coronary artery disease and others. It also appears to be involved in angiogenesis, 
thrombosis and vascular smooth muscle cell (VSMC) migration and prolifera-
tion which contribute to atherosclerosis [62]. Toll Like receptor 4 (TLR-4) is the 
earliest confirmed resistin receptor which is known as a major mediator in innate 
and adaptive immune responses stimulated by lipopolysaccharide (LPS) [70, 71] 
while Adenylyl Cyclase-Associated Protein 1 (CAP1) is also a resistin receptor 
which selected out by immunoglobulin assay [70, 72]. TLR-4 and CAP1 play a role 
in atherogenesis from endothelial dysfunction to diverse terminal outcome with 
various pathways.

A study done by Gencer [73] found that there was an association between resis-
tin and increased risk of CVD events independently of clinical variable. Resistin 
promotes expression of pro-atherogenic molecules such as Intracellular Adhesion 
molecule −1 (ICAM-1), Vascular cell adhesion molecule-1 (VCAM-1), Monocyte 
chemo-attractant protein-1 (MCP-1) and Endothelial-1 (ET-1), down regulates 
anti-atherogenic molecules and implicated in the first stage of the atherosclerosis 
process via endothelial cell activation.

On the other hand, high fat diet will cause body fat mass increment which 
can influence the level of resistin and cause insulin resistance and inflammation. 
Low High Density Lipoprotein (HDL), high triglyceride and high Low Density 
Lipoprotein (LDL) are characterize as atherogenic dyslipidemia while resistin will 
induce dyslipidemia to accelerate atherogenesis [70]. A study done by Leon et al. [74] 
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reported that food rich in saturated fat and triglyceride were found to have positive 
relationship on the increment of resistin concentration. Atherogenesis is a process 
of forming plaques in the intima layer of arteries. It developed progressively with 
inflammation and lipid accumulation varying significantly among individuals 
[75]. Thus, resistin provide macrophages with overly large lipid fractions inducing 
dyslipidemia and result in the progress of atherosclerosis plaques.

4. Conclusions and future direction

As a summary, this chapter has explained on the relationship of food intake 
pathway and adipocytokine hormone effecting CVD in MetS. Adiponectin and 
resistin were found to have good correlation in the condition of high fat intake. High 
fat intake such as saturated fat and LDL food sources would potentially induce the 
level of resistin while polyunsaturated fatty acids and HDL food type potentially 
increase the level of adiponectin. High level of resistin and low level of adiponectin 
would contribute to the cardiovascular disease via AMPK and TLR4 pathways, 
respectively.

There were many studies done in investigating the action of adiponectine and 
resistin related to MetS and suggested various signaling pathways and mechanisms 
supporting effect of both protein hormones on CVD. Study believes that food intake 
would play a huge role in adjusting the level of adiponectin and resistin at various 
levels such as gene modification. Therefore, there is a scope for future studies to 
investigate narrowly on the mechanisms affecting adiponectin and resistin single 
nucleotide polymorphisms (SNPs) towards the development of Mets at cellu-
lar level.
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Chapter 5

Oral Glucose Tolerance Test
(OGTT): Undeniably the First
Choice Investigation of
Dysglycaemia, Reproducibility can
be Improved
Dahiru Saleh Mshelia, Sani Adamu and Rebecca Mtaku Gali

Abstract

Type 2 diabetes mellitus accounts for ≈90–95% of those with diabetes, about
50% of those with type 2 diabetes are unaware and it can remain undiagnosed for up
to 12 years, ≥25% of people have evidence of microvascular complications at diag-
nosis. The consequences of diabetes can be reduced by screening and early inter-
ventions. Urinalysis as a screening test is limited by its low sensitivity ranging from
21% and 64%, though has high specificity (>98%), it has a place where no other
procedure is available. Fasting plasma glucose though recommended as a universal
screening and diagnostic test for diabetes mellitus, a changed in the diagnostic
criteria was made when this did not give corresponding hyperglycaemic impact
compared to the OGTT results, bringing a complex and variable effect on the
prevalence of diabetes and on subjects diagnosed. To date the searching to finding
the corresponding FPG to what is normal or IGT is still ongoing. FPG testing poorly
identify early signs of dysglycaemia. This is due to the difficulty ensuring compli-
ance with instructions about fasting, FPG represents glucose handling during the
moment of fasting period only and is affected easily by short-term lifestyle changes,
FPG has diurnal variation, higher in the morning than in the afternoon, these may
cause serious misclassifications. OGTT do indicates the pathophysiology responsible
for diabetes better as it provides information on what happens in the postprandial
state when the functional capacity of pancreatic β-cell is crucial. It accurately
detects changes in post-prandial glycaemia that tend to precede changes in fasting
glucose. OGTT is the gold standard for the diagnosis of GDM and the only means of
identifying people with IGT and WHO placed emphasis on the OGTT as the “gold
standard”, in diagnosis of dysglycaemia. Reproducibility can be improved remark-
ably when patient preparation, a forvarable atmosphere during the procedure,
standardized sampling protocol, sample handling, and analysis are given high
attention. Measurement of A1c equals the assessment of hundreds of FPG levels and
also captures postprandial glucose peaks. Regrettably, it has been shown that 44%
of people with newly diagnosed diabetes with OGTT had A1c <6.0% and that a
stronger correlations with plasma glucose is better in subjects with known diabetes,
but not in the general population. A1C values just above the upper limits of normal
require OGTT to be correctly interpreted; it is not available in many part of the
world. Finally, A1c can not diagnose IFG and IGT to disclose high-risk subjects for
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diabetes. In conclusion an OGTT is undeniably the best test in investigation of
dysglycaemia, either with the intention of testing for pre-diabetes, type 2 diabetes,
or for gestational diabetes mellitus.

Keywords: Dysglycaemia, T2DM, GDM, Screening, Urinalysis,
Fasting Plasma Glucose, OGTT, A1c

1. Introduction

The term diabetes mellitus describes a metabolic disorder of multiple aetiology
characterised by chronic hyperglycaemia with disturbances of carbohydrate, fat
and protein metabolism resulting from defects in insulin secretion, insulin action, or
both.

The diabetes epidemic is accelerating in the developing world and Type 2 diabe-
tes has been recently reported in children and adolescents [1]. This is likely to
increase further the burden of chronic diabetic complications worldwide. Diabetes
is associated with reduced life expectancy, significant morbidity due to specific
diabetes related microvascular complications, increased risk of macrovascular com-
plications (ischaemic heart disease, stroke and peripheral vascular disease), and
diminished quality of life. These can be reduced by screening and early interven-
tions (prevention or treatment).

2. Classification of diabetes mellitus

Several distinct types of diabetes mellitus exist and are caused by a complex
interaction of genetic and environmental factors, however, assigning a type of diabe-
tes to an individual often depends on the circumstances present at the time of
diagnosis, and many diabetic individuals do not easily fit into a single class. Therefore
understanding the pathogenesis of the hyperglycaemia and to treat it effectively is
more important. It can therefore simply be classified as presented below [2–4].

Type 1 diabetes (β-cell destruction, either immune-mediated or Idiopathic),
accounts for only 5–10% of those with diabetes mellitus, usually leading to absolute
insulin deficiency. The immune-mediated has strong HLA associations, linkage to
DQA and DQB genes and is influence by DRB genes, while the idiopathic has no
known aetiology, have permanent insulinopaenia, prone to ketoacidosis, has no
evidence of autoimmunity, strongly inherited and is not HLA associated.

Type 2 diabetes (ranging from predominantly insulin resistance with relative
insulin deficiency to predominantly an insulin secretory defect with insulin resis-
tance), accounts for ≈90–95% of those with diabetes, and most patients are obese
and/or have an increased percentage of body fat with predominant abdominal
region distribution, ketoacidosis seldom occurs spontaneously. Patients may have
normal or elevated insulin levels, though still less with respect to degree of
hyperglycaemia, thus insulin secretion is defective and insufficient to compensate
for insulin resistance. This type of diabetes is frequently associated with a high
genetic predilection compared to the autoimmune form of type 1 diabetes, yet the
genetics are complex and not obviously defined.

Gestational diabetes mellitus (GDM) [4]: Defined as any magnitude of glu-
cose intolerance with onset or first recognition during pregnancy, whatever modal-
ities of treatment use or whether the condition lingers after index pregnancy. It
include unrecognized glucose intolerance antedating or begun in the index preg-
nancy. It complicates ≈4% of all pregnancies in the USA, with prevalence ranging
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from 1 to 14% of pregnancies, depending on the population studied. GDM repre-
sents nearly 90% of all pregnancies complicated by diabetes. Deterioration of glu-
cose tolerance occurs normally during pregnancy, particularly in the 3rd trimester.

Other specific types of diabetes [4]:

a. Genetic defects of the β-cell: Fair numbers of diabetes are affiliated with
monogenetic defect in β-cell function, referred to maturity onset diabetes of
the young (MODY) and are characterised by impaired insulin secretion with
minimal or no defects in insulin action. Inherited in an autosomal dominant
pattern

b. Genetic defects in insulin action: These are rare causes of diabetes sequel to
genetic abnormalities of insulin action. The metabolic flaws amalgamated
with mutations of the insulin receptor may traverse from hyperinsulinaemia
and modest hyperglycaemia to severe diabetes and some may have acanthosis
nigricans, women may be virilized and have enlarged, cystic ovaries.
Leprechaunism and Rabson-Mendenhall syndromes are two paediatric
syndrome with mutations in the insulin receptor gene

c. Diseases of the exocrine pancreas: Any process that diffusely injures the
panaceas can causes diabetes, ranging from infections, trauma, metabolic,
and rarely neoplasm

d. Endocrinopathies: Several hormones (growth hormone, cortisol, glucagon,
epinephrine) antagonize insulin action. Excess amounts of these hormones as
noted in acromegaly, Cushing’s syndrome, glucagonoma,
Phaeochromocytoma, respectively can cause diabetes

e. Drugs or chemical-induced diabetes: Many drugs can impair insulin
secretion. These drugs may not cause diabetes by themselves but they may
precipitate diabetes in individuals with insulin resistance

f. Infections: Certain viruses have been associated with β-cell destruction; eg.
Congenital rubella, Coxsackievirus B, cytomegalovirus, adenovirus, and
mumps have been implicated in inducing certain cases of the diabetes

g. Unknown forms of immune-mediated diabetes: In this variety, two
conditions are known, others may occur. The stiff-man syndrome
distinguished by inflexible axial muscles with painful spasms. Patients
routinely present with high titers of the GAD autoantibodies, and roughly
one-third will develop diabetes

h. Other genetic syndromes sometimes associated with diabetes:Many genetic
syndromes are accompanied by an increased incidence of diabetes mellitus, eg.,
Down’s syndrome, Klinefelter’s syndrome, and Turner’s syndrome. Wolfram’s
syndrome is an autosomal recessive disorder characterised by insulin-deficient
diabetes and the absence of β-cells at autopsy

Prevalence and burden of diabetes mellitus, Table 1.
Diabetes burden goes beyond individual but extends to families and society as a

whole. It has huge consequences affecting both national productivity and econo-
mies particularly in the low- and middle-income countries when considering the
projection for the year 2025.
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Determinates of increasing prevalence of diabetes mellitus may be summarized
as: Rising levels of overweight/obesity; increasing age of life expectancy in the
general population; decreasing age of onset of type 2 diabetes; increasing number
diagnosed due to decreased level of fasting plasma glucose; improved methods of
health records; and increasing number of detection by practice-based screening and
greater public awareness.

3. Need for screening for dysglycaemia

About 50% of those who have diabetes are unaware since the most prevalent
form [9], Type 2 diabetes, can remain undiagnosed for many years, up 12 years
[10], ≥25% of people have evidence of microvascular complications at diagnosis
[11–13] and individuals with undiagnosed T2DM are at significantly higher risk for
macrovascular complications than the nondiabetic population. Therefore, the mag-
nitude of the epidemic increase in diabetes, particularly among younger age group
including children, its serious long-term consequences, the high prevalence of
undiagnosed diabetes and the proportion of cases with evidence of complications at
diagnosis, coupled with complex treatment requirements that are difficult and
costly to implement, undoubtedly create a strong imperative for screening, making
the prevention of diabetes a critical public health goals. Since 1997 some major
clinical trials examined whether lifestyle changes or pharmacologic interventions
would prevent or delay the development of diabetes in populations at high risk
[14–16]. These trials achieved 25–60% reduction in development of diabetes and the
largest reduction by lifestyle modification and thiazolidinediones [14–16], though a
lesser reduction (25—30%) were achieved with other drugs [16]. These must be
emphasized particularly in the developing countries where the expected increase is
disproportionately higher.

3.1 Considerations in screening of a disease in general

The term screening should be based on the WHO principles of screening docu-
ment [17]. Screening is offered to individuals at sufficiently high risk of a particular
disorder to be informed for further directives. These are usually carried out on

a. The prevalence is increasing and is projected to reach pandemic proportions over the next 10–
20 years.

b. By the year 2025, diabetes population will reach 333 million �90% will have Type 2 diabetes.
c. There will be disproportionate in the developed and developing countries, 42% (increase from

51 to 72 million) and 170% (increase from 84 to 228 million), respectively
d. Thus, >75% of all people with diabetes will be in the developing countries, as compared to 62%

in 1995, over a period 30 years
e. Without interventions to halt the increase in diabetes, there will be at least 629 million people

living with diabetes by 2045.
f. In most Western societies, the overall prevalence has reached 4–6%, and is as high as 10–12%

among 60–70-year-old people.
g. High blood glucose causes almost 4 million deaths each year, and the IDF estimates that the

annual global health care spending on diabetes among adults was US$ 850 billion in 2017.
h. The annual health costs caused by diabetes and its complications account for around 6–12% of

all health-care expenditure.
i. The ADA estimated the national costs of diabetes in the USA for 2002 to be $US 132 billion,
increasing to $US 192 billion in 2020.

Table 1.
The BURDEN of Diabetes Mellitus [5–8].
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asymptomatic individual and are often initiated by medical personnel or authorities.
Screening will not only benefit the individual but the society at large.

Although it is desirable to have a test that is both highly sensitive and highly
specific, this is usually not possible. Only a valid, reliable and reproducible test in a
population is recommended. This requires uniform procedures and methods, stan-
dardized techniques, properly functioning equipments, well trained personnel, and
quality assurances are necessary to achieve these properties. Screening for
dysglycaemia requires three-stages: (a) selection from the general population using
practice registers or self-completed questionnaires amongst at high risk; (b) Testing
blood glucose, eg OGTT; and (c) confirmation (or not) of raised blood glucose
noted in stage (b) above using the same method of glucose testing. The biochemical
tests currently available are blood glucose (Fasting blood glucose or OGTT), blood
HbA1c or blood fructosamine measurements or urine glucose measurements. Each
screening test needs a designated and pre-determined threshold or “cut point” that
defines high risk.

WHO adapted 10 criteria that still serve as foundation for much of the discus-
sions surrounding screening programs and are as indicated in Table 2 [17].

The above criteria is not focus on the test itself but the disease and every
criterion should be present for a given screening test to improve the health of the
population.

3.2 Applying these qualities to dysglycaemia screening

The main reasons for the current interest in screening for T2DM can be sum-
marized as follows [18]; which undauntedly fulfills the WHO principles of screen-
ing” document [17]

a. Type 2 diabetes is becoming more common and many with the condition,
about ≥30%, are undiagnosed [19]

b. The rising prevalence of T2DM world-wide [18], the seriousness of the
immediate effects and long-term complications of T2DM are alarming

c. That there is a long, latent, asymptomatic period in which the condition can
be detected [20]

d. Many of newly referred cases of T2DM already have evidence of the
microvascular complications of diabetes

a. The prevalence of disease to be screened for must
be high in that particularly population to increase
sensitivity of the test

b. There must be an acceptable treatment for
patient with the disease

c. Methods for diagnosis and treatment should not
only be available but affordable

d There must be a recognized latent or early
symptomatic period

e. There should be a suitable test or otherwise
that is acceptable to the population

f. The natural history of the disease should be
adequately understood

g. There should be an agreed policy on whom to
screen and treat as a patient

h. The cost of case-finding should be
economically balance with attended objective
of treatment

i. Screening should be a continuous process for
that particular population

Table 2.
The following criteria should available for disease to qualify for screening [17].
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3.1 Considerations in screening of a disease in general
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a. The prevalence is increasing and is projected to reach pandemic proportions over the next 10–
20 years.

b. By the year 2025, diabetes population will reach 333 million �90% will have Type 2 diabetes.
c. There will be disproportionate in the developed and developing countries, 42% (increase from

51 to 72 million) and 170% (increase from 84 to 228 million), respectively
d. Thus, >75% of all people with diabetes will be in the developing countries, as compared to 62%

in 1995, over a period 30 years
e. Without interventions to halt the increase in diabetes, there will be at least 629 million people

living with diabetes by 2045.
f. In most Western societies, the overall prevalence has reached 4–6%, and is as high as 10–12%

among 60–70-year-old people.
g. High blood glucose causes almost 4 million deaths each year, and the IDF estimates that the

annual global health care spending on diabetes among adults was US$ 850 billion in 2017.
h. The annual health costs caused by diabetes and its complications account for around 6–12% of

all health-care expenditure.
i. The ADA estimated the national costs of diabetes in the USA for 2002 to be $US 132 billion,
increasing to $US 192 billion in 2020.

Table 1.
The BURDEN of Diabetes Mellitus [5–8].
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asymptomatic individual and are often initiated by medical personnel or authorities.
Screening will not only benefit the individual but the society at large.

Although it is desirable to have a test that is both highly sensitive and highly
specific, this is usually not possible. Only a valid, reliable and reproducible test in a
population is recommended. This requires uniform procedures and methods, stan-
dardized techniques, properly functioning equipments, well trained personnel, and
quality assurances are necessary to achieve these properties. Screening for
dysglycaemia requires three-stages: (a) selection from the general population using
practice registers or self-completed questionnaires amongst at high risk; (b) Testing
blood glucose, eg OGTT; and (c) confirmation (or not) of raised blood glucose
noted in stage (b) above using the same method of glucose testing. The biochemical
tests currently available are blood glucose (Fasting blood glucose or OGTT), blood
HbA1c or blood fructosamine measurements or urine glucose measurements. Each
screening test needs a designated and pre-determined threshold or “cut point” that
defines high risk.

WHO adapted 10 criteria that still serve as foundation for much of the discus-
sions surrounding screening programs and are as indicated in Table 2 [17].

The above criteria is not focus on the test itself but the disease and every
criterion should be present for a given screening test to improve the health of the
population.

3.2 Applying these qualities to dysglycaemia screening

The main reasons for the current interest in screening for T2DM can be sum-
marized as follows [18]; which undauntedly fulfills the WHO principles of screen-
ing” document [17]

a. Type 2 diabetes is becoming more common and many with the condition,
about ≥30%, are undiagnosed [19]

b. The rising prevalence of T2DM world-wide [18], the seriousness of the
immediate effects and long-term complications of T2DM are alarming

c. That there is a long, latent, asymptomatic period in which the condition can
be detected [20]

d. Many of newly referred cases of T2DM already have evidence of the
microvascular complications of diabetes

a. The prevalence of disease to be screened for must
be high in that particularly population to increase
sensitivity of the test

b. There must be an acceptable treatment for
patient with the disease

c. Methods for diagnosis and treatment should not
only be available but affordable

d There must be a recognized latent or early
symptomatic period

e. There should be a suitable test or otherwise
that is acceptable to the population

f. The natural history of the disease should be
adequately understood

g. There should be an agreed policy on whom to
screen and treat as a patient

h. The cost of case-finding should be
economically balance with attended objective
of treatment

i. Screening should be a continuous process for
that particular population

Table 2.
The following criteria should available for disease to qualify for screening [17].

115

Oral Glucose Tolerance Test (OGTT): Undeniably the First Choice Investigation…
DOI: http://dx.doi.org/10.5772/intechopen.96549



e. There have been advances in risk scoring, screening methods and more
convenient methods of blood testing using HbA1c in non-fasting state

f. Diabetes care is advanced, including screening for detection of complications
early enough and a wider range of treatments for glycaemia and its
complications

g. Evidence supporting the efficacy of intensive blood glucose control [20, 21],
blood pressure control [22], blood lipid control [23], and these development
of CVD in T2DM

h. Increasing pressure from professional organisations, lay groups and from
some of the members associations of IDF to institute screening for type 2
diabetes if only to further highlight the increasing prevalence and public
health importance of the condition

i. Individuals with IGT have increased risk of CVD and on average, 11% of
people with pre-diabetes develop type 2 DM each yr. (1.5–4%) and in 10 yrs.
and 50% higher risk of CVD, this can be prevented or delayed by Life style
and/or pharmacologic interventions.

3.3 However not everybody is convinced that it is worthwhile screening for
type 2 DM and their views are

a. Some of the NSC criteria for screening programme are not met [18]

b. A 13-year follow-up in health measures or cardiovascular morbidity showed
no advantage after screening for diabetes

c. The ADDITION trial did not show any benefit after applying intensified
management

d. Up to now there is yet to be a perfect screening test for dysglycaemia

e. If other cardiovascular risk factors are assessed and addressed, the benefits of
screening for hyperglycaemia are modest in terms of further reducing
cardiovascular risk

f. The proportion of undiagnosed diabetes has probably been reduced by
opportunistic screening

Although there are advances in screening for and treatment of type 2 diabetes,
the policies and practices do have profound consequences for individuals, health
systems and society in general [18].

3.4 Consequences for individuals’ include

a. The time and other resources necessary to undergo the screening and
diagnostic tests may not be there particularly for the poor [18]

b. The fair of unknown on both the test outcome, the reflection on societal
views, the cost of treatment and what is said about the disease in the society is
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grave. These may include occupational discrimination and/or increased costs
or difficulty in obtaining insurance

3.5 The consequences on the health system and society as a whole are

1.The costs and other consequences particularly on primary health care system
of carrying out screening and confirmatory test may be huge and unattainable
[18]

2.The additional costs of starting treatment early of diabetes and preventions
and/or its complication

3.Since there is no perfect screening test yet, consequences of false negative and
false positive results are inevitable and is grave

4.Any loss of production as a result of the earlier diagnosis of the condition(from
absence from work or reduced job opportunities, for example)

3.6 The potential benefits of early detection of T2DM are

a. Not only boost life span but also the quality resulting from a diminish severity
and occurrence of instantaneous effects or prevention or slow diabetes long-
term complications [18]

b. Increase savings and allow redistribution by reduced levels of care required for
diabetes complications (reduction in hospital admissions and length of stay)

4. Methods use for screening of dysglycaemia

4.1 Urinalysis

The usefulness of urinary glucose as a screening test is limited because of the low
sensitivity ranging from 21% and 64% with specificity >98% in studies which
included performing OGTT in the entire study population or a random sample of
negative screeners. Despite this, urine glucose testing may have a place in low
resource settings where no other procedure is available. This is particularly so when
the prevalence of undiagnosed diabetes is likely to be high [23, 24]. Urine should be
protected from direct sunlight, add 5 ml glacial acetic acid to preserve glucose in the
urine otherwise up to 40% may be lose after 24-hr storage at room temperature
[25]. Keeping samples on ice-water slurring during collection is also recommended
[26]. However, this may not be feasible in rural areas of developing countries; it is
therefore recommended that urinalysis should be done immediate after urine
collection in such situations.

4.2 Blood glucose estimation

Plasma glucose estimation has high intraindividual biological variability (4–
14%). This is accounted for by method of sample collection and storage, lifestyle
measures while preparing for sample collection like exercise, calorie restriction and
difficulty in ensuring fasting state. About 3-8 mg/dl/hr. of glucose is lose in a sample
kept at room temperature. Therefore, in interpreting blood glucose test result, the
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measures while preparing for sample collection like exercise, calorie restriction and
difficulty in ensuring fasting state. About 3-8 mg/dl/hr. of glucose is lose in a sample
kept at room temperature. Therefore, in interpreting blood glucose test result, the

117

Oral Glucose Tolerance Test (OGTT): Undeniably the First Choice Investigation…
DOI: http://dx.doi.org/10.5772/intechopen.96549



need to be conversant with causes of intraindividual and interindividual variation of
blood glucose is necessary. Such variability can be grouped as

a. The biological variability is substantially greater than analytical variability

b. Analytical imprecision <3.3%

c. Bias <2.5%

d. Total error < 7.9%

e. Glucose assay �4%

f. Biological CV 6.9%

On the basis of biological variation, glucose analysis having analytical impreci-
sion 3.3%, bias 2.5%, and total error 7.9%, may produce classification errors,
although imprecision is usually low at the diagnostic decision limits. It is also
believed generally that glucose assay is highly reproducible across laboratories,
however, a recent survey conducted in 6,000 US laboratories clearly documented a
significant bias in glucose assessment in as many as 41% of them, yielding a
misclassification of glucose tolerance in 12% of subjects [27]. The coefficients of
variation of A1c, FPG, and 2-h PG were demonstrated to be 3.6%, 5.7%, and 16.6%
respectively [28], reflecting both biological and analytical variability.

Preanalytical processing of blood samples can markedly affect the results of
plasma glucose readings because ongoing glycolysis by erythrocytes and leukocytes
prior to centrifugation lowers its concentration [29, 30]. A study reported 5–7%
[0.6 mmol/L (10 mg/dl)] an average rate of glycolysis per hour [31]. This varies
with the glucose concentration, temperature, white blood cell count and other
factors [32], for example, it has been estimated that pre-analytical variability of FPG
is 5–10% and the within day-day variability is 12–15%. Glycolysis can be attenuated
by inhibition of enolase with sodium fluoride (2.5 mg fluoride/ml of blood) or, less
commonly, lithium iodoacetate (0.5 mg/ml of blood). A citrate tubes should be use
if a delay in centrifugation is expected because citrate more rapidly inhibits glycol-
ysis [30]. It should be noted that although fluoride maintains long-term glucose
stability, the rates of decline of glucose in the first hour after sample collection in
tubes with and without fluoride are virtually identical [31]. Currently, both WHO
and ADA recommend that for preanalytical processing for plasma glucose mea-
surements involves venous blood collection into sodium fluoride (NaF) tubes with
placement in ice-water slurry prior to centrifugation within 30 min of sample
collection [33, 34]. The benefit of this policy is demonstrated in the following
studies: An observed increase rate of GDM from 11.6% to 20.6% on changing to a
protocol of centrifuging blood collected into NaF tubes within 10 min of venipunc-
ture compared to delayed centrifugation was noted [35]. A study in Ireland showed
a 2.7-fold higher (38.1% compared with 14.2%) when the ADA preanalytic protocol
was followed compared with the previous standard practice of collecting blood into
NaF tubes, leaving them at room temperature, and centrifuging after collection of
all three samples [36]. Similarly, the impact of long delays in centrifugation for
OGTT samples collected in NaF tubes on GDM diagnosis in Western Australia was
estimated to be an under diagnosis rate of 62% [37]. In HAPO, a reference study for
GDM, blood samples for all glucose measurements were collected into NaF tubes,
placed in ice-water slurry immediately after phlebotomy, and kept that way until
they could be centrifuge and separated [38].
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4.3 Specimen for glucose estimation

Glucose can be measured in whole blood, serum, or plasma, but plasma is
recommended for diagnosis. It can also be measured in capillary, venous or arterial
blood. It is essential that in a repeat sampling for confirmation of blood glucose
result, the same type of sampling used previously must be use. The molality of
glucose (i.e., amount of glucose per unit water mass) in whole blood and plasma is
identical. Although red blood cells are essentially freely permeable to glucose, the
concentration of water (kg/L) in plasma is 11% higher than that of whole blood
depending on the haematocrit, increasing to 15% at a haematocrit of 0.55 and
decreasing to 8% at a haematocrit of 0.30 [39]. Therefore, glucose concentrations in
plasma are 11% higher than whole blood if the hematocrit is normal. Glucose
concentrations in heparinized plasma are reported to be 5% lower than in serum
[40]. This may be caused by water shifting from red blood cells to plasma sequel to
effect of anticoagulants. In feed (OGTT) state capillary glucose is higher by about
[mean of 1.7 mmol/L (30 mg/dL), equivalent to 20–25%] than in venous blood, but
the mean difference in fasting samples is only 0.1 mmol/L (2 mg/dL) [41].

4.4 Fasting plasma glucose (FPG): a tool in screening for dysglycaemia

In 1997, ADA Expert Committee on the Diagnosis and Classification of Diabetes
Mellitus [42] recommended universal use of FPG for screening and diagnosis of
diabetes mellitus because of its ease of administration, convenience, acceptability to
patients, and lower cost in comparison to the OGTT and also based on assumption
that the measurement reproducibility would be better. Since the goal and premise of
diabetes management is the prevention of diabetes-associated complications, and
this goal is best achieved when the disease is diagnosed at an early stage, the
committee lowered the diagnostic threshold of FPG from 7.8 mmol/L to 7.0 mmol/L
and also created a new category, defined as individuals exhibiting FPG levels
between 6.1 and 6..9 mmol/L, called impaired fasting glucose (IFG) to describe the
zone between the upper limit of normal FPG and the lower limit of the diabetic
FPG. The IFG was believed at that time to be analogous to the zone between the
upper limit of a normal 2-hr plasma glucose and the lower limit of the diabetic 2-hr
plasma glucose described by IGT and was adapted by WHO in 1999 [43]. The FPG
of 6.1 mmol/L was adopted by both ADA [44] and WHO [43] as the upper limit of
“normoglycaemia” because this is the level above which first-phase of insulin
secretion is lost in response to intravenous glucose and is also the level at which
there is associated progressively greater risk of developing micro- and
macrovascular complications.

In 2003, the ADA reviewed its diagnostic criteria when it found out that the FPG
stated in the earlier classifications does not give corresponding hyperglycaemic
impact compared to the OGTT results. The threshold for IFG was lowered from
6.1 mmol/L to 5.6 mmol/L [44] dependent on ROC curve analysis indicating that a
cut-point of 5.4–5.5 mmol/L gives the best combination of sensitivity and specificity
for predicting future diabetes, and this consequently increased the overall preva-
lence of IFG approximately three- to four-fold, though WHO and IDF maintained
this as FPG 6.1–6.9 mmol/L. To date the searching to finding the corresponding FPG
to what is normal or IGT is still ongoing.

Although both IGT and IFG are associated with resistance to insulin and
increased insulin secretion, they do not identify identical patient populations and
are not equivalent in predicting development of T2DM or cardiovascular events
[45]. People with isolated IFG predominantly have hepatic insulin resistance and
normal muscle insulin sensitivity, whereas individuals with isolated IGT have

119

Oral Glucose Tolerance Test (OGTT): Undeniably the First Choice Investigation…
DOI: http://dx.doi.org/10.5772/intechopen.96549



need to be conversant with causes of intraindividual and interindividual variation of
blood glucose is necessary. Such variability can be grouped as

a. The biological variability is substantially greater than analytical variability

b. Analytical imprecision <3.3%

c. Bias <2.5%

d. Total error < 7.9%

e. Glucose assay �4%

f. Biological CV 6.9%

On the basis of biological variation, glucose analysis having analytical impreci-
sion 3.3%, bias 2.5%, and total error 7.9%, may produce classification errors,
although imprecision is usually low at the diagnostic decision limits. It is also
believed generally that glucose assay is highly reproducible across laboratories,
however, a recent survey conducted in 6,000 US laboratories clearly documented a
significant bias in glucose assessment in as many as 41% of them, yielding a
misclassification of glucose tolerance in 12% of subjects [27]. The coefficients of
variation of A1c, FPG, and 2-h PG were demonstrated to be 3.6%, 5.7%, and 16.6%
respectively [28], reflecting both biological and analytical variability.

Preanalytical processing of blood samples can markedly affect the results of
plasma glucose readings because ongoing glycolysis by erythrocytes and leukocytes
prior to centrifugation lowers its concentration [29, 30]. A study reported 5–7%
[0.6 mmol/L (10 mg/dl)] an average rate of glycolysis per hour [31]. This varies
with the glucose concentration, temperature, white blood cell count and other
factors [32], for example, it has been estimated that pre-analytical variability of FPG
is 5–10% and the within day-day variability is 12–15%. Glycolysis can be attenuated
by inhibition of enolase with sodium fluoride (2.5 mg fluoride/ml of blood) or, less
commonly, lithium iodoacetate (0.5 mg/ml of blood). A citrate tubes should be use
if a delay in centrifugation is expected because citrate more rapidly inhibits glycol-
ysis [30]. It should be noted that although fluoride maintains long-term glucose
stability, the rates of decline of glucose in the first hour after sample collection in
tubes with and without fluoride are virtually identical [31]. Currently, both WHO
and ADA recommend that for preanalytical processing for plasma glucose mea-
surements involves venous blood collection into sodium fluoride (NaF) tubes with
placement in ice-water slurry prior to centrifugation within 30 min of sample
collection [33, 34]. The benefit of this policy is demonstrated in the following
studies: An observed increase rate of GDM from 11.6% to 20.6% on changing to a
protocol of centrifuging blood collected into NaF tubes within 10 min of venipunc-
ture compared to delayed centrifugation was noted [35]. A study in Ireland showed
a 2.7-fold higher (38.1% compared with 14.2%) when the ADA preanalytic protocol
was followed compared with the previous standard practice of collecting blood into
NaF tubes, leaving them at room temperature, and centrifuging after collection of
all three samples [36]. Similarly, the impact of long delays in centrifugation for
OGTT samples collected in NaF tubes on GDM diagnosis in Western Australia was
estimated to be an under diagnosis rate of 62% [37]. In HAPO, a reference study for
GDM, blood samples for all glucose measurements were collected into NaF tubes,
placed in ice-water slurry immediately after phlebotomy, and kept that way until
they could be centrifuge and separated [38].

118

Type 2 Diabetes - From Pathophysiology to Cyber Systems
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normal to slightly reduced hepatic insulin sensitivity and moderate to severe muscle
insulin resistance [46]. Individuals with isolated IFG have reduction in both first-
phase (0–10 min) during IVGT and early phase (first 30 min) during OGTT insulin
secretion but maintained the late-phase (60–120 min) response during OGTT,
while Isolated IGT apart from having defect in early-phase insulin secretion in
response to OGTT also has a severe deficit in late-phase insulin secretion [47].

The prevalences of IFG and IGT varies widely, varied considerably among
different ethnic groups [48], differ significantly in their age and sex distribution;
and increase with advancing age. IGT is more frequent in women than in men [49].
A study of 1,245 Italian telephone company employees followed for 11.5 years found
that, unlike baseline IGT, baseline IFG did not predict progression to DM, and the
categories only overlapped 40% of the time [48]. The natural history of both IFG
and IGT is variable, with approx 25% progressing to diabetes, 50% remaining in
their abnormal glycaemic state, and 25% reverting to NGT over an observational
period of 3-5 years [50, 51].

4.5 Advantages of using FPG in screening for dysglycaemia

American Diabetes Associated did not recommend OGTT to be used commonly
in the diagnosis of type 1 and 2 diabetes because it was thought that if FPG is
appropriately use it will identify almost the same number of dysglycaemia in the
population as the OGTT, and that OGTT is not practicable in routine practice and in
many studies OGTT is found to be poorly reproducible, with an estimated rate of
only about 50–66% [52].

4.6 Disadvantages of FPG in screening for dysglycaemia

The fasting blood glucose testing in nondiabetic persons poorly identify early
signs of dysglycaemia because high postprandial glucose marks the journey of first
signs of abnormal glucose regulation and this best predict cardiovascular outcome.
Fasting is not really the central issue and it seems to be overemphasized in diagnos-
ing dysglycaemia.

One problem well known in the measurement of FPG in population studies is the
difficulty in ensuring that all the participants have complied with the instructions
about fasting [53]. Consequently, some participants with completely normal glucose
homeostasis might have been misclassified into impaired fasting glucose category
or, more rarely, even into a diabetes category. More so, FPG represents glucose
handling during the moment of fasting period only (particularly so, of that moment
of blood sampling), and this is affected easily by short-term lifestyle changes such
as over activity, stress and drug ingestions. Therefore under these conditions sub-
jects may be classified wrongly if only FPG is used. Knowledge of intraindividual
variability of FPG concentrations is essential for meaningful interpretation of
patient values. A study of healthy individuals [mean glucose, 4.9 mmol/L (88 mg/
dL)] exhibited within- and between-subject CVs of 4.8–6.1% and 7.5–7.8%, respec-
tively [34]. Recent evidence revealed a diurnal variation in FPG, with mean FPG
higher in the morning than in the afternoon, indicating that many cases of
undiagnosed diabetes would have been missed in patients seen in the afternoon
[54]. A study with repeated OGTT in 31 nondiabetic adults at 48-hr intervals,
demonstrated FPG varied by 10% in 22 participants (77%) and by 20% in 30
participants (97%) [44]. Similarly, in population studies of subjects with newly
diagnosed diabetes showed a wide distribution of FPG, ranging in one study from
<5.0 mmol/1 to >30.0 mmol/L [55]. As a consequence, the sensitivity of the OGTT
is naturally higher, given the current criteria.
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The change in the diagnostic procedure has brought a complex and variable effect
on the prevalence of diabetes and on subjects diagnosed. Many studies have reported
that FPG and 2-hr plasma glucose do not identify the same people as having diabetes.
The difference between the prevalence of diabetes based on the FPG and 2-hr criteria
varied from�4.0% to 13.2% in the 16 European survey in the DECODE study. In that
study [56], of the 1517 people with newly diagnosed diabetes, 40% met only the FPG
criterion, 31%met only the 2-hr criterion and 29%met both criteria. In the DECODA
study [49], of 1215 subjects with diabetes by either criterion, only 449 (37%) met
both criteria, of the 995 subjects with 2-hr ≥11.1 mmol/L, 546 (55%) had non-diabetes
FPG value, and of the 669 subjects with FPG ≥7.0 mmol/L, 220 (33%) had non-
diabetes 2-hr value. In the two studies the concordance rate ranges between 29–37%.
In the NHANES study data cited in the 1997 ADA report showed 38% of subjects with
newly diagnosed diabetes using only ADA criteria were missed when OGTT was
carried out in the same population [42]. An even larger discrepancy was observed for
the categories of IFG and IGT. In DECODA study, more than three quarter (≥3/4) of
the subjects with IGT would be classified as normal if only the FPG criteria is used.
Degree of hyperglycaemia, age, sex, BMI and ethnicity influence the concordance.
The severer the hyperglycaemia the better the agreement between the two criteria. It
might therefore be appropriate to use the FPG alone in subjects with clinical symp-
toms of diabetes to confirm. It is inappropriate to use it as the only test in the general
population for epidemiological purposes, or in cohort with slightly higher glycaemia
but without any symptoms because a large proportion of subjects diagnosed by 2-hr
criteria would not be identified by the FPG particularly in Asians. In 1999, WHO
recommended retaining the use of OGTT for epidemiological purposes, and this
appears to be particularly important for the Asian population. The 2-hr criterion is
more sensitive in the elderly and fasting criterion in the mid-aged. Barrett-Conner,
et al. [57] reported that 70% of women and 48% of men aged 50–89 years had new
diabetes diagnosed solely by elevated 2-hr plasma glucose. Similarly, in the Early
Diabetes Intervention Program study [58], 24% and 50% of subjects with OGTT-
confirmed diabetes had FPG levels between 5.5 and 6.0 and 6.1–6.9 mmol/L, respec-
tively. Still in a further study, an isolated elevation of 2-hr glucose (2-hr glucose
≥11.1 mmol/L and FPG <7.0 mmol/L) identified as high as 65%(61/94) of those with
newly diagnosed diabetes while 76%(644/845) who were normal by fasting blood
glucose were identified with IGT and these individuals carry high risk of cardiovas-
cular disease events [59]. A recent report showed that even if the concordance
between the WHO and ADA criteria increased with this lower cutoff of IFG, 29% of
patients with diabetes revealed by an OGTT and 57% with IGT would still have
remained undiagnosed using FPG [59]. All individuals with IFG should have an
OGTT, as a significant number (approximately 5%, but up to 20%, in some
populations) will already have diabetes by 2-hr post challenge criteria [60], so why
delaying diagnosis, why not start with OGTT in the first place.

Impaired glucose tolerance (IGT), not diagnosed with FPG estimation, is asso-
ciated with risk of cardiovascular events almost as high as in subjects with diabetes
which is not similarly observed in people with IFG necessitating ADA to lowered
the threshold for IFG from 6.1 mmol/L to 5.6 mmol/L in order to detect more
subjects with pre-diabetes [61]. Consequently, with regards to the assessment of the
risk of mortality and cardiovascular disease events, these discrepancies are crucially
important. Therefore, in screening programs, clinical research, and population-
based epidemiological studies, where participants often lack diabetes symptoms or
complications, an OGTT is commonly used to detect diabetes, thus adding to the
diabetic “pool” an equal-sized group of subjects with unrecognized diabetes and it is
misleading trying to assess glucose homeostasis without information on
post-prandial glucose metabolism.
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higher in the morning than in the afternoon, indicating that many cases of
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In conclusion, although in clinical practice the OGTT is often regarded as a
cumbersome, time-consuming, and patient-unfriendly procedure, for a more
detailed and sensitive assessment of the glucose dysmetabolism, the oral glucose
tolerance test (OGTT) is the best.

5. Oral glucose tolerance test (OGTT): undeniably the best choice
investigation for dysglycaemia

The OGTT is a non-physiological procedure required to unveil a highly com-
pensated derangement in insulin’s handling of glucose metabolism [62]. It requires
administration of glucose solution to a patient who has indication for investigation
of glucose dysmetabolism. Although more sensitive diagnostic test than FPG, the
OGTT is affected by a number of factors that result in less acceptable reproducibil-
ity. Therefore OGTT requires that any influence in glucose handling must be elim-
inated or minimize where result should reflect patient’s internal milieu, to increase
reproducibility. Subsequently, patient preparation, a forvarable atmosphere during
the procedure, standardized sampling protocol, sample handling, and analysis are
paramount. OGTT or 2-hr post-glucose levels do indicates the pathophysiology
responsible for diabetes better than any other glycaemic parameter as it provides
information on what happens in the postprandial state, when glucose is high in the
system and when the functional capacity of pancreatic β-cell is crucial. Normal
blood glucose levels 2-hr after glucose load indicates a good β-cell capacity, whereas
high levels document an impairment of β-cell function [63]. This means that only 2-
hr OGTT PG can provide reliable information on the key pathophysiological defect
of dysglycaemia or providing advice regarding the correct therapy to overcome it.

5.1 Advantages of OGTT in screening for dysglycaemia

The oral glucose tolerance test has a long history [64] but from time to time had
to endure considerable criticism. One review pointed out that the considerable
number of variables involved results in both poor reproducibility and difficulties in
interpretation [65]. In spite of this the oral glucose tolerance test survives and for
routine use in the diagnosis of diabetes mellitus it is not replaceable (Undeniably).
The OGTT detects changes in post-prandial glycaemia that tend to precede changes
in fasting glucose. In fact, inability to respond appropriately to a glucose challenge,
i.e., glucose intolerance, represents the fundamental pathologic defect in diabetes
mellitus and OGTT is currently the gold standard for the diagnosis of diabetes. The
OGTT is vital for the characterization of metabolic syndrome, the metabolic actions
of cardiovascular and metabolic drugs, and natural progression from prediabetes to
T2DM. OGTT is extensively used as a sensitive indicator of GDM. Therefore, OGTT
is an important Lab tool in preclinical studies as it provides an indication of the
relative roles of insulin secretion and insulin resistance in the progression of glucose
intolerance.

The OGTT allows all of the normal stages of insulin secretion and glucose
processing to take place in sequence without causing stress or trauma to the subject.
The OGTT is the most robust means of establishing the diagnosis of diabetes and
provides a more comprehensive assessment of dynamic glucose handling. Thus, the
OGTT more accurately mirrors daily life. OGTT is much more sensitive in identi-
fying the loci of insulin resistance and its modulation by different interventions.
Thus, the OGTT is useful as a research tool, yields laboratory data with greater
relevance to the prevention and treatment of human disease. It is the reference
method for the assessment of glucose tolerance, despite the notoriously poor
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reproducibility of the test (CV = 50%) for 2 h blood glucose. Some of these cause of
variations can be minimized with adequate attention to physical activities, dietary
preparation and taking care of sample collection at the 2-hr sample (sampling must
be done within 5 minutes of 120 minute [66]. The WHO (1999) placed emphasis on
the OGTT as the “gold standard”, with both fasting and 120-min values being taken
into consideration [67]. This is by no means a mistake. Only when an OGTT cannot
be performed should the diagnosis rely on fasting levels. Other hormones and
metabolites can be measured during OGTT, not just glucose and insulin, eg., the
OGTT is the primary test used for the diagnosis of GH hypersecretion.

OGTT is the only means of identifying people with IGT, and IGT is an essential
diagnostic step, especially when FPG is within the normal range, as these subjects
are at high risk not only for type 2 diabetes, but in particular for cardiovascular
disease. The main clinical significance of IGT are [68]: (1) It is a risk factor for type
2 diabetes, about 20–50% of subjects with IGT develop type 2 diabetes over
10 years; (2) It predisposes individual to cardiovascular disease (CVD); and (3) It is
a component of the metabolic syndrome and its consequences. IGT when identified
and subsequently managed will prevent or delayed progression to type 2 diabetes
mellitus. It has been indicated by recent studies [69–71] that persons classified with
IGT using WHO criteria have increased risk of cardiovascular disease, however
many of these subjects do not have impaired fasting glucose (IFG) by the new ADA
criteria. Furthermore, the OGTT by WHO criteria identifies diabetes in 2% more
individuals than does FPG using ADA criteria [70], although diabetic individuals
who are identified by both abnormal FPG and 2-h OGTT have a higher risk of
premature death than those with only an increased FPG concentration [71]. More
so, fasting plasma glucose alone fails to diagnose in about 30% of cases of diabetes
diagnosed by OGTT. OGTT establishes whether an IFG subjects has normal 2hPG
and only the simultaneous information obtained from 2hPG (OGTT) allows the
screening to become effective. An important matter here is that people with IGT
who cannot be identified by either FPG or A1c have ≈40% increased mortality
compared with normoglycaemic subjects and lifestyle intervention in these indi-
viduals can prevents progression to type 2 diabetes and may reduce their mortality
risk to the level observed among normoglycaemic population. These prevention
benefits do not exist for A1c or FPG, and this evidences should not be forgotten
when deciding the approaches to identify intermediate dysglycaemia. We should
therefore make OGTT a priority in an attempt to diagnose hyperglycaemia as early
as possible.

Thus, using solely FPG, would deceitfully reassure a large proportion of indi-
viduals as having NGT, without warning them on the benefits of preventive treat-
ment. Epidemiological studies showed that A1c and plasma glucose (FPG and/or
2-hr OGTT) identify partially different groups of diabetic subjects. While A1c
≥6.5% identifies only ≈30–40% newly diagnosed patients with diabetes [72], a
larger percentage was detected by FPG (≈50%), and more so by 2-hr PG(≈90%).

These findings are based on several recent studies, including the 2003–2006
NHANES study demonstrating only 30% of diabetic individuals were detected by
A1c ≥6.5%, 46% by PFG ≥126 mg/dl, and the IRAS demonstrated 32%, 45%, and
87%, respectively) [73] indicating OGTT is superior. However, the pivotal issue on
OGTT is its low reproducibility which is significantly represented by physiologic
contexts of the test. The plasma glucose during OGTT are influenced by both
insulin sensitivity and secretion, however, impact of other factors particularly
incretins, neural responses to nutrient ingestion, gastrointestinal motility and
gastric emptying are also important. These factors differ significantly between
individuals and are part of non-modifiable factors that govern post-load glucose
metabolism and plasma glucose concentration, and are difficult to measure in every
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individual undergoing OGTT. Finally, all trials aimed at type 2 diabetes prevention
included IGT subjects [74, 75], who could not be possibly recognised without
OGTT, seems therefore evident that the routine execution of OGTT is presently the
one and only possible answer (Undeniably) [76].

5.2 Disadvantages of OGTT

5.2.1 Factors why OGTT may not be the first choose in screening for dysglycaemia

a. Biological variation which may account for about 5.7% of available blood
glucose value

b. Variable effects of administration of hyperosmolar glucose solution on gastric
emptying, eg, nausea, vomiting, osmotic diarrhea, abdominal distension.
Flavoring with sugar-free lemon and chilling increases palatability and may
reduce nausea.

c. More cost and time, Cumbersome, unfriendly procedure for patients

d. Because of the OGTT’s high variability and low sensitivity, epidemiological
studies based on a single OGTT may overestimate the prevalence of diabetes
by as much as 16%

Due to the number of limitations, the OGTT should be undertaken on two
separate occasions before the results are considered abnormal (unless the initial
results are grossly abnormal). It has high intra-and interperson variability. This may
be due to a number of factors, including diet and exercise during the days before the
test, caffeine use, smoking, medications, and stress. However, with careful patient
preparation the impact of these modifiable factors can be markedly reduced
resulting in improved reproducibility. These modifiable factors can be placed into
three categories:

a. When preparing patient for test: duration of fast; prior carbohydrate intake;
medications (e.g. thiazide, oral contraceptives and corticosteroids); trauma;
intercurrent illness; age; physical activity.

b. Glucose given: quantity of glucose ingested; volume of administration; and
rate of ingestion.

c. Fasting sample: posture; anxiety; caffeine; smoking; physical activity; stress,
and time of the day

This shows that with proper patient preparations spanning through history
taking and physical examination and appropriate patient education will highly
improve the reproducibility of OGTT, hence care must be taken of the factors
[65, 77] in Table 3 during patient preparation.

An increase in the volume or decrease in the osmolality of a meal may result in
an increase in the rate of gastric emptying and in a subsequent increase in
glycaemia. Gastric emptying has implications for the reproducibility of the OGTT.
It was twice observed that the faster an OGTT meal is emptied from the stomach,
the higher the resulting postprandial glycaemia level. About 30%, 19.8% and 14%
differences in postprandial glucose after the dilution of 75-g (present study), 50-g
and 25-g tolerance tests was noted, respectively [77]. The dilution effect is noted
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more between 90 and 180 minutes post-glucose solution ingestion. It is possible
therefore that some of the earlier reports of poor reproducibility of the test may be
attributable to a volume effect. The gastric emptying falls as the glucose concentra-
tion rises and this was demonstrated over a wide range of glucose concentrations
[77]. It has been suggested that this is due to the stimulation of receptors in the
duodenum sensitive to the osmotic pressure of the duodenal contents. The rate for
gastric emptying in normal individuals lies between 40 and 80 minutes. Chronic
pancreatitis does, however, causes overt diabetes in some patients, and most
patients with this condition have impaired insulin secretion [78] even if this is not
sufficiently severe to produce disturbances in carbohydrate tolerance. The liver,
situated between the portal and systemic circulation, is in a position to influence
oral glucose tolerance profoundly. Reproducibility can be improved by drawing
Blood at the stipulated time or at least within �5 minutes and centrifuge sample
within 45 minutes of drawing it to obtain plasma.

To improve the reliability of a test it should be conducted in the individual that
appropriately require the test, hence OGTT reproducibility can be improved when
it is conducted in the selected individuals noted in Table 4.

5.2.2 Patient’s preparation for conduct of OGTT, improving reproducibility

Interaction with patients before procedure is very important because one of the
conditions leading to spurious result in patient investigation is lack of patient’s

a. The OGTT is a non-physiological procedure
and the interperson variability is rather high.

b. Analytical and biological variability
c. Use of different samples(eg; venous and
capillary for a repeat or during same
procedure

d. Biological variation is been found to be up to
20–35%—these can be minimized by
stringent careful attention to the protocol

e. Other factors are: Lack of adequate patient
preparations, Diet

f. Exercise during the days before the test
g. Caffeine use, Smoking, Medications, Stress
h. Changed in ambient temperature
i. Volume of the glucose solution
j. Others are: gastric emptying, Intestinal absorption,
the gastrointestinal hormonal stimulus to insulin
release, the liver, and the pancreatic islets.

Table 3.
Causes of variability in OGTT results.

1. Age > 45 yrs. (type 2 among 40-70 yr
—7%, IGT—20%. In general pop—
4.3%

2. Body Mass Index(BMI) >27 kg/m2

3. High risk ethnic groups—Africans,
Carribeans, Asians

4. Family history(first-degree relatives
(increase risk by 2–4 fold

5. High waist circumference(>92 cm,
>80 cm)

6. Sedentary lifestyle
7. History of gestational diabetes mellitus
8. Previous evidence of IGT or IFG
9. Dyslipidaemia(decrease HDL and

increase TGs)
10. Patient with Cardiovascular disease

11. Women with polycystic ovarian disease
12. Woman who delivered a macrosomic baby(>4 kg)
13. Have other clinical conditions associated with insulin

resistance
14. Hypertension
15. Recurrent infections
16. It also helps determine if there is other condition that

affects blood glucose levels (e.g., Cushing’s syndrome,
celiac disease, cystic fibrosis, acromegaly,
pheochromocytoma, hemochromatosis, or Wilson’s
disease).

Table 4.
Indications for OGTT.
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individual undergoing OGTT. Finally, all trials aimed at type 2 diabetes prevention
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more between 90 and 180 minutes post-glucose solution ingestion. It is possible
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education and preparation. Interacting with patient is important in improving
reproducibility of test for the following reasons:

a. Enable the caregiver know about the patient—classify patient according to
the three categories of tests mentioned earlier

b. Educate patient about why he/she is coming for the tests, and emphasize on
what to avoid during pre-test period, and make patient to understand his/her
role in obtaining good result

c. Know types of medications patient is on and withdraw those possible and
record those which cannot be withdrawn

d. Emphasize the importance of patient’s compliance and the result outcome

e. This interaction will prepare patient’s mind and will alleviate fears and stress

6. Instructions to patient before the procedure: improving
reproducibility

The OGTT results can be affected by carbohydrate intake and duration
of fasting preceding the test, time of day for the test to be performed or
activity during the test, sample collection, and medications. Instructions are as
follows:

1.Patient must be on meal containing >150 g carbohydrate (approximately
ten 40 g slices of bread per day) in the last three days before the test, and
in the night before the test should take 30-50 g of carbohydrate containing
meal

2.No strenuous exercise three days prior to test, but normal work is allowed.
Patient should not rush when coming for the test (avoid stress). Need to rest
before for minimum of 15 minutes before conducting test

3.No alcohol or Caffeine use 48 hrs before the test and during the test

4.Overnight fast (8-14 hr) water is allow—for patients convenience

5.Time for the test (morning hour is preferred, convenience of overnight
fast, and fluctuation in FPG-higher in the morning and lower in the
evening)

6.Maximum 75 g, anhydrous (82 g monohydrate) glucose dissolved in
250–300 ml of water

7.Glucose solution ingestion within the shortest possible time—usually within
5 minutes. Intolerance for sweet taste—patient may come with lemon juice,
sometimes lucozide (375 ml) can be used instead.

8.Others are Glucola (224 ml) equivalent of 75 g anhydrous glucose. Polycal
liquid (previously called Fortical) is used as the glucose load. 61.4 g
maltodextrin/100 ml. Oral glucose solutions come in 10 US fluid ounces
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(296 ml) bottles containing 50, 75, or 100 g of glucose (5, 7.5, and 10 g per
fluid ounce)

9.If patient is under unavoidable stress, the test should be postponed

10.Patient should be aware of being seated in waiting area for a minimum of
2 hrs for the test

11.Failure to comply with all instructions will invalidate result

Ensure that all staff involved in undertaking any elements of the test have been
provided with suitable training and are assessed to be competent (Table 5).

7. Interpreting OGTT result: improving reproducibility

7.1 Considerations when interpreting OGTT result

When interpreting the result remember that OGTT has variable reproducibility
and care should be taken not to over-interpret the results. Use only one criterion, eg
WHO criteria, to indicate a diagnosis of IFG, IGT or diabetes. In most cases the
results of fasting and 2-hr post-glucose load are enough. Always look for help from
local diabetes serves in uncertainty. Refer cases you can not evaluate to endocrinol-
ogist for further for assessment. Usually there are no causes of false-positive result
when processes are strictly followed. These arts will improve the reproducibility.

7.2 While interpreting OGTT result you will not get information concerning

a. Patient preparation for and how the glucose was administrated.

a. Once patient arrived, confirm compliance with preparations, with emphasis on duration of
fasting

b. You may wish to put in place an indwelling drip for sampling to avoid the stress of repeated
needle pricking during sampling

c. Ensure patient is comfortable before starting the procedure
d. Take sample for fasting and any other investigations intended, before ingestion of glucose

solution
e. Constitute the glucose solution—75 g(anhydrous) and 82 g(monohydrous)—10% more of

anhydrous glucose, in 250–300 ml
f. Ask the patient to take the solution within 5 minutes
g. Time 0 minute of the test is when patient start taking the glucose solution and not when fasting

sample is taken
h. Take samples at 30 minutes interval for 2 hr.(3, 5 hrs) or at 2 hr. only
i. Same type of sample must be taken throughout the procedure(, venous or capillary)
j. No smoking, caffeine, alcohol or any exercise during the waiting period
k. Monitor patient especially when approaches convenience—patient may vomit
l. Should the patient sit, lie, stand, walk, talk, etc.(seating is preferred—minimal activity)

m. Only minimal activity is allow but ensue that patient remain comfortable throughout the
period of the test

n. Label samples appropriately, place sample ice-water slurry and ensure separation within
30 min of sampling

Table 5.
Conduct of OGTT in a non-pregnant adult.
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10.Patient should be aware of being seated in waiting area for a minimum of
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Ensure that all staff involved in undertaking any elements of the test have been
provided with suitable training and are assessed to be competent (Table 5).
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7.1 Considerations when interpreting OGTT result

When interpreting the result remember that OGTT has variable reproducibility
and care should be taken not to over-interpret the results. Use only one criterion, eg
WHO criteria, to indicate a diagnosis of IFG, IGT or diabetes. In most cases the
results of fasting and 2-hr post-glucose load are enough. Always look for help from
local diabetes serves in uncertainty. Refer cases you can not evaluate to endocrinol-
ogist for further for assessment. Usually there are no causes of false-positive result
when processes are strictly followed. These arts will improve the reproducibility.

7.2 While interpreting OGTT result you will not get information concerning

a. Patient preparation for and how the glucose was administrated.

a. Once patient arrived, confirm compliance with preparations, with emphasis on duration of
fasting

b. You may wish to put in place an indwelling drip for sampling to avoid the stress of repeated
needle pricking during sampling

c. Ensure patient is comfortable before starting the procedure
d. Take sample for fasting and any other investigations intended, before ingestion of glucose

solution
e. Constitute the glucose solution—75 g(anhydrous) and 82 g(monohydrous)—10% more of

anhydrous glucose, in 250–300 ml
f. Ask the patient to take the solution within 5 minutes
g. Time 0 minute of the test is when patient start taking the glucose solution and not when fasting

sample is taken
h. Take samples at 30 minutes interval for 2 hr.(3, 5 hrs) or at 2 hr. only
i. Same type of sample must be taken throughout the procedure(, venous or capillary)
j. No smoking, caffeine, alcohol or any exercise during the waiting period
k. Monitor patient especially when approaches convenience—patient may vomit
l. Should the patient sit, lie, stand, walk, talk, etc.(seating is preferred—minimal activity)

m. Only minimal activity is allow but ensue that patient remain comfortable throughout the
period of the test

n. Label samples appropriately, place sample ice-water slurry and ensure separation within
30 min of sampling
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Conduct of OGTT in a non-pregnant adult.
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b. The result shows assessment of glucose tolerance at the time of the test only
and cannot provide any other information.

c. Results give only a qualitative idea of the average 24-hr blood glucose

d. Nor will result predict response to hypoglycaemic therapy or the current or
future risk of diabetes complications

Therefore result will be better interpreted with the cognition of the above in
mind.

7.3 Result interpretation

a. Normal response has the following characteristics:

1. Initial fasting glucose within normal limits

2.The highest value does not exceed the renal threshold (160-180 mg/dl
(8.8-10 mmol/L))

3.The fasting level is again reached by 2–2.30 hours

4.No glucose or ketone bodies are detected in any urine specimen

b. Response of diabetic patient

1.Fasting blood glucose may raise above normal usually in the impaired
range

2.The peak is reached between 1 and 1.30 hours

3.Glucosuria is usually present because the highest value exceeds the renal
threshold

4.Plasma glucose does not return to fasting level within 2.30 hours, the
most characteristic feature of DM response

c. LAG curve for oxyhyperglycaemia

1.Normal Fasting glucose level

2.Plasma glucose rises rapidly within 30 minutes to 1-hr post glucose
ingestion exceeds renal threshold with corresponding glucosuria

3.Return to normal quickly and completely

4.This is usually noted in Hyperthyroidism, post gastroenterostomy,
during pregnancy, early diabetes

d. Response for renal glycosuria

1.Glucose appears in the urine at normal plasma glucose much below renal
threshold
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2.Usually no glucosuria during fasting but mainly post-prandial

3.It may be physiological, in pregnancy or in renal disease or early
diabetes

e. A flat glucose tolerance curve can be a normal finding and is as a result of
rapid metabolism and not of either deficient absorption or slow gastric
emptying.

Under certain pathological conditions such as hyper- and hypothyroidism changes
in the gastric emptying rate may significantly alter the shape of the glucose tolerance
curves [79]. Rapid gastric emptying associated with duodenal ulcer and partial gas-
trectomy where plasma glucose rises rapidly within 30 minutes of glucose ingestion
stimulating hyperinsulinaemia and resultant reactive hypoglycaemia though mea-
surement of serum insulin levels does not reveal evidence of such direct relationship.

In a healthy young adult with increase physiologic activities, there is associated
rapid metabolism and when venous rather than capillary blood is analyzed, a flat
curve can be a normal findings and not of either deficient absorption or slow gastric
emptying. Hypoglycaemia in a fasting subject is normally prevented by hepatic
gluconeogenesis. This stopped after glucose ingestion when blood glucose rises, and
begun when plasma glucose is falling preventing fasting hypoglycaemia Reactive
hypoglycaemia in either normal healthy young adult, patient with peptic ulcer or
partial gastrectomy might, therefore, be due to the failure of the liver to resume
glucose production sufficiently and rapidly. The normal exponential pattern of
gastric emptying results in a very gradual decline of the rate at which glucose enters
the intestine and this should provide ideal conditions for the liver gradually to
resume glucose production. The absorption of glucose by the small intestine is
highly efficient. After ingestion of a concentrated solution, a combination of slow
gastric emptying, dilution within the duodenum, and active peristalsis ensure that
within the jejunum the glucose solution no longer remains hypertonic. The small
intestine is efficient in glucose absorption.

Every dynamic test requiring appropriate patient preparation and procedure for
the conduct of the test will not be without contraindication if result is to be reliable.
Such contraindications for conduct of OGTT are shown in Table 6. The primary
objective is to demonstrate presence of dysglycaemia in a condition that has long
latent period, except when monitoring success of treatment in secondary causes of
hyperglycaemia. Subject must be conscious and alert to obey order (in both prepa-
ration and conduct of the test), in a no stressful condition, physically or otherwise.
Patient should be able to take the stated amount or an equivalent and under
influence of no other condition except what is being investigated for.

a. Diagnosed diabetes mellitus
b. Suspected Type 1 DM
c. Unconscious patient
d. Patient who can not obey instructions
e. Refusal to follow instructions
f. Not for diabetes follow-up except during
treatment of secondary diabetes; eg
acromegaly, glucagonoma, Cushing’s
syndrome, Phaeochromocytoma

g. Hospitalized, acutely ill or immobile patients

h. Vomiting during the procedure
i Patient who could not consumed the glucose
solution

j. Patient who developed moderate to severe
hypoglycaemia during the test

k. Do not perform the test on patients with
uncontrolled thyroid dysfunction, under
physical stress, eg post surgery, trauma,
infection or extreme psychological stress or in
patient with hypokalaemic periodic paralysis

Table 6.
Conditions under which OGTT should not be conducted or when procedure should be stopped.

129

Oral Glucose Tolerance Test (OGTT): Undeniably the First Choice Investigation…
DOI: http://dx.doi.org/10.5772/intechopen.96549



b. The result shows assessment of glucose tolerance at the time of the test only
and cannot provide any other information.

c. Results give only a qualitative idea of the average 24-hr blood glucose

d. Nor will result predict response to hypoglycaemic therapy or the current or
future risk of diabetes complications

Therefore result will be better interpreted with the cognition of the above in
mind.

7.3 Result interpretation

a. Normal response has the following characteristics:

1. Initial fasting glucose within normal limits

2.The highest value does not exceed the renal threshold (160-180 mg/dl
(8.8-10 mmol/L))

3.The fasting level is again reached by 2–2.30 hours

4.No glucose or ketone bodies are detected in any urine specimen

b. Response of diabetic patient

1.Fasting blood glucose may raise above normal usually in the impaired
range

2.The peak is reached between 1 and 1.30 hours

3.Glucosuria is usually present because the highest value exceeds the renal
threshold

4.Plasma glucose does not return to fasting level within 2.30 hours, the
most characteristic feature of DM response

c. LAG curve for oxyhyperglycaemia

1.Normal Fasting glucose level

2.Plasma glucose rises rapidly within 30 minutes to 1-hr post glucose
ingestion exceeds renal threshold with corresponding glucosuria

3.Return to normal quickly and completely

4.This is usually noted in Hyperthyroidism, post gastroenterostomy,
during pregnancy, early diabetes

d. Response for renal glycosuria

1.Glucose appears in the urine at normal plasma glucose much below renal
threshold

128

Type 2 Diabetes - From Pathophysiology to Cyber Systems

2.Usually no glucosuria during fasting but mainly post-prandial

3.It may be physiological, in pregnancy or in renal disease or early
diabetes

e. A flat glucose tolerance curve can be a normal finding and is as a result of
rapid metabolism and not of either deficient absorption or slow gastric
emptying.

Under certain pathological conditions such as hyper- and hypothyroidism changes
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within the jejunum the glucose solution no longer remains hypertonic. The small
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the conduct of the test will not be without contraindication if result is to be reliable.
Such contraindications for conduct of OGTT are shown in Table 6. The primary
objective is to demonstrate presence of dysglycaemia in a condition that has long
latent period, except when monitoring success of treatment in secondary causes of
hyperglycaemia. Subject must be conscious and alert to obey order (in both prepa-
ration and conduct of the test), in a no stressful condition, physically or otherwise.
Patient should be able to take the stated amount or an equivalent and under
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f. Not for diabetes follow-up except during
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7.4 Testing of children for type 2 diabetes mellitus

Until recently, type 1 diabetes was the most frequent form of diabetes among
young people [80]. Recently however, there are increasing reports of T2DM, previ-
ously a disorder of middle-aged or elderly persons among children and adolescents.
In the 1990s, various reports indicated that the incidence of childhood type 2
diabetes was increasing and this trend continues at present. The ADA and the
American Academic of Paediatrics approved screening for T2DM in children
because T2DM can be asymptomatic at diagnosis and requires tight glycaemic
control to delay the onset of chronic vascular complications. Several studies have
shown an increased risk of microvascular complications among young adolescents
with T2DM compared to those with T1DM. Therefore, screening for IGT and T2DM
in children at risk of glucose intolerance is necessary.

7.4.1 Criteria/indications

a. Overweight (BMI ≥ 85th percentile for age and sex, weight for height ≥ 85th
percentile, or weight >120% of ideal for height)

1.Plus any two of the following risk factors

2.Family history of Type 2 DM, 1o or 2o

3.Native American, black, Asian, Latino

b. Signs of insulin resistance (acanthosis nigricans, hypertension,
dyslipidaemia)

c. Age of initiation: 10 years or onset of puberty

d. Frequency: every two years

e. Test: FPG preferred

The dose of glucose is weight dependent-1.75 g/kg body weight. The maximum
load is 75 g. Lucozade may be given instead which is more palatable. Formulation
73 kcal carbohydrate/100 ml, gives 75 g glucose in 419 ml Maximum dose is 75 g.
Apply ametop gel 45 minutes prior to cannulations to ensure the area is numbed.
Utilize a member of the play team to prepare the child for the procedure and
provide distractive techniques throughout. Give full explanations to the child and
family about the procedure and answer any questions they may ask.

8. OGTT in gestation diabetes mellitus, an undeniably the only test for
dysglycaemia of GDM

8.1 Gestational Diabetes Mellitus (GDM)

Normal pregnancy is characterized by approximately 50% decrease in insulin-
mediated glucose disposal in humans and a 200–250% increase in insulin secretion
to maintain euglycaemia in the mother [81]. Women with adequate insulin secret-
ing capacity overcome this insulin resistance of pregnancy by secreting more
endogenous insulin to maintain normal blood glucose. In a study involving
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non-GDM pregnancies, plasma glucose levels during late pregnancy (mean � 1 SD)
were noted to be fasting 3.9 � 0.4 mmol/L, 1 hour postprandial 6.1 � 0.7 mmol/L,
and 2 hours postprandial 5.5 � 0.6 mmol/L with a mean glucose of 4.9 � 0.6 mmol/
L [82]. The HAPO study reported a mean fasting glucose of 4.5 � 0.4 mmol/L,
derived from 23316 pregnant women [38]. But women with diabetes or those who
have tendency to develop GDM, endogenous insulin secretion is inadequate to
compensate for the insulin resistance (IR), hence their hyperglycaemia worsen or
they development hyperglycaemia.

Numerous factors such as placental hormones, obesity, inactivity, an unhealthy
diet, genetic and epigenetic contributions influence IR in pregnancy, but the causal
mechanisms are complex and still not completely elucidated [83]. Placental derived
hormones are believed to be a major factor in reprogramming maternal physiology
to achieve an I-R state. Human placental lactogen (hPL) and human placental
growth hormone (hPGH) are the major player in pregnancy induced IR [84].
Prolactin, progesterone, estradiol and cortisol are increased during pregnancy and
may contribute to the development of IR in pregnancy [85]. Recently, studies have
implicated adiponectin from adipocytes and secreted factors, such as TNF-α, leptin,
IL-6, resistin in mediating IR of pregnancy [86]. Most women who develop GDM
have increased IR caused by alteration in insulin signaling pathway, abnormal
subcellular localization of GLUT4 transporters, increased expression of the mem-
brane glycoprotein PC-1 or reduced insulin-mediated glucose transport. GDM is
usually diagnosed after 20 weeks’ gestation when placental hormones are increase
substantially as the placental size increases.

In 2014, the WHO has defined hyperglycaemia in pregnancy (HIP) as diabetes
first detected at any time during pregnancy, along with pre-existing diabetes and is
further sub-classified as diabetes in pregnancy (DIP) and gestational diabetes
mellitus (GDM) [87]. Nowadays type 2 diabetes is frequently found in young
women due to ongoing epidemics of obesity therefore the number of undiagnosed
(before pregnancy) is increasing. Screening for GDM earlier than 24-28 weeks in
identifying these young women and address perinatal risks that may be particular to
their greater degree of hyperglycaemia is becoming more important because of the
following [87]:

1.Rise chances of congenital malformations in offsprings

2.Risk of diabetes complications requiring treatment during early part
pregnancy

3.Early treatment Prompt or frequent follow-up to maintain normoglycaemia

4.Post-pregnancy screening ensuring confirmation and appropriate treatment of
diabetes after pregnancy

How then do we identify these women? Early glucose testing is important.
Usually in early part of pregnancy (e.g. first trimester and first half of second
trimester) fasting and postprandial glucose concentrations are normally lower than
in normal due to less effect of placental hormone and decreased appetite, compared
to non–diabetes women. Elevated fasting or postprandial plasma glucose levels at
this time in pregnancy may reflect diabetes antedating pregnancy. In this regards
there was a uniform agreement during IADPSG Pasadena meeting that this assess-
ment should be made during the initial visit for prenatal care. However, there is
variability in time of enrollment for prenatal care beyond the control of health care
providers. Accordingly, no limit can be place on the timing of initial assessment for
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7.4 Testing of children for type 2 diabetes mellitus
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non-GDM pregnancies, plasma glucose levels during late pregnancy (mean � 1 SD)
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detection of overt diabetes in pregnancy. It was advised that selective, stepwise
screening particularly in the low- and mid-income countries is more cost effective.
This entail: (a) Categorizing all women at first antenatal visit into low, moderate
and high risk of GDM; (b) Those in moderate to high risk groups should have
glucose challenge test with 50 g anhydrous glucose diluted in 150 ml of water to
drink and venous sample is taken at 1-hr. If result is 7.8 (7.2) mmol/L, at first visit,
proceed to diagnostic OGTT. If result is negative repeat glucose challenge test at
24–28 weeks of gestation; (c) Those in low risk group should be screening only at
24–28 weeks of gestation. However, if enrollment is at 24 weeks gestation or later
and overt diabetes is not found, the initial test should be either 50 g glucose
challenge first or the 75-g OGTT. Although IAFPSG Consensus Panel members
favored use of A1c at first visit, this is not feasible in most low- and mid-income
countries. It was also recommended that an FPG value in early pregnancy
≥5.1 mmol/L (92 mg/dl) also be classified as GDM.

Determining prevalence of GDM is difficult due to inconsistencies in screening
methods. Because the IADPSG’s is stricter when applied by IDF about 14% of 18
million live births were affected by gestational diabetes mellitus, where South-East
Asia had the highest prevalence of GDM at 24.2% and the lowest was in Africa at
10.5% [88]. Almost 90% of cases of hyperglycaemia in pregnancy occurred in low-
and middle-income countries, where access to maternal healthcare is limited. In
Nigeria, the prevalence of HIP is projected to be 13.9%, and age-adjusted prevalence
of 37.5% (crude 41.0%) in the United Arab Emirates is note [89]. The incidence of
GDM has increased over the past decades in parallel with the increase in rates of
obesity and type 2 diabetes mellitus, and this trend is expected to continue. GDM
affects 7% of all pregnancies worldwide, 1.1% to 14.3% in USA, 3.8% to 6.5% in
Canada, 6–9% in India. It is diagnosed at 16.3% in ≤16 weeks of gestation, 22.4%
between 17 and 23 weeks and 61.3% after 23 weeks of gestation [90]. It occurs more
frequently among African Americans, Hispanic/Latino Americans, and American
Indians. It is also more common among obese women and women with a family
history of diabetes. After delivery, GDM will follow 1 of 3 clinical courses [91, 92]:

a. Approximately 10% continue to have markedly abnormal glucose metabolism
and fulfill criteria for diabetes in the nonpregnant adult these patients are
reclassified as having diabetes (Hyperglycaemia in pregnancy).

b. Approximately 5–10% of patients continue to exhibit abnormal glucose
metabolism that is below diabetic levels. These patients are reclassified as
having IFG or IGT, as appropriate.

c. The remainder exhibit normal glucose metabolism.

GDM has about 20–50% chance of developing type 2 diabetes in about 5–
10 years even when there is lack of signs and symptoms of diabetes. The enormity
defers among different ethnic groups, ranging from 9% in Caucasians, 11.9% in
Latinos, and 25% in women of Mediterranean or east-Asian descent [93]. When
GDM women were followed for a longer period, higher incidence of type 2 diabetes
after index pregnancies was noted in 40% while there are evidence rates as high as
70% in Canadian Aboriginal women [93].

8.2 Should we then screen for GDM

Screening and diagnosis of GDM and treating it effectively not only prevent
adverse maternal and perinatal outcome but also future diabetes in both mother
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and child. The goal of screening therefore is to reduce maternal and fetal compli-
cations such as preeclampsia, caesarean delivery, congenital malformations,
macrosomia, shoulder dystocia, nerve palsy, bone fracture, hyperbilirubinaemia
and infant death, or later childhood/adolescent overweight as demonstrated in
some studies. The Australian Carbohydrate Intolerance Study in Pregnant Women
(ACHOIS) [94], showed a 4% reduction in the composite outcome of severe
perinatal complications (death, shoulder dystocia, bone fracture, nerve palsy)
among women randomized to routine care compared with 1% among the inter-
vention group, while in the National Institute of Child Health and Human Devel-
opment (NICHD) study, though there was no reduction in the composite primary
outcome (perinatal mortality, birth trauma and neonatal hypoglycaemia,
hyperbilirubinaemia, or hyperinsulinaemia), there was reductions in fetal over-
growth, shoulder dystocia, caesarean section delivery and pre-eclampsia. During
pregnancy, gestational diabetes requires treatment to normalize maternal blood
glucose levels to avoid complications in both the infant and the mother. Untreated
hyperglycaemia in pregnancy may result into either or all of the following com-
plications in Table 7.

About 10–25% of infants born of GDM pregnancies are macrosomic; maternal
euglycaemia in labour reduces the risk of hypoglycaemia, hypocalcaemia,
hyperbilirubinaemia and polycythemia in the baby. In addition, the maternal
metabolic milieu was identified as a key determinant for the susceptibility to
obesity, metabolic syndrome and T2DM in the offspring, a phenomenon often
described as ‘fetal programming’. A study showed that infant of GDM were
followed biennially from the age of 5 years using 75 g 2-hr OGTT among the Pima
Indians in Arizona, USA, and Diabetes developed in the next generation in 6.9%
and 30.1% of breast-fed offspring of non-diabetic and diabetic women, respec-
tively and in 11.9% and 43.6% of bottle-fed offspring, respectively. Shoulder
dystocia (SD) occurs in 1–2% of pregnancies, with majority of cases occurring in
non-macrosomic fetuses, however, it increased for all birth weights, with a three-
fold increase when birth weight is >4000 g. Brachial plexus injury (BPI) occurs
in 0.06%–0.26% of normal deliveries but occurs in 16–23% of births complicated
by shoulder dystocia. GDM is an independent risk factor for BPI with a relative
risk of 1.9–3.19 but in only 6–10%% of BPI is maternal GDM documented. It can
be inferred therefore that the incidence of adverse perinatal outcomes increases
as glucose intolerance increases, that identification of women with
hyperglycaemia in pregnancy has clinical significance. As hyperglycaemia in
pregnancy is an asymptomatic condition, diagnosis is dependent on some form of
screening.

a. Placenta abruption
b. Premature delivery
c. Shoulder dystocia and Brachial plexus injury
d. Macrosomic baby (weight ≥ 4 kg) or weight of

>90th centile for gestational(according to
ethnicity)

e. Baby is prone to hypoglycaemia
f. Hyperbilirubinaemia
g. Increase tendency of assisted delivery,

Caesarean section, or induction of labour

a. Respiratory distress in the baby, and
associated feeding problems

b. Pregnancy induced hypertension,
Pre-eclampsia and eclampsia

c. The risk of developing diabetes later
in life or in a future pregnancy is
increased

d. Haemorrhage and preterm delivery
e. Sevenfold higher risk of the mother

developing T2DM after pregnancy
f. Increase chances of death in both

mother and the baby

Table 7.
Complications of GDM if it is not diagnosed or properly managed [95].
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history of diabetes. After delivery, GDM will follow 1 of 3 clinical courses [91, 92]:
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10 years even when there is lack of signs and symptoms of diabetes. The enormity
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and child. The goal of screening therefore is to reduce maternal and fetal compli-
cations such as preeclampsia, caesarean delivery, congenital malformations,
macrosomia, shoulder dystocia, nerve palsy, bone fracture, hyperbilirubinaemia
and infant death, or later childhood/adolescent overweight as demonstrated in
some studies. The Australian Carbohydrate Intolerance Study in Pregnant Women
(ACHOIS) [94], showed a 4% reduction in the composite outcome of severe
perinatal complications (death, shoulder dystocia, bone fracture, nerve palsy)
among women randomized to routine care compared with 1% among the inter-
vention group, while in the National Institute of Child Health and Human Devel-
opment (NICHD) study, though there was no reduction in the composite primary
outcome (perinatal mortality, birth trauma and neonatal hypoglycaemia,
hyperbilirubinaemia, or hyperinsulinaemia), there was reductions in fetal over-
growth, shoulder dystocia, caesarean section delivery and pre-eclampsia. During
pregnancy, gestational diabetes requires treatment to normalize maternal blood
glucose levels to avoid complications in both the infant and the mother. Untreated
hyperglycaemia in pregnancy may result into either or all of the following com-
plications in Table 7.

About 10–25% of infants born of GDM pregnancies are macrosomic; maternal
euglycaemia in labour reduces the risk of hypoglycaemia, hypocalcaemia,
hyperbilirubinaemia and polycythemia in the baby. In addition, the maternal
metabolic milieu was identified as a key determinant for the susceptibility to
obesity, metabolic syndrome and T2DM in the offspring, a phenomenon often
described as ‘fetal programming’. A study showed that infant of GDM were
followed biennially from the age of 5 years using 75 g 2-hr OGTT among the Pima
Indians in Arizona, USA, and Diabetes developed in the next generation in 6.9%
and 30.1% of breast-fed offspring of non-diabetic and diabetic women, respec-
tively and in 11.9% and 43.6% of bottle-fed offspring, respectively. Shoulder
dystocia (SD) occurs in 1–2% of pregnancies, with majority of cases occurring in
non-macrosomic fetuses, however, it increased for all birth weights, with a three-
fold increase when birth weight is >4000 g. Brachial plexus injury (BPI) occurs
in 0.06%–0.26% of normal deliveries but occurs in 16–23% of births complicated
by shoulder dystocia. GDM is an independent risk factor for BPI with a relative
risk of 1.9–3.19 but in only 6–10%% of BPI is maternal GDM documented. It can
be inferred therefore that the incidence of adverse perinatal outcomes increases
as glucose intolerance increases, that identification of women with
hyperglycaemia in pregnancy has clinical significance. As hyperglycaemia in
pregnancy is an asymptomatic condition, diagnosis is dependent on some form of
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Complications of GDM if it is not diagnosed or properly managed [95].
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8.3 What is the optimal method of screening for GDM?

a. The optimal method of screening for GDM depends on the location, the
strength of the health facility, the principle of practicing Physician and
affordability of the patients. Screening is therefore either universal based or
risk factor based [96].

b. In order to reduce the burden of screening on women and the health care
system, the concept of selective (risk factor based) screening was introduced.

c. The goal of risk factor based screening would be to ideally identify through
historical and clinical factors those patients who would benefit most from
biochemical screening while allowing those at lower risk to avoid the
screening processes. This is preferred particular in the low-income and mid-
income nations

d. Selective screening originally consisted of taking a personal and family
history in order to identify a high-risk population in need of further directed
testing. With this method, women are categorized into low-risk, moderate-
risk and high-risk. Women with any of the risk factors below were advised to
perform a 50 g glucose challenge test.

e. High risk women should undergo diagnostic test as early in pregnancy as
possible and that testing should be repeated at 24–28 weeks if initial results
are negative

f. Screening by risk factors alone has a sensitivity of 63% and a specificity of
56%. In other words, 37–50% of women with GDM may go undiagnosed
using this approach.

g. Hence universal screening was considered and is widely practices. Universal
screening for GDM is practiced by 84% of Canadian obstetricians, 94–97% of
US obstetricians; however in recent survey only 17% of physicians in the UK
practiced universal screening while 11% did not screen for GDM and 72%
screened in the presence of maternal risk factors.

Routine screening of women at 24–28 weeks of gestation may be recommended
with 50 g glucose challenge test (GCT), using a threshold of 7.8 mmol/L (140 mg/
dl), except in those who fulfill the criteria for low risk and may not need screening
for GDM at all. Properties used in categorizing a woman to at low-risk are [95, 96]
(Table 8).

Women at moderate risk: women who do not meet all low risk criteria but lack
two or more risk factors for GDM. Average-risk patients (all patients who fall
between low and high risk) should be tested at 24–28 weeks of gestation. High risk

a. Caucasian or member of other ethnic group with low prevalence of diabetes
b. Pregnancy with body mass index(BMI) ≤27 kg/m2

c. No previous history of GDM or glucose intolerance or adverse pregnancy outcome associated
with GDM

d. No family history of diabetes in first-degree relative
e. No history of GDM-associated adverse pregnancy outcome

Table 8.
Low-risk group.
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criteria are: This category of women needs to be screened at first antenatal visit and
repeat at 24–28 week if they were negative at early screening. Women with these
features are categorized as high-risk [95, 96] (Table 9).

The most common method of screening is with stepwise 50 g OGTT at 24 to
28 weeks of gestation, followed by an OGTT as the diagnostic test if a certain
threshold has been surpassed. The procedure for glucose challenge test (GCT), is
that 50 g anhydrous glucose load dissolve in 150 ml fluid to be ingested within
5 minutes irrespective of time of the day or last meal. Blood is collected 1-hr post
ingestion of glucose solution Views diverge on the optimal cutoff value for the 50 g
GCT. 90% of women with GDM will be identified if 7.2 mmol/L (130 mg/dl) is used,
however, as high as 20–25% of those screened will to undergo 100 g OGTT for
diagnosis. Increasing the cutoff value to 7.8 mmol/L (140 mg/dl) will identify only
80% of women with GDM but decrease to 14–18% of women will do 100 g diagnostic
testing [97]. A cutoff value of 7.2 mmol/L is advice in those with FPG level is
<140 mg/dl (<7.8 mmol/L) and manifests symptoms compatible with complications
of diabetes. Finally, at 24 to 28 weeks of gestation, every women should undergo 50 g
challenge test and those with values between 7.2 to 7.8 mmol/L (130–140 mg/dl)
should proceed to 100 g OGTT for diagnosis of GDM and sampling over 3-hrs.

As women with negative GCT do not undergo the diagnostic OGTT, it is possible
that they could have undiagnosed GDM or GIGT. In a study involving 202 pregnant
women with a negative GCT screening test that underwent subsequent OGTT, the
only positive predictor noted is the average glucose value in those with normal and
those with GDM/GIGT. Therefore, false negative GCTs cannot be readily predicted
by risk factors. However, their clinical implications at delivery may be benign [98].
During pregnancy, some women have a low glucose level on the 75 g OGTT. These
women tend to have more booking weight and higher rate of congenital anomaly;
however their pregnancy outcome was shown not to be significantly different from
those with normal screening OGTT results [99]. The performance of the GCT as a
screening test depends on the cutoff values used, the criteria for diagnosis of GDM
and the prevalence of GDM in the screened population. A study conducted in China
where 422 gravidas [100] were screened with 50-g glucose and those with a positive
results (≥135 mg/dl (7.5 mmol/L)), underwent additional glucose testing. GDMwas
defined using National Diabetes Data Group (NDDG) standards for the 3-h GTT.
When Carpenter and Coustan was used for comparison, any woman with elevated
50-g value and no 3-hr OGTT was performed, a fasting serum glucose ≥140 mg/dl
(7.8 mmol/L) were considered evidence of gestational diabetes. One hundred
twenty four (29.4%) had GDM as defined by the NDDG criteria; this increased to
161 (38%) when the diagnosis was based on Carpenter and Coustan’s criteria. As
expected, the prevalence of GDM increased in relation to an increasing 50-g value.
All subjects with a 50-g screen >216 mg/dl (>12.0 mmol/L) had evidence of gesta-
tional diabetes and required insulin for glycemic control. Patients with a 50-g screen
≥220 mg/dl (12.2 mmol/L) do not require a 3-h GTT. Those with fasting serum

a. Obesity(BMI ≥ 30 kg/m2

b. Previous macrosomic baby weighing ≥4.5 kg
c. Previous GDM
d. Glucosuria(1+ on two occasion or 2+ on one occasion)
e. Family history of T2DM(first degree relative with T2DM)
f. Ethnic family origin with a high prevalence of DM
g. Clinical conditions associated with insulin resistance like PCOS, acanthosis nigricans
h. History of hypertension or hypercholesterolaemia

Table 9.
Feature indicators of women at high-risk for GDM.
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criteria are: This category of women needs to be screened at first antenatal visit and
repeat at 24–28 week if they were negative at early screening. Women with these
features are categorized as high-risk [95, 96] (Table 9).

The most common method of screening is with stepwise 50 g OGTT at 24 to
28 weeks of gestation, followed by an OGTT as the diagnostic test if a certain
threshold has been surpassed. The procedure for glucose challenge test (GCT), is
that 50 g anhydrous glucose load dissolve in 150 ml fluid to be ingested within
5 minutes irrespective of time of the day or last meal. Blood is collected 1-hr post
ingestion of glucose solution Views diverge on the optimal cutoff value for the 50 g
GCT. 90% of women with GDM will be identified if 7.2 mmol/L (130 mg/dl) is used,
however, as high as 20–25% of those screened will to undergo 100 g OGTT for
diagnosis. Increasing the cutoff value to 7.8 mmol/L (140 mg/dl) will identify only
80% of women with GDM but decrease to 14–18% of women will do 100 g diagnostic
testing [97]. A cutoff value of 7.2 mmol/L is advice in those with FPG level is
<140 mg/dl (<7.8 mmol/L) and manifests symptoms compatible with complications
of diabetes. Finally, at 24 to 28 weeks of gestation, every women should undergo 50 g
challenge test and those with values between 7.2 to 7.8 mmol/L (130–140 mg/dl)
should proceed to 100 g OGTT for diagnosis of GDM and sampling over 3-hrs.

As women with negative GCT do not undergo the diagnostic OGTT, it is possible
that they could have undiagnosed GDM or GIGT. In a study involving 202 pregnant
women with a negative GCT screening test that underwent subsequent OGTT, the
only positive predictor noted is the average glucose value in those with normal and
those with GDM/GIGT. Therefore, false negative GCTs cannot be readily predicted
by risk factors. However, their clinical implications at delivery may be benign [98].
During pregnancy, some women have a low glucose level on the 75 g OGTT. These
women tend to have more booking weight and higher rate of congenital anomaly;
however their pregnancy outcome was shown not to be significantly different from
those with normal screening OGTT results [99]. The performance of the GCT as a
screening test depends on the cutoff values used, the criteria for diagnosis of GDM
and the prevalence of GDM in the screened population. A study conducted in China
where 422 gravidas [100] were screened with 50-g glucose and those with a positive
results (≥135 mg/dl (7.5 mmol/L)), underwent additional glucose testing. GDMwas
defined using National Diabetes Data Group (NDDG) standards for the 3-h GTT.
When Carpenter and Coustan was used for comparison, any woman with elevated
50-g value and no 3-hr OGTT was performed, a fasting serum glucose ≥140 mg/dl
(7.8 mmol/L) were considered evidence of gestational diabetes. One hundred
twenty four (29.4%) had GDM as defined by the NDDG criteria; this increased to
161 (38%) when the diagnosis was based on Carpenter and Coustan’s criteria. As
expected, the prevalence of GDM increased in relation to an increasing 50-g value.
All subjects with a 50-g screen >216 mg/dl (>12.0 mmol/L) had evidence of gesta-
tional diabetes and required insulin for glycemic control. Patients with a 50-g screen
≥220 mg/dl (12.2 mmol/L) do not require a 3-h GTT. Those with fasting serum

a. Obesity(BMI ≥ 30 kg/m2

b. Previous macrosomic baby weighing ≥4.5 kg
c. Previous GDM
d. Glucosuria(1+ on two occasion or 2+ on one occasion)
e. Family history of T2DM(first degree relative with T2DM)
f. Ethnic family origin with a high prevalence of DM
g. Clinical conditions associated with insulin resistance like PCOS, acanthosis nigricans
h. History of hypertension or hypercholesterolaemia

Table 9.
Feature indicators of women at high-risk for GDM.
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glucose of ≥140 mg/dl (7.8 mmol/L) may begin diet therapy, glucose monitoring,
and insulin as indicated. If the fasting serum glucose is <140 mg/dl (7.8 mmol/L), a
3-h GTT should be performed for confirmation of GDM. This approach will facili-
tate rapid therapeutic intervention and reduce the cost of care in this subset of
patients. This findings need to be validated at different places using different ethnic
groups. What should be considered an indication for screening for gestation
diabetes mellitus (GDM) (Table 10).

Polycystic ovary syndrome (PCOS) is the most common endocrine disorder of
women of reproductive-aged and is the most common endocrine-associated cause
of infertility. Approximately 6.5% of women of reproductive age have PCOS.
Women with PCOS are known to be at increased risk for IR, IGT, and type 2
diabetes mellitus though often present with normal FPG [102]. The current guide-
line of Androgen Excess Society is that a 2-hour OGTT be performed on all obese
women with PCOS [102]. Though screening for GDM is considered compulsory in
affluent countries and highly recommended in low- and middle-income countries,
the administering the required amount of glucose in pregnancy is not without side
effects. The recognised disadvantages are as noted in Table 11, ranging from mild to
moderate consequences.

However, advantage almost always surpasses the disadvantages. The advantages
are as shown in Table 12.

8.4 Diagnosis of GDM is only done using OGTT

The gold standard for the diagnosis of GDM is OGTT irrespective of how it is
performed, using 100 g as recommended by ACOG, or 75 g, according to the ADA
criteria.

In 1964, O’Sullivan and Mahan first developed the two-step method OGTT for
the diagnosis of GDM [103] and this is based on the risk of maternal type 2 diabetes
later in life [104]. As explained earlier, those with glucose levels meeting screening
limit undergo a 100 g, 3 hours or 75 g, 2-hour diagnostic OGTT and by Carpenter
and Coustan (C-C) criteria, GDM is diagnosed in women with two or more abnor-
mal values (5.3–10.0-8.6 mmol/L at fasting, 1-hr and 3-hour (2 hour) post glucose
[104]. This with some modifications was adapted by many organizations, NDDG

a. Previous pregnancy with gestational diabetes
b. Previous ‘big’ baby (at or over 4.5kgs – 10lbs)
c. Frequent loss of pregnancy or premature delivery
d. Large for gestational age
e. Positive glycosuria(1+ on 2 occasions or 2 + on one
occasion)

f. BMI ≥30 kg/m2

g. Maternal age ≥ 40 years old

h. A family history of diabetes (first degree
relatives)

i. A previous still-birth
j. Long usage of steroids
k. Women with PCOS (Polycystic ovary

syndrome)
l. Polyhydramnios
m. High risk ethnic groups

Table 10.
Indications for OGTT in pregnancy [101].

1.There are no serious direct risks to the GTT, however, some women reported dizziness, fainting,
vomiting, due to fasting and/or the use of a high glucose drink on an empty stomach

2.Fasting for 8–12 hrs in pregnancy can be difficult
3. Soreness, bruise, swelling or infection at site of needle insertion
4.More cost burden in a patient with positive or borderline result who has be closely monitor
5.Patient may not be eligible for midwifery led care options such as homebirth or MLU
6. Induction of delivery may be recommended before date is due

Table 11.
Disadvantages of the OGTT in a pregnant woman.
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[105], ADA [106], as the standard method for diagnosis of GDM for more than two
decades.

In 2008, the HAPO study [39] demonstrated presence of unfavourable neonatal
outcomes even in those with mild hyperglycaemia which did not meet the old
criteria of GDM [107]. Based on this notion the International Association of Diabe-
tes and Pregnancy Study Group (IADPSG) recommended a one-step 75 g OGTT
testing but lowered the diagnostic cut-point of the OGTT to (5.1–10.0-8.5 mmol/L,
fasting, 1-hour and 2 hours postprandial) in 2010 [108] and only one abnormal
value was enough to make a diagnosis. This was adopted by ADA [109], WHO
[110] and FIGO [111] by recommending a one-step 75 g glucose OGTT between 24
and 28 gestational weeks and diagnosis of GDM is made with only one abnormal
value equal to or exceeding 5.1–10.0-8.5 mmol/L, due to the result of the HAPO
study regarding mild hyperglycaemia and adverse clinical outcome, including LGA,
primary caesarean, clinical neonatal hypoglycaemia, and C-protein cord blood
[108] where a more strict strategy may help reduce the frequency of these potential
complications. However, several guidelines including the ACOG [112], NIH [113]
and SOGC [114] did not support the IADPSG criteria and their guidelines still
recommend the two-step strategy and the C-C or NDDG criteria for the OGTT, the
reasons provided are:

a. The benefit from the treatment of mild GDM in women is not well established

b. Additional healthcare costs will be generated by increased prevalence

c. Caesarean delivery and intensive newborn assessment will increase

d. Life disruptions and psychosocial burdens will be developed in a patients with
GDM

Current ADA guidelines recommended selective screening of high risk women
for GDM, where ACOG guideline advice universal screening and NICE guideline
recommended screening all women of South Asians ethnicity. In the HAPO study
risk of adverse outcomes were very low when FPG was ≤4.4 mmol/L (80 mg/dl). In
Chinese women with FPG value ≥5.1 mmol/L, one can make a diagnosis of GDM
(specificity 100% and, in those with value ≤4.4 mmol/L one can exclude GDM
(87.8%, sensitivity). These results are similar to those reported by Agarwal, et al. in
the HAPO cohort. In HAPO and two other studies, the incidence of selected adverse
maternal and fetal outcomes increases along a continuum of increasing maternal
hyperglycaemia, with no outcome-associated glycaemic thresholds were identified
that could be used to define internationally accepted criteria for the diagnosis of
GDM. In 2010, IADPSG [108] consensus panel using HAPO study primary
outcomes (birthweight >90%, primary caesarean section rate, neonatal
hypoglycaemia and cord C-peptide levels >90%) and threshold for 75-g OGTT

a. The GTT is considered the most effective way to determine if you have GDM
b. Early detection of GDM gives a better chance of monitoring glucose levels
c. Managing glucose levels early decreases the risks to the baby
d. Managing the glucose levels early decreases the chances of macrosomic baby and its

complications
e. Managing glucose levels decreases the risk of interventions in labour and delivery

Table 12.
Advantages of OGTT for a pregnant woman.
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patients. This findings need to be validated at different places using different ethnic
groups. What should be considered an indication for screening for gestation
diabetes mellitus (GDM) (Table 10).
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women of reproductive-aged and is the most common endocrine-associated cause
of infertility. Approximately 6.5% of women of reproductive age have PCOS.
Women with PCOS are known to be at increased risk for IR, IGT, and type 2
diabetes mellitus though often present with normal FPG [102]. The current guide-
line of Androgen Excess Society is that a 2-hour OGTT be performed on all obese
women with PCOS [102]. Though screening for GDM is considered compulsory in
affluent countries and highly recommended in low- and middle-income countries,
the administering the required amount of glucose in pregnancy is not without side
effects. The recognised disadvantages are as noted in Table 11, ranging from mild to
moderate consequences.

However, advantage almost always surpasses the disadvantages. The advantages
are as shown in Table 12.

8.4 Diagnosis of GDM is only done using OGTT

The gold standard for the diagnosis of GDM is OGTT irrespective of how it is
performed, using 100 g as recommended by ACOG, or 75 g, according to the ADA
criteria.

In 1964, O’Sullivan and Mahan first developed the two-step method OGTT for
the diagnosis of GDM [103] and this is based on the risk of maternal type 2 diabetes
later in life [104]. As explained earlier, those with glucose levels meeting screening
limit undergo a 100 g, 3 hours or 75 g, 2-hour diagnostic OGTT and by Carpenter
and Coustan (C-C) criteria, GDM is diagnosed in women with two or more abnor-
mal values (5.3–10.0-8.6 mmol/L at fasting, 1-hr and 3-hour (2 hour) post glucose
[104]. This with some modifications was adapted by many organizations, NDDG
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h. A family history of diabetes (first degree
relatives)

i. A previous still-birth
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k. Women with PCOS (Polycystic ovary
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Table 10.
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1.There are no serious direct risks to the GTT, however, some women reported dizziness, fainting,
vomiting, due to fasting and/or the use of a high glucose drink on an empty stomach

2.Fasting for 8–12 hrs in pregnancy can be difficult
3. Soreness, bruise, swelling or infection at site of needle insertion
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[105], ADA [106], as the standard method for diagnosis of GDM for more than two
decades.

In 2008, the HAPO study [39] demonstrated presence of unfavourable neonatal
outcomes even in those with mild hyperglycaemia which did not meet the old
criteria of GDM [107]. Based on this notion the International Association of Diabe-
tes and Pregnancy Study Group (IADPSG) recommended a one-step 75 g OGTT
testing but lowered the diagnostic cut-point of the OGTT to (5.1–10.0-8.5 mmol/L,
fasting, 1-hour and 2 hours postprandial) in 2010 [108] and only one abnormal
value was enough to make a diagnosis. This was adopted by ADA [109], WHO
[110] and FIGO [111] by recommending a one-step 75 g glucose OGTT between 24
and 28 gestational weeks and diagnosis of GDM is made with only one abnormal
value equal to or exceeding 5.1–10.0-8.5 mmol/L, due to the result of the HAPO
study regarding mild hyperglycaemia and adverse clinical outcome, including LGA,
primary caesarean, clinical neonatal hypoglycaemia, and C-protein cord blood
[108] where a more strict strategy may help reduce the frequency of these potential
complications. However, several guidelines including the ACOG [112], NIH [113]
and SOGC [114] did not support the IADPSG criteria and their guidelines still
recommend the two-step strategy and the C-C or NDDG criteria for the OGTT, the
reasons provided are:

a. The benefit from the treatment of mild GDM in women is not well established

b. Additional healthcare costs will be generated by increased prevalence

c. Caesarean delivery and intensive newborn assessment will increase

d. Life disruptions and psychosocial burdens will be developed in a patients with
GDM

Current ADA guidelines recommended selective screening of high risk women
for GDM, where ACOG guideline advice universal screening and NICE guideline
recommended screening all women of South Asians ethnicity. In the HAPO study
risk of adverse outcomes were very low when FPG was ≤4.4 mmol/L (80 mg/dl). In
Chinese women with FPG value ≥5.1 mmol/L, one can make a diagnosis of GDM
(specificity 100% and, in those with value ≤4.4 mmol/L one can exclude GDM
(87.8%, sensitivity). These results are similar to those reported by Agarwal, et al. in
the HAPO cohort. In HAPO and two other studies, the incidence of selected adverse
maternal and fetal outcomes increases along a continuum of increasing maternal
hyperglycaemia, with no outcome-associated glycaemic thresholds were identified
that could be used to define internationally accepted criteria for the diagnosis of
GDM. In 2010, IADPSG [108] consensus panel using HAPO study primary
outcomes (birthweight >90%, primary caesarean section rate, neonatal
hypoglycaemia and cord C-peptide levels >90%) and threshold for 75-g OGTT

a. The GTT is considered the most effective way to determine if you have GDM
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reached odds ratio 1.75. These arbitrary thresholds, when applied to the HAPO
cohorts, led to a GDM incidence of 17.8%. In 2013 Canadian Diabetic Association
expert committee conceded the dispute and chosen sequential screening with a 50 g
GCT followed by 75 g OGTT using the glucose thresholds that result in an Odds
Ratio (OR) of 2.00 (fasting ≥5.3 mmol/L, 1 hour ≥10.6 mmol/L, 2 hours
≥9.0 mmol/L).

Hyperglycaemia first detected at any time during pregnancy should be classified
as either:

• Diabetes mellitus in pregnancy

• Gestational diabetes mellitus

When glucose abnormalities persist postpartum in a woman with GDM, her
diabetes is re-categorized as overt diabetes, especially if the diagnosis of GDM
occurred before 20 weeks’ gestation and glucose levels were markedly elevated in
pregnancy. The 2006WHO criteria should be used in diagnosis of Diabetes mellitus
in pregnancy when one or more of the following criteria are met:

• FPG ≥ 7.0 mmol/L (126 mg/dl), demonstrated on two occasions

• 2hPG ≥ 11.1 mmol/L (200 mg/dl) following a 75 g oral glucose load

• RPG ≥ 11.1 mmol/L (200 mg/dl) in presence of diabetic symptoms

The diagnosis of GDM at any time during pregnancy should be based on any one
of the following values:

• FPG 5.1–6.9 mmol/l (95–125 mg/dl)

• 1hPG 75 g OGTT ≥10.0 mmol/L (180 mg/dl)

• 2-hPG 75 g OGTT 8.5–11.0 mmol/L (153-199 mg/dl)

There are no established criteria for the diagnosis of diabetes based on the 1-hour
post-load value. At least one of these thresholds must be equaled or exceeded to
make a diagnosis of GDM.

9. A1c, Can it replace OGTT?

The measurement of A1c equals the assessment of hundreds (virtually
thousands) of fasting glucose levels and also capture postprandial glucose
peaks; therefore, it is a more and reliable measurement than FPG and/or
2-hr OGTT plasma glucose (PG) oscillates above and below the cut point of
200 mg/dl.

FPG of 6.7 mmol/L to 7.2 mmol/L (120 or 130 mg/dl) or having a 2-h PG of
10.3 mmol/L to 11.9 mmol/L (185 or 215 mg/dl) are considered similar because they
define a point where physiological disturbance is apparent, however from other
angles it makes a lot of difference. Therefore, an appliance evaluating chronic rather
than spot hyperglycaemia is unquestionably more desirable. A1c assay is now the
preferred test not only for chronic management of diabetes but also for its
diagnosis. However, the cost of assay in some parts of the world rules out its typical
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use. In such instances, clinicians should continue using glucose measurements for
both diagnosis and monitoring of diabetes.

A1c assay may not be reliable under the underlisted conditions [115]

a. First, some haemoglobin traits, such as HbS, HbC, HbF, and HbE, interfere
with some A1c assay method. These are common among blacks

b. Second, conditions causing changes in red cell turnover: haemolytic
anaemias, chronic malaria, major blood loss, or blood transfusions,

c. Third, A1c levels appear to increase with age [116], though this is not
sufficiently clear

d. Similarly, racial disparities in A1c, the etiology and significance are unclear
[117]

e. Finally, in rapidly evolving type 1 diabetes, no time to “catch-up” with the
sudden elevations in glucose levels; diagnosis should be relied on plasma
glucose in association with typical symptoms

The glycated haemoglobin (HbA1c) test has been suggested as an alternative
screening test for type 2 diabetes. HbA1c overcomes many of these difficulties as
fasting state is not required, analytical variability is less than 2% and gives
glycaemic status over past 2–3 month. The coefficient of variation is usually 2–3%
for the same day analysis, while the inter-assay variation is 4–5%. HbA1c values are
relatively stable after collection, and the recent introduction of a new reference
method to calibrate all HbA1c assay instruments should further improves HbA1c
assay standardization.

Advantages of HbA1c assay are:

a. better indicator of overall glycemic exposure

b. less variability, unaffected by outside factors like stress

c. not a timed test, requires no fasting; more convenient

d. Better at predicting complications

Regrettably, at variance with that report, the New Hoorn Study [118] showed
that 44% of people with newly diagnosed diabetes with OGTT had A1c < 6.0% and
that a stronger correlations between plasma glucose and A1c is better in subjects
with known diabetes, but not in the general population. Moreover, in the Rancho
Bernardo Study [119], 85% of the participants with A1c ≥6.5% were not classified as
diabetes by ADA criteria and a 1/3rd of people with diabetes on OGTT had A1c

1.Assay is normalized and aligned to the DCCT/UKPDS
2.Better summary of overall glycaemic exposure and risk for long-term complications
3. It has significantly less biologic fluctuation
4.No need for fasting or timed samples
5.Relatively unaffected by acute(eg stress or illness related) perturbations in glucose levels
6.Currently used to guide management and adjust therapy

Table 13.
The beauty of A1c testing compared to blood glucose for diagnose of diabetes mellitus.
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reached odds ratio 1.75. These arbitrary thresholds, when applied to the HAPO
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use. In such instances, clinicians should continue using glucose measurements for
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A1c assay may not be reliable under the underlisted conditions [115]

a. First, some haemoglobin traits, such as HbS, HbC, HbF, and HbE, interfere
with some A1c assay method. These are common among blacks

b. Second, conditions causing changes in red cell turnover: haemolytic
anaemias, chronic malaria, major blood loss, or blood transfusions,

c. Third, A1c levels appear to increase with age [116], though this is not
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d. Similarly, racial disparities in A1c, the etiology and significance are unclear
[117]

e. Finally, in rapidly evolving type 1 diabetes, no time to “catch-up” with the
sudden elevations in glucose levels; diagnosis should be relied on plasma
glucose in association with typical symptoms

The glycated haemoglobin (HbA1c) test has been suggested as an alternative
screening test for type 2 diabetes. HbA1c overcomes many of these difficulties as
fasting state is not required, analytical variability is less than 2% and gives
glycaemic status over past 2–3 month. The coefficient of variation is usually 2–3%
for the same day analysis, while the inter-assay variation is 4–5%. HbA1c values are
relatively stable after collection, and the recent introduction of a new reference
method to calibrate all HbA1c assay instruments should further improves HbA1c
assay standardization.

Advantages of HbA1c assay are:

a. better indicator of overall glycemic exposure

b. less variability, unaffected by outside factors like stress

c. not a timed test, requires no fasting; more convenient

d. Better at predicting complications

Regrettably, at variance with that report, the New Hoorn Study [118] showed
that 44% of people with newly diagnosed diabetes with OGTT had A1c < 6.0% and
that a stronger correlations between plasma glucose and A1c is better in subjects
with known diabetes, but not in the general population. Moreover, in the Rancho
Bernardo Study [119], 85% of the participants with A1c ≥6.5% were not classified as
diabetes by ADA criteria and a 1/3rd of people with diabetes on OGTT had A1c

1.Assay is normalized and aligned to the DCCT/UKPDS
2.Better summary of overall glycaemic exposure and risk for long-term complications
3. It has significantly less biologic fluctuation
4.No need for fasting or timed samples
5.Relatively unaffected by acute(eg stress or illness related) perturbations in glucose levels
6.Currently used to guide management and adjust therapy
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The beauty of A1c testing compared to blood glucose for diagnose of diabetes mellitus.
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< 6.0%. Thus, this study demonstrated that 30% of subjects who are already
diabetic or pre-diabetic would have been missed if A1c had been used instead of
OGTT. In conclusion, the data confirmed, in agreement with an Australian study,
that an A1C ≤5.5% or ≥ 7% can predict the absence or presence of diabetes
respectively, while intermediate values are inconclusive (Table 13).

A1C values just above the upper limits of normal, depend upon post-prandial
glycaemias (ie 2hPG), still requiring the OGTT to be correctly interpreted.
Although in certain cases A1c gives equal or almost equal sensitivity and specificity
to glucose measurement, it is not available in many part of the world and it is not
well enough standardised for its use to be recommended at this time particularly in
low- and mid-income countries.

Finally, although ADA recommended the use of A1c, by emphasizing the
importance of IFG and IGT, which cannot be diagnosed without OGTT, to disclose
high-risk subjects for diabetes, obviously shows that A1c would be of minute use
without OGTT and that pre-diabetes includes different entities. OGTT is the only
test that can efficiently disclose obscure diabetes when FPG<7.0 mmol/L and
screen competently within the range of rather heterogeneous pre-diabetic
values [120].

In conclusion an OGTT is undeniably the best test in investigation of
dysglycaemia, either with the intention of testing for pre-diabetes, type 2 diabetes,
or for gestational diabetes mellitus.
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< 6.0%. Thus, this study demonstrated that 30% of subjects who are already
diabetic or pre-diabetic would have been missed if A1c had been used instead of
OGTT. In conclusion, the data confirmed, in agreement with an Australian study,
that an A1C ≤5.5% or ≥ 7% can predict the absence or presence of diabetes
respectively, while intermediate values are inconclusive (Table 13).

A1C values just above the upper limits of normal, depend upon post-prandial
glycaemias (ie 2hPG), still requiring the OGTT to be correctly interpreted.
Although in certain cases A1c gives equal or almost equal sensitivity and specificity
to glucose measurement, it is not available in many part of the world and it is not
well enough standardised for its use to be recommended at this time particularly in
low- and mid-income countries.

Finally, although ADA recommended the use of A1c, by emphasizing the
importance of IFG and IGT, which cannot be diagnosed without OGTT, to disclose
high-risk subjects for diabetes, obviously shows that A1c would be of minute use
without OGTT and that pre-diabetes includes different entities. OGTT is the only
test that can efficiently disclose obscure diabetes when FPG<7.0 mmol/L and
screen competently within the range of rather heterogeneous pre-diabetic
values [120].

In conclusion an OGTT is undeniably the best test in investigation of
dysglycaemia, either with the intention of testing for pre-diabetes, type 2 diabetes,
or for gestational diabetes mellitus.
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Chapter 6

Organic Volatile Compounds Used 
in Type 2 Diabetes
Mioara Petrus, Cristina Popa and Ana-Maria Bratu

Abstract

Analysis of volatile organic compounds (VOCs) in exhaled breath is non-invasive 
method and appears as a promising tool for metabolic monitoring. Diabetes is a 
complex syndrome, metabolic diseases that is characterized by hyperglycemia 
associated with major changes in lipids and proteins. The pathophysiology of the 
link between diabetes, hypertension, inflammatory syndrome and oxidative stress 
is complex. We conducted a study and applied quantitative analysis of exhaled eth-
ylene and ammonia in patients with type 2 diabetes mellitus (T2DM) and a healthy 
control group. For breath gas analysis, a very sensitive CO2 laser photoacoustic 
spectroscopy (CO2LPAS) was applied. The concentration of exhaled VOCs differed 
between T2DM patients and healthy group, in particular, T2DM patients exhaled 
significantly higher amounts of ethylene and ammonia compared to healthy con-
trol group. The data obtained by the CO2LPAS system revealing that the increased 
breath VOCs has a close relationship with high glucose levels and with healthy 
complications.

Keywords: type 2 diabetes, exhaled breath, volatile organic compounds, ethylene, 
ammonia, CO2 laser photoacoustic spectroscopy

1. Introduction

The analysis of volatile organic compounds (VOCs) represents a rapid and 
non-invasive method of early diagnosis. Some of the detected VOCs can be used as 
biomarkers for certain diseases or can reflect the metabolic profile of an organism 
and are presented in the exhaled breath, skin secretions, saliva, blood, urine and 
feces [1]. Breath analysis is considered to be a promising tool for noninvasive analysis 
of biochemical processes in the human body [2–5]. Exhaled breath contains both 
exogenous VOCs that come from environmental exposures as the ingestion of food, 
smoking cigarettes or/and air pollution, or endogenous VOCs that are produced by 
biological processes in the human body like oxidative stress (OS), inflammation, 
infectious disease. Breath analysis is currently used in the diagnosis of different 
pathologies, including gastrointestinal and liver disease, renal failure, lung disor-
ders, cancer, and diabetes [6–8].

Diabetes Mellitus (DM) affects millions of people worldwide, and the inci-
dence is increasing every year. Diabetes is a chronic condition characterized by 
hyperglycemia caused by a defect in insulin secretion or insulin action. Diabetes is 
a heterogeneous syndrome, characterized by a complex disorder in the regulation 
of the body’s energy metabolism, which affects the use of carbohydrates, lipids and 
proteins, as well as other metabolisms [1–3]. The most prevalent type of DM is: 
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proteins, as well as other metabolisms [1–3]. The most prevalent type of DM is: 
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type 2 diabetes mellitus (T2DM), type 1 diabetes mellitus (T1DM) and gestational 
diabetes mellitus (GDM). According to International Diabetes Federation (IDF) 
1 of 11 adults (20–79 years) have diabetes (463 million people), 1 in 2 adults with 
diabetes are undiagnosed (232 million people) and 2 in 3 people with diabetes lives 
in urban areas (310.3 million) [9, 10].

Individuals with T2DM presents increased risk for microvascular and macro-
vascular complications due to hyperglycemia. The complications related to diabetes 
are: eye disease (diabetic retinopathy), cardiovascular disease (one-third do half of 
all are diabetes related deaths), kidney disease, oral, nerve and/or vascular damage 
and diabetic foot complications (diabetic foot and lower limb complications affect 
between 40 and 60 million people with diabetes globally), diabetes-related com-
plications of pregnancy (approximately 20.4 million of live births were affected by 
hyperglycemia in pregnancy in 2019) [9–14].

Studies over time have shown that oxidative stress contributes to the develop-
ment and progression of diabetes, in T2DM particularly [15]. In diabetics, through 
hyperglycemia, hyperlipidemia, and hypertension is induced oxidative stress that 
affects multiple organs, leading to various complications including coronary artery 
disease, stroke, neuropathy, nephropathy, retinopathy [16, 17].

The aim of this chapter is showing the role of breath analysis in the evolution 
of type 2 diabetes mellitus by measuring ethylene and ammonia as oxidative stress 
breath biomarkers at T2DM and healthy subjects, using a CO2 laser photoacoustic 
spectroscopy (CO2LPAS) system. At the same time, it was determined the glycated 
hemoglobin HbA1c and blood glucose levels. Breath tests were compared between 
the two groups (healthy and with T2DM) to see if the breath analysis can discrimi-
nate between diabetic and healthy subjects, and if the breath tests are in accordance 
with blood tests.

2. Oxidative stress in diabetes mellitus

When the human’s cells are perturbed by nutritional imbalance, infections, 
bacteria, toxins or disease reactive oxygen species (ROS) and reactive nitrogen 
species (RNS) are formed. ROS molecules are highly reactive and, the pathological 
consequence is damage to proteins, lipids and DNA [18, 19]. This oxidative damage 
may lead cell death and disease such as cancer or diabetes. Thus, oxidative stress 
may fi define as an imbalance between production of such reactive species and the 
body’s ability to detoxify.

Diabetic subjects tend to have an increase in ROS generation and a decrease in 
antioxidant defenses [18–24], in this case oxidative stress is a response to glucose 
and/or lipid overload. Thus, oxidative stress is involved in the occurrence of com-
plications in subjects with T2DM [20–24], and also affect the two major mecha-
nisms failing during diabetes: insulin resistance and insulin secretion [25–28].

According to Giugliano et al. patients with diabetes present a high level of 
oxidative stress leads to the appearance of atherosclerosis [29]. Also, according 
to Ceriello, hyperglycemia generates oxidative stress, which leads to endothelial 
dysfunction in blood vessels [30]. Atherosclerotic disease is the most important and 
frequent macrovascular complication in diabetics and it means the chronic inflam-
mation and injury to the arterial. Oxidized lipids accumulate in the endothelial wall 
of the arteries, and this accumulation can lead to acute vascular infarction [20].

The link between diabetes and oxidative stress was conducted by measuring 
certain biomarkers such as lipid peroxidation products, biomarker for protein oxi-
dation or DNA damage biomarker. These biomarkers are the result of free radical’s 
damage on lipids, proteins and DNA [18–20].
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Responsible for oxidative stress is the attack on proteins induce by the reaction 
between ROS and some amino acids [24]. Proteins are the principal target of ROS 
causing protein glycation and oxidative degeneration. Therefore, glycated hemoglo-
bin HbA1c measure the protein alteration and is considered as biomarker of oxida-
tive stress [31]. Ammonia is a biomarker of protein metabolism, and at subjects 
with T2DM, insulin deprivation is associated with an increase in amino acids and by 
an accelerated protein catabolism.

In diabetes the lipid profile is modified thus leading to the occurrence of lipid 
peroxidation. Another target of free radicals are the polyunsaturated fatty acids 
in cell membranes [32]. The end-products of LP that can be used to measure the 
effects of free radicals on lipids are malondialdehyde (MDA) measured in blood and 
ethylene as breath biomarker [33].

3. VOCs biomarkers in exhaled breath

3.1 Overview of breath analysis

Breath analysis can be considered as a potentially tool for the diagnosis and 
study of medical diseases. Respiratory analysis has been used in medicine since 
ancient times, from the time of Hippocrates (460–370 BC), when ancient Greek 
doctors assessing human health using human breath aroma [34–39]. The first 
breath analysis was conducted by Lavoisier in 1782, this showing that carbon 
dioxide from breathing is a product of combustion produced in the body [2, 38–40]. 
Respiratory studies continued later, when it was shown that human respiration 
contains VOCs, important in assessing human health [3–5]. The first invention 
that use gaseous compounds exhaled breath to assess human health was made in 
1931 by Dr. Rolla N. Harger. He invented the ‘drunkometer a breath-alcohol test, 
used to determine the alcohol concentration and has been widely used since 1938. 
An important step in breath analysis was conducted by Pauling et al. in 1971 when 
using a gas chromatograph were able to detect more than 200 VOCs in human 
breath [40]. Many studies on exhaled breath have been carried aiming to character-
ize these VOCs, and the studies carried out of Phillips estimated 1259 compounds in 
normal subjects in 1997 [41], and over 3000 compounds in 1999 [42]. The analysis 
of exhaled air is under investigation as a promising tool for express and noninvasive 
analysis of biochemical processes in the human body. The techniques currently used 
are promising to translate into clinics not for a specific disease diagnostic but more 
for providing information about biochemical processes that arise from underlying 
diseases. Nowadays, there are several commercially available devices for monitoring 
of breath biomarkers, such as 13C used to diagnose Helicobacter pylori [43], CH4 in 
breath accompanied by electrochemical sensors to detect H2 and O2 for diagnosis 
of gastrointestinal disorders [44], asthma detection by exhaled nitric oxide, breath 
alcohol testing [45], lung cancer detection [46], fructose malabsorption with 
hydrogen breath test, monitoring uptake of disinfection by-products following 
swimming [47] chronic kidney disease (CKD) and diabetes mellitus [48].

3.2 Exhaled breath

Human respiration is a gaseous mixture, and the main compounds are nitrogen, 
oxygen, carbon dioxide, inert gases, water vapor. In addition to these compounds 
that are found in high concentration in respiration, VOCs and inorganic molecules 
can also be found [49]. The presence of the latter in the composition of respiration 
depends on several external or internal factors. Thus, the composition of human 



Type 2 Diabetes - From Pathophysiology to Cyber Systems

150

type 2 diabetes mellitus (T2DM), type 1 diabetes mellitus (T1DM) and gestational 
diabetes mellitus (GDM). According to International Diabetes Federation (IDF) 
1 of 11 adults (20–79 years) have diabetes (463 million people), 1 in 2 adults with 
diabetes are undiagnosed (232 million people) and 2 in 3 people with diabetes lives 
in urban areas (310.3 million) [9, 10].

Individuals with T2DM presents increased risk for microvascular and macro-
vascular complications due to hyperglycemia. The complications related to diabetes 
are: eye disease (diabetic retinopathy), cardiovascular disease (one-third do half of 
all are diabetes related deaths), kidney disease, oral, nerve and/or vascular damage 
and diabetic foot complications (diabetic foot and lower limb complications affect 
between 40 and 60 million people with diabetes globally), diabetes-related com-
plications of pregnancy (approximately 20.4 million of live births were affected by 
hyperglycemia in pregnancy in 2019) [9–14].

Studies over time have shown that oxidative stress contributes to the develop-
ment and progression of diabetes, in T2DM particularly [15]. In diabetics, through 
hyperglycemia, hyperlipidemia, and hypertension is induced oxidative stress that 
affects multiple organs, leading to various complications including coronary artery 
disease, stroke, neuropathy, nephropathy, retinopathy [16, 17].

The aim of this chapter is showing the role of breath analysis in the evolution 
of type 2 diabetes mellitus by measuring ethylene and ammonia as oxidative stress 
breath biomarkers at T2DM and healthy subjects, using a CO2 laser photoacoustic 
spectroscopy (CO2LPAS) system. At the same time, it was determined the glycated 
hemoglobin HbA1c and blood glucose levels. Breath tests were compared between 
the two groups (healthy and with T2DM) to see if the breath analysis can discrimi-
nate between diabetic and healthy subjects, and if the breath tests are in accordance 
with blood tests.

2. Oxidative stress in diabetes mellitus

When the human’s cells are perturbed by nutritional imbalance, infections, 
bacteria, toxins or disease reactive oxygen species (ROS) and reactive nitrogen 
species (RNS) are formed. ROS molecules are highly reactive and, the pathological 
consequence is damage to proteins, lipids and DNA [18, 19]. This oxidative damage 
may lead cell death and disease such as cancer or diabetes. Thus, oxidative stress 
may fi define as an imbalance between production of such reactive species and the 
body’s ability to detoxify.

Diabetic subjects tend to have an increase in ROS generation and a decrease in 
antioxidant defenses [18–24], in this case oxidative stress is a response to glucose 
and/or lipid overload. Thus, oxidative stress is involved in the occurrence of com-
plications in subjects with T2DM [20–24], and also affect the two major mecha-
nisms failing during diabetes: insulin resistance and insulin secretion [25–28].

According to Giugliano et al. patients with diabetes present a high level of 
oxidative stress leads to the appearance of atherosclerosis [29]. Also, according 
to Ceriello, hyperglycemia generates oxidative stress, which leads to endothelial 
dysfunction in blood vessels [30]. Atherosclerotic disease is the most important and 
frequent macrovascular complication in diabetics and it means the chronic inflam-
mation and injury to the arterial. Oxidized lipids accumulate in the endothelial wall 
of the arteries, and this accumulation can lead to acute vascular infarction [20].

The link between diabetes and oxidative stress was conducted by measuring 
certain biomarkers such as lipid peroxidation products, biomarker for protein oxi-
dation or DNA damage biomarker. These biomarkers are the result of free radical’s 
damage on lipids, proteins and DNA [18–20].

151

Organic Volatile Compounds Used in Type 2 Diabetes
DOI: http://dx.doi.org/10.5772/intechopen.94752

Responsible for oxidative stress is the attack on proteins induce by the reaction 
between ROS and some amino acids [24]. Proteins are the principal target of ROS 
causing protein glycation and oxidative degeneration. Therefore, glycated hemoglo-
bin HbA1c measure the protein alteration and is considered as biomarker of oxida-
tive stress [31]. Ammonia is a biomarker of protein metabolism, and at subjects 
with T2DM, insulin deprivation is associated with an increase in amino acids and by 
an accelerated protein catabolism.

In diabetes the lipid profile is modified thus leading to the occurrence of lipid 
peroxidation. Another target of free radicals are the polyunsaturated fatty acids 
in cell membranes [32]. The end-products of LP that can be used to measure the 
effects of free radicals on lipids are malondialdehyde (MDA) measured in blood and 
ethylene as breath biomarker [33].

3. VOCs biomarkers in exhaled breath

3.1 Overview of breath analysis

Breath analysis can be considered as a potentially tool for the diagnosis and 
study of medical diseases. Respiratory analysis has been used in medicine since 
ancient times, from the time of Hippocrates (460–370 BC), when ancient Greek 
doctors assessing human health using human breath aroma [34–39]. The first 
breath analysis was conducted by Lavoisier in 1782, this showing that carbon 
dioxide from breathing is a product of combustion produced in the body [2, 38–40]. 
Respiratory studies continued later, when it was shown that human respiration 
contains VOCs, important in assessing human health [3–5]. The first invention 
that use gaseous compounds exhaled breath to assess human health was made in 
1931 by Dr. Rolla N. Harger. He invented the ‘drunkometer a breath-alcohol test, 
used to determine the alcohol concentration and has been widely used since 1938. 
An important step in breath analysis was conducted by Pauling et al. in 1971 when 
using a gas chromatograph were able to detect more than 200 VOCs in human 
breath [40]. Many studies on exhaled breath have been carried aiming to character-
ize these VOCs, and the studies carried out of Phillips estimated 1259 compounds in 
normal subjects in 1997 [41], and over 3000 compounds in 1999 [42]. The analysis 
of exhaled air is under investigation as a promising tool for express and noninvasive 
analysis of biochemical processes in the human body. The techniques currently used 
are promising to translate into clinics not for a specific disease diagnostic but more 
for providing information about biochemical processes that arise from underlying 
diseases. Nowadays, there are several commercially available devices for monitoring 
of breath biomarkers, such as 13C used to diagnose Helicobacter pylori [43], CH4 in 
breath accompanied by electrochemical sensors to detect H2 and O2 for diagnosis 
of gastrointestinal disorders [44], asthma detection by exhaled nitric oxide, breath 
alcohol testing [45], lung cancer detection [46], fructose malabsorption with 
hydrogen breath test, monitoring uptake of disinfection by-products following 
swimming [47] chronic kidney disease (CKD) and diabetes mellitus [48].

3.2 Exhaled breath

Human respiration is a gaseous mixture, and the main compounds are nitrogen, 
oxygen, carbon dioxide, inert gases, water vapor. In addition to these compounds 
that are found in high concentration in respiration, VOCs and inorganic molecules 
can also be found [49]. The presence of the latter in the composition of respiration 
depends on several external or internal factors. Thus, the composition of human 



Type 2 Diabetes - From Pathophysiology to Cyber Systems

152

respiration is influenced both by exogenous compounds from exposure of the 
human body to various external environmental factors, and from endogenous 
compounds resulting from biological processes produced in the human body (in the 
lung tract, blood or peripheral tissues) [50].

Humans breath is a mixture of nitrogen, oxygen, carbon dioxide, inert gases, 
water vapor and thousands of VOCs traces and inorganic molecules [49]. The 
composition of breath contains exogenous compounds that originate from envi-
ronmental exposures, and endogenous compounds that are produced by biological 
processes in the human body (in the pulmonary tract, blood, or peripheral tissues) 
[50]. The complex matrix of breath varies from each person both quantitatively and 
qualitatively. The development of different methods for gas samples analysis has 
allowed the detection of gaseous compounds traces from respiration, and research 
has shown that the most common VOCs in human respiration are nitric oxide 
(10–50 ppb), 1–20 ppb), ammonia (0, 5–2 ppm), carbon monoxide (0–6 ppm), 
hydrogen sulfide (0–1.3 ppm), acetone (0.3–1 ppm), methane (2–10 ppm), pentane 
(0–10 ppb) etc. [51–56].

3.3 Breath biomarkers

Biomarkers are chemicals, usually VOCs, which indicate the normal or abnormal 
process that take place in the human body and can suggest the presence of a disease 
or a recent exposure to a drug or an environmental pollutant. The most important 
breath biomarkers are ammonia, acetone, isoprene, nitic oxide, hydrogen sulphide, 
methane, ethane and pentane [30–42, 51–58].

3.3.1 Ammonia

Ammonia (NH3) is very important for the human body and is involved in many 
physiological processes. The ammonia originates from the catabolism of the amino 
acids (which are produced mainly by degradation of proteins), can penetrate the 
blood-lungs and appears in the exhaled breath. Ammonia is absorbed into the por-
tal circulation, taken up by the liver and converted to urea by the urea cycle. Urea 
cycle is the metabolic pathway that converts urea nitrogen excretion from the body.

Ammonia (NH3) is highly toxic to humans, it is converted into urea which is 
non-toxic, highly soluble and easily excreted by the kidney. Urea is formed in the urea 
cycle from NH4

+, CO2, and the nitrogen of aspartate [59, 60]. The cycle occurs mainly 
in the liver. Ammonia travels to the liver from other tissues, mainly in the form of ala-
nine and glutamine and is released from amino acids in the liver by a series of trans-
amination and deamination reactions. Urea cycle enzyme deficiency will result in 
insufficient elimination of NH4 + or hyperammonemia which leads to central nervous 
system deterioration in the form of mental retardation, seizure, coma, and death 
[60]. The deamination of amino acids, transamination of most amino acids with 
α-ketoglutaric acid to form glutamic acids, and operation of glutaminase enzyme in 
the kidney represent the main source of ammonia in the human body. In addition 
to these sources of ammonia, this can be produced during purine and pyrimidine 
catabolism, by the action of intestinal bacteria on the non-absorbed dietary amino 
acids, or by the action of monoamine oxidase enzyme. Therefore, ammonia can 
be considered to be an important biomarker monitored in the blood, urine, saliva 
or breath [57–65]. The ammonia concentration is dependent on a range of factors 
including the health status of the patient, the route of sampling (nasal or oral), 
contribution from oral bacteria, diet, pharmaceutical use, physical activity and levels 
of metabolic activity. High levels of ammonia are associated with a variety of patho-
logical conditions, such as hepatic and renal dysfunction, Reye’s syndrome, errors 
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in the metabolism of urea cycle (urea cycle disorders, UCD) and is also a potential 
biomarker in exercise physiology and studies of drug metabolism. Normal concentra-
tion of ammonia in exhaled breath is 50–2000 ppb (parts per billion) [61–66].

3.3.2 Ethylene

Ethylene (C2H4) is produced by the oxidation of cellular lipids [67, 68]. The 
relation among ethylene, free radicals, and diabetes can be explained by the oxida-
tive stress. The free radicals attack cellular biomembranes causing cell damage and 
even cell death [69, 70]. A free radical is an unstable and highly reactive molecular 
species with an unpaired electron that can donate or accept an electron from other 
molecules [71, 72].

There are many types of radicals, but the species highly unstable and concern in 
biological systems are derived from oxygen and known as reactive oxygen species 
(ROS), such as superoxide radicals, O2 · -, hydrogen peroxide, H2O2, and hydroxyl 
radicals, HO· [70–72]. Under stress, ROS levels increase and this can lead to signifi-
cant cell damage, damage known as oxidative stress. The term “oxidative stress” (OS) 
is defined as the imbalance between the production of free radicals and the body’s 
ability to defend itself [18, 19]. This process is kept in balance by the antioxidant 
defense system. Certain chronic diseases such as atherosclerosis, cancer, diabetes, 
rheumatoid arthritis, post-ischemic perfusion injury, myocardial infarction, car-
diovascular disease, chronic inflammation, stroke and septic shock, aging and other 
degenerative diseases in humans can be caused or their process it can be accelerated 
by the appearance of oxidative lesions at the biomolecular level in (lipids, proteins or 
DNA) when there is an imbalance in the production of free radicals [18, 19, 69–72].

The human body contains a high percentage of lipids (including polyunsatu-
rated fatty acids - PUFA) vulnerable to free radical attack. Lipid peroxidation (LP) 
occurs as a result of oxidative degradation of polyunsaturated fatty acids induced 
by free radicals. Therefore, in LP process a peroxidative sequence is initiated by 
the attack of any free radical species which can extract a hydrogen atom from the 
group of methylene (CH2), together with an electron on the carbon atom (•CH). By 
molecular rearrangement the resulting carbon radical is stabilized and is produce 
a conjugated diene that formed a lipid peroxyl radical (LOO•). But, the propaga-
tion of LP continues because these radicals can still extract hydrogen atoms from 
other lipid molecules to form the lipid hydroperoxides (LOOH). The LP process is 
finished with the end products that includes malondialdehyde, 4-hidroxinonenal 
and hydrocarbons, such as pentane, ethane and ethylene [18, 19, 68–74]. The stable 
end-products of LP, such as ethane, ethylene and pentane are suitable for the 
estimation of cell damage, because these species are excreted in the breath within 
a few minutes of their formation in tissues. Excess ethylene in the exhaled breath 
is associated with biochemical events around LP and can be considered a direct 
measurement of oxidative stress [67–69, 74]. Ethylene was one of the first breath 
compounds studied, being reported to range between 3 and 100 ppb [75, 76].

4.  Laser photoacoustic spectroscopy as a method for breath VOCs 
detection

The analysis of trace gases from human breath for medical monitoring and 
diagnostics and require gas sensors characterized by high sensitivity and selectivity 
(to avoid interference from other potential interfering species), multi-component 
capability, real time measurements, large dynamic range, in situ measurements, 
ease to use. Laser photoacoustic spectroscopy (LPAS) is sufficiently sensitive and 
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rapid to allow the simultaneous analyses of several trace gas metabolites in single 
breath exhalations. Over the years, the LPAS technique has demonstrated its ability 
to detect traces of gas in fields such as biology and medicine due to several factors, 
such as: real-time detection of one or more volatile compounds, detection limits 
ranging from ppm (parts-per-million) to ppb (parts-per-billion), high sensitivity 
and selectivity, use of a single breath collection from a small sampling volume (few 
100 ml) without the need for further preparation [66–68, 75–82].

4.1 Laser photoacoustic spectroscopy: basic principles

Laser photoacoustic spectroscopy is based on the photoacoustic effect that 
occurs at the interaction between light and matter with the generation of a sound 
wave. In 1880, Alexander Graham Bell discovered these phenomena [83] while 
trying to find wireless communication. Thus, he discovered that certain optically 
absorbing solids emit a sound when illuminated by a modulated light. In 1881, 
Bell [84] Tyndall [85], Röntgen [86] and Preece [87] have demonstrated that the 
photoacoustic (PA) effect occurs not only in solid but also in liquid and gas. They 
found also, that the sound was stronger when the sample was placed in a cavity 
called photophone or spectrophone. With the appearance of sensitive microphones, 
increased interest in this technique. Afterwards, techniques based on this phenom-
enon have been known a continuous development, and today can be applied in 
almost all disciplines of Science and Technology.

An instrument based on the PA effect and which uses a laser as a radiation source, 
has important advantages for the analysis of gas traces such as high sensitivity ppb or 
even ppt (parts per trillion) concentrations and selectivity, high dynamic range, high 
accuracy and precision, good time resolution, versatility, reliability, robustness and 
is easy to use.

Over the years, photoacoustic spectroscopy (PAS) has proven its ability to detect 
traces of gas and has been used successfully as a gas sensor in biological and medical 
applications [88–93].

In gases, the PA effect is produced as a result of the following sequences (see 
Figure 1) [76]: absorption of incident laser radiation modulated in frequency or 
amplitude by the target gas molecules; local heating due to non-radiative relaxation; 
the extension and contraction of the gas sample that determines the pressure varia-
tion, which is an acoustic wave; detection of acoustic waves using microphones.

4.2 Experimental section for VOCs breath analysis

Exhaled breath was analyzed using a LPAS system and we have measured 
ammonia and ethylene concentration from the exhaled breath in subjects with 
T2DM and healthy subjects [66, 75, 76]. The block diagram of the laser PA spec-
trometer is presented in Figure 2.

LPAS main components of the system are: a CO2 laser (home-built) emit-
ting in the 9.2–10.8 μm range (area where ammonia and ethylene shows a high 
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absorption), frequency-stabilized and an output power between 2 and 5 W, and 
an external PA cell (the external resonator home-build), inside it being mounted 
four microphones (sensitivity of 20 mV/Pa each), connected in series are mounted 
flush with the internal surface of the resonator tube. Before entering into the PA 
cell, the cw laser beam is modulated by a mechanical chopper that operate at the 
resonant frequency of the PA cell (564 Hz) and focused by a ZnSe lens. The laser 
beam power after passing through the PA cell is measured by a radiometer con-
nected to a data acquisition interface module together with a lock-in amplifier. 
The acquisition interface is connected to a computer where all experimental data 
are processed in real-time and stored. The software allows the display of several 
parameters, such the values for the PA voltage, average laser power after chopper, 
and the trace gas concentration, and the response of the PA system is based on the 
formula:

V = αCPLSMc.

Where:
V (V)—photoacoustic signal (peak-to-peak value);
α (cm−1 atm−1)—gas absorption coefficient at a given wavelength;
C (Pa cm W−1)—cell constant;
PL (W)—cw laser power before chopper;
SM (V Pa−1)— microphone responsivity;
c (atm)—concentration or partial pressure of the trace gas.
Another important part of the CO2LPAS system is represented by the gas 

handling system. It has the role to ensure the purity of the PA cell, to introduce 
the sample gas into the PA cell at a controlled flow rate, to pump out the sample 
gas from the PA cell, and to monitor the total and partial pressures of mixture 
gas sample. This several functions can be performed by the gas handling system 
without being necessary any disconnections.

4.3 Breath collection

In breath analysis, depending on the desired result, is required a knowledge and 
understanding of respiratory physics. In the individual, normal, resting breathing is 
about 0.5 L, breathing known as tidal volume. The total volume of the lung is about 

Figure 2. 
CO2LPAS system.
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6 L, of which 4.8 L is called the vital capacity and the remaining 1.2 liters is called 
the residual volume and remains in the lungs [77–79].

Exhaled breath is an inhomogeneous gas mixture composed of “dead space” 
(roughly 150 milliliters) and the gas part represented by the “alveolar” respiration 
coming from the lungs (about 350 milliliters). Human exhalation contains both 
gas molecules resulting from the exchange of blood, but also compounds from 
the atmosphere. In the process of breath gases collection, there are three basic 
approaches [79, 80]:

1. Dead-space gas collection (or upper airway collection), which is the volume 
of air in the conducting airways where gas exchange cannot take place, where 
no exchange of oxygen or carbon dioxide occurs. There is also an alveolar dead 
space, which is the air in those alveoli that are ventilated but not perfused, 
where gas cannot be exchanged.

2. Alveolar collection (pure alveolar gas is collected), refers at the portion of 
exhaled breath that contain gases that have exchanged with blood. In the lungs 
there is a great flow of blood and the exhaled breath that contains both gas 
molecules resulting from the exchange of blood, but also compounds from the 
atmosphere. More specifically, excluding the dead-space from the analysis are 
excluded the chemicals that originate from the atmosphere. Most respiratory 
tests use this type of test because it contains VOCs resulting from endogenous 
activity and the influence of exogenous VOCs is eliminated.

3. Mixed breath collection means that total breath, dead-space air and alveolar 
gas, is collected.

For the desired results must be taken into account different factors such as the 
type of breath collected, single or multiple exhalation, and the technique used for 
sample analysis.

4.4 Protocols and procedures for breath analysis

Our measurement procedure to determine the concentrations of gases involves 
the following basic steps: cleaning the cell, calibration of the cell or measurement of 
the cell responsivity, and acquiring spectra of ethylene and ammonia [45, 56, 57].

For the measurement and detection of the gases from breath, the laser is kept 
tuned where ethylene and ammonia exhibit the strongest and most characteristic 
peaks. The cleaning of the cell must be carried out by successive washing with 
nitrogen of purity 6,0 (99,9999%) at atmospheric pressure, cleaning performed 
each time the contents of the cell are changed. An adequate degree of cell clearance 
is considered to be obtained if the PA signal measured in the nitrogen atmosphere 
has a rather low level, usually 30 μV. Absorption measurements are performed at 
room temperature, in the range 20° C - 22°C.

Exhaled breath samples are collected in aluminized bags (750 ml aluminum-
coated bags) consisting of: a disposable mouthpiece, a tee-mouthpiece assembly 
(including a plastic tee and a removable one-way flutter valve), a bag with the role 
of collecting “dead air” (the first part of expired breath), while the alveolar air in 
the collection bag and a discard multi-patient collection bags are designed to collect 
multiple. The breath sample can be kept in multi-patient collection bags for up to 
6 hours.

Ammonia is a highly adsorbed compound and the ammonia molecules 
adhere very well to the walls of the PA cell, so that to ensure the quality of each 
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measurement, an intense N2 washing cycle of the PA cell is performed. In this way 
the PA signal measured is due exclusively to the absorption of ammonia or ethylene 
molecules. Before measurements the PA cell is filled with pure nitrogen and the 
background signal detected, and we started from a background signal ~25 μV.

After collecting the breath sample, the gas sample is transferred from the bag 
to the PA cell at a controlled flow rate 36 l h−1 (600 standard cubic centimeters per 
minute (sccm)). Before the PA cell is found a trap filled (with a volume > 100 cm3) 
with KOH (potassium hydroxide) pellets replaced after each measurement, pel-
lets used to retain interfering gases such as carbon dioxide (~4% in exhaled breath 
sample) and water vapor [94].

All of the collected samples were analyzed over a period of three months. To 
remove any residual contaminants, all of these bags were thoroughly cleaned 
by flushing with nitrogen gas (purity 99.9999%) and subsequently evacuated 
for breath sample collection. Following the procedure, the breath samples was 
introduced in the PA cell, the PA cell closed and used for measurements. The 
measurements were performed on the 10P (14) laser line (where ethylene exhibits 
a strong absorption with an absorption coefficient of 30.4 cm−1 atm−1) and 9R (30) 
(where ammonia exhibits a strong absorption with an absorption coefficient of 
57 cm−1 atm−1). In this way the signal measured by microphones in PA cell is quanti-
fied and is proportional to the ethylene and to the ammonia concentrations.

5. VOCs measurement from the exhaled breath in type 2 diabetes

Oxidative damage was quantified by measuring breath ethylene and ammonia 
concentrations using CO2LPAS system. PA detection provides necessary selectiv-
ity for analyzing multicomponent mixtures by the use of line-tunable CO2 lasers. 
Breath samples were collected in special sample bags, aluminized multi-patient 
collection bags from QuinTron (750 mL aluminum-coated bags). All samples 
were given between 09:00 and 11:00 a.m. and analyzed using the CO2LPAS sys-
tem. Measurements of HbA1c and glucose were done using standard procedure. 
The subjects involved in this study are persons diagnosed with T2DM (n = 16), 
recruited from the family doctor, age between 42 and 71 years, body mass index 
BMI = 31.4–35.3, known stable cases of T2DM whose medical therapy had been 
unaltered over the last 12 months, and a healthy control group (n = 9), age between 
29 and 42 years, non-smokers, non-diabetics and body mass index BMI = 19.8–23.4. 
From T2DM subjects, 7 present hypertension and inflammatory syndrome. No 
patients were on supplements with antioxidants. Informed consent was obtained 
from all individuals. The participants with hormonal disorders, benign or malig-
nant disorders, renal failure, central nervous system disorders, and also smokers 
were excluded from the study.

As an observation of the results obtained, it can be seen that the average eth-
ylene of T2DM subjects is higher than the average ethylene healthy subjects (see 
Figure 3). The ethylene values in healthy subjects are normal and in the range 
10.73 ppb and 57.13 ppb, but at the subjects with T2DM the ethylene concentra-
tions range was between 78 ppb and 444 ppb. The differences in exhaled breath 
ammonia concentration are presented in Figure 4, where the mean values of 
breath ethylene concentrations in healthy control group and subjects with T2DM 
are presented. The ammonia values in healthy subjects are normal and in the range 
0.832 ppm and 1.76 ppm, but at the subjects with T2DM the ammonia concentra-
tion range was between 2.74 ppm and 10.16 ppm. Our measurements showed a 
significantly increase of ammonia concentrations in the exhaled breath at diabetic 
subjects compared to healthy subjects.
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For the subjects involved in this study, among the exhaled breath analyses, were 
determined blood analyses such as blood glucose levels and glycated hemoglobin 
HbA1C. Table 1 shows the values of HbA1c and glucose blood tests, as well as the 
values of the respiration results obtained with the CO2LPAS system.

Among subjects with T2DM, 7 have hypertension and inflammatory syndrome. 
In those subjects averages of all analyzes, both blood tests and the breathing are 

Parameters Healthy 
subjects

T2DM T2DM with hypertension and 
inflammatory syndrome

Blood glucose  
(mg dL−1)

83.94 ± 9.2 200.17 ± 44.01 200.17 ± 44.01

HbA1C [%] 4.79 ± 0.52 7.88 ± 0.66 8.21 ± 1.1

CC2H4 [ppb] 24 ± 3.35 238 ± 92 246 ± 59

CNH3 [ppm] 1.296 ± 0.18 3.96 ± 0.85 5.16 ± 1.12

Table 1. 
Mean values for subjects involved with standard deviations (SD).

Figure 3. 
Mean breath ethylene concentrations in healthy subjects and T2DM.

Figure 4. 
Mean breath ammonia concentrations in healthy subjects and T2DM.
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higher in subjects with T2DM who have hypertension and inflammatory syndrome 
compared to those who have no health complications.

Our results show a high difference in the HbA1c mean value of healthy group 
and the and the mean values obtained in subjects with T2DM. These differences 
are presented in Figure 5. In diabetes, impaired detoxification of free radicals 
and this degree of damage can be seen in HbA1c, which is a biomarker of oxida-
tive stress.

6. Discussions

Damage to proteins and lipids due to oxidation has been implicated in the patho-
genesis of type diabetes. Previous studies on oxidative stress are based on invasive 
blood samples analysis, and these studies found significant high level of LP product 
such as malondialdehyde [25, 26, 95, 96]. Through this research, Nour Eldin et al. 
2014 shows that malondialdehyde concentration in blood as LP biomarker was 
elevated in T2DM compared to healthy control group, and that there is an associa-
tion between hyperglycemia and oxidative stress [27].

Diabetes mellitus and hypertension are interrelated diseases, and hypertension 
is about twice as frequent in individuals with diabetes as in those without diabetes. 
Breath ammonia concentrations in subjects with diabetes can be a consequence of 
oxidative stress after ROS attack on proteins, accelerated catabolism of proteins due 
to insulin deprivation and hepatic glucose production [28]. According to Erejuwa, 
2012, ROS are involved in insulin signaling, and goes to development of insulin 
resistance [97]. Therefore, oxidative stress increased insulin resistance and increase 
the free radical’s formation in diabetes, which leads to damage in proteins and 
lipids. Hyperglycemia generates an increased level of free radicals which can lead to 
dysfunctions [98, 99] and increases oxidative damage which cause in development 
of health complications in diabetes, complications associated with inflammation 
[100] or vascular disorders [100, 101].

Some of the subjects with T2DM involved in this study, present complications 
such as hypertension and/or inflammatory syndrome. T2DM is an inflammatory 
disease, and inflammation is caused by insulin resistance correlated with obesity, or 
by hyperglycemia and hyperlipidemia.

Figure 5. 
Mean values of HbA1C in n healthy subjects and T2DM.
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Breath ethylene concentrations in subjects with T2DM was found in higher 
level compared with healthy subjects. Breath ethylene is considered a marker of 
oxidative stress, being an end-product of LP, caused by the attack of free radicals on 
polyunsaturated fatty acids. The damage related to free radical’s action increase and 
a direct measurement of the damage can be achieved by quantitative determination 
of ethylene concentrations.

Ammonia is a biomarker of protein metabolism, and at subjects with T2DM, 
insulin deprivation is associated with an increase in amino acids and by an 
accelerated protein catabolism. Moreover, we found that breath ethylene and 
ammonia concentrations are higher in T2DM subjects that present hyperten-
sion and/or inflammatory syndrome than in those without complications. It 
is known that T2DM lead to complications like kidney failure, heart disease, 
cerebrovascular disease, but there is a lack of information of ammonia level in 
subjects with T2DM and the relationship between ammonia level and diabetes 
complications.

In subjects with T2DM by measuring the percentage of HbA1c, clinicians are 
able to get an overall picture of the average blood sugar levels have been for the 
past 2–3 months. Through our measurements, the diabetics present a high level of 
glycated hemoglobin HbA1c. An increased level of HbA1c reflect a poor metabolic 
control of the patients with diabetes in uncontrolled T2DM [102–106].

The relation between level of ammonia and ethylene in the exhaled breath and 
T2DM could be explained by the inadequate insulin control with disease progres-
sion by development of complications such as oxidative stress, inflammatory 
syndrome, and hypertension. The studies show a relation between hyperglycemia, 
oxidative stress and inflammation coexist in pathological processes but also that 
hyperglycemia and free radicals increase the oxidative stress which will then 
activate the inflammatory processes [97, 107].

Future studies are needed to understand the relationship between them and the 
importance of breath ammonia and ethylene biomarkers.

7. Conclusions

Real-time breath ethylene and ammonia monitoring in subjects with type-2 
diabetes using a CO2LPAS system was realized.

This paper has presented accurate measurement of breath ethylene and ammo-
nia concentrations and the results obtained in comparison with the blood samples 
analysis have demonstrated the suitability of the experimental PA system for trace 
gas detection.

This study shows a high level of oxidative stress in people with diabetes through 
a high level of glycated hemoglobin HbA1c, and high concentrations of ethylene and 
ammonia in respiration.

Our study suggests that sensitive, noninvasive, real-time analysis of oxida-
tive stress, using ethylene and ammonia as breath biomarkers, distinguishes 
healthy subjects from those with type 2 diabetes and controlled by uncontrolled 
diabetes.
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Diabetes Microvascular 
Complications: An Overview of 
Epigenetic Modifications
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Abstract

Diabetic nephropathy (DN) and diabetic retinopathy (DR) are two serious and 
long-standing microvascular complications of type 2 diabetes mellitus (T2DM) 
whose burden is increasing worldwide due to increasing burden of T2DM. Several 
factors which may predispose to the development of DN and DR are persistent 
hyperglycemia and its consequences such as formation of advanced glycation end 
products (AGEs), activation of hexosamine pathway, polyol pathway, uncontrolled 
blood pressure, increased oxidative stress, age, family history of kidney disease or 
hypertension, ethnic background etc. However, the pathophysiological mechanisms 
of these complications are complicated and not completely understood yet. Hence 
it is the demand to discover newer approaches to treat these devastating complica-
tions completely. Recently, various epigenetic modifications, which are the trans-
missible alterations in the expressions of a gene, are being studied to understand the 
pathophysiology of diabetic vascular complications. Metabolic and environmental 
factors may lead to dysregulated epigenetic mechanisms which might further 
affect the chromatin structure and related expressions of a gene, which may lead 
to diabetes-associated complications. Therefore, it is the need to explore its role in 
vascular complications in the current scenario. In this chapter, various epigenetic 
studies with regard to DN and DR, epigenome-wide association studies (EWAS) 
approach, and starting clinical material for such studies have been discussed. We 
have also summarized the better understanding of epigenetic alterations and their 
role in microvascular complications of diabetes through this chapter. The better 
understanding of epigenetic mechanisms and their role in diabetic microvascular 
complications could be used in clinical management of DN as well as DR or could 
be helpful to improve the available therapies for these complications.

Keywords: diabetes, epigenetics, methylation, histone modification

1. Introduction

Diabetes is a chronic metabolic disorder in which blood glucose levels upsurge 
more than normal. Type 2 diabetes mellitus (T2DM) contributes to the majority 
of diabetes cases accounting for more than 90% of them. An imbalance of insulin 
supply and demand results in type 2 diabetes [1]. Decrease in insulin sensitivity 
accompanied by deficiency of insulin are the two primary pathogenetic defects 
underlying type 2 diabetes and together explain 85–90% of diabetes [2]. Long term 
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diabetes instigates vascular diseases affecting almost all blood vessels of the body, 
which further results in increased morbidity and mortality in diabetic populations. 
Among well-known risk factors of diabetes, non-changeable factors include genet-
ics, age and ethnicity while others are changeable, for example physical activity, 
adiposity, environmental exposures and diet, via combination of treatment at both 
individual as well as population level [3]. Type 2 diabetes is frequently seen in older 
adults, but now-a-days, may be, as a result of increasing physical inactivity, obesity 
and/or the absence of healthy diet it is also being seen increasingly among children, 
teenagers and younger adults. Diabetes is globally affecting 425 million people or 
8.8% of adult population. By 2045, diabetes is projected to affect about 629 million 
of adult population in the world [3].

India, now-a-days, is becoming the diabetes capital of the world with estimated 
prevalence of diabetes as 7.3% and that of pre-diabetes as 10.3% [4]. In the current 
report (2017), 72.9 million Indians were suffering from diabetes and this is expected 
to rise to 134.3 million by the year 2045 [3]. Prolonged hyperglycemia is the fore-
most cause of kidney disease, cardiovascular disorders, retinopathy and neuropathy 
[5], which are the main vascular complications of diabetes.

2. Diabetes mellitus-associated vascular complications

Hyperglycemia triggers damage to the vasculature and thus, leads to the fail-
ure of various organs including kidney, heart, retina of eyes and nerves; usually 
develop after many years of diabetes. This gives rise to the development of vascular 
complications which are categorized into micro- and macrovascular complications. 
Microvascular disease or microangiopathy is actually the thickening of walls of 
small blood vessels so that they bleed and leakage of protein occurs. This narrow-
ing of blood vessels results in decreased blood flow and impairment of oxygen 
flow throughout the body which leads to the damage of tissues or organs that are 
extremely sensitive to oxygen levels i.e., kidney cells, nerve cells and retina. On the 
other hand, macrovascular disease or macroangiopathy is the disease of large blood 
vessels due to clot formations that further results in the decreased blood flow all 
through the body. This may cause heart diseases, peripheral vascular diseases or 
stroke. Both micro- and macrovascular complications are the result of hypergly-
cemia and it seems that they both may be interconnected but who precedes whom 
or whether they progress together, it is not clear. Complications of T2DM keep on 
increasing due to increasing burden of diabetes, thus deteriorating the quality of 
human life. Smoking, age factor, increased weight, lack of physical activity and 
high-fat diet are the common risk factors to diabetes complications. Now-a-days 
diabetic kidney disease (DKD) or DN and diabetic retinopathy (DR) are among 
the most frequent complications of diabetes. Improved and maintained glycemic 
control may reduce risk of some of the diabetic complications, but it is not the only 
factor which, if under control, may reduce the progression of all vascular complica-
tions. In this segment, we have elaborated two major microvascular complications 
of diabetes, i.e., DN and DR.

2.1 Diabetic nephropathy

Diabetic nephropathy is the major microvascular complication of diabetes 
affecting 20–30% of patients with type 2 diabetes mellitus [6], which weaken the 
quality of life leading to increased morbidity and mortality. Symptoms of DN are 
less evident in the early years of diabetes, usually develops after many years of 
diabetes. In India approximately 48% cases of CKD are caused by diabetes [7]. 
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DN is defined as a clinical syndrome characterized by persistent proteinuria, a 
moderate deterioration of eGFR and an increasing arterial blood pressure [8]. 
Being the foremost cause of end-stage renal disease (ESRD), it results in consider-
able morbidity and mortality and incurs massive burden of cost on patient and 
the society as well. Pathways, specifically renin-angiotensin-aldosterone system 
(RAAS), have been known to play a central role in the development and progression 
of nephropathy which eventually triggers numerous inflammatory factors directing 
to the development of fibrosis in the kidney, hypertension/hyperfilteration in the 
glomerulus and increased permeability to macromolecules leading to proteinuria 
[9]. It has been seen that some patients with good glycemic control may develop 
DN at later stages and patients with poor glycemic control may not always develop 
DN. This may partly be due to genetic predisposition among various ethnic popula-
tions. Presence of diabetic nephropathy within families and the large differences 
in its incidence among diabetic populations with different ethnicity suggests the 
contribution of several genetic and epigenetic factors in the development and 
progression of DN. Till date several candidate genes, that are susceptible to DN, 
have been recognized with the advancements of molecular techniques via linkage 
studies, GWAS or candidate gene studies. The important candidate genes includes 
ADIPOQ [10] and ACACβ [11] from lipid metabolism, GCKR [12] and TCF7L2 [13] 
from glucose metabolism, transforming growth factor-β1 (TGF-β1) involved in 
inflammation [14], genes associated with angiogenesis i.e., VEGF-A [15] and RAAS 
genes i.e., ACE [16] and AGTR1 [17], and recently SLC12A3 [18] whose various 
polymorphisms are reported to be associated with DN. Genes involved in RAAS 
have been most extensively investigated in the context of DN. Among RAAS genes, 
angiotensin converting enzyme (ACE) gene is found to be strongly correlated with 
DN. For this reason, ACE inhibitors and angiotensin receptor blockers (ARBs) 
are the first line of drugs for the treatment of diabetic nephropathy that aims to 
reduce proteinuria. Though these drugs have shown to reverse the progression of 
albuminuria from macroalbuminuria or microalbuminuria to normoalbuminuria 
[19], thereby slows down the progression of disease, but are not able to provide a 
stable renoprotective effect. The response of DN patients to ACE inhibitors or ARBs 
alone or in combination is also not uniform despite several studies. Moreover, there 
are some limitations regarding their usage based on particular patient to be treated. 
Hence, these drugs along with strict glycemic control contribute to some degree of 
renoprotection, but not complete. Therefore, it is the urge to discover new path-
ways leading to the development of more specific therapies/treatments to help DN 
patients and improving their life.

2.2 Diabetic retinopathy

Diabetic retinopathy is a medical condition where damage to retina, as a result 
of high glucose, occurs. It is the most frequent cause of blindness in patients with 
diabetes. Patients with DR usually does not develop any major symptoms at an early 
stage but during later stages physiological and metabolic abnormalities can appear 
leading to blindness, if left untreated. The risk factors associated with DR includes 
high blood glucose [20], duration and type of diabetes [21], high B.P. [22] and, 
lipids [23]. Presently it is being diagnosed with the identification of microvascular 
lesions in the retina. It has been differentiated clinically in 2 categories on the 
basis of ophthalmic observation: proliferative DR (PDR), the advance stage and; 
non-proliferative DR (NPDR), the early stage. NPDR can be identified by fundus 
where hard exudates, microaneurysms or hemorrhages are seen. NPDR is further 
categorized into mild, moderate and severe NPDR. On the other hand, detection 
of retinal neovascularization confirms PDR. The risk of progression of DR can 
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be reduced by early detection, but it is difficult to achieve as there is little or no 
symptoms at early stages. Several molecular mechanisms are thought to involve 
in the development and progression of DR including polyol pathway, enhanced 
expression of vascular endothelial growth factor (VEGF), production of advance 
glycation end products (AGEs), activation of RAAS, hemodynamic alterations, etc. 
Current treatment involves conventional laser therapy and anti-VEGF or other anti-
angiogenic, anti-inflammatory, non-steroidal anti-inflammatory drugs (NSAIDs) 
treatment. Despite this, reading is also difficult in patients with severe retina loss. 
Some treatments are precise but they are associated with high cost or side effects. 
Hence, the discovery of fundamental molecular mechanisms involved is required 
for the development of more specific interventions. Among genetic predisposition 
to the disease, several candidate genes have been identified in the past few decades 
with contradictory findings, although few genes have been found to be associated 
with DR in mostly studies. Among them, aldose reductase (AKR1B1) is important 
enzyme in polyol pathway. Activation of this pathway and AKR1B1 polymorphisms 
are incriminated in the pathogenesis of DR [24]. VEGF is another the most impor-
tant growth factor activated by hyperglycemia and implicated in the development 
and progression of DR [25]. Various polymorphisms of VEGF were found to be 
associated with DR with conflicting results [24]. ACE I/D polymorphism was found 
to be associated with PDR in a meta-analysis [26]. Receptor for advance glycation 
end products (RAGE) gene polymorphisms is also reported to be associated with 
DR in Indian population [27].

The pathophysiology of complications of diabetes is very complex as depicted in 
Figure 1.

Figure 1. 
Signaling pathways facilitating the pathogenesis of microvascular complications of diabetes mellitus.
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Diabetes-induced hyperglycemia promotes various growth factors which play influ-
ential roles in the progression of diabetic complications. These factors act by binding 
to their specific receptors to initiate multiple downstream signaling cascades involved. 
Subsequently, these signaling pathways trigger transcription factors and promote their 
crosstalk with epigenetic mechanisms that lead to diabetic microvascular complications. 
Transcription factors also interact with epigenetic factors that further participate in 
metabolic memory. AT1R, Angiotensin II type 1 receptor; AGEs, Advance glycation end 
products; TGF-β, Transforming growth factor-β1; ROS, Reactive oxygen species; NO, 
Nitric oxide; Akt, Serine/threonine-specific protein kinase; PKC, Protein kinase C; 
MAPK, Mitogen-activated protein kinase; NF-κB, Nuclear factor-κB; USFs, Upstream 
stimulatory factors.

Several genetic factors and gene polymorphisms have been extensively discov-
ered, studied and implicated in DN as well as DR, but no report is able to provide 
strong evidence regarding uneven response to available treatment. No drug or 
treatment is able to provide a stable and long-term protective effect against these 
complications.

In past few years, a lot of interest has been generated in gene–environment 
interactions as they seem to be involved in the pathophysiology of diabetes mel-
litus. Recently, epigenetic mechanisms have been linked to various complications of 
diabetes, as altered gene expressions are the results of several post-transcriptional 
modifications (PTMs) of chromatin. Accomplishing complete control of blood 
glucose is also not sufficient to stop or retard the development and progression of 
diabetes complications; this proposes the involvement of initial glycemic ‘metabolic 
memory’ in various complications of diabetes. So, how epigenetic modifications 
play the role in diabetic vascular complications is still not completely understood, 
therefore, we have described the understanding about epigenetic mechanisms and 
their role in the pathophysiology of diabetic microvascular complications.

3. Epigenetics-an addition to current treatment strategy

In mammalian cells, expression of a gene is known to be controlled by genetic 
as well as epigenetic mechanisms. In the recent times, epigenetic mechanisms have 
been shown to play substantial roles in the development and progression of diabetes 
and its microvascular complications. In this section, epigenetic mechanisms have 
been elaborated in the complications of diabetes.

Epigenetic mechanisms are deprived of any modification in the principal DNA 
structure which involves vibrant switching within ‘active’ (euchromatin) and 
‘inactive’ (heterochromatin) positions of chromatin; that determined ‘gene activa-
tion’ and ‘gene repression’ states and thus biological outcomes [28]. Fundamentally, 
any change, in the expression of a gene without variation in its nucleotide (DNA) 
sequence, unlike genetic variations, is known as epigenetic variation. Subsequently, 
epigenetic studies in diabetic complications may help us to understand the role of 
epigenetic mechanisms in the alteration of expressions of genes involved in various 
complications. Hypermethylation at CpG Island in promoter region of a gene is 
likely to silence its expressions. In contrast, when CpG turns out to be hypometh-
ylated, reverse can takes place [29]. At first, ‘epigenetics’ term was described by 
Waddington as ‘the casual interaction between genes and their products which 
bring the phenotype into being’ [30]. Epigenetic mechanisms maintains the 
structure of chromatin to confer transcription memory important for the faithful 
transmission of gene expression pattern across multiple cell divisions even in the 
absence of signals that initiated them [31]. Such a control of gene expression by the 
epigenetic modifications elucidates the mechanisms which triggers our cells with 
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the same DNA to differentiate into numerous cell types with various phenotypes 
[32, 33]. That’s why phenotype of a person is not only decided by its genome but by 
its epigenome too.

3.1 Factors associated with epigenetic mechanisms

The suggested mechanism behind altered expression of a gene was the activation 
of an intracellular signal by environmental factors, which sequentially specifies 
the accurate chromatin position for epigenetic alterations [34, 35]. Certain envi-
ronmental aspects takes place during the course of formation and development 
of embryo (such as maternal diet and intrauterine nutrition) and such an initial 
development could influence health and disease conditions even at later stages 
[36]. Additionally, several other environmental exposures accelerate alterations 
in epigenetic mechanisms, such as heavy metal exposure, smoking, revelation of 
pesticides, even insufficiencies of nutrients (such as folate and methionine) [37]. 
Moreover these mechanisms are also appeared to be altered by age and obesity 
which may possibly cause type 2 DM [38].

3.2 Epigenetic mechanisms in diabetes mellitus and its complications

In past few years, environment has shown a significant role in activating diabe-
tes, although diabetes has a trend to run in family due to intense genetic component. 
Obesity, older age and sluggish routine with absence of physical doings are the 
pronounced risk factors for getting hyperglycemia. Diabetes may cause altered 
epigenetic mechanisms which can direct diabetes-associated complications such as 
diabetic nephropathy, by altered expression of genes in target cells as depicted in 
Figure 2 [39].

Diabetes mellitus results in the activation of several signaling pathways following 
activation of alterations in DNA and histone proteins and transcription factors includ-
ing NF-κB. These mechanisms via chromatin remodeling resulted in regulated target 
genes expression in targeted tissues along with activation of several ncRNAs including 
miRNAs, lncRNAs and circRNAs. Such post transcriptional alterations in target tissues 
resulted in specific key pathological changes in specific tissues and promote the develop-
ment of specific vascular complication of diabetes. Even after blood glucose control, 
synchronized crosstalk between various transcription factors and altered epigenetic 
mechanisms contribute to the metabolic memory and increased expression of ncRNAs 
that is embroiled in risk of development of microvascular complication of diabetes.

High glucose can also stimulate abnormalities in DNA at key genes which are 
well-known to be involved in endothelial dysfunction as evident by sequencing 
studies in endothelial cells [40]. Augmented DNA methylation at the promoter 
region of peroxisome proliferator activated receptor gamma coactivator-1 
alpha (PPARGC1A) was reported to be associated with decreased expression of 
PPARGC1A in pancreatic islets [41]. Tewari et al. [42] have demonstrated the 
decreased transcriptional activity owing to decreased binding of mitochondrial 
DNA (mtDNA) to DNA polymerase as a result of hypermethylation at regulatory 
region of DNA polymerase. Global DNA hypomethylation and thereby, anomalous 
gene expression due to hyperglycemia was observed in the animal model of dia-
betes, which was further correlated with inadequate wound healing process [43]. 
Glucose-induced insulin secretion was shown to be influenced by hyper-acetylation 
of H4 (histone) at promoter region of insulin gene [38]. Hyperglycemic environ-
ment exposure to endothelial cells showed the increased expression of p65 subunit 
of NF-κB along with other inflammatory genes that correspond with increased 
H3K4me1 alterations on promoter region of p65 subunit [44].
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Hyperglycemia has also shown to alter micro RNA (miRNA), a mechanism of 
epigenetic modifications, which is also implicated in complications of diabetes. 
The alteration in miRNA-133a has been reported in cardiomyocyte hypertrophy in 
diabetes patients [45]. miRNA-320 upregulation was also observed in myocardial 
microvascular endothelial cells in rat model with type 2 diabetes [46]. The elemen-
tary epigenetic modifications viz., (a) methylation of promoter sites in DNA, (b) 
modifications in histone proteins and, (c) non-coding RNAs facilitated pathways, 
as illustrated in Figure 3, known to modify the expressions of a gene are described 
as below:

DNA in chromosomes is packed round the histones to form nucleosomes. Unwrapping 
and accessibility of nucleosomes is regulated by alterations in histone proteins. DNA 
methylation involves addition or removal of methyl groups to cytosine residues in CpG 
islands via DNA methylating enzymes (DNMT) or DNA demethylases, thus, prevent-
ing the binding of transcription factors and suppressing respective gene expression. 
Histone modifications include acetylation, methylation and phosphorylation. HATs/
HDACs regulates the acetylation and deacetylation of histone tails, whereas histone 
methylation is regulated by HMTs/HDMs. Alterations in histone tail coupled with DNA 
methylation and control the chromatin accessibility or inaccessibility, hence, regulating 
the expression of various genes. ncRNAs can be act as housekeeping molecules or regula-
tory molecules. miRNAs act as regulatory molecules among epigenetic mechanisms and 
are most widely studied mechanism regulating gene expressions at post-transcriptional 
level. This dynamic condition of chromatin is exposed to modifications by external 

Figure 2. 
Pathways preceding the development of microvascular complications of diabetes.
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stimuli via regulation of miRNAs, thus directing several pathophysiological outcomes. 
DNMTs, DNA methyl transferases; HATs, Histone acetyl transferases; HDACs, Histone 
deacetylases; HMTs, Histone methyl transferases; HDMs, Histone demethylases; ncRNAs, 
non-coding RNAs, miRNAs, micro RNAs.

a. Methylation of DNA

It is the renowned epigenetic modification that is well studied in cancer, and lot 
of interest has been generated in DNA methylation in the framework of diabetes 
and its related complications. In detail, DNA undergoes methylation at 5th posi-
tion of CpG dinucleotides and form 5-methylcytosine, which is a post-replicative 
mechanism. DNA methylation is extremely dynamic process in the progress of 
a disease, which tends to alter related gene expressions. These alterations can be 
reversed by external stimuli. Commonly repression of a gene takes place due to 
addition of methyl groups at promoter region on DNA, while methylation at gene 
bodies may regulate their transcription during elongation and also during alterna-
tive splicing [31].

DNA methyl transferases (DNMTs) are known to catalyze DNA methylation 
reaction which, in freshly synthesized DNA, methylates CpG dinucleotides. Hence, 
to sustain DNA methylation in proliferating cells, DNMTs are vital. Throughout the 
embryonic development, for de novo methylation, presence of DNMT-3a and -3b 
enzymes is obligatory [47]. The molecular effects of DNA methylation were inter-
ceded by a group of methyl binding domain (MBD) proteins. Out of these, merely 
MBD2 alone is identifiable for methyl-CpG positions, which guides the interaction 
of methylated DNA to a multifaceted complex encompassing nucleosome remodel-
ing and histone deacetylases (HDACs) bustles, thereby conducting silencing of a 
gene [48]. DNA methylation is commonly studied by various methods including 
methylation specific PCR (MS-PCR), methylation sensitive high resolution melt 
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Framework of inheritable epigenetic modifications.
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curve (MS-HRM), immunoprecipitation or sequencing approaches. Advantage of 
MS-HRM is that it offers a low-cost and rapid method for the detection of even low 
levels of methylation at gene promoters.

Earlier exposure of target cells to high glucose can result in a ‘metabolic memory’ 
which results in persistence of its detrimental effects long after glucose stabiliza-
tion. Diabetes-induced altered epigenetic mechanisms, resulting in modified gene 
expression in target cells can lead to diabetes-associated complications, such as dia-
betic nephropathy [39]. In the pathogenesis of DN and ESRD, DNAme (DNA meth-
ylation) has been explored by several studies via studying differentially methylated 
genes related to DN [31, 49, 50]. In a genome-wide methylation analysis (GWAS), 
significant alterations in DNA methylation in DN patients as compared to control 
were reported at 19 CpG sites that were found to be associated with the risk of DN. 
They also correlated the degree of methylation with time to development of DN 
[50]. In DNA isolated from the saliva of type 2 diabetic patients with end-stage kid-
ney disease (ESRD), differentially site-specific methylation of DNA was recorded 
at 187 gene targets in comparison to those without ESRD [49]. DN patients have 
altered DNA methylation at important key gene promoters in comparison to those 
without DN [50]. However, studies in DN animal models or in renal cells under 
hyperglycemic conditions were not competent to show any significant changes in 
DNA methylation patterns [51]. In patients having type 2 diabetes with diabetic 
nephropathy, global DNA methylation variations were also observed to be associated 
with albuminuria in a recent study [52]. Noteworthy alterations in histone and DNA 
methylation patterns were observed to be present in peripheral blood mononuclear 
cells (PBMCs) of patients with membranous nephropathy [53]. Genome-wide DNA 
methylation study also depicted modifications in differential DNA methylation 
profiles among type 1 diabetes patients with or without nephropathy, where degree 
of methylation is linked with time towards the progression of DN [50].

It has been demonstrated that the promoter of human ACE gene, the most 
important and widely studied gene in pathophysiology of DN, harbor CpG islands. 
ACE transcription and expression levels were also observed to be influenced by 
methylation in its promoter region both in vivo and in vitro [54]. The magnitude of 
epigenetic alterations, particularly DNA methylation, has been shown to correlate 
with ACE activity levels [54, 55]. These studies demonstrated an increase in ACE 
activity with hypomethylation of ACE gene promoter. Also, a relation between epi-
genetics of ACE gene and I/D polymorphism has been suggested, where decreased 
DNA methylation in 3 CpG sites of ACE gene was observed in low birth weight 
(LBW) children with DD genotype although this has not been reported directly 
in DN patients [55]. Global DNA methylation variations were also observed to be 
associated with albuminuria in a recent study [52]. Additionally alterations in DNA 
methylation of ACE promoter are suggested to be a fundamental cause of major 
depression (MD) and a shared pathogenic factor for bi-directional connection 
between MD and cardiovascular disorders [56].

Apart from the importance of DNA methylation in DN, their role in DR is not 
clear, however, DNA methylation has been shown to control the expressions of 
many genes associated with retinal homeostasis. Previous studies have shown the 
link of DR development and DNA methylation, which indicates that DR may be 
associated with epigenetic alterations. In this connection, a GWAS between PDR 
and healthy controls was conducted in PBMC’S sample and out of 349 identified 
methylated sites, only 17 genes were observed to be hypermethylated [57]. They 
assumed that PBMCs could be used as a predictor for diabetic retinopathy. Another 
study evaluated global DNA methylation levels in blood leukocytes in persons with 
and without retinopathy [58]. They found a significantly higher global methylation 
levels in patients with DR than those without DR. These changes were seen to be 
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curve (MS-HRM), immunoprecipitation or sequencing approaches. Advantage of 
MS-HRM is that it offers a low-cost and rapid method for the detection of even low 
levels of methylation at gene promoters.

Earlier exposure of target cells to high glucose can result in a ‘metabolic memory’ 
which results in persistence of its detrimental effects long after glucose stabiliza-
tion. Diabetes-induced altered epigenetic mechanisms, resulting in modified gene 
expression in target cells can lead to diabetes-associated complications, such as dia-
betic nephropathy [39]. In the pathogenesis of DN and ESRD, DNAme (DNA meth-
ylation) has been explored by several studies via studying differentially methylated 
genes related to DN [31, 49, 50]. In a genome-wide methylation analysis (GWAS), 
significant alterations in DNA methylation in DN patients as compared to control 
were reported at 19 CpG sites that were found to be associated with the risk of DN. 
They also correlated the degree of methylation with time to development of DN 
[50]. In DNA isolated from the saliva of type 2 diabetic patients with end-stage kid-
ney disease (ESRD), differentially site-specific methylation of DNA was recorded 
at 187 gene targets in comparison to those without ESRD [49]. DN patients have 
altered DNA methylation at important key gene promoters in comparison to those 
without DN [50]. However, studies in DN animal models or in renal cells under 
hyperglycemic conditions were not competent to show any significant changes in 
DNA methylation patterns [51]. In patients having type 2 diabetes with diabetic 
nephropathy, global DNA methylation variations were also observed to be associated 
with albuminuria in a recent study [52]. Noteworthy alterations in histone and DNA 
methylation patterns were observed to be present in peripheral blood mononuclear 
cells (PBMCs) of patients with membranous nephropathy [53]. Genome-wide DNA 
methylation study also depicted modifications in differential DNA methylation 
profiles among type 1 diabetes patients with or without nephropathy, where degree 
of methylation is linked with time towards the progression of DN [50].

It has been demonstrated that the promoter of human ACE gene, the most 
important and widely studied gene in pathophysiology of DN, harbor CpG islands. 
ACE transcription and expression levels were also observed to be influenced by 
methylation in its promoter region both in vivo and in vitro [54]. The magnitude of 
epigenetic alterations, particularly DNA methylation, has been shown to correlate 
with ACE activity levels [54, 55]. These studies demonstrated an increase in ACE 
activity with hypomethylation of ACE gene promoter. Also, a relation between epi-
genetics of ACE gene and I/D polymorphism has been suggested, where decreased 
DNA methylation in 3 CpG sites of ACE gene was observed in low birth weight 
(LBW) children with DD genotype although this has not been reported directly 
in DN patients [55]. Global DNA methylation variations were also observed to be 
associated with albuminuria in a recent study [52]. Additionally alterations in DNA 
methylation of ACE promoter are suggested to be a fundamental cause of major 
depression (MD) and a shared pathogenic factor for bi-directional connection 
between MD and cardiovascular disorders [56].

Apart from the importance of DNA methylation in DN, their role in DR is not 
clear, however, DNA methylation has been shown to control the expressions of 
many genes associated with retinal homeostasis. Previous studies have shown the 
link of DR development and DNA methylation, which indicates that DR may be 
associated with epigenetic alterations. In this connection, a GWAS between PDR 
and healthy controls was conducted in PBMC’S sample and out of 349 identified 
methylated sites, only 17 genes were observed to be hypermethylated [57]. They 
assumed that PBMCs could be used as a predictor for diabetic retinopathy. Another 
study evaluated global DNA methylation levels in blood leukocytes in persons with 
and without retinopathy [58]. They found a significantly higher global methylation 
levels in patients with DR than those without DR. These changes were seen to be 
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progressive from non-DR stage to NPDR and eventually to PDR and were indepen-
dent of hyperglycemia, dyslipidemia, diabetes duration and person’s blood pressure. 
Binding of polymerase gamma 1 (POLG1) to mtDNA (mitochondrial DNA) also 
results in compromised transcriptional activity as a result of hypermethylation at 
promoter region of DNA polymerase gamma 1 (POLG1) in the hyperglycemic envi-
ronment [42]. This study was conducted in rat model of diabetes which showed that 
the mitochondrial damage in retina of diabetic rats could be diminished/controlled 
by maintaining stable glycemic control for longer time periods or therapy that 
targets directly DNA methylation. However, it does not benefit DNA methylation 
machinery by the reversal of hyper-glycemic environment for shorter duration [59]. 
In people with diabetes mellitus, it has been seen that activity of Dnmt1 enzyme 
was elevated in retinal and its capillary cells. However, this was not observed with 
Dnmt-3a or Dnmt-3b [60, 61]. Similar differential DNA methylation patterns were 
also observed in persons with PDR [57].

b. Histone modifications:

It is the interesting and emerging mechanism that exhibits the addition of 
methyl groups at histones related to a gene. As DNA is structured into chromosomes 
in eukaryotic cells, it is tightly wrapped onto series of nucleosomes (the basic unit 
of chromatin), which are the octamer complexes of small core (a H3-H4 tetramer 
and two H2A-H2B dimers) linked by linker histone proteins (H1) [62]. These his-
tones are involved in post-translational modifications (PTMs) which may regulate 
gene expressions. The gene activation and repression are determined by dynamic 
chromatin structure that directly depends upon these PTMs, as they will allow 
transformation of inactive or repressive chromatin to euchromatin, the active con-
dition of chromatin. These modifications, like DNA methylation, are able to regu-
late the gene expression without any change in its DNA sequence. Hence, histone 
tails can be acetylated, methylated, or phosphorylated. Histones with methylated 
(Kme) or acetylated (Kac) lysine residues, mostly at amino terminal tails, have been 
identified. Generally, these modifications are correlated with either gene activation 
or repression. Like, on one hand, histone lysine acetylation (H3K9ac, H3K14ac and 
H4K5ac) is generally associated with gene activation that opens the chromatin for 
the binding of transcription machinery [63]. Histone acetylation is tightly con-
trolled by the equilibrium between acetylation (HATs) and deacetylation (HDACs) 
enzymes that add or deletes acetyl group. On the other hand, methylation on lysine 
or arginine residues can be correlated with both, gene activation or gene repression, 
depending on the residue to be modified. For example, mono- or tri-methylation 
of Histone 3 at lysine 4 residue (H3K4me, H3K4me3), H3K79me2 [64] and at lysine 
36 residue (H3K36me) facilitated by lysine methyl transferases (KMTs) such as 
SET1/7/9 are associated with gene activation [63]. Although, mono-methylation 
of histone 3 at lysine residue 9 (H3K9me) mediated by suppressor of variegation 
3–9 homolog 1 (SUV39H1) is correlated with gene activation whilst, its trimeth-
ylation (H3K9me3) is linked with gene repression [65]. Additionally, H3K27me3 
and H4K20 were associated with gene repression. Afterwards, lysine demethylases 
(LSD1) are there to reverse such steady modifications at H3K4 and H3K9 [66, 67] 
as a co-repressor or co-activator respectively. Their nomenclature has already been 
changed from LSD1 to lysine demethylases (KDMs) [68]. In a study in lymphocytes 
from type 1 diabetic patients, as compared to controls increased H3K9me2 levels 
were reported to be correlated with immune and inflammatory pathways associated 
with diabetes and its complications including DN [69]. Such histone modifications 
at N-terminal are two key mechanisms that may alter development and progression 
of diabetes and its related complications; they are noteworthy as discussed below.
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In DN pathogenesis, expressions of a gene that are associated with DN are 
regulated by post-translational modifications of histone proteins, apart from DNA 
methylation. Smad2/3/4 (transcription factors) are activated by TGF-β and also 
team up with HATs and other chromatin remodeling factors. Alterations in DNA 
methylation and H3K9Ac at gene promoters were found to be associated with 
endothelial dysfunction in endothelial cells cultured in hyperglycemic conditions. 
Among various epigenetic mechanisms, methylation among core histone tails is 
considered to be the highly stable PTM that could be a key factor in the pathogen-
esis of various complications of diabetes. Previous studies have studied the role of 
histone modifications in cultured cells as well as animal model in the presence of 
TGF-β and high glucose environment, the two key factors in diabetes [70]. They 
reported an increased H3K9/14Ac at PAI-1 and p21 promoters near Smad/SP1 
binding sites. Cultured rat mesangial cells (RMCs), obstructed by TGF-β antibod-
ies, displayed increased levels of p21 and PAI-1 under hyperglycemic conditions. 
Also in glomeruli of diabetic animal model, increased expressions of PAI-1 and p21 
were found to be linked with increased promoter H3K9/14Ac. In the model of DN, 
TGF-β stimulated expressions of key fibrotic genes were found to be associated 
with enrichment of histone active chromatin marks (H3K4me1/2/3) and reduced 
repressive chromatin marks (H3K9me2/3) at their promoters [71]. Collectively, 
TGF-β plays as an intermediator in hyperglycemia induced histone modifications 
of promoters of key genes in mesangial cells leading to kidney damage. In glomeruli 
of diabetic mice, increased chromatin active marks along with decreased repres-
sive marks were observed at PAI-1 and receptor for AGE (RAGE) gene promoters 
as compared to control, which showed the regulation of histone modifications 
in kidney in the presence of hyperglycemia [72]. In addition, AT1R inhibitor 
decreased key indicators of DN and also reversed some of the epigenetic changes in 
diabetic mice including reduced H3K9/14Ac at PAI-1, RAGE and MCP-1 promoters 
in diabetic mesangial cells. In the animal models of DN, increased histone active 
marks (H3K4me2) and decreased repressive marks (H3K27me3) were observed 
to be associated with the expression of genes related to DN [73]. In the kidney of 
uninephrectomized db/db mice model, H3K4me2 levels were increased in associa-
tion with albuminuria, glomerular filtration rate and glomerular cell proliferation, 
which can be reversed by MCP-1/CCL2 antagonist [74]. In diabetic kidneys, HDAC 
inhibitor (Trichostatin A) has been observed to block the induction of TGF-β at 
essential fibrotic genes, both in vitro and in vivo. This implies major role of HDACs 
in TGF-β facilitated kidney fibrosis and ECM accumulation [75]. In another study, 
treatment of renal epithelial cells with Trichostatin A (TSA) resulted in downregu-
lated TGF-β mediated epithelial-to-mesenchymal transition (EMT) [75, 76]. Taken 
as a whole, these studies demonstrate the involvement of HDACs in renal injury 
via TGF-β.

Histone post-translational modifications have also been studied extensively in 
the context of DR. Increased oxidative stress and simultaneous decreased levels of 
retinal superoxide dismutase (SOD2) are the key features of DR. Increased histone 
repressive mark (H4K20me3) along with increased NF-κB p65 in association 
with decreased SOD2 mRNA levels and decreased activation marks (H3K4me1/2) 
at SOD2 promoters were observed in retinal endothelial cells cultured in high 
glucose. Acetylation of core histone protein on lysine residues is thought to opens 
up the DNA, thereby, increased availability for binding of transcription factors. 
Afterwards, activated proinflammatory transcription factors, for instance NF-κB, 
binds to particular sequence in DNA and activates and bind coactivators (like 
p300) having intrinsic HAT activity to the target promoters of target gene. These 
coactivator molecules then, regulate the expressions of target gene owing to their 
HAT activity [77]. Contrary to this, recruitment of HDACs results in compact 
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dent of hyperglycemia, dyslipidemia, diabetes duration and person’s blood pressure. 
Binding of polymerase gamma 1 (POLG1) to mtDNA (mitochondrial DNA) also 
results in compromised transcriptional activity as a result of hypermethylation at 
promoter region of DNA polymerase gamma 1 (POLG1) in the hyperglycemic envi-
ronment [42]. This study was conducted in rat model of diabetes which showed that 
the mitochondrial damage in retina of diabetic rats could be diminished/controlled 
by maintaining stable glycemic control for longer time periods or therapy that 
targets directly DNA methylation. However, it does not benefit DNA methylation 
machinery by the reversal of hyper-glycemic environment for shorter duration [59]. 
In people with diabetes mellitus, it has been seen that activity of Dnmt1 enzyme 
was elevated in retinal and its capillary cells. However, this was not observed with 
Dnmt-3a or Dnmt-3b [60, 61]. Similar differential DNA methylation patterns were 
also observed in persons with PDR [57].

b. Histone modifications:

It is the interesting and emerging mechanism that exhibits the addition of 
methyl groups at histones related to a gene. As DNA is structured into chromosomes 
in eukaryotic cells, it is tightly wrapped onto series of nucleosomes (the basic unit 
of chromatin), which are the octamer complexes of small core (a H3-H4 tetramer 
and two H2A-H2B dimers) linked by linker histone proteins (H1) [62]. These his-
tones are involved in post-translational modifications (PTMs) which may regulate 
gene expressions. The gene activation and repression are determined by dynamic 
chromatin structure that directly depends upon these PTMs, as they will allow 
transformation of inactive or repressive chromatin to euchromatin, the active con-
dition of chromatin. These modifications, like DNA methylation, are able to regu-
late the gene expression without any change in its DNA sequence. Hence, histone 
tails can be acetylated, methylated, or phosphorylated. Histones with methylated 
(Kme) or acetylated (Kac) lysine residues, mostly at amino terminal tails, have been 
identified. Generally, these modifications are correlated with either gene activation 
or repression. Like, on one hand, histone lysine acetylation (H3K9ac, H3K14ac and 
H4K5ac) is generally associated with gene activation that opens the chromatin for 
the binding of transcription machinery [63]. Histone acetylation is tightly con-
trolled by the equilibrium between acetylation (HATs) and deacetylation (HDACs) 
enzymes that add or deletes acetyl group. On the other hand, methylation on lysine 
or arginine residues can be correlated with both, gene activation or gene repression, 
depending on the residue to be modified. For example, mono- or tri-methylation 
of Histone 3 at lysine 4 residue (H3K4me, H3K4me3), H3K79me2 [64] and at lysine 
36 residue (H3K36me) facilitated by lysine methyl transferases (KMTs) such as 
SET1/7/9 are associated with gene activation [63]. Although, mono-methylation 
of histone 3 at lysine residue 9 (H3K9me) mediated by suppressor of variegation 
3–9 homolog 1 (SUV39H1) is correlated with gene activation whilst, its trimeth-
ylation (H3K9me3) is linked with gene repression [65]. Additionally, H3K27me3 
and H4K20 were associated with gene repression. Afterwards, lysine demethylases 
(LSD1) are there to reverse such steady modifications at H3K4 and H3K9 [66, 67] 
as a co-repressor or co-activator respectively. Their nomenclature has already been 
changed from LSD1 to lysine demethylases (KDMs) [68]. In a study in lymphocytes 
from type 1 diabetic patients, as compared to controls increased H3K9me2 levels 
were reported to be correlated with immune and inflammatory pathways associated 
with diabetes and its complications including DN [69]. Such histone modifications 
at N-terminal are two key mechanisms that may alter development and progression 
of diabetes and its related complications; they are noteworthy as discussed below.

181

Diabetes Microvascular Complications: An Overview of Epigenetic Modifications
DOI: http://dx.doi.org/10.5772/intechopen.94642

In DN pathogenesis, expressions of a gene that are associated with DN are 
regulated by post-translational modifications of histone proteins, apart from DNA 
methylation. Smad2/3/4 (transcription factors) are activated by TGF-β and also 
team up with HATs and other chromatin remodeling factors. Alterations in DNA 
methylation and H3K9Ac at gene promoters were found to be associated with 
endothelial dysfunction in endothelial cells cultured in hyperglycemic conditions. 
Among various epigenetic mechanisms, methylation among core histone tails is 
considered to be the highly stable PTM that could be a key factor in the pathogen-
esis of various complications of diabetes. Previous studies have studied the role of 
histone modifications in cultured cells as well as animal model in the presence of 
TGF-β and high glucose environment, the two key factors in diabetes [70]. They 
reported an increased H3K9/14Ac at PAI-1 and p21 promoters near Smad/SP1 
binding sites. Cultured rat mesangial cells (RMCs), obstructed by TGF-β antibod-
ies, displayed increased levels of p21 and PAI-1 under hyperglycemic conditions. 
Also in glomeruli of diabetic animal model, increased expressions of PAI-1 and p21 
were found to be linked with increased promoter H3K9/14Ac. In the model of DN, 
TGF-β stimulated expressions of key fibrotic genes were found to be associated 
with enrichment of histone active chromatin marks (H3K4me1/2/3) and reduced 
repressive chromatin marks (H3K9me2/3) at their promoters [71]. Collectively, 
TGF-β plays as an intermediator in hyperglycemia induced histone modifications 
of promoters of key genes in mesangial cells leading to kidney damage. In glomeruli 
of diabetic mice, increased chromatin active marks along with decreased repres-
sive marks were observed at PAI-1 and receptor for AGE (RAGE) gene promoters 
as compared to control, which showed the regulation of histone modifications 
in kidney in the presence of hyperglycemia [72]. In addition, AT1R inhibitor 
decreased key indicators of DN and also reversed some of the epigenetic changes in 
diabetic mice including reduced H3K9/14Ac at PAI-1, RAGE and MCP-1 promoters 
in diabetic mesangial cells. In the animal models of DN, increased histone active 
marks (H3K4me2) and decreased repressive marks (H3K27me3) were observed 
to be associated with the expression of genes related to DN [73]. In the kidney of 
uninephrectomized db/db mice model, H3K4me2 levels were increased in associa-
tion with albuminuria, glomerular filtration rate and glomerular cell proliferation, 
which can be reversed by MCP-1/CCL2 antagonist [74]. In diabetic kidneys, HDAC 
inhibitor (Trichostatin A) has been observed to block the induction of TGF-β at 
essential fibrotic genes, both in vitro and in vivo. This implies major role of HDACs 
in TGF-β facilitated kidney fibrosis and ECM accumulation [75]. In another study, 
treatment of renal epithelial cells with Trichostatin A (TSA) resulted in downregu-
lated TGF-β mediated epithelial-to-mesenchymal transition (EMT) [75, 76]. Taken 
as a whole, these studies demonstrate the involvement of HDACs in renal injury 
via TGF-β.

Histone post-translational modifications have also been studied extensively in 
the context of DR. Increased oxidative stress and simultaneous decreased levels of 
retinal superoxide dismutase (SOD2) are the key features of DR. Increased histone 
repressive mark (H4K20me3) along with increased NF-κB p65 in association 
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chromatin, coiled DNA and less accessibility for binding of transcription factors 
to DNA, thereby decreased expression of target gene. Hence, the balance between 
acetylation and deacetylation of histones regulates the transcription of the gene. 
Increased HDACs and decreased HATs along with decreased global histone acetyla-
tion activities were also found in diabetic retinal cells in the models of diabetic 
retinopathy [78]. However, reversal of hyperglycemic conditions did not able to 
restore changes in histone activities. This is in contrast to a study in diabetes where 
activation of histone acetylation was observed in retinal cells [79]. Pro-apoptotic 
enzyme, MMP-9, is also observed to be associated with epigenetic alterations in DR 
[80, 81]. Lysine of histone 3 was reported to be methylated by SUV39H1 resulted 
in H3k9me3 [82]. Another methyl transferase gene i.e., SUV39H2 is involved in the 
onset of disease, when methylates histone H3K9 results in the inception of DR [83]. 
Moreover under hyperglycemic conditions, recruitment of Set7 (HMT) at promoter 
region of NF-KB p65 unit was linked with its enhanced transcription [44]. Western 
blotting and mass spectrometry studies in diabetic rat model also confirmed the 
acetylation of several lysine residues on histones due to hyperglycemia leading to 
increased expressions of proinflammatory proteins in retina and associated  
with DR [79].

Oxidative stress also plays a central role in diabetic complications and has been 
shown to control histone acetylation or deacetylation in diabetic conditions. High 
blood glucose is known to increase ROS production, which further activates impor-
tant pathways that are required for the development of DR [84]. ROS is observed 
to inhibit acetylation of histones by increasing HDAC activity and decreasing HAT 
activity [85]. Hence, it was believed that there is involvement of ROS in regulating 
acetylation and deacetylation. Usually, oxidative stress was found to be increased 
in retina and capillary cells [86]. Thus, it is possible that diabetes via increased ROS 
production may regulates histone acetylation and deacetylation in retina. Ischemia 
and hypoxia are also known to promote the process of histone deacetylation [87] 
and hypoxia in diabetes is the leading cause for neovascularization in retina [88] 
which indicates the role of retinal hypoxia in diabetic retinopathy via stimulating 
retinal histone deacetylases. Thus, in hyperglycemia, epigenetic alterations may be 
involved at a larger level in modulating the expressions of various important genes 
in pathogenesis of DR.

Various researches on histone protein alterations may suggests that chromatin 
state is likely to be affected by multiple histone code modifications and hence, 
screening of various histone alterations at key genes promoters and/or bodies 
related to DN is crucial. The role of DNA methylation, histone code modifications 
and changes in epigenetic marks in response to various therapies is not well studied 
and would be of great concern to see whether these modifications could be altered 
in response to therapy. In future, more epigenome studies are required to elucidate 
the mechanisms of pathogenesis of DN that could help in developing better treat-
ment strategies for people suffering from this devastating complication.

c. Micro RNAs (miRNA):

Whole transcriptome studies (RNA-sequencing) have uncovered that major-
ity of the transcribed genome (into RNA) is non-coding part, apart from the 
coding mRNA [89]. Non-coding RNA refers to the RNA that does not code for 
any protein. These non-coding RNAs are also a part of epigenetic mechanisms 
that are of immense interest in the context of diabetic complications as they are 
observed to repress the expressions of target genes via regulating transcription 
and post-transcription mechanisms. Non-coding RNAs includes small non-coding 
RNAs (miRNAs approx. 20-22 bp long), circular RNAs (circRNAs) as well as long 
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non-coding RNAs (lncRNAs approx. 200 bp long). They are reported to control the 
expressions of important genes associated with diabetic complications. In contrast 
to miRNAs, few studies have observed the role of lncRNAs in DN [90, 91]. miRNAs 
are usually single stranded RNA of approximately 20–25 nucleotides long. They are 
well-known non-coding RNAs that involved in post-transcriptional regulation by 
means of either suppression of translation or degradation of mRNA transcript by 
binding 3’ UTR of target sequences [92, 93]. LncRNAs, instead, are usually longer 
(>200 bp) than miRNAs (20-22 bp). They function as scaffolds [94] and may regu-
late miRNA due to their antisense activity [95] and have tissue specific expressions 
[96]. Similar to mRNA, lncRNAs are formed due to transcription in the presence of 
RNA polymerase II and undergo splicing, although they are slightly polyadenylated 
[96]. LncRNAs also participate in modifications of epigenetic marks as they harbor 
histone methylation marks at H3k4 and H3K36 [97]. They are also reported to be 
involved in the development and progression of diabetic microvascular complica-
tions [98–101]. Recently circular RNAs, the next level of epigenetic regulation, are 
holding our interest in addition to lncRNAs as they are generated from mRNA via 
its back-splicing and later on both 5′ and 3′ spliced ends ligated together to form a 
circular structure. They regulate miRNAs, thereby regulating the expressions of 
miRNAs targetted genes. They also act as sponge for various miRNAs. Several cir-
cRNAs are observed to stimulate the pathogenesis of diabetes-related microvascular 
complications [102, 103].

On the other hand miRNAs, at first, were portrayed in C. elegans, a nematode, 
during early 1990s. Over 1000 miRNAs in human genome have been identified; 
lin-4 was the first described miRNA [104]. Various miRNAs are found in humans, 
algae, plants, animals and viruses [105]. miRNAs, unlike other small RNAs, are 
derived from the transcripts that themselves can rapidly fold back to form a 
hairpin-like structure. RNA polymerase II transcribed miRNA as primary tran-
script (pri-miRNA) in nucleus, where they are later spliced into precursor miRNAs 
(pre-miRNA) [106, 107] by the action of endonuclease complex. Exportin-5, a 
protein transport pre-miRNA into the cytoplasm from nucleus where they are 
further processed to mature miRNA duplex (~ 22 nucleotides) by the action of 
ribonucleases [107]. One strand of mature miRNAs is selected and loaded on 
RNA induced silencing complex (RISC) and other stand undergoes the process 
of degradation [106, 108]. This complex binds to their complementary sequence 
on mRNA for post-transcriptional suppression. Initially, lin-4 RNA was observed 
to have complementarity with conserved sites in mRNA of lin-14 [109] within 
untranslated (3’-UTR) site. But how to find their targets was the primary question 
in initial times. Algorithm tool, at first, identifies the perfect Watson-Crick pairing 
to 2–8 nucleotides of miRNAs starting from 5’region [110]. This 7 seven nucleotide 
sequence (at 5′-end) was termed as ‘miRNA seed’. This finding was clearly in agree-
ment with the earlier study which showed that 5′ end is the most conserved region 
in metazoan miRNAs [111]. Afterwards extending seed match with adding more 
base pairs to the miRNA continues in both directions, but stopping at discrepancies 
[110]. Therefore, the silencing effect of target gene by miRNA is via binding of 
seed sequence at miRNA with the complementary sequence at mRNA in 3’-UTR. 
miRNAs based therapies would have a better lead in that they can target multiple 
genes of a particular pathway or process [112]. Because, one miRNA can supress 
expression of many genes and subsequently one gene can also be targetted by more 
than one miRNAs. Another advantage is that these miRNAs can cross blood-retina 
barrier so as to get into the target tissue, which is the foremost obligation with this 
therapy. In past years, several studies have linked miRNAs with diabetic complica-
tions. Henceforth we have, now described the role of miRNAs in the pathogenesis of 
diabetes complications.
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Several miRNAs including miR-29, miR-192, miR-194, miR-200b/c, miR-204, 
miR-215, miR-216a, miR-217, miR-377 etc. have been found to be associated 
with DN. Characteristics of DN includes fibrosis, accumulation of extracellular 
matrix (ECM), podocyte dysfunction and proteinuria [113, 114]. TGF-β has been 
implicated in the pathogenesis of DN and is found to be upregulated during the 
progression of DN, which in turn, induce fibrotic events, kidney deterioration 
and dysfunction [114]. TGF-β has shown to upregulate several miRNAs including 
miR-192, miR-216a, miR-217 in mesangial cells as well as in kidneys of diabetic 
mouse models as compared to control group [115–117]. ZEB2, a translation repres-
sor that supress fibrotic gene collagen type 1 Alpha 2 (Col1a2), was observed to get 
suppressed by miR-192, thus, resulted in an increased expression of Col1a2 gene 
and contribute to matrix accumulation and kidney fibrosis in DN model [115]. In 
diabetic mice, increased expressions of p53, TGF-β and miR-192 was reported in 
renal cortex and was found to be associated with augmented fibrosis and glomeru-
lar expansion as compared to control. Moreover, knockout of miR-192 gene resulted 
in decreased markers of DN. However, conflicting reports to these results are also 
described. One of such reports observed that TGF-β decreased the expression of 
miR-192 in cultured proximal tubule cells and concluded that decreased miR-192 
levels are associated with increased fibrogenesis in PTCs [118]. Another study also 
showed that kidney fibrosis was associated with the loss of miR-192 [119]. These 
contradictory studies showed that the interconnection between DN and miR-192 
is much more complicated than it seems. Also, a decreased expression of miR-21 
was found in DN and albuminuria was decreased in diabetic mice due to ectopic 
expression of miR-21 [120]. miR-377 expression was found to be upregulated in 
DN [121]. It actually alters the levels of MnSOD and PAK1, which in turn, resulted 
in augmented fibronectin expression in mesangial cells in streptozotocin (STZ)-
induced diabetic model, thus contributing to DN progression indirectly. TGF-β 
induced miR-216a expression has been shown to increased collagen (Col1a2) 
expression [116] and subsequently participates in the fibrogenesis in proximal 
tubular cells (PTCs) [122]. Another important contributor to DN is VEGF and 
treatment with anti-VEGF showed to improve kidney functions in diabetic animal 
model [123]. Earlier miRNA-93 was considered as ‘signature miRNA’ in both in vivo 
as well as in vitro hyperglycemic environment [124]. Long et al. also demonstrated 
that increased expression of miR-93 resulted in reduced high glucose-stimulated 
VEGF-A levels via downregulation of the host MCM7 gene promoter.

Earlier studies have also reported the role of miRNAs in diabetic retinopathy. 
Neovascularization is the hallmark of DR and several studies have confirmed the 
importance of miRNAs in neovascularization regulation in retina [125]. Microarray 
studies recognized increased (miR-146, miR-106a, miR-181, miR-199a, miR-
214, miR-424 and miR-451) as well as decreased expressions of various miRNAs 
(miR-31, miR-150, miR-184) in model of ischemic retinopathy [126]. In retina and 
retinal endothelial cells (RECs), increased miRNAs corresponding to NF-κB, p53 
and VEGF were identified reflecting pathological changes of early DR by means of 
functional analysis, thus, revealing the role of miRNA in pathogenesis of DR [127]. 
In diabetes, downregulated miR-200b was detected in retina of diabetic rat model 
with simultaneous elevated levels of VEGF mRNA and protein. In addition, in vitro 
miR-200b antagonist transfection resulted in elevated VEGF expression [128]. 
This demonstrates VEGF to be the direct target of miR-200b. During early stage 
of diabetes, miR-29 shown to be anti-apoptotic for retinal ganglion cells (RGCs) 
and inner nuclear layer (INL) cells through pro-apoptotic RNA dependent (PKR) 
signaling pathway [129].

Therefore, this chapter has enlightened the role and contribution of epigenetic 
mechanisms in the pathogenesis of two major diabetic vascular complications i.e., 

185

Diabetes Microvascular Complications: An Overview of Epigenetic Modifications
DOI: http://dx.doi.org/10.5772/intechopen.94642

DN and DR. Together all, it indicates the important connection of miRNAs with 
microvascular complications of diabetes; hence, it would be worth to explore the 
role of these alterations in the pathophysiology of DN as well as DR. As reviewed in 
this chapter, methylation in DNA, histone tail alterations and variable expressions 
of miRNAs are found to be altered in hyperglycemic environment either upregu-
lated or downregulated affecting directly or indirectly. Current treatment for DN 
and DR is not able to stop the progression of these devastating complications, 
henceforth, focusing treatment approaches via targeting epigenetic alterations 
alone or in combination with conventional therapy could provide a new approach to 
combat or retard the progression of these diabetic complications. However, the fact 
that a particular miRNA can have multiple targets made it difficult and challeng-
ing with few limitations, still it will increase our understanding about the disease 
pathophysiology.

4. Targeting diabetic complications via targeting epigenetic marks

Heritable epigenetic alterations are the results of interactions between envi-
ronmental (momentary) and genetic (long-standing) components and thus, may 
play a decisive role in the pathophysiology of diabetic complications. They are able 
to alter the gene expression, thereby, gene function, the underline mechanism 
in the pathogenesis of vascular complications of diabetes. Reversible attribute 
of epigenetic marks provides immense opportunity of developing restorative 
interventions for treating patients with these complications. Till date, some of 
the drugs targeting epigenetic marks are already being clinically used for cancer 
therapy including HDAC inhibitors [130] and DNA methylation inhibitors [131, 
132]. However, preclinical studies targeting histone as well as DNA methylation 
are still in progress [133–135]. Metformin, the current line of drug for treating 
hyperglycemia, upregulates sirtuin 1 (SIRT1) expression along with downregulat-
ing NF-κB expression [136], SIRT1 has been shown to possess NAD+-dependent 
protein deacetylase activity [137]. In glomerular mesangial cells, SIRT 1 induces 
antioxidant genes and simultaneously downregulates TGF-β1 and the expression 
of AGEs-induced fibronectin [138]. In diabetic mice glomeruli, BF175, a SIRT1 
agonist, ameliorates hyperglycemia-induced podocyte loss, proving the protective 
role of SIRT1 against diabetes-induced kidney damage [139]. Recently, angiotensin 
II (Ang II) of RAAS has been reported to induce the expressions of few non-coding 
RNAs including miRNAs [140] and lncRNAs [141] as well. Enhancers, the elements 
that affect transcription of genes and are associated with specific histone modifica-
tions [142], when blocked by JQ1, a Bromodomain (an epigenetic reader) inhibitor, 
also obstructs enhancer functions along with attenuation of Ang II-mediated 
hypertension and inflammation in vivo in vascular smooth muscle cells (VSMCs) 
[143], hence, strongly supporting the importance of targeting enhancers in Ang 
II-mediated actions for treating vascular complications. This, in turn, could reveal 
evidence directing new therapeutic interventions for treatment of diabetic vascular 
complications. In addition, the modified inhibitor of miR-192 i.e., Locked nucleic 
acid (LNA) not only downregulates key fibrotic markers of kidney damage but also 
shown to reduce proteinuria in diabetic mice [144], favoring miRNAs based thera-
peutic interventions for DN. Several studies have also reported the amelioration of 
kidney-injury parameters via targeting miR-21 [145–147] implying that its inhibi-
tion could be a promising therapeutic intervention in DN. Recently with the use of 
latest and advanced approach of genome editing i.e., CRISPR-Cas9, locus-specific 
changes in epigenetic alterations could be generated owing to the fusion of Cas9 
proteins with various DNMTs or TETs or histone modification proteins [148–150], 
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signaling pathway [129].

Therefore, this chapter has enlightened the role and contribution of epigenetic 
mechanisms in the pathogenesis of two major diabetic vascular complications i.e., 
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DN and DR. Together all, it indicates the important connection of miRNAs with 
microvascular complications of diabetes; hence, it would be worth to explore the 
role of these alterations in the pathophysiology of DN as well as DR. As reviewed in 
this chapter, methylation in DNA, histone tail alterations and variable expressions 
of miRNAs are found to be altered in hyperglycemic environment either upregu-
lated or downregulated affecting directly or indirectly. Current treatment for DN 
and DR is not able to stop the progression of these devastating complications, 
henceforth, focusing treatment approaches via targeting epigenetic alterations 
alone or in combination with conventional therapy could provide a new approach to 
combat or retard the progression of these diabetic complications. However, the fact 
that a particular miRNA can have multiple targets made it difficult and challeng-
ing with few limitations, still it will increase our understanding about the disease 
pathophysiology.

4. Targeting diabetic complications via targeting epigenetic marks

Heritable epigenetic alterations are the results of interactions between envi-
ronmental (momentary) and genetic (long-standing) components and thus, may 
play a decisive role in the pathophysiology of diabetic complications. They are able 
to alter the gene expression, thereby, gene function, the underline mechanism 
in the pathogenesis of vascular complications of diabetes. Reversible attribute 
of epigenetic marks provides immense opportunity of developing restorative 
interventions for treating patients with these complications. Till date, some of 
the drugs targeting epigenetic marks are already being clinically used for cancer 
therapy including HDAC inhibitors [130] and DNA methylation inhibitors [131, 
132]. However, preclinical studies targeting histone as well as DNA methylation 
are still in progress [133–135]. Metformin, the current line of drug for treating 
hyperglycemia, upregulates sirtuin 1 (SIRT1) expression along with downregulat-
ing NF-κB expression [136], SIRT1 has been shown to possess NAD+-dependent 
protein deacetylase activity [137]. In glomerular mesangial cells, SIRT 1 induces 
antioxidant genes and simultaneously downregulates TGF-β1 and the expression 
of AGEs-induced fibronectin [138]. In diabetic mice glomeruli, BF175, a SIRT1 
agonist, ameliorates hyperglycemia-induced podocyte loss, proving the protective 
role of SIRT1 against diabetes-induced kidney damage [139]. Recently, angiotensin 
II (Ang II) of RAAS has been reported to induce the expressions of few non-coding 
RNAs including miRNAs [140] and lncRNAs [141] as well. Enhancers, the elements 
that affect transcription of genes and are associated with specific histone modifica-
tions [142], when blocked by JQ1, a Bromodomain (an epigenetic reader) inhibitor, 
also obstructs enhancer functions along with attenuation of Ang II-mediated 
hypertension and inflammation in vivo in vascular smooth muscle cells (VSMCs) 
[143], hence, strongly supporting the importance of targeting enhancers in Ang 
II-mediated actions for treating vascular complications. This, in turn, could reveal 
evidence directing new therapeutic interventions for treatment of diabetic vascular 
complications. In addition, the modified inhibitor of miR-192 i.e., Locked nucleic 
acid (LNA) not only downregulates key fibrotic markers of kidney damage but also 
shown to reduce proteinuria in diabetic mice [144], favoring miRNAs based thera-
peutic interventions for DN. Several studies have also reported the amelioration of 
kidney-injury parameters via targeting miR-21 [145–147] implying that its inhibi-
tion could be a promising therapeutic intervention in DN. Recently with the use of 
latest and advanced approach of genome editing i.e., CRISPR-Cas9, locus-specific 
changes in epigenetic alterations could be generated owing to the fusion of Cas9 
proteins with various DNMTs or TETs or histone modification proteins [148–150], 
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thus, reversing the epigenetic marks of important genes involved in the pathogen-
esis of s disease. Despite extensive ongoing research, more detailed epigenetics-
targeted approach is required to combat diabetic microvascular complications.

5. Conclusion

In conclusion, discovering specific role and targeting pathways related to 
epigenetic alterations for the development of therapeutic interventions in T2DM 
patients with microvascular complications could be promising. Moreover, this will 
certainly be helpful in increasing our knowledge and developing tools for better 
and early diagnosis and subsequent more effective treatment of these distressing 
complications in clinical practice.

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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tioners’ and patients’ perspective. There is a need for appropriate Artificial Intelli-
gence techniques to build predictive models that not only capture unmeasured
effects to improve prediction, but are also transparent in how they model data so
that knowledge about disease processes can be extracted and trust in the model can
be maintained by clinicians. The proposed strategy builds probabilistic graphical
models for prediction with the inclusion of informative hidden variables. These are
added in a stepwise manner to improve predictive performance whilst maintaining
as simple a model as possible, which is regarded as crucial for the interpretation of
the prediction results. This chapter explores this key issue with a specific focus on
diabetes data. According to the literature on disease modelling, especially on major
diseases such as diabetes, a patient’s mortality often occurs due to the associated
complications caused by the disease over time and not the disease itself. This is
often patient-specific and will depend on what type of cohort a patient belongs to.
Another main focus of this study is patient personalisation via precision medicine
by discovering meaningful subgroups of patients which are characterised as pheno-
types. These phenotypes are explained further using Bayesian network analysis
methods and temporal association rules. Overall, this chapter discussed the earlier
research of the chapter’s author. It explores Artificial Intelligence (IDA) techniques
for modelling the progression of disease whilst simultaneously stratifying patients
and doing so in a transparent manner as possible. To this end, it reviews the current
literature on some of the most common Artificial Intelligent (AI) methodologies,
including probabilistic modelling, association rule mining, phenotype discovery and
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1. Introduction

Intelligent systems, whether biological or artificial, require the ability to make
decisions under uncertainty using the available evidence. Several computational
models exhibit some of the required functionality to handle uncertainty. These
computational models in Artificial Intelligent (AI) and Machine Learning are
judged by two main criteria: ease of creation and effectiveness in decision making.
For example, Neural Networks (NNs) which represent complex input/output rela-
tions using combinations of simple nonlinear processing elements, are a familiar
tool in AI and computational neuroscience. Alternatively, probabilistic networks
(also called Bayesian Networks) are a more explicit representation of a domain
through modelling the joint probability distribution (the probability of all possible
outcomes in a domain). This paper provides a short summary of the previous
methods in Intelligent Data Analysis (IDA) in disease progression, decision making
and probabilistic modelling of patients. It then describes some existing key methods
that can be updated or combined to model multiple diabetes complications in the
presence of unmeasured factors. There is considerable research on predicting dia-
betes, especially Type 2 Diabetes Mellitus (T2DM), complications. Nevertheless,
the previous research of the author is discussed in order to address these issues. In
particular, these previously proposed methods have contributed to the diabetes
literature by explaining unknown risk factors and identifying temporal phenotypes
employing hybrid methods (including descriptive and predictive). These suggested
methodology includes rule-based methods for an explanation of patient subgroups
and a probabilistic framework for modelling data explicitly.

2. Literature review: intelligent data analysis in complex disease
progression modelling

This article reviews the current literature on some of the most common AI
methodologies, including probabilistic modelling, association rule mining, and
latent variable discovery. Intelligent Data Analysis (IDA) is a subcategory of AI that
is focused on data analysis and modelling. These methods are known to be highly
successful in combining advantages of modern data analytics, classical statistics and
the expertise of scientists and experts [1–3]. IDA techniques have already proved
successful in clinical modelling [4]. A large and growing body of literature has
investigated IDA approaches that have shown excellent results modelling cross-
sectional clinical data for classification. There has also been substantial modelling on
longitudinal data using IDA techniques. However, there is still an urgent need to
improve these models to take account of the variability of disease progression from
person to person, and explicitly model the time-varying nature of the disease. Many
studies have attempted to find automated ways of helping clinicians predict disease
progression [5].

For many clinical problems, the underlying structure of unmeasured variables
may play an essential role in the progress of the disease. However, it is still a
relatively unexplored area. Identifying these unmeasured variables as hidden or
latent variables is key. What is more, understanding the semantics behind these
unmeasured risk factors can improve the understanding of the disease mechanisms
and thus better improve clinical decision making. Interpreting these latent variables
is complicated; however, as they may represent different many types of
unmeasured information such as social deprivation, missing clinical data, environ-
mental factors, time-based information or some combination of these. To gain trust
in any AI model, it is mandatory to understand/explain influencing factors of
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disease that guide predictions or decisions. This is because clinicians expect to
understand AI diagnoses to be able to make decisions. There is a great deal of debate
over the importance of explanation in AI models inferred from health data. In
particular, there is a balance that needs to be made between the accuracy of com-
plex deep models such as convolutional neural networks (in predictive strategy)
and the transparency of models (in descriptive strategy) that aims to model data in
a more human way such as expert systems.

A combination of explainable and deep strategies rather than either one of them
alone would have a better prognostic value. Furthermore, in order to obtain a more
accurate and explainable prediction of progression, the predictive models need to be
personalised based on how an individual patient matches historical data by identi-
fying patient subgroups.

3. Probabilistic model for time-series analysis

Understanding the pattern of complications associated with the disease has been
used significantly in the clinical domain [6]. It provides an insight into the predic-
tion and relative prevention of the associated complications which are expected to
occur in a patient follow-up [7]. It generally can lead to less suffering time for
patients while saving time and cost to healthcare. However, that is highly depen-
dent on the stage of disease along with the prior occurring complications, which is
associated with time-series analysis. In time-series analysis, every disease risk factor
and complication is determined by various features in previous patient visits (time
interval). At every medical visit, all diabetic patients have a unique profile of
symptoms and complications that change over time, regardless of the phase of the
disease. This non-stationary characteristic of clinical data collected as part of the
monitoring of T2DM creates a difficult context for effective forecasting [8]. Clinical
data needs to be considered as time-series data in order to provide a description of
the progression of a disease over time. Nevertheless, dealing with time-series
patient records is known to be a major issue in the prognosis of comorbidities [9],
particularly when time-series data is imbalanced and contains few examples of
patients without comorbidities that are common to all patients. In Type 2 Diabetes,
for example, once patients are diagnosed with T2DM, half of them show signs of
complications [10]. Unfortunately, these life-threatening complications remain
undiagnosed for a long time because of the hidden patterns of their associated risk
factors [11]. If T2DM is not appropriately managed, the development of serious
complications, such as neuropathy, retinopathy, and hypertension lead to disability,
premature mortality and financial cost [12]. The prediction process is complex due
to the interactions between these complications and other features, as well as
between complications themselves. More importantly, each patient has a unique
profile of complication occurrence and the status of T2DM risk factors during a
patients time-series is subject to change, as their levels may rise and fall over time.
Early diagnosis and prevention techniques are needed to reduce the associated
mortality and morbidity caused by T2DM complications [13]. Although there are
various methodologies for T2DM prediction, for example, risk-prediction equation
and Markov models [14], studies that enable early predictions of diabetes using
predictive models are limited [15]. The risk-prediction equations suffer from
uncertainty as well as performing only one-step-ahead predictions, while Markov
models are limited to a small number of discrete risk factors. Other existing litera-
ture on investigating the prognosis of T2DM complications [16, 17] focuses partic-
ularly on logistic regression and Naive Bayes. Such studies are unsatisfactory for
modelling the complex T2DM complications/risk factors. Logistic regression does

199

Predicting Type 2 Diabetes Complications and Personalising Patient Using Artificial…
DOI: http://dx.doi.org/10.5772/intechopen.94228



1. Introduction

Intelligent systems, whether biological or artificial, require the ability to make
decisions under uncertainty using the available evidence. Several computational
models exhibit some of the required functionality to handle uncertainty. These
computational models in Artificial Intelligent (AI) and Machine Learning are
judged by two main criteria: ease of creation and effectiveness in decision making.
For example, Neural Networks (NNs) which represent complex input/output rela-
tions using combinations of simple nonlinear processing elements, are a familiar
tool in AI and computational neuroscience. Alternatively, probabilistic networks
(also called Bayesian Networks) are a more explicit representation of a domain
through modelling the joint probability distribution (the probability of all possible
outcomes in a domain). This paper provides a short summary of the previous
methods in Intelligent Data Analysis (IDA) in disease progression, decision making
and probabilistic modelling of patients. It then describes some existing key methods
that can be updated or combined to model multiple diabetes complications in the
presence of unmeasured factors. There is considerable research on predicting dia-
betes, especially Type 2 Diabetes Mellitus (T2DM), complications. Nevertheless,
the previous research of the author is discussed in order to address these issues. In
particular, these previously proposed methods have contributed to the diabetes
literature by explaining unknown risk factors and identifying temporal phenotypes
employing hybrid methods (including descriptive and predictive). These suggested
methodology includes rule-based methods for an explanation of patient subgroups
and a probabilistic framework for modelling data explicitly.

2. Literature review: intelligent data analysis in complex disease
progression modelling

This article reviews the current literature on some of the most common AI
methodologies, including probabilistic modelling, association rule mining, and
latent variable discovery. Intelligent Data Analysis (IDA) is a subcategory of AI that
is focused on data analysis and modelling. These methods are known to be highly
successful in combining advantages of modern data analytics, classical statistics and
the expertise of scientists and experts [1–3]. IDA techniques have already proved
successful in clinical modelling [4]. A large and growing body of literature has
investigated IDA approaches that have shown excellent results modelling cross-
sectional clinical data for classification. There has also been substantial modelling on
longitudinal data using IDA techniques. However, there is still an urgent need to
improve these models to take account of the variability of disease progression from
person to person, and explicitly model the time-varying nature of the disease. Many
studies have attempted to find automated ways of helping clinicians predict disease
progression [5].

For many clinical problems, the underlying structure of unmeasured variables
may play an essential role in the progress of the disease. However, it is still a
relatively unexplored area. Identifying these unmeasured variables as hidden or
latent variables is key. What is more, understanding the semantics behind these
unmeasured risk factors can improve the understanding of the disease mechanisms
and thus better improve clinical decision making. Interpreting these latent variables
is complicated; however, as they may represent different many types of
unmeasured information such as social deprivation, missing clinical data, environ-
mental factors, time-based information or some combination of these. To gain trust
in any AI model, it is mandatory to understand/explain influencing factors of

198

Type 2 Diabetes - From Pathophysiology to Cyber Systems

disease that guide predictions or decisions. This is because clinicians expect to
understand AI diagnoses to be able to make decisions. There is a great deal of debate
over the importance of explanation in AI models inferred from health data. In
particular, there is a balance that needs to be made between the accuracy of com-
plex deep models such as convolutional neural networks (in predictive strategy)
and the transparency of models (in descriptive strategy) that aims to model data in
a more human way such as expert systems.

A combination of explainable and deep strategies rather than either one of them
alone would have a better prognostic value. Furthermore, in order to obtain a more
accurate and explainable prediction of progression, the predictive models need to be
personalised based on how an individual patient matches historical data by identi-
fying patient subgroups.

3. Probabilistic model for time-series analysis

Understanding the pattern of complications associated with the disease has been
used significantly in the clinical domain [6]. It provides an insight into the predic-
tion and relative prevention of the associated complications which are expected to
occur in a patient follow-up [7]. It generally can lead to less suffering time for
patients while saving time and cost to healthcare. However, that is highly depen-
dent on the stage of disease along with the prior occurring complications, which is
associated with time-series analysis. In time-series analysis, every disease risk factor
and complication is determined by various features in previous patient visits (time
interval). At every medical visit, all diabetic patients have a unique profile of
symptoms and complications that change over time, regardless of the phase of the
disease. This non-stationary characteristic of clinical data collected as part of the
monitoring of T2DM creates a difficult context for effective forecasting [8]. Clinical
data needs to be considered as time-series data in order to provide a description of
the progression of a disease over time. Nevertheless, dealing with time-series
patient records is known to be a major issue in the prognosis of comorbidities [9],
particularly when time-series data is imbalanced and contains few examples of
patients without comorbidities that are common to all patients. In Type 2 Diabetes,
for example, once patients are diagnosed with T2DM, half of them show signs of
complications [10]. Unfortunately, these life-threatening complications remain
undiagnosed for a long time because of the hidden patterns of their associated risk
factors [11]. If T2DM is not appropriately managed, the development of serious
complications, such as neuropathy, retinopathy, and hypertension lead to disability,
premature mortality and financial cost [12]. The prediction process is complex due
to the interactions between these complications and other features, as well as
between complications themselves. More importantly, each patient has a unique
profile of complication occurrence and the status of T2DM risk factors during a
patients time-series is subject to change, as their levels may rise and fall over time.
Early diagnosis and prevention techniques are needed to reduce the associated
mortality and morbidity caused by T2DM complications [13]. Although there are
various methodologies for T2DM prediction, for example, risk-prediction equation
and Markov models [14], studies that enable early predictions of diabetes using
predictive models are limited [15]. The risk-prediction equations suffer from
uncertainty as well as performing only one-step-ahead predictions, while Markov
models are limited to a small number of discrete risk factors. Other existing litera-
ture on investigating the prognosis of T2DM complications [16, 17] focuses partic-
ularly on logistic regression and Naive Bayes. Such studies are unsatisfactory for
modelling the complex T2DM complications/risk factors. Logistic regression does

199

Predicting Type 2 Diabetes Complications and Personalising Patient Using Artificial…
DOI: http://dx.doi.org/10.5772/intechopen.94228



not perform well when there are multiple or non-linear decision limitations. In
Naive Bayes, there is an assumption of independence among the risk factors
whereas all features are independent of one another.

The major limitation of the previous work in T2DM literature derives from time
discretisation in temporal time slices per year. Therefore, in this study, we consider
all T2DM patient’s follow-up visits regardless of year basis while precisely monitor-
ing the location of change within the unequal number of visits. This chapter sug-
gests that AI in Medicine can provide useful techniques to analyse patient data to be
able to find cure for the disease or reduce patient’s suffering time (see Figure 1).

3.1 Dynamic Bayesian networks

In the field of medical informatics, probabilistic IDA techniques are exploited to
obtain different clinical solutions. To improve patients’ quality of life, there is an
urgent need to extend and explore probabilistic IDA methods to investigate the
disease complications from a clinical point of view. Thus, a Bayesian Network (BN)
decision model was exploited in [18] for supporting the diagnosis of dementia,
Alzheimer disease and mild cognitive impairment. Bayesian Network models
appear to be well suited T2DM progression modelling, because of their flexibility in
modelling spatial and temporal relationships as well as their ease of interpretation
[19]. It has been reported that Dynamic Bayesian Networks (DBNs) are simple BNs
for modelling time-series data and popular for modelling uncertain noisy time-
series clinical data [20]. More importantly, DBNs are probabilistic graphical models
that can handle missing data and hidden variables.

Previous work on learning DBNs have inferred both network structures and
parameters from (sometimes incomplete) clinical datasets [20]. For example, a
recent study presented a DBN method but to analyse fisheries data [21]. Authors in
[22] proposed a Bayes Network to predict diabetes on the Pima Indian Diabetes
dataset. However, the study failed to consider the time-series analysis. Similarly,
authors in another study [23] simulated the health state and complications of type 1
diabetes patients by using partially and entirely learned Bayesian models. Apart
from using a different type of Diabetes, this chapter is utilising a different approach
from the above studies for the representation of the relationship between T2DM

Figure 1.
The organs/muscles affected by the common complications associated with type 2 Diabetes.
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risk factors. Many diseases involved structural changes based upon key stages in the
progression, but many models did not appear to take this into account. There has
been some work in extending DBNs to model underlying processes that are non-
stationary [24]. In [24], clinical features were modelled using a second-order time-
series model while time-invariant temporal dependencies were assumed. Among
this, some studies, for example, Marini and co-authors conducted research [23] that
variables were connected within two-time-series and within the same time slice
assumed that the temporal dependencies were time-invariant. In addition, in
Marinis paper for learning the network structures, a Tabu search was used based on
the Hill climbing algorithm for Bayesian Networks but with no use of latent vari-
ables. However, the approach was useful for stratifying patients according to the
probability of developing complications, the major limitation of the Marinis work
derived from time discretisation in time slices of one year.

Another work in [25] retained the stationary nature of the structure in favour of
parameter flexibility, arguing that structure changes lead almost certainly to over-
flexibility of the model in short time-series. Alternatively, a paper [26] formalised
non-stationary DBN models and suggested MCMC sampling algorithm for learning
the structure of the model from time-series biological data. Similarly, authors in
[27] estimated the variance in the data structure parameter with an MCMC
approach, but the search space was limited to a fixed number of segments and
indirect edges only, which is not suitable for T2DM data. Such studies remained
narrow and limited by constraints on one or more degrees of freedom: the segmen-
tation points of the time-series, the parameters of the variables, the dependencies
between the variables and the number of segments and the ignorance of the incom-
plete data and latent variable.

3.2 Dealing with time-series imbalanced data

Another common problem with classifying complications in longitudinal data is
that there may be many more cases where the complication does not manifest
compared to those where it does. Early prediction of T2DM complications while
discovering the behaviour of associated aggressive risk factors can help to improve a
patients quality of life [28]. This study suggests that while there is an association
between the latent variable and joint complications in the prognosis of T2DM
patients, this relationship is complex. In T2DM data analysis, another challenge can
be to classify/group patients in imbalanced clinical data with several binary com-
plications. Models of the time-series data are needed to manage diabetic complica-
tions and deal with their imbalanced and complex interactions. In particular,
mining time-series is one of the challenging problems in the prognosis of disease. In
addition, it has received considerable critical attention in data mining especially
when there are rare positive results [29]. It has been reported that a class imbalance
in the training data caused by one class (here positive cases) massively outnumbers
the examples in another class (negative class) [30]. This situation may occur where
the number of positive clinical test results for a complication is not equal or even
close to the number of negatives. That can be solved by applying an appropriate
balancing strategy in a multi-class classification problem. Different learning tech-
niques deal with imbalanced data, such as oversampling, undersampling, boosting,
bagging, bootstrapping, and repeated random sub-sampling [31]. Therefore, this
chapter in order to prepare T2DM data for the prediction has utilised these
strategies and customised them based on dataset nature (time-series patients
records with the unequal number of visits). As a result, various balancing strategies
such as pair-sampling, bootstrapping undersampling and over-sampling have
been proposed in [32, 33].
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The bootstrap approach can be used to identify the significant statistics from
classifiers learnt from such data. For example, in a study [34], Li and co-authors
provide an extension to the temporal bootstrap approach while applied on cross-
sectional data. Similarly, a study conducted in [21], the bootstrap strategy is
extended to longitudinal data by sampling pairs of time points, thus enabling the
(first-order) temporal nature of the data to be inferred. However, these solutions
only can be applicable when the imbalance ratio for all binary complications is
similar. Otherwise, it can be more difficult if we need to over-sample one class value
and under- sample others in order to reduce bias from data. Overall, the observed
balancing strategies from the prior studies have not been sufficient for analysing
more than one complication at a time, whereas it was almost impossible to obtain a
satisfactory prediction performance enhancement for all complications. As well as
modelling unmeasured factors, hidden variables can also be used to model non-
stationary processes. This chapter attempts to address this issue by using hidden
variables discovery approaches based upon T2DM risk factors/complications
dependencies. Before explaining these strategies, it is necessary to understand
unmeasured variables and analyse their dependencies that are generated by causal
structures.

3.3 Causal structure learning and latent variable discovery

Various studies on longitudinal data sets have suggested an association between
complications and risk factors of the disease. To discover probabilistic dependencies
given clinical data, it is necessary to search the space of belief networks or casual
models, which is called casual discovery of BNs [35]. These patterns of dependency
with no model based solely upon the observed variables can be explained by using a
latent variable. The casual discovery indicates dependencies that are generated by
casual structures with unmeasured factors, i.e., hidden variables. Hidden variable
modelling, introduced in [36], has a long tradition in casual discovery. One of the
research gap in the previous literature of disease prediction is the existence of the
unmeasured or latent variables. This is because clinicians cannot measure all risk
factors and carry out all kinds of tests, so there are some unmeasured factors that
clinicians fail to measure, which need to be discovered at the early stage of diabetes.

Furthermore, Factor Learning (FL) was introduced in [37], which has been
known as one method for learning a probabilistic model from data. It can also be
helpful to understand latent variables and measure their hypothetical impacts. FL
contrasts with most other BN learning methods in that it learns a factor structure.
As Martin and co-authors in [37] stated that FL for hidden variables could identify
the most probable structures of factors have given the data and suitable priors.
However, with a large number of variables, FL methods might be prohibitively
expensive. Again in the same research these authors provided a factor structure for
learning methods that efficiently utilised hidden variables. Factor structure indi-
cates the joint probability distribution among discrete observed variables. It also
contributes an explanation across a small number of variables. Although factor
structures are suitable for polynomial time inference, they can cause a reduction in
the prediction accuracy and precision; they contribute an explanation across a small
number of variables. Nevertheless, these techniques failed to consider prior belief in
the factor structure, and therefore, it could be hard to rely on the final structure.

Factor structure indicates the joint probability distribution among discrete
observed variables. Interestingly, each factor in a factor structure corresponds to a
completely connected dependency graph. Although they are suitable for polynomial
time inference, caused reducing accuracy and precision. By contrast, they are not
able to decide precisely whether or not latent variables are present, and in
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consequence there has been some controversy about that status of exploratory
versus confirmatory factor analysis. In this regard, casual discovery methods in AI
have the advantages as they can discover the actual dependencies and indepen-
dencies in the data.

The causal discovery of BNs is a critical research territory, which depends on
looking through the space of causal models for those which can best clarify a pattern
of probabilistic conditions appeared in the data [35]. As a result, [38] showed the
integration of structure-search algorithm with a latent variable in a DBNs model.
However, the method did not consider the discovery of the long-range dependen-
cies with an equal number of time slices. Similarly, in [39], Bayesian belief networks
was used to find the most probable structure, using the K2 algorithm, while adding
a hidden variable. Nevertheless, Cooper in [39] applied the K2 method that needs an
ordering on the nodes. Witting focused on using hidden variables in a known
structure [40]. Cooper in [39] used Bayesian techniques to find the most probable
structure and can use this technique to add hidden variables. In principle, exact
Bayesian methods for hidden variables could identify the most probable structures
of factors given the data and suitable priors. However, with a large number of
variables, exact methods are prohibitively expensive. Furthermore, in [41] Silva
highlighted the weakness of DAG (Directed Acyclic Graph) models in the
marginalisation of Hidden factors and representing the independencies over a sub-
set of features in a DAG with more links. They suggested that Directed mixed
graphs (DMGs) are a solution to this drawback. Therefore, they represented how to
perform Bayesian inference on two DMGs, such as Gaussian and Probit, which is
not the focus of this chapter. Nevertheless, such studies remained narrow and
limited by constraints on one or more degrees of freedom: the segmentation points
of the time-series, the parameters of the variables, the dependencies between the
variables and the number of hidden factors. As a result, Chicharro in [42] analysed
causal influences to find the relationship among different brain regions in several
disorders. Similar to this chapter, Chicharros research made use of Inductive Cau-
sation (IC*) algorithm in the latent process to analyse Granger causality and
Dynamic Causal Modelling. However, Chicharros study did not consider DBNs to
understand causal influences.

Difficulties arise, however, when an attempt is made to implement a Bayesian
Network structure as authors in [43] have argued that the number of potential
DAGs over the disease risk factors is super-exponential. Additionally, the real
cause-effect relationship DAG is not distinguishable while from equivalent struc-
tures when learning only using from observational data. This issue will be worse,
especially when each expert has a unique probability of correctly labelling the
inclusion or exclusion of edges in the disease structure. As noted by Amirkhani [43],
some scoring functions are provided with that score each suitable graph based on
the data and experts knowledge. Another research in [44] shows that networks with
the fixed structure containing hidden variables can be learned automatically from
data using a gradient-descent mechanism similar to that used in neural networks. A
few algorithms have been created to understand the structure for Bayesian Net-
works from both fully observed models and those with hidden variables. Structure
Expectation–Maximisation (SEM) has been produced for learning Probabilistic sys-
tem structure from information with latent factors and missing data. A structure
learning algorithm has been created for non-stationary dynamic probabilistic
models. For example, REVEAL (REVerse Engineering ALgorithm) has been utilised
as a structure learning algorithm, that learns the optimal set of parents for each
node of a network independently, based on the information-theoretic concepts of
mutual information analysis. However, the two-stage temporal Bayes network
(2TBN) cannot be well recovered by the application of REVEAL. A normally
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utilised structure learning algorithm depends on REVEAL which takes in the ideal
arrangement of guardians for every hub of a system autonomously, in light of the
theoretical data ideas of common data examination. Be that as it may, the two-
arrange fleeting Bayes organise as the 2TBN which cannot be all around recuperated
by use of REVEAL. Rijmen in [45] exploited an HMM to study the temporal pattern
of symptoms burden in brain tumour patients. He showed that the discovery of
symptom experience over time is necessary for treatment and follow-up of patients
with symptom-specific intervention. In general, Bayesian learning methods could
determine network structure and how the networks variables should be represented
along with the causal links among them. Moreover, it addressed the difficulty of
qualifying causal relationships in terms of Conditional Probability Tables (CPTs).
Witting focused on using hidden variables in a known structure [40] as the knowl-
edge of the latent variable in predictive modelling is important for an understanding
of the complex AI models. Discovering latent variables can potentially capture
unmeasured effects from clinical data, simplifying complex networks of interac-
tions and giving us a better understanding of disease processes. In addition, it can
improve classification accuracy and boost user confidence in the classification
models [46]. Elidan and co-authors in [47] emphasised the importance of the
presence of hidden variables. In addition, they determined a hidden variable that
interacted with observed variables and located them within the Bayesian Network
structure. They also showed that networks without hidden variables are clearly less
useful because of the increased number of edges needed to model all interactions,
which caused overfitting. Despite the productivity of exploring trees of hidden
variables to render all observable variables independently [48], these hidden vari-
ables were non-optimal with independencies among observable variables. Overall,
previous works on learning DBNs have presented both network structures and
parameters from clinical data sets and learning parameters for a fixed network of
incomplete data, in the presence of missing data and latent variables [20]. Much of
the current literature on disease prediction have argued that a complex AI model,
with many unexplainable hidden variables, also has several serious drawbacks.
Therefore, this chapter has chosen AI DBNs model to learn parameters and latent
variables to predict complications. The next section intends to emphasise the
explainability of the proposed methodology in order to uncover the meaning behind
the latent AI model.

4. Black box models and AI in medicine

Investigating unmeasured risk factors can improve the modelling of disease
progression and thus enable clinicians to focus on early diagnosis and treatment of
unexpected conditions. However, the overuse of hidden variables and lack of
explainability can lead to complex models, which are not well understood (being
black box in nature). Models need to be understood by clinicians to facilitate
transparency and trust.

4.1 Explainability in deep learning

This stage outlines and discusses the limitations of Deep Learning approaches
that have been proposed, so far, to gain deeper insights into the understanding of
black box AI models. AI medical machine such as Deep Learning has become
ubiquitous to provide a high-performance prediction. Nevertheless, understanding
their mechanisms has become a significant concern worldwide whereby the goal is
to gain clinicians and patients trust. The reason behind this is due to several
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obstacles that arise to interpret the findings, such as the scale of big data, complex
interactions, and high-dimensional internal state.

4.1.1 Google’s novel approach

Most medical algorithms proposed by [49], such as AI Doctor designed to
reproduce current problem-solving methods (e.g., the detection of cancers). In
addition, the concept assignment can help people to strengthen their skills and
talents for a computer system that showcased superhuman effectiveness and
efficiency.

Google’s AI Doctor can be demonstrated how they could be used to provide an
explanation further into predictions generated by local classifiers, first from con-
ventional image classification networks to a focused clinical application. The con-
cept attribution approach in AI Doctor offers several promising avenues for future
work. In addition to this, the concept assignment can help people to strengthen
their skills and talents for a computer system that showcases superhuman effec-
tiveness and efficiency. The concepts of explanatory power are outlined by Google
under three principle assumptions/limitations: firstly, comprehension for whatever
hidden layer and artificial neurons would offer. This is based on most of the
information in a deep neural network consists of hidden layers. Secondly, it recom-
mends that acknowledging the numerous hidden layers and understanding their
design on a meta-level would lead to more in-depth modelling. Finally, to comprise
how nodes become active, it considers groups of interconnected neurons that
trigger at the same time and space. These principles are defined instead of
explaining the structural nature of each neuron in each network. This is because the
stratification of a network for the categories of interconnected neurons would
enable its configurations even more abstractable. This is the main weakness of the
black box models.

One of the most highlighted ones is Google’s approach to resolve the
explainability issues while enabling human-like description of the internal state of a
deep network by employing Concept Activation Vectors (CAVs). While medical
systems are mostly designed to reproduce current decision-making methods such as
the classifier used in the detection of cancers, Google has claimed that its novel
strategy can interpret existing clinical data. Although Google has made a claim that
the CAVs can directly relate to one’s anticipated theories, to draw conclusions about
the decision-making process, it needs to consider the human needs of a higher level
of understandability.

Nevertheless, cardiac specialists have been critical of the conclusions derived by
Google in the clinical domain. With the proper information, AI is optimistic that
innovative, unique healthcare insights might be created without human interven-
tion. Unfortunately, this new approach is only established based on extensive and
adequate datasets. This is presumably part of the explanation of why Google has
established projects as its benchmark research proposal is capturing detailed
patients’ history of 100,000 population across four years. However, the investiga-
tion conducted out by Google did not necessarily indicate that the suggestion was
entirely distant. Such as image classifiers that could be applied to low-level struc-
tures. The central concept and assumption are to consider a neural network as
additional assistance that can cause issues related to the internal representation. As a
result, the clinicians commented on the deep explanatory networks. They
questioned the hypotheses, by stating that although the AI algorithms and Deep
Learning could improve current prediction methods of clinical domain, the research
would not be trustworthy unless it had been assessed with caution while a broader
range of disease had been explored. Difficulties arose, when an attempt was made in
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order to implement the principles and these assumptions. It seemed to be evident
that their approach was overconfident and yet to be trusted.

4.1.2 Prototyping examples in Artificial Neural Networks

In order to introduce a different perspective on Deep Learning models’ inter-
pretability, Zintgra and co-authors [50] conducted a study to simplify the black box
structure of Artificial Neural Networks (ANNs). They made use of prototypic
examples method that indicate tools in order to diagnose trained ANNs. In general,
ANNs analyse discrete decision-making processes and obtain high-performance
prediction results.

The prototype examples may be computationally intractable, including a
pre-determined normal distribution to prevent the proliferation of unreasonable
prototype cases. They provided an explanation of tools to train ANNs based on two
datasets. Moreover, it can often be like such a losing battle to describe precisely how
ANNs operate mathematically. Therefore, a much more comprehensive pre-
processing methodology could also be used in a related development (e.g., genera-
tive adversarial network proposed by Goodfellow et al. in [49]). Furthermore,
experimental results and hypotheses in ANNs were portrayed and tested only on
two datasets. Alternatively, a more detailed analysis is required to rely on the
empirical results, which might be achieved by including rich data containing
imbalance issue, different types of features. Selection bias was another potential
concern because it could involve possible measurement errors. It could be extended
through more set of data with various features. Finally, conclusions and interpreta-
tions of data were drawn from an inevitably subjective mechanism on the investi-
gator’s basis. This was because to examine whether the produced case studies should
satisfy the investigator’s standards about the phenomena of been modelled (e.g.,
decisions could be only made by the time it came). This was established based on
approaches or standards for collecting and analysing concepts that might be more
unbiased. As a result, this could also enable investigators/analysers to understand
the implications and weaknesses of the use of ANNs for the discrete decision-
making process, which might enhance the strictness of the approach. However,
many healthcare methods are required to reconstruct conventional prediction
methods (e.g., the identification of cancers), but so far, different ideas to interpret
previous clinical records have been discovered.

4.1.3 Visualisation in deep learning

For the time being, the possibility of an AI physician planning to roll new
prognosis without direct human intervention is a significant distance in which the
more presumably in decades rather than a few years later. Recent developments in
several technologies in the Deep Learning area have been powered by the steadily
declining expense of computing and storage. That being said, realistic apps, includ-
ing certain integrated smartphone and electronic devices, have intensified
explainability issues for Deep Learning in the black box resource-limited environ-
ments. Liu et al. in [51] introduced the leading solution to address these issues
where a deteriorated image of Binary Convolutionary Networks caused by
binarising Filtres. They offered a range of Circulant Filtres (CiFs) and a Circulant
Binary Convolution (CBConv) to strengthen efficiency and to tackle those limita-
tions for Binary Convolutionary functionalities through their proposed Circulant
Backpropagation (CBP). Then, CiFs effortlessly was integrated into the current
deep neural networks (DCNNs). Enormous research has indicated that perhaps the
output difference among one-bit and total-precision DCNNs could be reduced by
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extending the variety and distributing the filtres. Zintgraf et al. in [52] identified
numerous tools to test the model and understand how DCNNs could provide a
reliable outcome by using the visualisation method.

Overall, the existing explanatory Deep Learning approaches would need to be
adapted for further sophisticated longitudinal modelling strategy (rather than with
a multivariate distribution). This would result in better outcomes, for example, in
pixel values which could be estimated reliably by everyone’s environment while it
skewed down much more. By providing the black box models with sufficient data,
machine learning seemed to be overconfident that completely different health
knowledge could then be generated without user intervention. The black box
models of Deep Learning can be simplified in several aspects. For example, if an
object is detected, an image detection machine can breakdown back and towards
specific attributes including shape, colour and texture of the image, and then reduce
the predictions to a mathematical method by checking the classification error and
then background diffusion to improve the practises. In particular, in the world that
it is possible to fully allocate decision making to computer systems, confidence in AI
systems will be hard to achieve. In the future work, one approach that can be
applied to the small-sized T2DM dataset can be the use of Bayesian Neural Net-
works, which will deal with uncertainties in data and model structure by exploiting
the advantages of both Neural Networks and Bayesian modelling. To conclude, AI
can improve current methods of medical diagnosis in terms of interpretability but
cautioned that the technology would need to be more evaluated to be trusted by
both patients and practitioners.

In black box models, it can be challenging to determine what is coordinating the
visible patterns. Such models are problematic not only for lack of transparency but
also for possible biases inherited by the algorithms from clinicians mistakes [53]. This
issue is caused based on the human errors and biased sampling of training data as
well as the underestimation of the impact of the risk factors underlying behaviour/
pattern. In general, as observed from prior studies, it is difficult to obtain perfor-
mance enhancement while simultaneously trying to explain hidden factors.
Lakkaraju in [54] suggested that there is a trade-off between patient personalisation
(in a descriptive analysis) and prediction performance (in predictive analysis). Gen-
erally speaking, an improvement in explainability is often possible through a less
accurate model or at a higher cost of the predictive accuracy (in a Black box model)
[6]. There are quite few research studies on predicting T2DM complications and
T2DM black box models. However, studies on explaining an unknown risk factor/
latent phenotype by using a hybrid data mining methodology (including descriptive
and predictive) are rare to find in literature. Therefore, this study attempts to open
the AI, black box model by using both predictive and descriptive strategies.

5. Patient personalisation and explanation

Most of the previously published studies in diabetes prediction have tended to
focus on all patients as one integrated database rather than separating patients [16].
It can be challenging to stratify patients based on their longitudinal data in order to
determine what is triggering the visible patterns that may be specific to one cohort
of patients. There is some research, such as [55] that assesses the disease prediction
performance based upon different IDA techniques. For example, the onset of the
disease is modelled in [56] while other studies focus on patient modelling [57].
The approach described in this chapter aims to personalise patients by using
unsupervised methodologies to group time-series patient data.
The proposed descriptive strategy in this chapter has been regarded as a useful
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order to implement the principles and these assumptions. It seemed to be evident
that their approach was overconfident and yet to be trusted.
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pretability, Zintgra and co-authors [50] conducted a study to simplify the black box
structure of Artificial Neural Networks (ANNs). They made use of prototypic
examples method that indicate tools in order to diagnose trained ANNs. In general,
ANNs analyse discrete decision-making processes and obtain high-performance
prediction results.

The prototype examples may be computationally intractable, including a
pre-determined normal distribution to prevent the proliferation of unreasonable
prototype cases. They provided an explanation of tools to train ANNs based on two
datasets. Moreover, it can often be like such a losing battle to describe precisely how
ANNs operate mathematically. Therefore, a much more comprehensive pre-
processing methodology could also be used in a related development (e.g., genera-
tive adversarial network proposed by Goodfellow et al. in [49]). Furthermore,
experimental results and hypotheses in ANNs were portrayed and tested only on
two datasets. Alternatively, a more detailed analysis is required to rely on the
empirical results, which might be achieved by including rich data containing
imbalance issue, different types of features. Selection bias was another potential
concern because it could involve possible measurement errors. It could be extended
through more set of data with various features. Finally, conclusions and interpreta-
tions of data were drawn from an inevitably subjective mechanism on the investi-
gator’s basis. This was because to examine whether the produced case studies should
satisfy the investigator’s standards about the phenomena of been modelled (e.g.,
decisions could be only made by the time it came). This was established based on
approaches or standards for collecting and analysing concepts that might be more
unbiased. As a result, this could also enable investigators/analysers to understand
the implications and weaknesses of the use of ANNs for the discrete decision-
making process, which might enhance the strictness of the approach. However,
many healthcare methods are required to reconstruct conventional prediction
methods (e.g., the identification of cancers), but so far, different ideas to interpret
previous clinical records have been discovered.

4.1.3 Visualisation in deep learning

For the time being, the possibility of an AI physician planning to roll new
prognosis without direct human intervention is a significant distance in which the
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extending the variety and distributing the filtres. Zintgraf et al. in [52] identified
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focus on all patients as one integrated database rather than separating patients [16].
It can be challenging to stratify patients based on their longitudinal data in order to
determine what is triggering the visible patterns that may be specific to one cohort
of patients. There is some research, such as [55] that assesses the disease prediction
performance based upon different IDA techniques. For example, the onset of the
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The approach described in this chapter aims to personalise patients by using
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tool known as association rules to detect interesting relationships among T2DM
complications.

5.1 Time-series clustering

Time-series clustering is often problematic [58], especially when we need to
analyse risk factors from matching patterns across time. The literature on time-series
clustering and pattern discovery has highlighted several studies [59]. There have been
some qualitative measures for clustering time-series data, which captured similar risk
factor patterns in dynamic temporal data, regardless of whether the correlation
between them was linear or not [60]. However, they did not seem to be very suitable
for a long and an unequal number of time-series data (e.g., T2DM data). For instance,
authors in [59] proposed an algorithm to cluster patients based on clinical data whilst
utilising the clustering information for identifying distinct patterns. Altiparmak in
[59] provided a slope-wise comparison method (SWC) to find the correlation
between local distance vectors of patients visits, and group clinical test results into
different sub-groups, based upon the related risk factors, by using feature selection.
In their method each cluster of patients was considered as a transaction data that
included a pattern indicating which cluster belonged to each patient. Authors in [61]
used a similar method [59] in clustering, but they clustered fixed length time-series.
Ceccon and coauthors [62] exploited a variation of the naive Bayes classifier with a
hidden variable for segmenting patients into disease sub-types. Ceccon’s study
intended to enhance the classification performance of Glaucoma patients based upon
visual field data. Nevertheless, they only focused on standard/static BNs (instead of
DBNs) to infer the parameter in a cross-sectional dataset. Moreover, they failed to
analyse the influences of multiple hidden variables on the prediction results.

5.2 Pattern discovery and association rules mining

It has previously been observed that patients with T2DM are also at an increased
risk of microvascular comorbidities, including nephropathy, neuropathy, and reti-
nopathy [63]. The underlying pattern of T2DM complications and how their co-
occurrence is followed/caused/related by other complications associated with the
disease, known as the major source of mortality and morbidity in T2DM [64]. That is
because predicting a target complication can be challenging without the consideration
of the effects of its associated complications. Similar to Diabetic type 1 patients,
although genetic factors impact on developing T2DM, it is believed ignorance of
developing complications harms patients’ life. What is more, T2DM patients develop
a different profile of complications and features, which changes over time per follow-
up visit. One of the most important factors in the high number of dependencies
among T2DM features and complications is the appearance of unmeasured risk
factors. Surprisingly, the effect of understanding unmeasured variables, which play
an important role in disease prediction, does not seems that closely examined.

Understanding these associated patterns has a remarkable actual value and can
significantly being used in the clinical domain [6]. It provides an insight into the
prediction and relative prevention of the associated complications which are
expected to occur in patient followups [7]. It also leads to less suffering time for
patients while saves time and cost to healthcare. However, that is highly dependent
on the stage of disease along with the prior occurring complications, which is
associated with time-series analysis. In time-series analysis, every disease risk factor
and complication is determined by various features in previous patient visits (time
interval). To better understand the complications of the disease and their effects,
this chapter clusters patient the associated rules among the complications. It
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attempts to address this issue and present an informative rules/ordering pattern of
patient behaviour, with an aim to capture the complexities of the associated com-
plications’ over time. The proposed descriptive strategy has been regarded as a
useful tool known as association rules (ARs) to detect interesting relationships
among T2DM complications.

Temporal Association Rules (TARs) [65] is an extension to association rules [66]
to analyse basket data that includes a temporal dimension to order related items.
Many algorithms with temporal rules work by dividing the temporal transitions
database into different partitions based on the time granularity obliged. For exam-
ple, different mining algorithms were reformulated and presented to reflect the
new general temporal association rules. These include Progressive Partition Minder
(PPM), Segmented Progressive Filter (SPF), and TAR algorithm [65–67]. Various
algorithms have been proposed for the incremental mining of temporal association
rules, especially for numerical attributes [68]. Allen’s rules [69] generalised
abstracted time-series data into a relation (PRECEDES) to find TARs in [70].
Various ways were proposed to explore the problem of temporal association rules
discovery [71]. Nevertheless, previous studies performed discovering association
rules on a given subset specified by the time [72], whilst not considering the specific
exhibition period of the elements.

Association Rule Mining (ARM) finds frequent patterns by mining ARs with the
use of two basic parameters of support and confidence [73]. The majority of the
previous ARM algorithms worked by dividing the temporal transitions database
into different partitions based on the time granularity obliged.

Difficulties arise with TARs when there are some rare rules of particular interest
[74]. Many studies have employed the most common filtering metrics rather than
support and confidence in order to detect interesting rules [75]. There is a controversy
to this, as a study in the literature argued that a conservative ARMmethodology only
based on a fixed and rigid threshold for the filtering metrics could be problematic. A
few studies attempted to mine frequent underlying patterns of diabetic complications
[76]. The frequent pattern mining research significantly affects data mining tech-
niques in longitudinal data. A post-processing approach in [77] attempted to extract
interesting subsets of temporal rules within T2DM data. However, it only considered
characteristic patterns of administrative data without the appearance of latent vari-
ables. Other researchers have undertaken association rule mining of clinical data
[78, 79]. Lee et al. attempted to address the issue in [67] and have led to the proposal
of the concept of general TARs, where the items were allowed to have varying
exhibition periods, and their support was made based on that accordingly. Another
research conducted by Plasse et al. in [80] looked at finding homogeneous groups of
variables. They suggested that a variable clustering method could be applied to the
data in order to achieve a better result in pattern discovering methodology. However,
their strategy to mine ARs differed from this chapter in which the number of rules
was reduced only based on hierarchical clustering applied to items, not to multiple
identical binary attributes. Among these, some methods uncovered temporal patterns
and relationships among clinical variables, including causal information [81], numeric
time-series analysis [82]. Nevertheless, considering all of this evidence, none of the
above studies has clustered uneven time-series clinical data based on a hidden
variable for extracting temporal phenotype and behaviours of patients.

6. The suggested methodology

This chapter, so far, has described the research gap in the modelling and
explaining of complex disease processes and thus given the motivation behind the
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tool known as association rules to detect interesting relationships among T2DM
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factor patterns in dynamic temporal data, regardless of whether the correlation
between them was linear or not [60]. However, they did not seem to be very suitable
for a long and an unequal number of time-series data (e.g., T2DM data). For instance,
authors in [59] proposed an algorithm to cluster patients based on clinical data whilst
utilising the clustering information for identifying distinct patterns. Altiparmak in
[59] provided a slope-wise comparison method (SWC) to find the correlation
between local distance vectors of patients visits, and group clinical test results into
different sub-groups, based upon the related risk factors, by using feature selection.
In their method each cluster of patients was considered as a transaction data that
included a pattern indicating which cluster belonged to each patient. Authors in [61]
used a similar method [59] in clustering, but they clustered fixed length time-series.
Ceccon and coauthors [62] exploited a variation of the naive Bayes classifier with a
hidden variable for segmenting patients into disease sub-types. Ceccon’s study
intended to enhance the classification performance of Glaucoma patients based upon
visual field data. Nevertheless, they only focused on standard/static BNs (instead of
DBNs) to infer the parameter in a cross-sectional dataset. Moreover, they failed to
analyse the influences of multiple hidden variables on the prediction results.

5.2 Pattern discovery and association rules mining

It has previously been observed that patients with T2DM are also at an increased
risk of microvascular comorbidities, including nephropathy, neuropathy, and reti-
nopathy [63]. The underlying pattern of T2DM complications and how their co-
occurrence is followed/caused/related by other complications associated with the
disease, known as the major source of mortality and morbidity in T2DM [64]. That is
because predicting a target complication can be challenging without the consideration
of the effects of its associated complications. Similar to Diabetic type 1 patients,
although genetic factors impact on developing T2DM, it is believed ignorance of
developing complications harms patients’ life. What is more, T2DM patients develop
a different profile of complications and features, which changes over time per follow-
up visit. One of the most important factors in the high number of dependencies
among T2DM features and complications is the appearance of unmeasured risk
factors. Surprisingly, the effect of understanding unmeasured variables, which play
an important role in disease prediction, does not seems that closely examined.

Understanding these associated patterns has a remarkable actual value and can
significantly being used in the clinical domain [6]. It provides an insight into the
prediction and relative prevention of the associated complications which are
expected to occur in patient followups [7]. It also leads to less suffering time for
patients while saves time and cost to healthcare. However, that is highly dependent
on the stage of disease along with the prior occurring complications, which is
associated with time-series analysis. In time-series analysis, every disease risk factor
and complication is determined by various features in previous patient visits (time
interval). To better understand the complications of the disease and their effects,
this chapter clusters patient the associated rules among the complications. It
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attempts to address this issue and present an informative rules/ordering pattern of
patient behaviour, with an aim to capture the complexities of the associated com-
plications’ over time. The proposed descriptive strategy has been regarded as a
useful tool known as association rules (ARs) to detect interesting relationships
among T2DM complications.

Temporal Association Rules (TARs) [65] is an extension to association rules [66]
to analyse basket data that includes a temporal dimension to order related items.
Many algorithms with temporal rules work by dividing the temporal transitions
database into different partitions based on the time granularity obliged. For exam-
ple, different mining algorithms were reformulated and presented to reflect the
new general temporal association rules. These include Progressive Partition Minder
(PPM), Segmented Progressive Filter (SPF), and TAR algorithm [65–67]. Various
algorithms have been proposed for the incremental mining of temporal association
rules, especially for numerical attributes [68]. Allen’s rules [69] generalised
abstracted time-series data into a relation (PRECEDES) to find TARs in [70].
Various ways were proposed to explore the problem of temporal association rules
discovery [71]. Nevertheless, previous studies performed discovering association
rules on a given subset specified by the time [72], whilst not considering the specific
exhibition period of the elements.

Association Rule Mining (ARM) finds frequent patterns by mining ARs with the
use of two basic parameters of support and confidence [73]. The majority of the
previous ARM algorithms worked by dividing the temporal transitions database
into different partitions based on the time granularity obliged.

Difficulties arise with TARs when there are some rare rules of particular interest
[74]. Many studies have employed the most common filtering metrics rather than
support and confidence in order to detect interesting rules [75]. There is a controversy
to this, as a study in the literature argued that a conservative ARMmethodology only
based on a fixed and rigid threshold for the filtering metrics could be problematic. A
few studies attempted to mine frequent underlying patterns of diabetic complications
[76]. The frequent pattern mining research significantly affects data mining tech-
niques in longitudinal data. A post-processing approach in [77] attempted to extract
interesting subsets of temporal rules within T2DM data. However, it only considered
characteristic patterns of administrative data without the appearance of latent vari-
ables. Other researchers have undertaken association rule mining of clinical data
[78, 79]. Lee et al. attempted to address the issue in [67] and have led to the proposal
of the concept of general TARs, where the items were allowed to have varying
exhibition periods, and their support was made based on that accordingly. Another
research conducted by Plasse et al. in [80] looked at finding homogeneous groups of
variables. They suggested that a variable clustering method could be applied to the
data in order to achieve a better result in pattern discovering methodology. However,
their strategy to mine ARs differed from this chapter in which the number of rules
was reduced only based on hierarchical clustering applied to items, not to multiple
identical binary attributes. Among these, some methods uncovered temporal patterns
and relationships among clinical variables, including causal information [81], numeric
time-series analysis [82]. Nevertheless, considering all of this evidence, none of the
above studies has clustered uneven time-series clinical data based on a hidden
variable for extracting temporal phenotype and behaviours of patients.

6. The suggested methodology

This chapter, so far, has described the research gap in the modelling and
explaining of complex disease processes and thus given the motivation behind the
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suggested methodology. The previously discussed methods suffer from some limi-
tations in addressing imbalance issues, complex and temporal relationships between
(sometimes unmeasured) factors, and the identification of different underlying
characteristics of disease for different subgroups of the population. There is con-
siderable research on predicting T2DM complications. Among these, studies on
explaining unknown risk factors and identifying temporal phenotypes by using

Figure 2.
The proposed hybrid methodology to find explainable subgroup of patients by personalising diabetic patients
in precision medicine. This figure is an abstract methodology explained in Figures 1–4 in the previous
work in [83].
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hybrid methods (including descriptive and predictive) are rare to find in literature.
It represented the reason of the earlier research conducted by the author in [32, 33,
83–85]. The current work of this chapter’s author has attempted to address these
issues in the previous research in [32, 33, 84], after describing the case study data as
a starting point, the suggested methodology is explored as a framework for model-
ling real time-series clinical data. In the recent work conducted in [83, 85], the
identification of informative hidden factors is investigated followed by methods to
cluster patients into meaningful subgroups along with the identification of a latent
temporal phenotype and the characterisation of these groups using temporal asso-
ciation rules (as illustrated in Figure 2).

7. Type 2 Diabetes as a case study

The World Health Organisation (WHO) reported that Type 2 Diabetes Mellitus
(T2DM) accounts for at least 90% of all diabetes types. Another study in WHO
revealed that T2DM patients are at increased risk of long-term vascular
comorbidities, which is known as “underlying cause of death” and severe pheno-
type of the disease [86]. It has previously been observed that patients with T2DM
are also at an increased risk of microvascular comorbidities, including nephropathy,
neuropathy, and retinopathy [86]. Similar to Diabetic type 1 patients, although
genetic factors impact on developing T2DM, it is believed ignorance of developing
complications harms patient life because it may develop a different profile of
complications and features, which changes over time per follow-up visit. However,
these life-threatening complications remain undiagnosed for a long time because of
the hidden patterns of their associated risk factors [11]. The underlying pattern of
the complications is known as the major source of mortality and morbidity in T2DM
and how their co-occurrence is followed/caused by other complications associated
with the disease [64]. That is because predicting a target complication can be
challenging without the consideration of the effects of its associated complications.

7.1 Data description

The observed dataset in this chapter is similar to the data utilised in the previous
study of Diabetes patients in [83] of pre-diagnosed T2DM patients aged twenty five
to sixty five years (inclusive) that were recruited from clinical followups at the
“IRCCS Instituti Clinic Scientifici” (ICS) Maugeri of Pavia, Italy. The MOSAIC
project funds the information based on the seventh Framework Program of the
European Commission, Theme ICT201152 Virtual Physiological Human (600914)
from 2009 to 2013. These consists of physical examinations and laboratory data for
complications and risk factors (predictors) in T2DM which were selected supported
existing literature on T2DM [76, 87–90] as well as the recommendations from the
clinicians at ICS. These are Retinopathy (RET), Hypertension (HYP), Nephropathy
(NEP), Neuropathy (NEU) and LIVer disease (LIV) (see Table 1). Here, the pre-
dictors are known and selected from the dataset: Body Mass Index (BMI), Systolic
Blood Pressure (SBP), High-density Lipoprotein (HDL), Glycated Haemoglobin
(HbA1c or HBA), Diastolic Blood pressure (DBP), ChOLesterol (COL), Smoking
habit (SMK) and Creatinine (CRT). Control Values for T2DM risk factors are
classified in Table 2 illustrates three clinical level of risk, particularly low (zero),
medium (one) and high (two). In T2DM data, the worsening level of the micro-
vascular diseases and HYP is known as a significant cause of death [91]. Even
though micro-vascular complications such as RET, NEP, NEU are less frequent
comparing to HYP, an inadequate estimation of them causes long-term suffering
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hybrid methods (including descriptive and predictive) are rare to find in literature.
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issues in the previous research in [32, 33, 84], after describing the case study data as
a starting point, the suggested methodology is explored as a framework for model-
ling real time-series clinical data. In the recent work conducted in [83, 85], the
identification of informative hidden factors is investigated followed by methods to
cluster patients into meaningful subgroups along with the identification of a latent
temporal phenotype and the characterisation of these groups using temporal asso-
ciation rules (as illustrated in Figure 2).

7. Type 2 Diabetes as a case study

The World Health Organisation (WHO) reported that Type 2 Diabetes Mellitus
(T2DM) accounts for at least 90% of all diabetes types. Another study in WHO
revealed that T2DM patients are at increased risk of long-term vascular
comorbidities, which is known as “underlying cause of death” and severe pheno-
type of the disease [86]. It has previously been observed that patients with T2DM
are also at an increased risk of microvascular comorbidities, including nephropathy,
neuropathy, and retinopathy [86]. Similar to Diabetic type 1 patients, although
genetic factors impact on developing T2DM, it is believed ignorance of developing
complications harms patient life because it may develop a different profile of
complications and features, which changes over time per follow-up visit. However,
these life-threatening complications remain undiagnosed for a long time because of
the hidden patterns of their associated risk factors [11]. The underlying pattern of
the complications is known as the major source of mortality and morbidity in T2DM
and how their co-occurrence is followed/caused by other complications associated
with the disease [64]. That is because predicting a target complication can be
challenging without the consideration of the effects of its associated complications.

7.1 Data description

The observed dataset in this chapter is similar to the data utilised in the previous
study of Diabetes patients in [83] of pre-diagnosed T2DM patients aged twenty five
to sixty five years (inclusive) that were recruited from clinical followups at the
“IRCCS Instituti Clinic Scientifici” (ICS) Maugeri of Pavia, Italy. The MOSAIC
project funds the information based on the seventh Framework Program of the
European Commission, Theme ICT201152 Virtual Physiological Human (600914)
from 2009 to 2013. These consists of physical examinations and laboratory data for
complications and risk factors (predictors) in T2DM which were selected supported
existing literature on T2DM [76, 87–90] as well as the recommendations from the
clinicians at ICS. These are Retinopathy (RET), Hypertension (HYP), Nephropathy
(NEP), Neuropathy (NEU) and LIVer disease (LIV) (see Table 1). Here, the pre-
dictors are known and selected from the dataset: Body Mass Index (BMI), Systolic
Blood Pressure (SBP), High-density Lipoprotein (HDL), Glycated Haemoglobin
(HbA1c or HBA), Diastolic Blood pressure (DBP), ChOLesterol (COL), Smoking
habit (SMK) and Creatinine (CRT). Control Values for T2DM risk factors are
classified in Table 2 illustrates three clinical level of risk, particularly low (zero),
medium (one) and high (two). In T2DM data, the worsening level of the micro-
vascular diseases and HYP is known as a significant cause of death [91]. Even
though micro-vascular complications such as RET, NEP, NEU are less frequent
comparing to HYP, an inadequate estimation of them causes long-term suffering
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and life-threatening comorbidities [64]. Fowler and co-authors in [7] researched
type 2 Diabetic American patients. This research utilised T2DM key risk factors
such as HbA1c, SBP, and DBP to investigate relationships among complications
such as HYP, NEP, RET, and NEU. In addition, LIV is a severe phenotype of
diabetes and associated with T2DM complications, especially NEU [92]. Litwak
analysed Russian diabetic patients in [93] which referred to the influence of macro-
vascular and micro-vascular disease on one anther. For example, important features
in T2DM dataset such as blood pressure, HDL, lipid, BMI, and HbA1c influence
diabetic patients’ complications. They also revealed that HDL has a negative effect
on HYP, NEP, NEU, and RET, whereas HbA1c negatively associated with HYP.
Again, a study conducted by Ramachandran [94] referred to the high prevalence of
NEU and RET in Type 2 diabetes in India. Similarly, research in [76] suggested that
most of the diabetic patients have objective evidence for some variety of NEU, but
only a few of them have identified by symptoms. This research also showed that
there is a strong association among NEP, NEU, and RET. This study only concen-
trates on five binary complications as the predictive target classes in a binary
classification problem (with two categories of classes: “high” or “low” risk). Fur-
thermore, a complication class value of low risk (zero) represents a patient visit in
which the complication is not present; otherwise, it is at high risk (one). For
instance, a complication class value of zero represents a patient visit in which the
complication is not present; otherwise, it is one. Alternatively, other risk factors
associated with a patient (symptoms/clinical tests) are abstracted in the multi-class

Node ID Target complication Diagnosis outcomea Clinical risk classb

2 Retinopathy (RET) {Negative,Positive} {low,high}

3 Neuropathy (NEU) {Negative,Positive} {low,high}

4 Nephropathy (NEP) {Negative,Positive} {low,high}

5 Liver Disease (LIV) {Negative,Positive} {low,high}

6 Hypertension (HYP) {Negative,Positive} {low,high}
aNegative test result, Positive test result.
bLow clinical risk, High clinical risk.

Table 1.
The description of T2DM target complication, clinical node control values, and discretised states [83].

Node ID T2DM risk factors Control valuea Discretised valueb

1 HbA1c (HBA) 6.6 � 1.2 (%) {low,medium,high}

7 Body Mass Index (BMI) 26.4 � 2.4 kg=m2ð Þ {low,medium,high}

8 Creatinine (CRT) 0.9 � 0.2 mg=dLð Þ {low,medium,high}

9 Cholesterol (COL) 0.9 � 0.2 mg=dLð Þ {low,medium,high}

10 High-Density Lipoprotein (HDL) 1.1 � 0.3 mmol=lð Þ {low,medium,high}

11 Diastolic Blood Pressure (DBP) 91 � 12 mmHgð Þ {low,medium,high}

12 Systolic Blood Pressure (SBP) 148 � 19 mmHgð Þ {low,medium,high}

13 Smoking Habit (SMK) {0,1,2} {low,medium,high}
a(Mean � SD).
blow, medium, high.

Table 2.
The description of the T2DM clinical features, risk factors, control values, and the discretised states [83].
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classification problems with more than two targets including high, medium, and
low risk patient, according to a diabetes experts definitions [95, 96]. For each
patient in T2DM dataset, time-series analysis is described in Appendix A with
definition of the related notations.

8. Experimental results and conclusions

This section summarises the clinical implications and shows how the obtained
experimental findings in the previous works [83, 84, 97] and their significance have
led to developing explanatory AI models. For example Table 3 illustrated the prom-
ising results obtained by the proposed Stepwise approach discussed in [33, 84].

In Table 4, the prediction performance of the underlying patterns of complica-
tions for these patients within the discovered subgroup dataset (was introduced in
[83] as DS1 and discovered using the descriptive strategy) was analysed and com-
pared to all patients belonged to DS (the raw T2DM dataset). It also suggested that
DS1 (by personalising patients) could be considered as a dataset with less uncer-
tainty than DS. In order to describe the inference problem in this chapter, the causal
relationships seemed to be a reliable option to represent static and dynamic corre-
lations between T2DM risk factors. The causal inference has a greater focus on
distinguishing causes from other associations than on uncovering detailed temporal
relationships. Therefore, in this work ([83]), several predictive strategies in order to

Percentage (%) Accuracy Sensitivity Specificity Precision

No Hidden variable in [32] 48 53 48 53

Stepwise IC* in [33] (Step1) 60 40 80 70

Enhanced stepwise in [97] (Step1) 80 51 98 97

Stepwise IC* in [33] (Step2) 78 98 58 68

Enhanced stepwise in [97] (Step2) 95 80 96 86

Stepwise IC* in [33] (Step3) 78 98 58 68

Enhanced stepwise in [97] (Step3) 95 81 96 82

Enhanced stepwise in [97] (Step4) 96 81 97 092

Enhanced stepwise in [97] (Step5) 95 82 97 85

Table 3.
Comparison of our new and enhanced stepwise IC*LS approach in [97] with its previous version (stepwise IC*)
in [33] and without latent variable in [32].

Complication Accuracy

DS DS1

NEP 0.81 0.93

LIV 0.77 0.88

HYP 0.91 0.99

NEU 0.76 0.81

RET 0.81 0.79

All 0.81 0.88

Table 4.
The overall prediction accuracy of T2DM complications for patients in DS is compared to DS1.
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test whether the descriptive approaches have contributed to improving the
prediction performance of the ordering patterns of complications.

8.1 Clinical implications

This study offered several valuable insights into the prediction challenges in
diabetes and similar diseases and explained how they could be tackled. First,
throughout this chapter, appropriate machine learning techniques were conducted
to model complex interactions among the complications, risk factors and
unmeasured factors. For instance, the use of probabilistic graphical models pro-
vided a significant improvement in the accuracy of predictive models while reduc-
ing uncertainty in disease management. Having adopted DBNs to learn hidden risk
factors and effectively understand the AI black box model was the key contribution
of this research. The temporal phenotype was identified to represent the overall
patterns of disease risk factors for each patient based on the discovered hidden
variables over time. The descriptive analytics, in [97], provided valuable insights
into the hidden variable effects on stratifying patients into different sub-groups,
whether or not they developed the same complications. These findings also
explained the influence of the latent variable on the bootstrapped data. Phenotype
discovery was utilised to categorise and investigate meaningful subgroups of
patients based on how an individual matches historical data. The hybrid type
methods in discovering meaningful subgroups and explaining temporal phenotype
also led to a better understanding of clinical data as well as aiding to interpret the
unmeasured factors while demonstrating their risks.

8.2 Future works

The generalisability of the results presented in this study is subject to certain
limitations as follows: This research was conducted to explain and discover the
unmeasured factors with a few patients and relatively few features. Thus, this study
focused on time-series complex clinical dataset like T2DM, which was a small-sized
dataset with an unequal number of patient’s follow-up visits (which is common in
clinical data). This study was specific to T2DM concept and Bayesian modelling;
hence, one fundamental criticism could be the bias towards this dataset and
whether the method could be developed in other fields of clinical data in the future.
In order to help overcome the limitations discussed in the previous section, the
following recommendations are suggested: The originality of the proposed study
consisted in its innovative, analytical, and methodological strategies to predict and
explain complex clinical data to improve patients’ quality of life. A natural progres-
sion of this work for a better generalisability should involve extending the latent
DBNs model with more hidden variables to capture a greater variety of unmeasured
factors to characterise critical changes and produce interesting findings that account
more for better explainability and predictability. In addition, to address the limita-
tion related to the small-sized dataset, this work could be extended to further
investigation and experimentation into clinical impacts and environmental factors,
such as family history, pollution, and glucose. More research also might be
conducted to monitor disease progression effectively and detect the underlying
patterns of complications, which could provide clinicians with a better understand-
ing of the obtained findings. For example, a greater focus on phenotype discovery
could enable assessment of the long-term effects of the temporal phenotype on the
patient, which might be done by following qualitative approaches to support the
obtained findings from the biomedical literature. The generalisability of the
findings obtained in this study might be tested on other data with potentially
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non-stationary, complex, and incomplete data. For instance, the pre-processing
approaches, statistical analysis, temporal phenotype, MCI algorithm and the DBNs
model could be applied to another complex data (e.g., COVID-19). Therefore, in a
new project, a similar patient model to this research was mainly employed, which
primarily concentrated on helping healthcare staff in their understanding of how
COVID-19 spread and how they could be better prepared.

In the current work as a Post-Doctorate research fellow at Brunel University and
University City London (UCL) associated with the BHF Alan Turing Institute
jointly funded research project with the collaborators of the project in UCL and
GSK. This project aims to develop a computational tool to investigate the action of
drug compounds for the treatment of cardiovascular disease and type 2 diabetes
which involves: firstly, the construction of a cardiovascular disease (CVD) and
Type-II diabetes (T2D) relevant metabolic measures networks, using repeated
measures. Secondly, the combination of different causal networks on the same set
of metabolic measures. Lastly, the integration to the system of available drug targets
and disease information for testing CVD and T2D drugs.
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Chapter 9

The Role of Gender in the Onset, 
Development and Impact of 
Type 2 Diabetes Mellitus and Its 
Co-Morbidities
Féaron C. Cassidy, Sinead Lafferty and Cynthia M. Coleman

Abstract

Almost half a billion people worldwide are living with diabetes mellitus (DM). 
Complications associated with DM are common and approximately half of those 
people with DM suffer from at least one comorbidity. There is high mortality, mor-
bidity and cost associated with these comorbidities which include cardiovascular 
disease, retinopathy, nephropathy, neuropathy and osteopathy. Gender influences 
the relative risk of developing complications from DM via differing mechanisms – 
both directly and indirectly. Generally, an increased relative risk of cardiovascular 
disease and kidney disease is noticed in women with DM compared to the non-DM 
context, where rates of both are much higher in men. Men appear to be at greater 
risk of diabetic retinopathy and also of insensate diabetic neuropathy, whereas 
women suffer from an increased rate of painful diabetic neuropathy compared to 
men. These differences are not clear cut and vary regionally and temporally, indi-
cating that the field would benefit from further research on both the epidemiology 
and physiological mechanism of the observed patterns. These differences should be 
taken into account in treatment programmes for DM and its comorbidities.

Keywords: gender, diabetes, diabetic complications, diabetic comorbidities

1. Introduction

Diabetes mellitus (DM) is a metabolic disease characterised by elevated blood 
glucose levels resultant of insufficient production or action of insulin, resulting 
in Type 1 (T1DM) and Type 2 (T2DM) respectively. Chronic hyperglycaemia 
is responsible for an array of severe macro- and micro-vascular complications 
resulting in numerous health complications. These include cardiovascular disease, 
retinopathy, nephropathy, neuropathy and osteopathy. Globally, more than 450 mil-
lion adults are living with DM, while the annual death toll of DM is over 4 million 
people [1]. 70% of recorded deaths where T2DM is a contributing factor are due to 
T2DM comorbidities rather than T2DM itself, indicating insufficient or ineffective 
treatment of comorbidities [1, 2]. This statistic emphasises the importance of treat-
ing not only T2DM but also the complications associated with it, which are often 
present despite seemingly effective T2DM management.
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The cost of treating T2DM includes the direct management of the disease with 
medication and medical visits as well as that of treating the associated complica-
tions and comorbidities which account for 53% of the total cost of T2DM patient 
care [3]. This puts the annual global healthcare expenditure on complications alone 
at $324 billion as of 2014 [4]. The continued increase in the healthcare budget 
spending on DM complications tracks the overall increased prevalence of the 
disease, but is also dependent on the likelihood of those complications within the 
DM population. Age is positively correlated with both onset of T2DM and its com-
plications [5, 6]. In some middle income countries T2DM per capita is approaching 
30% and increasing, these extraordinarily high rates of disease are intersecting 
with increasing life expectancy, which is also increasing fastest in middle-income 
countries [7, 8]. This will further compound the prevalence of T2DM complica-
tions and the associated morbidity, mortality and financial costs as the duration of 
disease and the average age of people living with it increases [9].

Despite a slightly increased prevalence of DM in men than women, more women 
than men die from DM and its associated complications [1]. Here we discuss the 
contribution of gender as a variable in the development of T2DM, its associated 
comorbidities and resulting mortality rates.

2. Gender differences in DM prevalence and mortality

The global prevalence of DM in adults aged 20–79 years is 9.3%, with slightly 
fewer women (9%) than men (9.6%) estimated to be living with the disease [1]. 
Prevalence of DM is increasing globally and though there is some evidence in 
high-income countries that incidence level is stabilising, the incidence in low- and 
middle-income countries continues to increase [1, 10]. The overall global preva-
lence of DM continues to increase both due to this increased incidence and due to 
the reduced mortality associated with DM as diagnosis and treatment continue to 
improve.

The major risk factors for the development of T2DM are obesity and poor diet. 
The higher prevalence of DM among men is despite generally higher rates of obesity 
in women globally - 15% of women and 11% of men were estimated to be in the 
obese category in 2016 [11, 12]. This epidemiological finding has been supported by 
studies at the individual level, which demonstrate that men have increased insulin 
resistance and develop T2DM at a younger age and lower BMI than women. This 
is primarily due to their overall propensity for visceral and hepatic deposition of 
lipid [11, 13–16]. In contrast, women tend to experience preferential subcutaneous 
deposition of lipid. These female and male pattern adipose distributions, com-
monly referred to as pear- and apple-shaped obesity respectively, are regulated by 
sex hormones and apple/central adiposity is independently correlated with T2DM 
status irrespective of BMI or gender [16, 17]. Though this bias exists currently and 
on a global level, there is high geographical and temporal variability [1, 18]. Despite 
men’s physiologically higher propensity toward the development of T2DM, up until 
recently higher prevalence was recorded in women than men globally, and still is in 
many regions [1, 18]. This statistic correlates with what is known about obesity, a 
robust predictor of T2DM [19].

Although obesity has been recognised since ancient times, it effected a very 
low proportion of the population even up until the 1960s (1–2% in England at the 
time) and has only been described as posing a serious threat to public health in the 
last 50 years [20]. This rapid onset of obesity at the population level has correlated 
with the change in lifestyle and diet associated with development and westernisa-
tion, and, has disproportionately affected women [19]. In all countries assessed, 
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the prevalence of obesity is higher in women during the growth phase of increasing 
obesity prevalence within that country [19, 21–26]. Only as obesity levels stabilise 
does the prevalence of obesity in men reach that of women [27, 28]. As would be 
expected, this generally tracks with what is known regarding the prevalence of 
T2DM in women and men over time. 100 years ago, rates of T2DM were higher 
in women in all regions assessed [18, 29]. Now in 2020, Europe, North America, 
South-East Asia and the Western pacific IDF regions have recorded either higher 
rates in men or no difference between genders, while the Africa, Middle East and 
Central America regions record higher rates of T2DM in women [1].

This may in part explain why despite their metabolically preferential adipose 
expansion, and lower propensity to T2DM itself, women have higher DM-associated 
mortality, with 2.3 million women and 1.9 million men dying from DM or 
DM-associated complications in 2019 alone [1, 7, 30, 31]. However, considering the 
majority of T2DM-associated mortality is due to associated complications rather 
than T2DM itself, this also indicates a higher risk of either developing complica-
tions or to enhanced severity of those complications in women. The IDF also record 
increased spending on women with T2DM than men, which may reflect higher rates 
of comorbidity in this group [1]. Whether gender impacts comorbidity outcomes in 
response to T2DM has been assessed in studies investigating individual complica-
tions, these are discussed below.

2.1 Cardiovascular disease

Cardiovascular disease (CVD), including cardiomyopathy, congestive heart 
failure, stroke and peripheral arterial disease, is the most prevalent cause of both 
morbidity and mortality in patients with DM [32–35]. The increased risk of death 
from CVD compared to the general population has been estimated at being between 
1.6 and 2.6 times greater in individuals with T2DM depending on the form of 
CVD [1, 36–38].

The T2DM milieu increases CVD risk via a number of pathways. Atherosclerosis 
build-up is accelerated by the combination of hyperglycaemia, insulin resistance 
and increased free fatty acid release. In tandem, blood pressure is increased; 
hyperglycaemia impedes the production of nitric oxide (NO), while free fatty 
acid release resultant from insulin resistance reduces the bioavailability of NO 
(reviewed in [39]). NO has a vasoprotective role through increasing vasodilation, 
and therefore reducing blood pressure, as well as inhibiting inflammation and 
platelet activation [40]. The upregulation of inflammatory signalling pathways, 
including AGEs (advanced glycation end-products) and their receptor; RAGE, 
further promotes plaque deposition (reviewed in [39, 41]). The culmination of 
these processes is a patient at high risk of cardiovascular insult. While rates of CVD 
have decreased in patients with and without T2DM over the past few decades, risk 
of an event and risk of mortality from CVD remain higher in patients with T2DM 
[42, 43]. This is at least in part due to high rates of inability to achieve glycaemic 
control, but even in cases of robust glucose control, there is an increased level of 
risk that remains, indicating a metabolic memory of the hyperglycaemia present 
prior to control of T2DM [44]. This is exacerbated the longer the person has been 
diagnosed with T2DM. The mode of modulation of this metabolic memory is 
discussed in Cooper et al. [45], where both epigenetic mechanisms and immune 
memory are put forward. The treatment of patients with T2DM with standard 
CVD treatment regimens largely ameliorates this risk [46].

In women there is a 44% greater T2DM-associated risk of coronary heart disease 
(CHD) than in men [47]. The vastly increased risk of CVD in T2DM-diagnosed 
women is so great that it has been proposed as the primary attribute accounting for 
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high diabetes-associated mortality in this population [30], see Table 1. In the general 
population men are at greater risk for CVD which is explained by the protective 
functions of oestrogens [54]. Primarily estradiol, for which there is receptors on car-
diomyocytes, acts in a cardioprotective manner with numerous mechanisms for its 
action described in the literature (by improving mitochondrial function and reduc-
ing reactive oxygen species (ROS), via anti-fibrotic action in extracellular matrix 
remodelling, by stimulation of angiogenesis, via eNOS-dependent vasodilation, or 
possibly via aromatase action) as reviewed in Iorga et al., 2017 [55]. It is hypothesised 
that T2DM reverses the protective functions of oestrogens via immune-modulation 
[48]. As well as this increased disease burden, women with CHD and T2DM are 
at a nearly three times higher risk of death from CHD than men with CHD and 
T2DM [52]. A statistic that is likely related to the fact that women are less likely to be 
prescribed appropriate blood pressure and lipid lowering drugs [56–60].

Androgens, hormones which promote the development of male characteristics 
in vertebrates, have been shown to up-regulate the expression of known athero-
sclerosis associated genes in monocyte-derived macrophages from male donors but 
not from female donors [47]. However, men with hypogonadotropic hypogonadism 
(decreased androgen levels) have worse cardiovascular health and outcomes and 
are at increased risk of T2DM [61, 62]. Additionally, testosterone therapy has been 
shown to increase lean mass and insulin sensitivity in a small study of men with this 
condition [63].

As is the case with CHD, T2DM has been identified as an independent risk factor 
for stroke with a relative risk of 2.1 compared to the general population [64]. In the 
non-diabetic population, women have a higher lifetime risk of stroke despite lower 
risk in the majority of age categories [65]. Their risk increases over the age of 85 and 
the higher life time risk is a likely a factor of this combined with women’s longer 
life expectancy [65]. Additionally, that female gender is associated with poorer 
outcome and increased risk of post-stroke disability is due to both differences in the 
types of strokes experienced by women and men and the significantly older age at 
which women experience stroke [65]. Women diagnosed with T2DM are at a 27% 
greater risk of stroke compared to men with T2DM, an effect which correlates with 
HbA1c levels [66]. Women are also less likely to achieve target levels for HbA1c [67]. 
Additionally, each 1% increase from baseline HbA1c is associated with a 5% increase 
in risk of stroke for women whereas the same increase from baseline in men is only 
associated with a 1% increase in risk of stroke [66]. This association is stronger in 
women over 55 years of age than those under 55, supporting a protective role of 
oestrogens, which are lost following menopause [68].

Study 
location

Measure Hazard ratio Reference

Women Men

Finland Myocardial 
infarction

14.40 2.90 Juutilainen et al. 2004 [48]

USA CHD mortality 3.30 1.90 Barrett-Connor et al. 1991 [49]

Italy Stroke 2.56 1.89 Policardo et al. 2015 (varied by age) [50]

Asia 
Pacific

CHD mortality 2.54 2.03 Woodward et al. 2003 [51]

Taiwan CHD mortality 2.46 1.83 Lin et al. 2013 [52]

USA PAD 1.72 2.12 Palumbo & Joseph Melton III 1995 [53]

Table 1. 
T2DM hazard ratio for CVD events by gender.
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While a number of studies have found women with DM at higher risk of stroke, 
Dhamoon et al. found that this increased risk disappeared when other factors 
including medication were accounted for [69]. This highlights a trend in the treat-
ment of women in general for CVD, whereby a focus by doctors and the public on 
men’s cardiovascular health has resulted in a greater risk to women who have not 
received a similar increase in attention to symptoms and biomarkers [70].

2.2 Diabetic retinopathy

Diabetic retinopathy is a leading cause of preventable visual impairment, 
effecting many in the working age demographic with significant personal and 
socioeconomic consequences [1]. It presents in approximately one third of patients 
with DM [71]. There are two main forms of diabetic retinopathy: nonproliferative 
and proliferative diabetic retinopathy. Nonproliferative retinopathy, also known as 
background diabetic retinopathy, is the early stages of the disorder in which hyper-
glycaemia leads to vascular cell apoptosis and neural damage within the retina but 
without major symptoms or an effect on vision. Proliferative diabetic retinopathy 
is the advanced form of diabetic retinopathy which is brought on by progressive 
retinal ischemia and results in vision loss through complications such as retinal 
detachment, neovascular glaucoma and vitreous haemorrhage [72].

Men appear to be at greater risk than women of developing diabetic retinopathy 
as well as progressing to proliferative retinopathy [73], see Table 2. Interestingly this 
pattern was not found in a large study in China [78], where there was found to be no 
effect of gender on the prevalence of diabetic retinopathy in people with DM [78].

While, in general, improvement in diabetic retinopathy status appears to be 
associated with improved glycaemic control and blood pressure, these factors can-
not be attributed to the greater chance of improvement observed in women com-
pared to men. Women in the UKPDS study were found to have a higher incidence 
of risk factors than the men in that study, including older age, more obesity, higher 
blood pressure, higher fasting plasma glucose levels, higher glycosylated haemo-
globin levels, higher plasma cholesterol levels, higher insulin levels and increased 
insulin resistance [77].

Study DR type Women (%) Men (%) P value Reference

CURES DR 15 21 <0.0001 Rema et al. 2005 [74]

GADPVD DR 22 24 <0.0001 Hammes et al. 2015 [75]

NHANES DR 26 32 <0.05 Zhang et al. 2010 [76]

V-DR 4 6 >0.05

UKPDS DR 35 39 None Kohner et al. 1998 [77]

V-DR 5 8 <0.001

CCSS DR 31 30 ns Liu et al. 2017 [78]

V-DR 14 14 ns

WESDR DR Hazard ratio men = 1.3 0.002 Klein et al. 2008 [79]

NHANES = The National Health and Nutrition Examination Survey, USA; UKPDS = The United Kingdom 
Prospective Diabetes Study; WESDR = Wisconsin Epidemiological Study of Diabetic Retinopathy, Wisconsin, 
USA; GADPVD = German/Austrian Diabetes-Patienten-Verlaufsdokumentation Database, Germany and Austria; 
CURES = Chennai Urban Rural Epidemiology Study, Chennai City, India; v-DR = vision-threatening DR. 
Statistically significant values bolded. ns = not significant; none = no statistical analysis performed.

Table 2. 
Prevalence of diabetic retinopathy in women and men with DM.
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greater risk of stroke compared to men with T2DM, an effect which correlates with 
HbA1c levels [66]. Women are also less likely to achieve target levels for HbA1c [67]. 
Additionally, each 1% increase from baseline HbA1c is associated with a 5% increase 
in risk of stroke for women whereas the same increase from baseline in men is only 
associated with a 1% increase in risk of stroke [66]. This association is stronger in 
women over 55 years of age than those under 55, supporting a protective role of 
oestrogens, which are lost following menopause [68].
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ment of women in general for CVD, whereby a focus by doctors and the public on 
men’s cardiovascular health has resulted in a greater risk to women who have not 
received a similar increase in attention to symptoms and biomarkers [70].
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socioeconomic consequences [1]. It presents in approximately one third of patients 
with DM [71]. There are two main forms of diabetic retinopathy: nonproliferative 
and proliferative diabetic retinopathy. Nonproliferative retinopathy, also known as 
background diabetic retinopathy, is the early stages of the disorder in which hyper-
glycaemia leads to vascular cell apoptosis and neural damage within the retina but 
without major symptoms or an effect on vision. Proliferative diabetic retinopathy 
is the advanced form of diabetic retinopathy which is brought on by progressive 
retinal ischemia and results in vision loss through complications such as retinal 
detachment, neovascular glaucoma and vitreous haemorrhage [72].

Men appear to be at greater risk than women of developing diabetic retinopathy 
as well as progressing to proliferative retinopathy [73], see Table 2. Interestingly this 
pattern was not found in a large study in China [78], where there was found to be no 
effect of gender on the prevalence of diabetic retinopathy in people with DM [78].

While, in general, improvement in diabetic retinopathy status appears to be 
associated with improved glycaemic control and blood pressure, these factors can-
not be attributed to the greater chance of improvement observed in women com-
pared to men. Women in the UKPDS study were found to have a higher incidence 
of risk factors than the men in that study, including older age, more obesity, higher 
blood pressure, higher fasting plasma glucose levels, higher glycosylated haemo-
globin levels, higher plasma cholesterol levels, higher insulin levels and increased 
insulin resistance [77].
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It has been hypothesised alterations to sex hormone levels may be in part respon-
sible for the increased chance of retinopathy progression in males. Sex hormone-
binding globulin (SHBG) levels were found to be reduced in men who progressed to 
proliferative retinopathy as compared to those whose retinopathy did not progress over 
a 6 year period [80]. SHBG binds sex hormones, and lower levels allow for increased 
sex hormone activity, in men this would be associated with increased androgenicity.

2.3 Diabetic kidney disease

Diabetic kidney disease (DKD) is characterised by increased urinary albumin 
excretion in individuals living with DM who have not been diagnosed with any 
other renal disease [81]. It affects 20–40% of patients with T2DM and is the pri-
mary cause of kidney disease in patients who require renal replacement therapy 
[82]. Chronic Kidney Disease (CKD) in the absence of DM is more prevalent 
and more severe in men, but this gender disparity is not as striking in the case of 
DM-induced CKD (i.e. DKD) [83–85]. While some studies have found that men 
retain a significantly greater chance of developing DKD with DM [86, 87], others 
have found a similar prevalence of DKD women and men [88], see Table 3.

This increased relative risk in women mirrors the loss of protection from 
oestrogens seen in CVD rates in women with DM, and as per CVD, protection from 
CKD in women has also been recorded to be lost after menopause [90]. This, along 
with evidence from animal models supports a role for oestrogens and/or androgens 
in CKD progression that is blunted or lost in a DM setting [91, 92]. Mouse models 
of both menopause (ovariectomy) and DM demonstrate worsened nephropathy 
[93, 94]. The mechanism by which estradiol or other sex hormones may impact 
CKD risk is unknown but both direct action on the kidney (eg. podocyte viability) 
or indirect action (eg. due to increased blood pressure or via transforming growth 
factor-β (TGF-β)-induced collagen synthesis) have been posited [84, 95, 96].

2.4 Diabetic neuropathy

Diabetic neuropathy (DN) is one of the most frequently observed complications 
in diabetic populations, averaging at about 20% of people with T2DM globally – 
though much higher estimates are observed in older populations and in communi-
ties with suboptimal therapeutic adherence (eg. up to 66% in older women in rural 
South Carolina, USA) [97, 98]. DN is characterised by nerve damage resultant from 
hyperglycaemia, with a correlation between risk of development and the duration 
and severity of hyperglycaemia [99, 100]. Symptoms of diabetic neuropathy include 
pain, idiopathic sensations (paraesthesia), excessive sensitivity to stimulus, loss of 

Study Measure Women (%) Men (%) P value Reference

Saudi 
Arabia

Prevalence 41 59 p < 0.001 Al-Rubeaan et al. 
2014 [86]

Denmark Cumulative 
Incidence

18 35 0.02 Gall et al. 1997 [87]

NHANES Prevalence 39 40 None Wu et al. 2016 [88]

Korea Odds ratio (OR) OR for men = 1.31 0.0024 Yang et al. 2011 [89]

Statistically significant values bolded. None = no statistical analysis performed.

Table 3. 
Prevalence of diabetic kidney disease in women and men with DM.
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sensitivity, loss of coordination and altered sense of position [101]. These symptoms 
are associated with considerable morbidity, impacting quality of life [102]. The 
mechanism for nerve damage is through loss of protection and nutrient-provision 
from Schwann cells, leading eventually to axonal loss, most likely due to both high 
blood glucose levels and the absence of insulin, for which there are high affinity 
receptors throughout the nervous system [103, 104].

DN is the most significant contributor to diabetic foot syndrome (DFS) and 
results in a high risk of lower extremity amputation (LEA) among individuals 
living with DM [105]. DFS is characterised by the presence of foot ulcers and is 
causative of over 130,000 LEAs annually in the USA alone, this is approximately 
0.6% of people with DM in the USA [10, 106]. The percentage of people with DM 
who experience DFS and the percentage of those who go on to have an amputation 
vary between countries, with higher rates of amputation in Sub-Saharan Africa, the 
Caribbean and parts of Latin America [107, 108]. The USA also has a high rate when 
compared to other developed countries [109].

Generally, men have a younger onset of DN and more severe symptoms, includ-
ing higher rates of foot ulceration [100, 102, 110, 111]. Therefore, men are more 
likely to undergo a lower-extremity amputation (LEA) than women and at younger 
ages [102, 112–116], see Table 4. Globally, the number of people in 2016 who had 
amputations which were attributed to DM is 6.8 million people, with 4.1 million 
(60%) of those being men [107].

Although it has been hypothesised that lower rates of ulceration and/or LEA in 
women are due to indirect effects such as less physical work, superior preventative 
foot care and following care instructions [123–127], women and men have the same 
rate of ulceration when severity of DN is taken into account and equal rates of LEA 
within a population who have ulcers [111, 128]. Furthermore, though it has been 
reported that women heal ulcers more effectively than men [126], this study was in 

Prevalence of DN in diabetic populations by gender

Study location Women (%) Men (%) Significance Reference

Qatar 22 24 ns Ponirakis et al. 2020 [117]

India 8 10 P = 0.001 Sharath Kote et al. 2013 [118]

UK 19 23 P < 0.0001 Abbott et al. 2011 [97]

Bangladesh 19 21 None Mørkrid, Ali and Hussain 
2010 [119]

UK 29 29 None Young et al. 1993 [120]

Sri Lanka 26 20 p < 0.01 Katulanda et al. 2012 [121]

Incidence of LEA in diabetic populations by gender

Study Location Women
(per 100,000)

Men
(per 100,000)

Significance Reference

USA 28 55 p < 0.05 Correa-de-Araujo et al. 
2006 [122]

Sweden 192 197 None Johannesson et al. 2008 [113]

Spain 145 583 None Almaraz et al. 2012 [116]

USA 300 600 None Margolis et al. 2011 [112]

Statistically significant values bolded. ns = not significant; none = no statistical analysis performed.

Table 4. 
Prevalence of DN and incidence of LEA in women and men.
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sensitivity, loss of coordination and altered sense of position [101]. These symptoms 
are associated with considerable morbidity, impacting quality of life [102]. The 
mechanism for nerve damage is through loss of protection and nutrient-provision 
from Schwann cells, leading eventually to axonal loss, most likely due to both high 
blood glucose levels and the absence of insulin, for which there are high affinity 
receptors throughout the nervous system [103, 104].

DN is the most significant contributor to diabetic foot syndrome (DFS) and 
results in a high risk of lower extremity amputation (LEA) among individuals 
living with DM [105]. DFS is characterised by the presence of foot ulcers and is 
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amputations which were attributed to DM is 6.8 million people, with 4.1 million 
(60%) of those being men [107].

Although it has been hypothesised that lower rates of ulceration and/or LEA in 
women are due to indirect effects such as less physical work, superior preventative 
foot care and following care instructions [123–127], women and men have the same 
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the context of a therapeutic bioengineered human dermal substitute, while studies 
of ulcer healing generally demonstrate no effect of gender on ulcer healing [129].

Therefore, the physiological link between DN and gender remains unclear and 
interestingly height alone, with men being on average taller than women, may be 
the greatest predictor of the incidence of DN [130]. This may explain the regional 
variation in DN prevalence differences by gender, as average height also varies 
geographically. For example average adult male height in the USA (where men 
experience higher rates of DN) is 175 cm compared to men in Sri Lanka, (where 
lower rates of DN are recorded in men compared to women) and the average height 
of men is 166 cm. The absence of a direct effect of gender on DN is corroborated by 
studies in mice which demonstrate similar nerve tissue dysfunction in female and 
male mice [131].

DN can be classified as painful or insensate and interestingly, painful DN is 
more prevalent in women and does not correlate with height [97, 118, 130, 132, 133]. 
This specific form of DN has independent risk factors from overall DN and seri-
ously impacts on quality of life due to persistent sensation of pain in effected 
individuals [134, 135]. Why painful DN associates with the female gender is 
unknown but there is evidence of a genetic predisposition to the disorder based on 
high heritability [135]. This difference in painful DN between women and men may 
be attributable to the differences in pain processing, for which many hypotheses 
have been proposed to explain the differences present between genders, rather than 
differences related to DM or even DN specifically [136, 137].

2.5 Diabetic osteopathy

Bone health can be measured in a number of ways, including dual-energy x-ray 
absorptiometry (DXA) scan or measurement of bone turnover markers in the 
blood, however, the clinical importance of the disease lies in the elevated rate of 
fracture [138, 139]. In the non-diabetic population, the lifetime prevalence of hip 
fracture is significantly greater in women than in men [140]. This is driven by the 
higher rate of bone-turnover in postmenopausal women which results in decreased 
bone mineral density (BMD) culminating in osteoporosis [141–144]. As diagnosis 
and treatment for osteoporosis have increased, in conjunction with lower smok-
ing rates and higher average BMI, the rate of hip fracture is decreasing. However, 
with an ageing population the absolute number of hip fractures is predicted to 
increase [139, 140]. Compounding this challenge in managing orthopaedic health 
is the increased fracture risk in people living with T2DM [145–149]. Contrary to 
the osteoporotic context, this increase in fracture risk is despite generally increased 
BMD in the T2DM population [148, 150, 151].

T2DM is associated with a relative risk of hip fracture of 1.3 with greater 
 durations of T2DM increasing this risk [152, 153]. The presence of T2DM also 
increases the odds ratio of poor fracture healing, resulting in a malunion or non-
union [154]. Hospital stay length and mortality following orthopaedic procedures 
are also increased in people with T2DM [149, 155]. The increased risk of fracture is 
present in both women and men, with contradicting evidence regarding whether 
women or men are preferentially impacted in terms of fracture risk by T2DM, while 
worse outcomes post-operatively seem to be more prevalent in men [149, 152, 153, 
155, 156], see Table 5. Regardless, it is important that the increased risk of oste-
opathy in men with T2DM leads to appropriate intervention, where currently the 
emphasis of bone health is on women, in the T2DM context both women and men 
need to be considered.

Although DM-associated complications such as neuropathy and retinopathy 
increase the risk of falls which may result in fracture, the increased relative risk in 
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fracture remains when these variables are taken into account [159]. The reason for 
the increase in fracture risk in individuals with T2DM is not well characterised, but 
several hypotheses exist. DM induces systemic changes including inflammation and 
the generation of ROS which can negatively impact bone remodelling and changes 
in bone structure and mineral distribution [160–162], reviewed by [163]. People 
with T2DM have also been recorded as having lower density specifically of cortical 
bone and a more heterogeneous distribution of mineral, indicating compromising 
structural alterations that would yield impaired mechanical strength and increase 
the risk of fracture [160, 162]. Additionally, alterations to the mesenchymal stem 
cells (MSCs) responsible for maintaining bone homeostasis and for stimulating 
repair following an injury have also been reported [164–167]. Finally, pharmaceuti-
cal choice has also been reported to impact on the future risk of fracture in the 
DM population - thiazolidinediones have been associated with bone fragility while 
DPP4i and Metformin may reduce relative fracture risk [168–175].

In order to understand the gender aspect of the role of DM in bone health, 
recent publications investigated the aetiology of this increased fracture risk in men 
living with T2DM, identifying correlations with high levels of follicle-stimulating 
hormone and reduced estradiol with fracture risk [176]. There is also a discrepancy 
in the prescription of pharmaceuticals aimed at treating DM between women and 
men. For example, men are prescribed thiazolidinediones more often than women 
[177]. The disparity within the literature regarding the impact of gender in T2DM-
induced fracture risk indicates the complexity of the question, with confounding 
variables such as the impact of pharmaceuticals, age, BMI, duration of diabetes and 
the presence of other diabetes-associated comorbidities.

3. Conclusions

DM is a growing global pandemic. DM is associated with several severe complica-
tions which have a major impact on patient outcomes and quality of life, and which 
make up a considerable component of healthcare budgets worldwide. Diabetic 
complications include cardiovascular disease, retinopathy, nephropathy, neuropathy 
(including diabetic foot syndrome) and osteopathy. Gender has been proposed 
across numerous studies as an important variable in the risk of development of 
these complications. However, teasing apart the role of gender is complex. Both the 
physiological impact of sex and the psychosocial impact of gender on behaviour and 
treatment are confounded by numerous factors. These include direct and indirect 
biological traits that associate with each gender, from hormone levels (which are 

Study Measure Women Men Significance Reference

Korea HR 1.7 1.8 None Kim et al. 2017 [156]

USA HR 1.5 1.5 ns Melton et al. 2008 [143]

Scotland IRR 1- 1- ns Hothersall et al. 2014 [157]

Meta-Analysis RR 1.3 1.1 p < 0.001 Vilaca et al. 2020 [153]

RR 2.1 2.8 ns Janghorbani et al. 2007 [158]

RR 1.1 Baseline ns Fan et al.2016 [152]

Statistically significant values bolded.HR = hazard ratio; IRR = incidence risk ratio; RR = relative risk; ns = not 
significant; none = no statistical analysis performed.

Table 5. 
Summary of hip fracture risk in women and men living with T2DM.
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the context of a therapeutic bioengineered human dermal substitute, while studies 
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Therefore, the physiological link between DN and gender remains unclear and 
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experience higher rates of DN) is 175 cm compared to men in Sri Lanka, (where 
lower rates of DN are recorded in men compared to women) and the average height 
of men is 166 cm. The absence of a direct effect of gender on DN is corroborated by 
studies in mice which demonstrate similar nerve tissue dysfunction in female and 
male mice [131].

DN can be classified as painful or insensate and interestingly, painful DN is 
more prevalent in women and does not correlate with height [97, 118, 130, 132, 133]. 
This specific form of DN has independent risk factors from overall DN and seri-
ously impacts on quality of life due to persistent sensation of pain in effected 
individuals [134, 135]. Why painful DN associates with the female gender is 
unknown but there is evidence of a genetic predisposition to the disorder based on 
high heritability [135]. This difference in painful DN between women and men may 
be attributable to the differences in pain processing, for which many hypotheses 
have been proposed to explain the differences present between genders, rather than 
differences related to DM or even DN specifically [136, 137].

2.5 Diabetic osteopathy

Bone health can be measured in a number of ways, including dual-energy x-ray 
absorptiometry (DXA) scan or measurement of bone turnover markers in the 
blood, however, the clinical importance of the disease lies in the elevated rate of 
fracture [138, 139]. In the non-diabetic population, the lifetime prevalence of hip 
fracture is significantly greater in women than in men [140]. This is driven by the 
higher rate of bone-turnover in postmenopausal women which results in decreased 
bone mineral density (BMD) culminating in osteoporosis [141–144]. As diagnosis 
and treatment for osteoporosis have increased, in conjunction with lower smok-
ing rates and higher average BMI, the rate of hip fracture is decreasing. However, 
with an ageing population the absolute number of hip fractures is predicted to 
increase [139, 140]. Compounding this challenge in managing orthopaedic health 
is the increased fracture risk in people living with T2DM [145–149]. Contrary to 
the osteoporotic context, this increase in fracture risk is despite generally increased 
BMD in the T2DM population [148, 150, 151].

T2DM is associated with a relative risk of hip fracture of 1.3 with greater 
 durations of T2DM increasing this risk [152, 153]. The presence of T2DM also 
increases the odds ratio of poor fracture healing, resulting in a malunion or non-
union [154]. Hospital stay length and mortality following orthopaedic procedures 
are also increased in people with T2DM [149, 155]. The increased risk of fracture is 
present in both women and men, with contradicting evidence regarding whether 
women or men are preferentially impacted in terms of fracture risk by T2DM, while 
worse outcomes post-operatively seem to be more prevalent in men [149, 152, 153, 
155, 156], see Table 5. Regardless, it is important that the increased risk of oste-
opathy in men with T2DM leads to appropriate intervention, where currently the 
emphasis of bone health is on women, in the T2DM context both women and men 
need to be considered.

Although DM-associated complications such as neuropathy and retinopathy 
increase the risk of falls which may result in fracture, the increased relative risk in 
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fracture remains when these variables are taken into account [159]. The reason for 
the increase in fracture risk in individuals with T2DM is not well characterised, but 
several hypotheses exist. DM induces systemic changes including inflammation and 
the generation of ROS which can negatively impact bone remodelling and changes 
in bone structure and mineral distribution [160–162], reviewed by [163]. People 
with T2DM have also been recorded as having lower density specifically of cortical 
bone and a more heterogeneous distribution of mineral, indicating compromising 
structural alterations that would yield impaired mechanical strength and increase 
the risk of fracture [160, 162]. Additionally, alterations to the mesenchymal stem 
cells (MSCs) responsible for maintaining bone homeostasis and for stimulating 
repair following an injury have also been reported [164–167]. Finally, pharmaceuti-
cal choice has also been reported to impact on the future risk of fracture in the 
DM population - thiazolidinediones have been associated with bone fragility while 
DPP4i and Metformin may reduce relative fracture risk [168–175].

In order to understand the gender aspect of the role of DM in bone health, 
recent publications investigated the aetiology of this increased fracture risk in men 
living with T2DM, identifying correlations with high levels of follicle-stimulating 
hormone and reduced estradiol with fracture risk [176]. There is also a discrepancy 
in the prescription of pharmaceuticals aimed at treating DM between women and 
men. For example, men are prescribed thiazolidinediones more often than women 
[177]. The disparity within the literature regarding the impact of gender in T2DM-
induced fracture risk indicates the complexity of the question, with confounding 
variables such as the impact of pharmaceuticals, age, BMI, duration of diabetes and 
the presence of other diabetes-associated comorbidities.

3. Conclusions

DM is a growing global pandemic. DM is associated with several severe complica-
tions which have a major impact on patient outcomes and quality of life, and which 
make up a considerable component of healthcare budgets worldwide. Diabetic 
complications include cardiovascular disease, retinopathy, nephropathy, neuropathy 
(including diabetic foot syndrome) and osteopathy. Gender has been proposed 
across numerous studies as an important variable in the risk of development of 
these complications. However, teasing apart the role of gender is complex. Both the 
physiological impact of sex and the psychosocial impact of gender on behaviour and 
treatment are confounded by numerous factors. These include direct and indirect 
biological traits that associate with each gender, from hormone levels (which are 
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RR 2.1 2.8 ns Janghorbani et al. 2007 [158]

RR 1.1 Baseline ns Fan et al.2016 [152]

Statistically significant values bolded.HR = hazard ratio; IRR = incidence risk ratio; RR = relative risk; ns = not 
significant; none = no statistical analysis performed.
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vastly different for women post-menopause) to average height, life span and access 
to appropriate treatment. Many of these biological traits, and also psychosocial and 
socioeconomic traits that impact risk vary widely geographically. Understanding 
the epidemiology and physiological mechanisms of DM-associated complications, 
including the role of gender, allows for the implementation of appropriate treatment 
and research programmes that ultimately reduce morbidity and mortality.

In the non-DM population, oestrogens such as estradiol are protective against 
some of these comorbidities but the protective effects are often diminished in a 
DM context. This pattern is evident in both CVD and CKD where women with DM 
undergo a much larger relative increase in risk compared to men. Numerous studies 
have also shown that women are less often prescribed ACE inhibitors and lipid low-
ering drugs, including statins [56–60]. This prescription bias compounds the higher 
rates of CVD and CKD in women with T2DM, leading to increased mortality rates, 
a major factor in the high T2DM-assocaited mortality in women [30]. Therefore, 
particular awareness needs to be paid to the gender discrepancy in patient care in 
the context of T2DM in order to address this inequality and improve outcomes for 
women living with T2DM.

The onset of diabetic retinopathy is also linked to sex hormones - with levels 
of androgens correlating to likelihood of diagnosis. There is therefore increased 
incidence of diabetic retinopathy in men compared to women. Contrasting to 
this, neuropathy incidence, though higher in men, does not correlate directly with 
gender but instead with height which is a predictor of neuropathy development in 
both diabetic and non-diabetic populations [111, 118]. Therefore the higher rates 
in men in many regions are likely due to the greater average height of men with the 
causality possibly being longer nerve fibres which are more susceptible to injury 
and take longer to heal [111, 118].

Diabetic osteopathy is one of the less-reported complications of DM. People liv-
ing with T2DM experience higher fracture rates both due to increased rates of fall-
ing and due to poorer bone health, which is present despite increased BMD [159]. In 
terms of the role of gender in diabetic osteopathy, the disorder follows an opposite 
pattern to that seen in CVD and DKD. Poor bone health experienced primarily by 
women in the non-DM population as they age is largely absent in men, but in the 
context of DM there is an increased relative risk for men to experience, for example, 
hip fracture [149, 156]. Fractures such as these are associated with high morbidity, 
especially functional limitations that results in loss of independence – physically 
and economically [178].

Interestingly, the overall mortality rates and cost of treatment associated with 
DM are higher in women than in men despite the general preponderance of comor-
bidity in men. A number of factors may explain this discrepancy. Firstly, women 
with DM are older, and epidemiologically there is increased cost of treatment and 
higher mortality with age. Secondly, regions with high DM-associated mortality 
(low- and middle-income countries) also report higher rates of DM in women [1]. 
Finally, men are reported to develop DM with a reduced risk-factor burden (eg. 
lower BMI). Though this indicates a greater risk of DM development for men, it 
also signifies that women, once they do develop DM, are diagnosed with such along 
with a greater set of risk factors for DM complications. These risk factors include 
inadequate blood glucose control, high blood pressure, high BMI and reportedly 
less frequent exercise [179]. Though not all women will experience pregnancy, for 
those that do, their glycaemic control during this time is a strong predictor of future 
development of T2DM [180]. Targeting those women who experience gestational 
diabetes for education or treatment options for T2DM would be an effective way of 
reducing diabetic burden in women and therefore reducing associated morbidity 
and mortality of T2DM globally [181, 182].
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With such a large proportion of society effected by DM and the fact that the 
major risk factors for T2DM comprise a generally unhealthy lifestyle, the lines 
between complications of the disease itself and disorders that are simply comor-
bid, but potentially highly important and relevant to the DM population, become 
blurred. For example, T2DM is a risk factor for vascular dementia, more so in 
women compared to men [183]. Women with T2DM also have increased depres-
sive symptoms compared to men with T2DM and these symptoms correlate with 
worsening T2DM biological profiles [179]. Studying the role of gender in this 
wider range of comorbidities will be important for a greater understanding of the 
interplay between common modifiable risk factors and those non-communicable 
diseases that are increasing in prevalence worldwide. This will ultimately benefit 
the future wellbeing of those that live with DM.

Gender also plays a role in response to and adherence to medication. While it 
has been demonstrated that there is no overall difference in medication adherence 
between women and men, Walker et al. demonstrated a significantly reduced 
adherence to Metformin in women and this was specifically related to women 
reporting worse adverse effects from the drug [179, 184]. Although advancements 
in therapies for DM include expensive pharmaceutical agents which are likely to 
increase the cost of treatment of DM per patient, significant reduction to overall 
spend may be achieved through effective reduction of complications [185]. Fewer 
complications and reduced severity of complications are not only beneficial for the 
overall costs of DM but also due to the obvious significant reduction in morbidity 
and mortality that would be associated. It is important that current and future 
medications are assessed for differential effects between women and men. A more 
recently explored treatment option, which has potential to rescue many of the 
disorders associated with T2DM is cell therapy. For many DM comorbidities, MSCs, 
for example, have been proposed as having a mechanistic role in both pathology 
and/or recovery [165, 186, 187]. There are fewer MSCs in the bone marrow of people 
with T2DM and considering the role of MSCs in repair and in reduction of inflam-
mation, they are well poised as an effective treatment option [165]. Furthermore, 
there does not appear to be an impact of gender on the functioning of MSCs in 
tissue repair indicating they could benefit both women and men with T2DM comor-
bidity [165].

In conclusion, there are important implications of gender in terms of the risk 
of DM itself and subsequently the disorders caused by and associated with it. 
These differences need to be taken into account in research into T2DM and its 
complications as well as in the treatment of those individuals diagnosed with 
the disease. The observed interplay between T2DM and gender warrants further 
epidemiological and molecular analyses in order to achieve a more complete 
understanding of the role of gender in the onset and prognosis of diabetic com-
plications. This review also demonstrates that in terms of biomedical research it 
is of crucial importance for studies to include both genders in their research, and 
for gender to be recorded as a variable. This supports recommendations made by 
the SAGER (Sex and Gender Equity in Research) guidelines [188]. It will also be 
important to further study the mechanism by which gender exerts the described 
effects, which will be different for different comorbidities of DM, and will likely 
vary by region.
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Abstract

Diabetic retinopathy and diabetic foot ulcer are the most frequent, but also 
the most disabling complications of diabetes mellitus, with a sinister impact on 
patients’ quality of life. Microvascular changes related to the deleterious effect of 
chronic hyperglycemia play an important role in the pathophysiology of both clini-
cal entities by multiple molecular pathways. Vision-threating diabetic retinopathy 
may be treated by laser photocoagulation, anti-vascular endothelial growth factor 
(VEGF) agents and vitreoretinal surgery. Diabetic foot lesions are best treated by 
revascularization if needed, off-loading, infection control and therapeutic adjuncts 
(e.g. special dressings). Treatment should ideally be offered by a multidisciplinary 
expert team. Prevention and early detection, along with adequate control of 
glucose, lipids and arterial hypertension are of paramount importance to avoid and 
mitigate these fearful complications.
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1. Introduction

In diabetes (DM), chronic complications related to the direct or indirect effects 
of prolonged hyperglycemia on the vasculature have been classified into macrovas-
cular and microvascular complications, depending on the size of affected vessels 
and the pathophysiological mechanisms involved. Microvascular disease includes 
retinopathy, nephropathy and neuropathy.

Diabetic retinopathy, one of the first manifestations of microvascular disease, 
remains today, despite improvements in monitoring and treatment, one of the 
leading causes of blindness worldwide. Epidemiological studies estimate that 
approximately 40% of subjects with DM type I over 40 years of age have retinal 
microvascular changes, of which 8.2% exhibit impaired visual acuity [1, 2]. Both 
DM types are associated with impaired retinal microcirculation. After 20 years 
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DM types are associated with impaired retinal microcirculation. After 20 years 



Type 2 Diabetes - From Pathophysiology to Cyber Systems

250

from the onset of DM, almost all patients with type 1 DM (T1DM) and over 60% of 
those with type 2 DM (T2DM) will be affected [3]. Furthermore, decreased vision 
as a result of diabetic retinopathy has a negative impact on the quality of life of 
patients and their ability to successfully manage DM [4].

Diabetic foot results from diabetic neuropathy and/or peripheral arterial disease 
and affects annually between 9.1 to 26.1 million [5]. It is a chronic disabling and 
progressive complication, with potential deformities, chronic ulcerations and infec-
tions. Diabetic foot ulcers (DFUs) are encountered in 15% of DM patients, of whom 
15-20% reach amputations. The latter lead to increased morbidity and decreased 
quality of life, but also an important burden on national healthcare systems, with 
increased health costs and hospitalization [6, 7].

2. Diabetic retinopathy

2.1 Risk factors

2.1.1 DM duration and poor glycemic control

Diabetic retinopathy (DR) is a chronic complication associated with long DM 
duration and poor glycemic control, the overall incidence of DR and of vision-
threatening forms of DR (VTDR) being higher in T1DM than in T2DM [8].  
The United Kingdom Prospective Diabetes Study (UKPDS) showed that both the 
incidence and progression of DR correlate with elevated HbA1c, emphasizing the 
importance of good glycemic control to prevent visual impairment [9]. Every 1% 
decrease in HbA1c leads to a 40% reduction in the risk of developing retinopathy, a 
25% reduction in the risk of progression to vision-threatening retinopathy, and a 
15% reduction in the risk of blindness [10].

2.1.2 Arterial hypertension

The correlations between cardiovascular risk factors and the occurrence and 
evolution of DR are still a subject of study. However, there is clear evidence that the 
processes of arteriolosclerosis and the mechanical trauma to the vascular endothe-
lium caused by elevated systolic and diastolic blood pressure are both cofactors in 
worsening DR. Some but not all studies have shown a negative impact of high blood 
pressure on DR [9, 11, 12]. The UKPDS has demonstrated a significant correlation 
between systolic arterial hypertension and DR incidence in T2DM. Thus, patients 
with blood pressure (BP) > 140 mmHg have a 2.8 times higher risk of developing 
DR than those with BP <125 mmHg. In the study of Lurbe et al. [13], in a cumulative 
exposure model, HbA1c and elevated diastolic BP values   are predictive factors for 
the occurrence and progression of RD. In the Wisconsin Epidemiologic Study of 
Diabetic Retinopathy (WESDR), diastolic BP emerged as a significant risk factor for 
DR progression in T1DM, but no correlations were found for systolic BP or T2DM 
[14, 15]. Therapeutic lowering BP was found to have a protective role on retinal 
lesions in several studies supporting the recommendations for tight blood pressure 
control to further prevent visual loss n T2DM [9, 14, 16].

2.1.3 Lipidic disorders and serum LDL

Unlike glycemic control, the role of serum lipids in DR pathogenesis is less clear. 
There is no parameter in the lipid profile that is strictly associated with the incidence 
or progression of DR. However, elevated total cholesterol, LDL-cholesterol, Apo B 
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and Apo B/Apo A ratio are correlated with the appearance of hard exudates, these 
being lipoprotein extravasations in the retinal capillaries. Hadjadj et al. showed that 
serum triglyceride levels are correlated with the occurrence of nephropathy and 
retinopathy in patients with T1DM [17]. Several randomized trials confirmed that 
the treatment of dyslipidemia can prevent the development of DR [14, 15, 18–21].

2.1.4 Genetic predisposition

Several studies have revealed that in young adults with T1DM, genetic predisposi-
tion for the development of DR is connected with the presence of HLA DR3/DR4 
antigens. Furthermore, different alleles for codification of cytokines and chemokines, 
as well as vascular endothelial growth factor (VEGF) and transforming growth factor 
(TGF)beta1 were characterized, explaining different predisposition for DR in diabetic 
patients. VEGF plays a key role in increased microvascular permeability and neovascu-
larization in proliferative diabetic retinopathy. The VEGF gene is located on chromo-
some 6 (6p21.3) and is highly polymorphic in the promoter region, correlated with 
VEGF expression and activity. In a study by Buranczynska et al., the presence of the 
D allele at −2549 in the promoter region of the VEGF gene enhanced gene expression 
[22]. The DD genotype was associated with DR but not with nephropathy, suggesting 
a cell-specific target of the VEGF isoform. In a study of Jalal and Kalia, regarding the 
polymorphism of VEGF genes in India, allele A and AA genotype of rs2146323 were 
significantly correlated both with incidence and with severity of DR [23]. Awata et al. 
described C (−634) G polymorphism of VEGF gene to be related to macular edema 
as well as diabetic retinopathy [24]. Ray et al. identified VEGF −460 C genotype 
to increase VEGF basal promoter activity by 71%, leading to a 2.5 increased risk of 
proliferative DR [25]. TGF beta signaling is considered to have an immunosuppressive 
role in the retina. Disorders affecting this pathway lead, at least in experimental animal 
models, to loss of pericytes, microaneurysms and leakage, finding resembling diabetic 
retinopathy [26]. Beránek et al. found a more frequent incidence of 915G/C (R25P) 
polymorphism of TGF beta gene in patients with DR compared to control subjects [27].

2.1.5 Pregnancy

Hormonal alterations during pregnancy were found to be an independent risk 
factor both for onset and for progression of DR, especially PDR, posing many chal-
lenges regarding the management of these patients [28–30]. Another mechanism is 
pregnancy-induced hypertension and pre-eclampsia [31].

2.1.6 Ocular and systemic inflammation

Recent studies focus on the significance of inflammation in the developments 
of DR [32–36]. There is strong evidence that ischemia and retinal hypoxia induce 
release of VEGF and inflammatory molecules at the level of endothelial and glial 
cells. Furthermore, several studies support the idea that ocular inflammatory disor-
ders, such as prolonged post cataract surgery healing, uveitis, keratitis, are related 
to DR progression [32–36].

There are increased evidences that chronic systemic inflammation is also 
related to increased risk of DR onset and progression. In an experimental animal 
model, recurrent exposure to systemic LPS leads to injury of capillary endothe-
lium and in vivo thinning of the retina in hyperglycemic mice, but not in healthy 
controls [37]. There are clinical evidences of increased incidence of DR and PDR in 
long standing non-healing foot ulcer, that could be explained due to the associated 
chronic low-grade systemic inflammation [38–42].
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2.1.7 Antidiabetic treatment and macular edema

The correlations between antidiabetic mellitus medication and the risk of 
macular edema is still a subject of research. In a comprehensive systematic review 
and meta-analyses, Zhu and col. found that insulin use, as well as thiazolinedione 
(TZD) and meglitinide might increase the risk of macular edema, metformin has 
no statistically significant effect, while the use of sulfonylureas seems to have 
a protective role [43]. The physiopathological mechanisms are not completely 
understood, but experimental studies indicate that insulin and TZD may induce 
changes in retinal flow and increased expression of VEGF and breakdown of 
retinal-vascular barrier [43–46].

2.2 Pathophysiology

The pathological changes that lead to diabetic retinopathy are attributable to 3 
main factors:

• small vessel wall damage:

• changes in blood flow

• alterations in platelet function

2.2.1 Lesions in small vessel wall

Microvascular changes in the retinal capillaries are due to chronic hyperglycemia 
by different mechanisms, such as:

2.2.1.1 Aldose-reductase and intracellular polyol pathway

Aldose reductase is an enzyme that converts glucose to sorbitol, which 
induces osmotic stress by intracellular accumulation. In animal models, this 
phenomenon leads to microaneurysmal dilatations of the vascular wall, basal 
membrane thickening and loss of the pericytes [47]. However, experimental 
studies of treatment with aldose reductase inhibitors have not obtained satisfac-
tory clinical results.

2.2.1.2 Advanced glycosylated end products (AGEs)

Chronic hyperglycemia leads to non-enzymatic glycation or glycoxidation of 
proteins, resulting in accumulation of AGEs. This process affects both intra- and 
extracellular proteins, resulting in functional impairment. Deposits of AGEs in 
the extracellular matrix and subendothelial space lead to permanent alterations of 
intercellular junctions, monocyte migration and activation of nuclear factor (NF)-
κB along with activation of pro-inflammatory pathways [48, 49]. In experimental 
models, increased AGEs accumulation is associated with loss of pericytes and 
microaneurysm formation in retinal capillaries [50].

2.2.1.3 Oxidative stress and ROS

Hyperglycemia induces mitochondrial dysfunction and endoplasmic reticulum 
stress, with increased production of free radicals and reactive oxygen species (ROS) 
accumulation [49]. These degrade lipids, proteins and ribonucleic acid (RNA) chains. 
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Furthermore, experimental studies have proved a “hyperglycemic memory”: in 
subjects with long periods of poor glycemic control, reversal of hyperglycemia fails to 
normalize increased oxidative activity in the retina [51]. Treatment with antioxidants 
and vitamin E alleviates endothelial dysfunction, but does not prevent the onset and 
progression of DR and other microvascular complications. Isolated experimental 
blockade of each of these pathways does not stop retinal microvascular damage, 
suggesting that the effects of hyperglycemia are manifested at the cellular and 
extracellular levels. Recently, experimental and clinical studies have demonstrated 
that inflammation biomarkers and pathways play a significant role in the aggrava-
tion of lesions and the evolution towards retinal neovascularization. A large array of 
cytokines and chemokines were found in increased concentrations in patients with 
DM, both in ocular samples and in serum: interleukin (Il)1beta, Il 2, 4, 6, 8, TNFalfa 
and (monocyte chemoattractant protein) MCP-1 [38, 42, 52–54]. Recent works have 
revealed that the TXNIP/NLRP3 Inflammasome activation pathways may contribute 
to pathologic neovascularization encountered in advanced stages of PDR [50, 54, 55].

2.2.1.4 Nitric oxide (NO) deficiency

Hyperglycemia induces decreased synthesis and increased consumption of NO 
by multiple pathways: activation of protein kinase C (PKC) in endothelial cells, 
oxidation of the reduced form of nicotinamide adenine dinucleotide phosphate 
(NADPH) via aldose reductase pathway, and non-enzymatic production of super-
oxide by AGEs. NO plays key roles in microcirculation, by regulation of arteriolar 
tone, platelet stabilization and preventing leukocyte adherence at the vascular wall. 
Decreased local levels of NO promotes vasoconstriction, microvascular occlusions 
and secondary retinal ischemia.

2.2.2 Changes in blood flow and platelet function

General changes in blood favor small vessel obstructions with secondary retinal 
ischemia:

• increased hematocrit and blood viscosity related to high liver synthesis of 
fibrinogen and alfa2 globulins

• more rigid erythrocytes, with increased tendency to thrombosis

• increased platelet adhesion and aggregation

• activation of peripheral leukocytes, increased adherence to endothelial cells via 
beta-2 integrin expression and synthesis of mediators of inflammation

2.2.2.1  Pigmented Epitelium Derived Factor (PEDF) decrease and retinal 
neurodegeneration

PEDF is a trophic factor expressed by a multitude of retinal cells, an antago-
nist of VEGF. It decreases vascular permeability and plays an antioxidant role, 
protecting retinal cells from ROS. In the experimental setting, PEDF is decreased 
in aqueous and vitreous humor, early in preclinical stages of DR. The pathogenic 
mechanisms are supposed to be related with decreased insulin, as well as increased 
toxic mediators, such as glutamate. These early changes may induce mild changes 
in color vision, contrast sensitivity, visual field and electroretinogram oscillatory 
potentials [56–60].
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Decreased local levels of NO promotes vasoconstriction, microvascular occlusions 
and secondary retinal ischemia.
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All these molecular mechanisms may lead to:

• alteration of tight junctions in endothelial cells, compromising the blood-
retinal barrier, increasing extravasation of fluid in the retinal space and the 
formation of lipoprotein exudates and retinal edema

• loss of pericytes, with the appearance of focal vascular dilations and 
microaneurysms

• thickening, hyalinization of the basement membranes, with loss of elastic-
ity of the vascular wall and autoregulatory capacity. This, together with the 
alterations of blood flow and platelets, favors microvascular occlusions, with 
the appearance of ischemic, hypoxic retinal areas.

The first areas affected by thrombosis and ischemia are in the middle retinal 
periphery, and the answer is to release a range of mediators, of which the key role 
is played by VEGF, which promotes retinal neovascularization and interruption of 
blood flow in many areas (optical disc, macula, iridocorneal angle and iris). The 
response to retinal hypoperfusion, a maladaptive protective mechanism, leads 
to the appearance of fragile new vessels, prone to repeated bleeding and leakage, 
ultimately destroying normal retinal architecture (Figure 1).

2.3 Clinical manifestations of DR

Fundus examination documents the presence and severity of retinal lesions. 
Clinical signs include:

Figure 1. 
Pathogenesis of diabetic retinopathy.
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• Microaneurysms: tiny round red dots, typically located initially temporal 
to the fovea; sometimes hard to be differentiated from dot hemorrhages in 
ophthalmoscopy; they are best shown by fluorescein angiography

• Retinal hemorrhages: a) “dot-blot” hemorrhages result from the venous end 
of the capillaries and are located in the middle layer of the retina; b) “flame-
shaped” hemorrhages arise from pre-capillary arterioles and are located more 
superficially in the retinal nerve fiber layer

• Retinal edema: elevated, white-greyish appearance of the involved area; may 
be a consequence of leakage and fluid accumulation or of retinal ischemia 
(intracellular retinal edema). When foveal region is involved, it may assume a 
cystoid appearance and fluorescein angiography reveal a flower-petal pattern

• Hard exudates: these are well delineated, small, bright yellowish retinal 
lesions, formed by extravasated lipoproteins and lipid-filled macrophages 
and are mainly located in the outer plexiform layer. They are considered a sign 
of current or previous macular edema. When located in the macular region, 
they tend to organize in a circinate manner. They could resorb spontane-
ously months after the leakage is stopped, otherwise, chronic leakage leads to 
enlargement of the exudates and cholesterol accumulation.

• “Cotton wool” spots: these are small, whitish, fluffy superficial lesions, that 
cover the underlying retinal vessels and bear the significance of focal retinal 
ischemia and infarction. They are composed by neuronal debris and can disap-
pear in time by autolysis and phagocytosis.

• Venous loops and venous beading (VB): these frequently occur adjacent to 
areas of nonperfusion and bear the significance of increasing retinal ischemia

• Intraretinal microvascular abnormalities (IRMA): these are arteriolo-
venous shunts, bypassing the capillary bed, and are considered an indicator of 
capillary occlusion and retinal ischemia. Together with VB, they are considered 
the most significant predictor of progression to PDR [58].

• Neovessels: these are thin, with a single cell layer wall, extremely fragile, with a 
lace-like appearance and may be situated at the surface of the optic disk or else-
where, in general at the periphery of the areas of non-perfusion. They can be best 
evidenced by fluorescein angiography and optical coherence tomography (OCT).

2.4 Staging of DR

Dr is classically referred as: non-proliferative (NPDR) and proliferative (PDR). 
The classification is determined by the presence of retinal neovascularization. 
Recent Guidelines of International Council of Ophthalmology for Diabetic Eye 
Care recommends the following staging system, based on findings encountered in 
ophthalmoscopy, to be used in clinical practice (Table 1).

The ICO guidelines also refer to the location, extension of the diabetic macu-
lar edema (DME), as it is an important cause of decreased vision in DR, even in 
the absence of neovessels. Central involved DME is considered to be an area  
of retinal thickening in the macula that does involve the central subfield zone  
(of 1 mm in diameter).
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2.5 Clinical forms of DR associated with high risk of vision loss

Diabetic maculopathy is the most frequent cause of decreased vision encoun-
tered in patients with T2DM. It can be manifest in every stage of the DR and 
represents the involvement of the fovea by hard exudates, macular edema due to 
fluid extravasation or by macular ischemia. In early stages, the loss of vision is mild; 
however, if untreated, it can may to permanent photoreceptor damage.

DME is considered clinically significant if [61–63]:

• located at or within 500 μm of the center of the macula

• hard exudates at or within 500 μm of the center if associated with thickening 
of adjacent retina

• the area of retinal thickening is larger than one optic disc area and is located 
within 1 disc diameter of the center of macula

2.5.1 Advanced diabetic ocular disease

Advanced diabetic disease can remain asymptomatic for a long period of time, 
due to slow proliferation of the retinal neovessels and their location, usually in 
mid-periphery. It consists of retinal neovessels that grow into elevated fibrovascular 
membranes that enter the vitreous body, leading to serious complications: vitreous 
hemorrhage and retinal detachment [62]. Proliferation of the abnormal vessels 
at the level of iris and iridocorneal angle led to neovascular glaucoma, with poor 
clinical outcomes. Ophthalmological periodical screening is extremely important in 
early identifying and referral to laser therapy. In advanced stages, serious complica-
tions appear and the vision loss is irreversible.

Diabetic maculopathy is the most frequent cause of decreased vision encountered 
in patients with T2DM.

DR Findings on Dilated Ophthalmoscopy

No apparent DR No abnormalities

Mild NPDR* Microaneurysms only

Moderate NPDR Microaneurysms + other signs:

• dot and blot hemorrhages

• hard exudates
cotton wool spots

Severe NPDR Moderate NPDR with any of the following:

• Intraretinal hemorrhages ≥20 in each quadrant;

• Definite venous beading (VB) in 2 quadrants;

• Intraretinal microvascular abnormalities (IRMA) in 1 quadrant;
and no signs of proliferative retinopathy

PDR* Severe non-proliferative DR + one of the followings:
Neovascularization

Vitreous/preretinal hemorrhage

*NPDR: non proliferative diabetic retinopathy; *PDR: proliferative diabetic retinopathy

Table 1. 
International Classification of Diabetic Retinopathy [57].
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2.6 Diagnosis of DR

Early detection of DR depends on educating DM subjects, as well as their 
families, friends, and health care providers about the importance of regular eye 
examination. This holds true for asymptomatic subjects as well.

Initial ophthalmological examination in a patient with suspected/confirmed DR 
should include the following:

• Visual acuity

• Measurement of intraocular pressure (IOP), due to the possible risk of developing 
neovascular glaucoma

• Slit-lamp exam +/- gonioscopy if iris neovascularization is observed or IOP is 
elevated

• Fundus examination with dilated pupil

A variety of imaging techniques are useful to detect, classify and monitor DR, as 
well as efficacy of treatment: fundus photography, fluorescein angiography, optic 
coherence tomography (OCT) and OCT angiography.

2.6.1 Ophthalmoscopy and Fundus Photography

Currently, the two most sensitive methods are retinal photography and slit-lamp 
examination through dilated pupils. Direct ophthalmoscopy by ophthalmologists 
or trained technicians yields 80% sensitivity and >90% specificity [64]. It is cheap 
and is considered the method of choice. Fundus photography has the advantage 
of creating a permanent record, and for that reason, it is the preferred method for 
retinopathy assessment (Figures 2–4).

Figure 2. 
“Background” diabetic retinopathy: few dot hemorrhages (blue arrows) (Dr. Ana Dascalu’s private collection, 
Emergency University Hospital Bucharest, Ophthalmology Department).
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Figure 4. 
Incipient PDR: large ischemic area situated temporally to the macular region, with hard exudates, dots 
hemorrhages, venous loops, IRMA and intraretinal neovessels; in the mid periphery, pigmented lesions post 
laser photocoagulation (Dr Ana Dascalu’s private collection, Emergency University Hospital Bucharest, 
Ophthalmology Department).

2.6.2 Fluorescein angiography

Fluorescein angiography is an invasive, costly, and time-consuming technique 
but is a sensitive method to detect vascular changes due to rupture of the inner and 
outer blood retinal barrier in the course of DR [63, 65, 66]. The retinal vasculature 
is visualized with great accuracy: the examiner may identify tiny microaneurysms 
and differentiate between microaneurysms (hyperfluorescent) and puncti-
form hemorrhage (hypofluorescence by masking effect). It is an indispensable 

Figure 3. 
Retinophotography: Severe NPRD: multiple dot and blot hemorrhages, hard exudates, cotton wool spots 
(blue arrows), macular edema, VB (green arrow) and IRMA (black arrows) (Dr. Daniela Stana’s private 
collection, Emergency University Hospital Bucharest, Ophthalmology Department, PhD thesis).
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exploration before planning different laser treatment, for example to distinguish 
retinal edema by leakage (which appears white due to dye accumulation) from 
ischemic retinal edema (which appears as hypofluorescent). In the latter case, the 
application of laser impacts is not recommended because it leads to exacerbation of 
retinal ischemia (Figure 5).

2.6.3 Optical coherence tomography (OCT) and OCT-angiography (OCT-A)

OCT is a completely non-invasive, reproducible and quantifiable. It provides 
high-resolution images of the retinal layers, choroid, vitreous gel, and the vitreo-
retinal interface and has become the gold standard for diagnosis, assessment of 
treatment response, and follow-up up of patients with diabetic macular edema.

OCT angiography (OCTA) is a new non-invasive imaging technique that 
employs motion contrast imaging to high-resolution volumetric blood flow infor-
mation, rapidly generating images similar to angiographic images [63, 65–67]. It 
provides a highly detailed view of the retinal vasculature, which allows for accurate 
delineation of the foveal avascular zone (FAZ) and detection of subtle microvas-
cular abnormalities, including FAZ enlargement, areas of capillary non-perfusion, 
and intraretinal cystic spaces [66]. The possibility of detecting microvascular 
changes in diabetic eyes before the presence of visible microaneurysms may have 
important implications in the future. In this sense, OCTA could be able to quickly 
identify subjects at risk of DM (Figures 6 and 7).

2.7 Treatment

2.7.1 Primary prevention

Follow-up of patients with DR involves the ophthalmologist and the diabetolo-
gist. Extensive studies in large groups of diabetic patients have shown the beneficial 
role of strict control of blood glucose, hypertension and dyslipidemia in both 

Figure 5. 
Fluorescein Angiography: Severe NPRD: numerous microaneurysms (hyperfluorescent dots), areas of non-
perfusion (hypofluorescent, blue arrows), venous loops and IRMA, with diffuse leakage (hyperfluorescent, 
red arrow) (Dr Daniela Stana’s private collection, PhD Thesis, Emergency University Hospital Bucharest, 
Ophthalmology Department).
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Fluorescein Angiography: Severe NPRD: numerous microaneurysms (hyperfluorescent dots), areas of non-
perfusion (hypofluorescent, blue arrows), venous loops and IRMA, with diffuse leakage (hyperfluorescent, 
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Figure 6. 
Optical coherence tomography (OCT) macular change analysis (before and 1 month after intravitreal anti = 
VEGF): hard exudates intraretinal edema with disorganization of the normal foveal architecture; macular and 
paramacular temporal edema decreases in area and height (Dr. Ana Dascalu’s private collection, Emergency 
University Hospital Bucharest, Ophthalmology Department).

Figure 7. 
OCT-A: (a) enlargement of FAZ and perifoveolar area of microvascular abnormalities; (b) mild FAZ 
enlargement, multiple microaneurysms (Dr. Daniela Stana’s private collection, PhD Thesis, Emergency 
University Hospital Bucharest, Ophthalmological Department).
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preventing and slowing the progression of DR. DCCT and UKPDS showed the 
importance of a good glycemic control in preventing microvascular damage in 
diabetes [68, 69]. Furthermore, every decrease with 10 mm Hg of systolic blood 
pressure is associated with a reduction of 35% in the risk of DR progression and of 
50% in the risk of blindness [69]. Maintaining HbA1c below 7.0% (53 mmol/mol) 
and a systolic blood pressure below 140 mmHg is considered a realistic therapeutic 
target in clinical practice. Currently, the recommended serum lipid levels in DM are 
an optimal LDL cholesterol concentration of <100 mg/dl and desirable triglycerides 
levels of <150 mg/dl [69–72].

2.7.2 Retinopathy screening

DR remains clinically silent, a long period of time until damages become 
irreversible. Ophthalmologic monitoring of DM subjects is essential. Frequency 
of screening depends on the severity of DR and the co-existence of risk factors. 
The follow-up schedule recommended by the ICO (International Council of 
Ophthalmology) Guidelines for Diabetic Eye Care is presented in Table 2 [61].

2.7.3 Laser photocoagulation

2.7.3.1 Classical laser

Laser therapy has been used in DR for over 60 years and remains the mainstay of 
treating the ischemic retina. Applied early in severe NPDR and PDR, laser therapy 
leads to the prevention/regression of neovascularization and to the remission of 
retinal edema. Clinical studies confirm the effectiveness of laser photocoagulation 
by reducing vision loss by approximately 50% in patients with PDR. It is based on 
application of 1000-2000 laser shots, lasting 100 milliseconds, 200-250 mW of 
power with a size of 200-500 micrometers at the level of the middle and extreme 
periphery of the retina, spaced at a distance by a spot diameter, in order to destroy 

DR staging Follow-up Schedule for 
ophthalmologists

Therapy

No apparent DR 1-2 years Observation

Mild NPDR 6-12 months Observation

Moderate NPDR 3-6 month Observation

Severe NPDR <3 months; Pan-retinal photocoagulation should be 
considered

Proliferative DR <1 month; Pan-retinal photocoagulation

Stable (Treated) PDR 6-12 months Observation

Diabetic Macular 
Edema severity

Follow-up Schedule for 
management by ophthalmologists

Noncentral-involved 
DME

3-6 month; Focal laser photocoagulation should be 
considered

Central-involved 
DME

1-3 month; Focal laser photocoagulation/ anti- 
VEGF therapy should be considered

Stable DME 3-6 month Observation

Table 2. 
ICO Guidelines for Diabetic Eye Care: screening and follow-up schedule for diabetic retinopathy.
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DR staging Follow-up Schedule for 
ophthalmologists
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Severe NPDR <3 months; Pan-retinal photocoagulation should be 
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Proliferative DR <1 month; Pan-retinal photocoagulation

Stable (Treated) PDR 6-12 months Observation
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Edema severity

Follow-up Schedule for 
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Noncentral-involved 
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Table 2. 
ICO Guidelines for Diabetic Eye Care: screening and follow-up schedule for diabetic retinopathy.
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the VEGF-secreting ischemic retina. Immediate complications are related to eye 
discomfort (tingling sensation/low-intensity pain) and mild ocular inflammation 
(caused by retinal burns). For this reason, it is recommended to space the laser 
photocoagulation in 3-4 sessions. In the long run, potential complications include 
hemeralopia, “fan shaped” visual field changes, or even concentric narrowing of the 
visual field through widening of scars and subretinal fibrosis. Other less frequent 
side effects are membrane injury, with secondary choroidal neovascularization, 
damage of ciliary nerves with permanently mydriasis and loss of accommodation, 
uveal effusion, angle closure glaucoma, serous retinal detachment, and vitreous 
hemorrhage [73–75].

2.7.3.2 Multispot laser

This technique allows the delivery of laser shots in a much shorter time and in a 
semi-automatic manner. These are much finer and at a lower intensity, threshold or 
subthreshold, causing lesser heat and consequently inflammation in the pigmented 
retinal epithelium. Clinical studies have shown that the effectiveness of the method 
is similar to classical laser, but fewer complications are encountered regarding 
retinal scarring and the impact on the visual field.

2.7.3.3 Laser photocoagulation in diabetic macular edema (DME)

In the case of exudative non-central DME, laser treatment may be considered 
as an alternative or in combination with intravitreal injections with anti-VEGF. In 
this case, the laser spots are finer, with a size of 50-100 μm, and lower energy. Laser 
treatment is inefficient in the case of ischemic macular edema, and so fluoran-
giography is necessary before therapeutic planning. In the early treatment diabetic 
retinopathy study (ETDRS) study, when comparing laser photocoagulation with no 
treatment, there was a decrease in DME from 24% to 12% after 3 years follow-up, 
while visual acuity improved in only 3% of patients [76].

2.7.4 Intravitreal anti-VEGF

Clinical and experimental studies have revealed increased VEGF concentra-
tion in ocular samples early in the evolution of DR, documenting its role both in 
increased vascular permeability and in vascular proliferation. Hence, anti-VEGF 
agents were used first in the treatment of DME and later in PDR management 
[77] (Table 3).

Clinical studies showed that Pegaptanib is the least effective in preventing 
neovascularization. Comparative studies between bevacizumab, ranibizumab and 
aflibercept found that they are all effective to decrease DME. However, aflibercept 
is most powerful in subjects with worse visual acuity [77, 78]. Still, the effect of 
intravitreal anti- VEGF is temporary and intravitreal therapy should be repeated 
according to clinical outcome.

2.7.5 Intravitreal steroids

In cases of DME resistant to anti-VEGF therapy after 3 monthly injections, 
intravitreal triamcinolone injection or fluocinolone are a therapeutic alternative to 
reduce DME and improve vision [79]. Their main untoward effects are cataract and 
transient increase of intraocular pressure.
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2.7.6 Surgical management of DR

Vitreoretinal surgery is crucial in managing advanced DR, in order to mitigate 
visual loss. Its main indications include vitreous hemorrhage interfering with 
photocoagulation, tractional and combined tractional and rhegmatogenous retinal 
detachment, dense premacular hemorrhage and DME with with vitreo-macular 
traction [80]. The objectives of surgical removal of the vitreous (vitrectomy) 
include removal of vitreous opacity (usually blood) and/or fibrovascular prolif-
eration, relieving retinal traction, achieving retinal reattachment, and allowing 
completion of scatter laser photocoagulation. A large case series showed that sight 
threatening complications are rare and in approximately 90% of cases, vision is 
improved or stabilized [81]. Vitrectomy may also be beneficial for maculopathy 
when traction from the vitreous gel contributes to fluid accumulation.

3. Diabetic foot ulcers (DFUs)

3.1 Risk factors

The main risk factors of DFUs include DM duration and high HbA1c [82–88]. 
The EURO-Diab group has identified hypertension, smoking and lipid disorders 
(hypertriglyceridemia, hypercholesterolemia) as additional risk factors [82, 83]. In 
Western countries, the male sex appears to be more commonly affected, with a risk 
ratio of 1.6. The co-existence of other microvascular complications (DR, nephropa-
thy) increases the risk of DFUs.

Precipitating trauma is important. However, history of trauma is only identified 
in 48% of patients with DFUs. By contrast, foot injury without an apparent cause 
usually results from repeated minor injuries by inappropriate footwear [88–90]. 

Description of the molecule FDA approval Dose

Pegaptanib
(Macugen; Eyetech Inc, 
Cedar Knolls, NJ, USA)

RNA aptamer that binds to 
the heparin binding site of 
the VEGF-A165 isomer

For wet age 
related macular 
degeneration only

0.3 mg /0.09ml

Bevacizumab
(Avastin; Genentech, San 
Francisco, CA, USA)

Full-length recombinant 
humanized anti-VEGF 
monoclonal antibody

No; “off-label” use 1.25 to 2.5 mg
(0.05-0.1ml)

Ranibizumab
(Lucentis; Genentech, 
San Francisco, CA, USA/
Novartis Ophthalmics, 
Basel, Switzerland)

Recombinant fragment of 
the humanized anti-VEGF 
monoclonal antibody; 
increased binding affinity for 
all VEGF isoforms

Yes 0.3 or 0.5 mg in 
0.05 mL

Aflibercept (Eylea; 
Regeneron, Tarrytown, 
NY, USA)

Recombinant fusion protein 
of the binding domains 
of human VEGF-R1 and 
VEGF-R2, fused with the Fc 
domain of human IgG1
bind VEGF with greater 
affinity compared to other 
anti VEGF and prevent 
activation of VEGF-R

Yes 2mg/0.05mL

Table 3. 
Anti VEGF agents used in DME treatment.
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Amin and Doupis have estimated that 45-60% of DFUs are mainly due to neuropa-
thy, while 45% of DFUs are due to both diabetic neuropathy and peripheral arterial 
disease [87]. Like DR, diabetic neuropathy is also a very frequent DM complication 
and its prevalence increases with DM duration [90]. The other important driver of 
DFUs is ischemia from peripheral arterial disease (PAD). Visual impairment, foot 
deformities and past history of DFU also increase the risk of DFUs [85, 86].

3.2 Pathophysiology

The underlying mechanisms of DFUs include diabetic neuropathy, PAD and 
infection.

Diabetic neuropathy may affect the motor, sensory and autonomic nerves. 
Thickening of the basement membranes, endothelial hyperplasia in the vasa 
nervorum lead to thinning of the vascular lumen and secondary ischemia [90, 91]. 
On the other hand, metabolic disorders caused by chronic hyperglycemia, with the 
formation of AGEs, polyol pathways, increased oxidative stress levels and enzy-
matic activation of PKC also have direct toxic effects on nerve fibers.

Autonomic neuropathy causes arteriolo-venular shunts with secondary 
decreased blood flow in capillaries, but also anhidrosis, resulting in dry skin, thin, 
prone to cracking and ulceration. Sensory neuropathy leads to sensory (inability 
to feel warm/cold, pain, pressure), rendering the foot prone to undetected acute 
or chronic traumas [90, 91]. Motor neuropathy leads to imbalance between plantar 
flexors and extensors, with characteristic deformities, such as hammer toe, claw toe 
etc, and leading to high planter pressures in some small foot areas [92–94].

PAD leads to lower-extremity ischemia. In diabetes, it is usually located in the 
infra-popliteal arteries, less so at the iliofemoral level [89, 95]. Ischemia portends 
even more ominous outcomes [91, 96].

Pesently, micro and macrocirculatory disorders are considered not as separate 
entities, but more as a continuum in DM [97], neovascularization of vasa vasorum, 
with secondary hemorrhages and platelet aggregation facilitating the progression of 
atherosclerosis and intraluminal obstruction.

DFUs are frequently infected. The most common germs involved are staphy-
lococci and streptococci, but deep infections are usually polymicrobial including 
gram positive, gram negative and even anaerobic germs [98, 99]. Chronic hypergly-
cemia and chronic hypoxia predispose to severe infections [99].

3.2.1 Clinical signs-staging systems

DFU represents any full-thickness ulcer below the ankle in DM. The initial signs 
and symptoms depend on the pathophysiological mechanism involved (neuropathy 
and/or PAD). Subjects with diabetic neuropathy are usually initially asymptomatic, but 
a minority of them may later develop neuropathic symptoms (numbness, paresthesia, 
lancinating or burning pain) with nocturnal exacerbation. In the event of PAD, inter-
mittent claudication or even ischemic rest pain and gangrene may develop (Figure 8).

Usually, DFUs develop in an area exposed to increased pressure, with a non-
healing tendency, often neglected in early stages due to diminished pain sensation. 
In the vent of infection, signs of local inflammation may be added (redness, swell-
ing, pain, pus secretion etc).

Several staging systems were developed in order to characterize the pathogenic 
pathway and the severity and extension of ulcer. The International Working Group 
on the Diabetic Foot Risk Classification System (IWGDF) refers mainly at the sever-
ity of neuropathy and coexistence or not of the peripheral ischemia [100], while the 
Wagner classification describes the extension and depth [101] (Tables 4 and 5).
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3.3 Diagnosis

3.3.1 Clinical examination

Patient history is necessary to provide information on DM duration, glycemic 
control, associated risk factors and any prior lesions/amputations.

Clinical examination should look for skin disorders, foot deformities, nail 
lesions, blisters etc. also be documented. It must also include an evaluation of 
neuropathic deficits, PAD and infection. Signs of limb threatening infection include 
bullae, ecchymoses, soft tissue crepitus and rapid spread of infection [102, 103].

Evaluation of sensory neuropathy is very important to establish whether the patient 
has lost the protective sensation, making him prone to accidental trauma. Hot/cold 
discrimination, pain perception, light touch and vibration perception, as well as 
protective sensation must be tested [95–99]. The latter is best assessed by the 10 g 
Semmes Weinstein monofilament or the measurement of the vibration perception 

Figure 8. 
Distal toe gangrene and extensive infection and inflammation at the level of the forefoot and mid foot  
(Dr. Dragos Serban’s private collection).

Grade 0 Intact sensation

Grade 1 Diminished sensation

Grade 2 Diminished sensation+ foot deformities (hammertoes, claw toes) +/-peripheral 
arterial disease

Grade 3 Previous/present ulcer or amputation

Table 4. 
IWGDF risk classification [96].

Grade 0 No ulcer in high-risk patients

Grade 1 Superficial ulcer

Grade 2 Ulceration involving tendons, ligaments, muscles, joints, not exposed to bone, without 
cellulitis or abscess

Grade 3 Deeper ulcers, with frequent bone complications of osteomyelitis, abscesses or 
cellulitis.

Grade 4 Forefoot gangrene.

Grade 5 Gangrene extended to midfoot/hindfoot

Table 5. 
Wagner Classification of DFU [101].
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threshold (VPT) with a neurothesiometer [93–95, 102, 103]. Tendon reflexes and 
muscular strength are also a part of the examination [95–99]. Finally, sudomotor 
dysfunction (reduced sweat production) is best examined by the Neuropad indicator 
test, which is based on a colour change from blue to pink [96, 97]. Indeed, this test 
has recently been identified as an independent risk factor of DFUs at 5 years [104].

3.3.1.1 Peripheral neuropathy screening

Evaluation of bilateral sensorial neuropathy in clinical practice requires neuro-
logical trained specialist and electrophysiological tests, which an increased burden 
on the national healthcare systems. In order to better select the patients who are 
more probably affected by neuropathy, a simpler tool was developed in 1994, 
namely Michigan Neuropathy Screening Instrument (MNSI) [105, 106]. It com-
prises a 2-step evaluation: first, a 15-item self-administered questionnaire that is 
scored by summing abnormal responses, followed by lower extremity examination 
(deformities, non-healing ulcers), assessment of ankle reflexes and of vibratory 
sensation. According to Herman and col., a score of more than 4 should raise the 
suspicion of peripheral sensorial neuropathy [106].

3.3.1.2 Peripheral arterial disease

Documenting the presence and the severity of ischemia is extremely important. 
Examination includes: a) palpation of peripheral pulses at the dorsalis pedis and 
the posterior tibial arteries; b) measurement of the ankle-brachial index (ABI) by a 
Doppler device [99, 100]. ABI evaluates the ratio of systolic arterial pressure at the 
brachial over the ankle level [107, 108]. Normal values range between 0.9-1.3, while 
values exceeding 1.3 point to calcified, uncompressible arteries, in which case the 
test cannot be used [99]. Similarly, one may measure the toe-brachial index (TBI), 
given that small digital arteries are rarely calcified: TBI<0.7 confirms the diagnosis 
of PAD [108]. More sophisticated evaluation (ultrasound, angiography) are used 
when necessary, especially to guide interventional treatment [95–99].

3.3.1.3 Assessment of the severity of the infection

If infection is suspected, it is best to use a tissue culture to identifying pathogens 
[109, 110]. X-rays, computed tomography and magnetic resonance imaging are 
used to evaluate bone infection or abscess formation, as well as to guide surgical 
treatment [86, 96, 97].

3.4 DFU management

3.4.1 Prophylaxis of DFU

Patients at risk of DFU should be managed by an interdisciplinary approach, 
including a diabetologist, a vascular surgeon, a podiatrist, a general surgeon, an 
orthopedic surgeon, a plastic surgeon and other specialists [82, 94, 102]. Stringent 
glycemic control is essential both in primary prevention of DFU and in ensur-
ing wound healing. Management of high blood pressure and dyslipidemia is also 
important [86, 96, 97].

High-risk patients need education about the importance of wearing comfortable 
footwear, rigorous local hygiene, keeping feet dry and avoiding possible causes of local 
trauma (including barefoot walking) and frequent self-examinations [86, 96, 97]. 
Callus debridement, off-loading, and correct treatment of nail pathology are simple but 
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extremely efficient measures for the prevention of foot ulcers [86, 96, 97]. LEADER 
trial suggests that treatment with liraglutide in patients with type 2 diabetes and at high 
risk of CV events did not increase the risk of DFU events and was associated with a 
significantly lower risk of DFU-related amputations compared with placebo [109].

3.4.2 Therapeutic management of DFUs: main principles

Management of DFUs is aimed at correcting the pathogenic triad of neuropathy, 
PAD and infection. Off-loading with appropriate footwear and/or casts, debride-
ment of callus and/or necrotic tissue, revascularization (by-pass grafting or 
intraluminal angioplasty) and infection control are the top priorities [86, 96, 97]. 
These may be aided by special dressings, skin substitutes, growth factors and other 
modalities [111–116]. Special care must be taken to recognize and promptly deal 
with emergencies requiring surgery and other urgent interventions [117].

4. Conclusions

Diabetic retinopathy and diabetic foot ulcer are both disabling complications, 
with a significant impact on the patient's quality of life and healthcare systems 
[118]. Microvascular impairment and local inflammation play a significant role 
in the both pathological mechanisms. Prevention and early detection, along with 
optimal control of blood sugar, hyperlipemia and arterial hypertension are the most 
efficacious measures against these fearful complications.
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when necessary, especially to guide interventional treatment [95–99].

3.3.1.3 Assessment of the severity of the infection

If infection is suspected, it is best to use a tissue culture to identifying pathogens 
[109, 110]. X-rays, computed tomography and magnetic resonance imaging are 
used to evaluate bone infection or abscess formation, as well as to guide surgical 
treatment [86, 96, 97].

3.4 DFU management

3.4.1 Prophylaxis of DFU

Patients at risk of DFU should be managed by an interdisciplinary approach, 
including a diabetologist, a vascular surgeon, a podiatrist, a general surgeon, an 
orthopedic surgeon, a plastic surgeon and other specialists [82, 94, 102]. Stringent 
glycemic control is essential both in primary prevention of DFU and in ensur-
ing wound healing. Management of high blood pressure and dyslipidemia is also 
important [86, 96, 97].

High-risk patients need education about the importance of wearing comfortable 
footwear, rigorous local hygiene, keeping feet dry and avoiding possible causes of local 
trauma (including barefoot walking) and frequent self-examinations [86, 96, 97]. 
Callus debridement, off-loading, and correct treatment of nail pathology are simple but 
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extremely efficient measures for the prevention of foot ulcers [86, 96, 97]. LEADER 
trial suggests that treatment with liraglutide in patients with type 2 diabetes and at high 
risk of CV events did not increase the risk of DFU events and was associated with a 
significantly lower risk of DFU-related amputations compared with placebo [109].

3.4.2 Therapeutic management of DFUs: main principles

Management of DFUs is aimed at correcting the pathogenic triad of neuropathy, 
PAD and infection. Off-loading with appropriate footwear and/or casts, debride-
ment of callus and/or necrotic tissue, revascularization (by-pass grafting or 
intraluminal angioplasty) and infection control are the top priorities [86, 96, 97]. 
These may be aided by special dressings, skin substitutes, growth factors and other 
modalities [111–116]. Special care must be taken to recognize and promptly deal 
with emergencies requiring surgery and other urgent interventions [117].

4. Conclusions

Diabetic retinopathy and diabetic foot ulcer are both disabling complications, 
with a significant impact on the patient's quality of life and healthcare systems 
[118]. Microvascular impairment and local inflammation play a significant role 
in the both pathological mechanisms. Prevention and early detection, along with 
optimal control of blood sugar, hyperlipemia and arterial hypertension are the most 
efficacious measures against these fearful complications.
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Abstract

People with Type 2 diabetes mellitus (T2DM) have a 2–3 times higher 
cardiovascular risk (CVR) than people without diabetes. Atherosclerotic 
cardiovascular disease (ASCVD) is the major cause of morbidity and mortality in 
T2DM. Over 30% of those with T2DM have CVD (cardiovascular disease), and over 
half die from it, mainly from coronary heart disease. The presence of T2DM reduces 
life expectancy by 10–14 years. The European Society of Cardiology stratifies the 
CVR into moderate (young patients, with a short duration of diabetes, no risk 
factors), high (duration of diabetes >10 years, no target organ damage, plus any 
additional risk factor) and very high (patients with established CVD, target organ 
injury three CVD risk factors: age, hypertension, dyslipidemia, obesity, or Type 
1 diabetes mellitus (T1DM) over 20 years duration). The American Association 
of Clinical Endocrinologists (AACE) considers that diabetes per se involves high 
risk. Heart failure (HF) is the second most common complication after obstructive 
peripheral arterial disease. T2DM associates a 75% higher risk of CV mortality 
or hospitalization for HF. A multifactorial approach is required to reduce CV 
morbidity and mortality.

Keywords: cardiovascular risk, cardiovascular disease, type 2 diabetes mellitus

1. Introduction

Diabetes mellitus (DM), a very complex and heterogeneous chronic 
disease, is associated with chronic complications generated by alteration of 
the endothelium at all arterial vascular territory levels. The micro-and macro-
vascular complications affect the entire body; their pathogenic mechanisms 
are intricate and involve multiple pathways and risk factors. The main risk 
factors are insulin resistance/hyperinsulinemia, hyperglycemia, dyslipidemia, 
hypercholesterolemia, hypertension, smoking, obesity/overweight, all of which 
cause endothelial dysfunction. Consequently, they appear vasoconstriction, 
oxidative stress, subclinical inflammation, vascular calcification and thrombosis, 
essential pathogenic elements in the process of atherogenesis/macroangiopathy and 
microangiopathy [1].

Cardiovascular disease is considered a major cause of morbidity and mortality 
among people with diabetes, with a significantly increased prevalence compare 
with people without diabetes. The risk increases with the level of glycaemia, the 
duration of diabetes and the number of risk factors. People with T2DM have much 
earlier and more extensive process of accelerated atherosclerosis, more vulnerable 
and larger volume atherosclerotic plaques and coronary artery lumen with a smaller 
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1. Introduction

Diabetes mellitus (DM), a very complex and heterogeneous chronic 
disease, is associated with chronic complications generated by alteration of 
the endothelium at all arterial vascular territory levels. The micro-and macro-
vascular complications affect the entire body; their pathogenic mechanisms 
are intricate and involve multiple pathways and risk factors. The main risk 
factors are insulin resistance/hyperinsulinemia, hyperglycemia, dyslipidemia, 
hypercholesterolemia, hypertension, smoking, obesity/overweight, all of which 
cause endothelial dysfunction. Consequently, they appear vasoconstriction, 
oxidative stress, subclinical inflammation, vascular calcification and thrombosis, 
essential pathogenic elements in the process of atherogenesis/macroangiopathy and 
microangiopathy [1].

Cardiovascular disease is considered a major cause of morbidity and mortality 
among people with diabetes, with a significantly increased prevalence compare 
with people without diabetes. The risk increases with the level of glycaemia, the 
duration of diabetes and the number of risk factors. People with T2DM have much 
earlier and more extensive process of accelerated atherosclerosis, more vulnerable 
and larger volume atherosclerotic plaques and coronary artery lumen with a smaller 
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diameter, compared to people without DM. The pathogenic complex is influenced 
by genetic factors, age, personal history and a pro-risk lifestyle (unhealthy 
eating, sedentary lifestyle, smoking, sleep disorders, psychosocial stress and 
depression) [1].

The macrovascular complications mainly refer to the atherosclerotic 
cardiovascular disease, represented by coronary artery disease (acute and chronic 
coronary syndrome) (CAD), chronic peripheral artery disease (PAD) and 
cerebrovascular disease (CBV). A particular complication is heart failure (HF). The 
pathogenic mechanisms of micro-and macro-angiopathy are extremely complex, 
with multiple interactions at the molecular-cellular and vascular-organic level.

Although all complications declined in the last decades, the most significant 
decreases in diabetes-related complications occurred for heart attack and stroke, 
especially for people aged 75 years and older. The CVD risk and mortality rate 
has declined in both the general population [2] and the people with diabetes [3]. 
However, diabetes, mainly T2DM, continues to be an important generator of 
cardiovascular disease. As the number of patients with diabetes is predicted to 
increase, reaching 700 million in 2045 [4], it is expected that the number of people 
with CVD will also increase. Thus, these major diabetes complications continue to 
place a heavy burden on health care systems.

2. Cardiovascular risk

2.1 Cardiovascular risk factors in diabetes

The concept of cardiovascular risk began to be of interest in the 1930s. Studies 
of cardiovascular disease epidemiology and its causes began in the 1950s, with 
Framingham Heart Study being one of the first. This extended program has 
demonstrated the existence of multiple CVR factors over the years, introducing 
in the literature and medical concept the term “risk factor”. Among the study’s 
first results, high blood pressure, hypercholesterolemia, and smoking are 
considered traditional, classic, risk factors. Subsequently, Framingham study 
and other epidemiological studies, have identified other risk factors, including 
obesity, diabetes, dyslipidemia, sedentary lifestyle. Thus diabetes is associated 
with a 2- to 3-fold increase in the risk of developing CVD and glucose intolerance 
with a 1.5-fold increase [5–7]. In addition to hyperglycemia, diabetes, mainly 
T2DM, is accompanied by other cardiovascular risk factors, within the metabolic 
syndrome: insulin resistance, abdominal obesity, atherogenic dyslipidemia 
(hypertriglyceridemia, low HDL-C (High-density lipoprotein cholesterol), LDL-C 
(low density lipoprotein cholesterol particles), remnant lipoproteins, postprandial 
hyperlipidemia), high blood pressure, prothrombotic, proinflammatory and 
oxidative stress state, microalbuminuria, non-alcoholic fatty liver disease [8].

High blood pressure increases 2–4 times the risk of CVD, kidney and death, 
atherogenic dyslipidemia induces a residual CVR, even under statin treatment and 
LDL-C control and abdominal obesity, as a component of metabolic syndrome, 
significantly increases the risk of coronary heart disease, stroke and death [9–11].

2.2 Cardiovascular risk in T2DM

Overall, people with T2DM have 2 to 4 times increased risk of cardiovascular 
morbidity and mortality than individuals without diabetes. This risk increases with 
the increase of fasting glycaemia since the stages of prediabetes. The risk for CAD 
is rising by 160%, for ischemic heart disease by 127%, for stroke by 56%, for CVD 
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death by 132% [4], and for HF is 2–4 times higher in men and five times higher in 
women, compared to those without diabetes [5].

Epidemiological studies have revealed that the excess relative risk of vascular 
events is more significant in women, at younger ages, in long-standing DM 
and in the presence of microvascular complications, mainly renal disease or 
proteinuria [12].

Although T2DM was initially considered a “cardiovascular risk equivalent” 
[12–14], it has since been shown that CVR, mainly CAD risk, is not similar for 
all persons with diabetes, but is highly heterogeneous. Thus, the CVR should be 
differentiated based on the presence of other CVR factors or overt CVD.

For T1DM, The Swedish National Diabetes Register has shown actual results in 
CVD and CV death prevalence. [13] For T1DM, 27,195 patients were stratified by 
age and sex. Early-onset at 1–10 years of age was correlated with an HR (hazard 
ratio) of 7.38 for CV mortality, 30.95 for acute myocardial infarction (MI), and 12.9 
for heart failure (HF). Progress of T1DM between 1 and 10 years of age resulted in 
a loss of 17.7 years of life in women and 14.2 years in men. [13] Notwithstanding, 
T2DM is more common than T1DM.These results confirm the loss of years of life in 
both populations, which is more severe in the younger patients and in young-onset 
female individuals with T2DM, highlighting the need for early and intensive risk-
factor interventions in these clusters of patients. [12]

The European Society of Cardiology stratifies the CVR into three risk categories, 
including T1DM, considering that presence of DM overall represents a significant 
risk factor for CVD:

• moderate: young patients (T1DM aged <35 years or T2DM aged <50 years), 
with DM duration <10 years, without other risk factors,

• high: patients with DM duration ≥10 years without target organ damage plus 
any other additional risk factor, and

• very high: patients with DM and established CVD, or further target organ 
damage (proteinuria, renal impairment defined as eGFR <30 mL/min/1.73 m2, 
left ventricular hypertrophy, or retinopathy), or three or more major risk 
factors (age, hypertension, dyslipidemia, smoking, obesity), or early-onset 
T1DM of >20-year duration [12].

The American Association of Clinical Endocrinologists (AACE) stratifies the 
CVR into three levels: high (DM without other CVR factors), very high (DM with 
at least one CVR factor), and extreme risk (overt CVD in those with DM, chronic 
kidney disease) [15].

T2DM is reputed as an independent risk factor for the development of HF. 
Higher levels of glycated hemoglobin A1c (HbA1c) in T2DM patients have been 
associated with significantly more incident HF cases than in patients with T2DM 
and lower HbA1c levels. The incidence is even higher in patients with established 
CAD, in which each 1% increase in HbA1c level was associated with a 36% increased 
risk for HF hospitalization [16].

2.3 Cardiovascular risk assessment

A rational and successful approach to reducing the CVR involves stratifying 
risk and the periodic evaluation of the outcomes. Accurate CVD risk estimation 
in people with T2DM without established CVD can identify patients at high risk 
of developing CVD and can thus be used to adapt the intensity and complexity of 
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2.3 Cardiovascular risk assessment
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appropriate treatment. For practice, CVR assessment scores which can be applied in 
diabetes are beneficial. Several CVR calculation scores in DM have been developed. 
The first is the result of the United Kingdom Prospective Diabetes Study (UKPDS), 
in which, in people newly diagnosed with T2DM, the effect of intensive treatment 
on the evolution of chronic complications compared to conventional treatment was 
followed. UKPDS Risk Engine estimates the risk of fatal and non-fatal coronary 
events and fatal and non-fatal stroke at 15 and 30 years, in people with T2DM 
without CV disease, considering the duration of DM, age, gender, ethnicity, 
smoking, presence of atrial fibrillation, the level of HbA1c, systolic blood pressure, 
total cholesterol and HDL-C (https://www.dtu.ox.ac.uk/riskengine/) [17].

Another score (Advance Risk Engine) is based on ADVANCE and 
ADVANCE-ON studies. It refers to patients with T2DM without CVD, is based on 
the usual parameters and estimates the risk of major CV events at four years, the 
risk of renal events at five years and the risk of major vascular disease at ten years 
(www.advanceriskengine.com) [18].

The American Heart Association (AHA) and American College of Cardiology 
(ACC), developed a risk score to estimate the ten-year risk for the first ASCVD 
event (non-fatal myocardial infarction or CHD death, or fatal/non-fatal stroke) 
(available online at tools.acc.org/ASCVD-Risk-Estimator-Plus) [19].

Based on the ACCORD trial population, the BRAVO risk engine has been 
recently developed. It contains three separate modules addressed to events (stroke, 
MI, HF, angina, revascularization surgery, renal events, blindness, hypoglycemia), 
risk factors and mortality [20].

None of these CVR estimation scores is perfect, so clinical judgment and 
consideration of CVR factors are important for setting and selecting appropriate 
therapeutic goals and interventions.

3. Cardiovascular disease

The high impact that T2DM has on the CVD has generated numerous studies, 
and population analyzes in order to determine the prevalence of the cardiovascular 
pathologies in people with diabetes. Although the description and the diagnostic 
criteria used to define the different manifestations of CVD were different across 
the epidemiologic studies, overall, the results show that CVD is a major cause of 
comorbidity and mortality among patients with T2DM. Thus, the CVD, including 
myocardial infarction, stroke, angina, heart failure, atherosclerosis and coronary 
artery disease, is present in 32.2% of people with T2DM. The most frequent type of 
CVD seems to be the CAD (21.2%), males having higher rates (18.7%) than females 
(14.3%) [21]. A large cohort of 1,921,260 individuals, 1.8% with T2DM, followed 
5.5 years, has been analyzed in terms of the most common initial manifestations of 
CVD. In T2DM individuals, peripheral artery disease was the most frequent first 
presentation (16.2%) followed by HF (14.1%), significantly higher compared with 
those without diabetes [22]. The prevalence of CVD and the incidence of primary 
adverse outcomes is higher in women with T2DM than their male counterparts 
(RR = 9.29; P < 0.0001 for CVD and RR = 5.25; P < 0.0001 for incident major 
adverse outcomes [23]. Data from the UK Biobank showed that a cardiovascular 
event’s excess risk was approximately 50% higher in women (HR = 1.96) than in 
men, and more importantly, the incidence of myocardial infarction (MI) [A1] 
was higher in men than in women(28.8%). This observation was exciting since the 
sex differences were the same in all age-related groups and were attenuated with 
increasing age, from 0.27 (0.18 to 0.41), in 45 years age cluster versus 0.45 (0.40 to 
0.50) in 65 years age cluster. [24].
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Although diabetes-related excess mortality is lower in the contemporary era 
than previously, T2DM is associated with a two to six times increased risk of CVD 
mortality than people without diabetes. Cardiovascular disease accounts for 52% 
of deaths in type 2 DM [25]. MI is considered to be the main cause of death for 
individuals with diabetes mellitus.

T2DM is a significant predictor of HF, independent of the simultaneous 
presence of hypertension and coronary heart disease. In diabetes, HF has multiple 
risk factors: hyperglycemia, insulin resistance, age, ischemic heart disease, high 
blood pressure, left ventricular hypertrophy, diffuse, accelerated and severe 
atherosclerosis. Even in the absence of CAD, microvascular complications, arterial 
thickening and fibrosis, endothelial and vasomotor dysfunction, increase the risk 
of HF. The risk of HF is 2–4 times higher in men and five times higher in women 
compared to those without diabetes, according to Framingham Heart Study [5, 16].

The presence of DM in those hospitalized for HF worsens the prognosis, 
prolongs hospitalization, and increases the number of hospitalizations and 
the risk of death. In stable forms of HF, T2DM is an independent predictor of 
hospitalization and mortality, regardless of the ejection fraction [26]. Patients with 
T2DM have a 2.5-fold increased risk of developing HF and a 75% higher risk of CV 
mortality or hospitalization for HF than those without DM [27].

HF with preserved ejection fraction (HFpEF) is a frequent phenotype in T2DM 
and is related to an important risk of morbidity and mortality than those without 
diabetes, with multiple comorbidities, reduced exercise capacity, increased markers 
of inflammation, fibrosis, endothelial dysfunction, congestion, increased left 
ventricular pressure [28].

At similar ejection fraction values, patients with T2DM have a higher NYHA 
functional class, and more expressed symptoms than those without diabetes. Left 
ventricular (LV) diastolic dysfunction can be detected in approximately 75% of 
patients with T2DM, even in the early stages. The degree of hyperglycemia and its 
duration correlate with LV diastolic dysfunction’s severity, with the increased risk of 
HF and CV mortality [16].

A retrospective cohort study that included 208,792 adults with diabetes has 
analyzed the impact of varying combinations of heart disease, stroke, moderate 
chronic kidney disease (CKD) on mortality, over a median follow-up of 8.5 years 
[29]. The effect of heart diseases, stroke, CKD, and the combination of these 
conditions on all-cause mortality has been found to be independent and cumulative. 
The mortality risks were 1.75 times, 2.63 times, and 3.58 times greater for patients 
with one, two, and all three above mentioned conditions, and life expectancy for 
a 40-year-old with one, two, and three conditions was reduced with 20, 25, and 
30 years for men and 25, 30, and 35 years, respectively, for women, compared with 
patients without these diseases [29].

Diabetes is the most known cause of CKD, and end-stage renal disease, more than 
50% of people with DM are likely to develop CKD. CKD, especially severe CKD, has a 
significant impact on life expectancy and mortality risk in patients with diabetes. The 
risk of CV death increases as renal function declines (eGFR <60 ml/min/1.73 m2 and/or 
ACR (albumin-creatinine ratio) ≥10 mg/g) [30]. Rates of HF are approximately 3-times 
higher in patients with eGFR <60 ml/min/1.7 m2 [31].

The CardioRenal Metabolic Syndrome (CaReMe) has been introduced as 
terminology to describe the ongoing relationship between obesity, diabetes, 
kidney disease and heart failure with preserved systolic function, with significant 
mortality implications rate and therapeutic interventions [32].

Within CVD, diabetic cardiomyopathy or “cardiac microvascular disease”, 
is a phenotype with distinct manifestations, described as a “structural and 
functional alteration of the myocardium, in the absence of hypertension, ischemic 
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adverse outcomes [23]. Data from the UK Biobank showed that a cardiovascular 
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increasing age, from 0.27 (0.18 to 0.41), in 45 years age cluster versus 0.45 (0.40 to 
0.50) in 65 years age cluster. [24].

281

Cardiovascular Risk/Disease in Type 2 Diabetes Mellitus
DOI: http://dx.doi.org/10.5772/intechopen.97422

Although diabetes-related excess mortality is lower in the contemporary era 
than previously, T2DM is associated with a two to six times increased risk of CVD 
mortality than people without diabetes. Cardiovascular disease accounts for 52% 
of deaths in type 2 DM [25]. MI is considered to be the main cause of death for 
individuals with diabetes mellitus.

T2DM is a significant predictor of HF, independent of the simultaneous 
presence of hypertension and coronary heart disease. In diabetes, HF has multiple 
risk factors: hyperglycemia, insulin resistance, age, ischemic heart disease, high 
blood pressure, left ventricular hypertrophy, diffuse, accelerated and severe 
atherosclerosis. Even in the absence of CAD, microvascular complications, arterial 
thickening and fibrosis, endothelial and vasomotor dysfunction, increase the risk 
of HF. The risk of HF is 2–4 times higher in men and five times higher in women 
compared to those without diabetes, according to Framingham Heart Study [5, 16].

The presence of DM in those hospitalized for HF worsens the prognosis, 
prolongs hospitalization, and increases the number of hospitalizations and 
the risk of death. In stable forms of HF, T2DM is an independent predictor of 
hospitalization and mortality, regardless of the ejection fraction [26]. Patients with 
T2DM have a 2.5-fold increased risk of developing HF and a 75% higher risk of CV 
mortality or hospitalization for HF than those without DM [27].

HF with preserved ejection fraction (HFpEF) is a frequent phenotype in T2DM 
and is related to an important risk of morbidity and mortality than those without 
diabetes, with multiple comorbidities, reduced exercise capacity, increased markers 
of inflammation, fibrosis, endothelial dysfunction, congestion, increased left 
ventricular pressure [28].

At similar ejection fraction values, patients with T2DM have a higher NYHA 
functional class, and more expressed symptoms than those without diabetes. Left 
ventricular (LV) diastolic dysfunction can be detected in approximately 75% of 
patients with T2DM, even in the early stages. The degree of hyperglycemia and its 
duration correlate with LV diastolic dysfunction’s severity, with the increased risk of 
HF and CV mortality [16].

A retrospective cohort study that included 208,792 adults with diabetes has 
analyzed the impact of varying combinations of heart disease, stroke, moderate 
chronic kidney disease (CKD) on mortality, over a median follow-up of 8.5 years 
[29]. The effect of heart diseases, stroke, CKD, and the combination of these 
conditions on all-cause mortality has been found to be independent and cumulative. 
The mortality risks were 1.75 times, 2.63 times, and 3.58 times greater for patients 
with one, two, and all three above mentioned conditions, and life expectancy for 
a 40-year-old with one, two, and three conditions was reduced with 20, 25, and 
30 years for men and 25, 30, and 35 years, respectively, for women, compared with 
patients without these diseases [29].

Diabetes is the most known cause of CKD, and end-stage renal disease, more than 
50% of people with DM are likely to develop CKD. CKD, especially severe CKD, has a 
significant impact on life expectancy and mortality risk in patients with diabetes. The 
risk of CV death increases as renal function declines (eGFR <60 ml/min/1.73 m2 and/or 
ACR (albumin-creatinine ratio) ≥10 mg/g) [30]. Rates of HF are approximately 3-times 
higher in patients with eGFR <60 ml/min/1.7 m2 [31].

The CardioRenal Metabolic Syndrome (CaReMe) has been introduced as 
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coronary heart disease, valvulopathies, or other FRCV, in patients with diabetes, 
especially with long-term diabetes and poor control.” Fibrosis, stiffness, and 
cardiac hypertrophy are basic changes, which are initially associated with diastolic 
dysfunction, LV hypertrophy and reduced compliance with preserving the ejection 
fraction, later evolving into systolic dysfunction clinically manifest HF [16, 33]. 
As risk factors of diabetic cardiomyopathy, hyperglycemia, dyslipidemia, altered 
energy metabolism, dysregulated insulin signaling, inflammation, endoplasmic 
reticular stress, mitochondrial dysfunction, oxidative stress and accumulation of 
advanced glycation end-products (AGEs) and activation of the renin-angiotensin-
aldosterone system (RAAS) are described [33].

4. Hyperglycemia and CVD relationship

Compared with individuals without diabetes, patients with T2DM are 
disproportionately affected by CVD morbidity and mortality. Most of this excess 
risk is associated with an increased prevalence of risk factors such as hypertension, 
dyslipidemia, and obesity in these patients. However, hyperglycemia, as a distinct 
characteristic of DM, appears to be an independent risk factor for all-cause and 
CVD mortality independent of other modifiable CVD risk factors:

• Increased HbA1c is associated with coronary heart disease [34],

• Long-term intraindividual variability of HbA1c or basal blood glucose 
is associated with micro-and macro-vascular complications and with an 
increased risk of important adverse CV events [35–37],

• 24-hour glycemic variability, greater than 35.9 mg/dl, is independently 
associated with an increased risk of left ventricular diastolic dysfunction, even 
in asymptomatic patients and with a preserved ejection fraction (odds ratio: 
3.67; p < 0.05) [38],

• Basal glycemia >126 mg/dl was associated with a risk of fatal/non-fatal coronary 
heart disease, fatal/non-fatal stroke of 39% in women and 48% in men [39],

• Each 1-point increase in HbA1c is associated with an 8% increase in the risk of 
HF and a 36% increased risk for HF hospitalization [16, 39],

• The onset of diabetes in young people and the long duration of diabetes, are 
associated with an increased risk of mortality, mainly CV, due to ischemic 
disease and stroke [40, 41],

• The risk of coronary artery disease increases in diabetic patients by 11% for 
each 1% increment in HbA1c greater than 6.5%. In adults with diabetes, but 
without baseline CVD, an HbA1c of 9% is correlated with an increased risk of 
myocardial infarction or acute coronary syndrome (odds ratio [OR] = 1.18), 
stroke (OR = 1.29) and heart failure (OR = 1.37) [42],

• Severe hypoglycemia is linked with an increased risk of recurrence (especially 
in T1DM) and an increased risk of CV events, including death. In the Veteran 
Affairs Diabetes Trial, severe hypoglycemia was associated in the following 
3 months with CV events (HR = 1.9; p = 0.03), CV mortality (HR = 3.7; 
p = 0.01) and mortality of any cause (HR = 2.4; p = 0.02) [43].
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5. Therapeutic approach

The major objectives of clinical management in T2DM are preventing or 
delaying chronic complications, increasing life expectancy, and quality. The basic 
principle of clinical management is the “patient-centred” approach, respectively, 
the intervention’s individualisation [19]. The significant reduction of cardiovascular 
morbidity/mortality implies a multifactorial approach, addressed simultaneously 
to all CV risk factors. The 7.8-year STENO-2 study, which included patients with 
T2DM with increased CV risk (microalbuminuria), showed that the multifactorial 
approach significantly reduced mortality from any cause (20% reduction in 
absolute risk), 13% in CV mortality and 29% in the absolute risk of CV events 
[44, 45]. The 21-year assessment showed that life expectancy was extended by 
eight years in the intensive care group, and the relative risk of HF was reduced by 
76% [45]. Analysis of data from an extensive registry has shown that in people 
with T2DM, simultaneous control of major CV risk factors (blood glucose, 
blood pressure, cholesterol and lifestyle, no smoking), can reduce over 60% of 
cardiovascular and coronary atherosclerotic events [46]. Patients with diabetes who 
have five risk-factor variables within the target ranges (HbA1c, LDL-cholesterol, 
blood pressure, no albuminuria and no smoking) seem to have lower or no excess 
risk of overall death or myocardial infarction and/or stroke, as similar to the 
general population, as shown in a study that included 271,174 patients with T2DM 
registered in the Swedish National Diabetes Register [47].

5.1 Specific therapeutic targets

The specific targets of clinical management are presented in Table 1.

5.2 Lifestyle optimization

Lifestyle interventions addressed to optimize nutrition, increase physical 
activity, control body weight, stop smoking, are the cornerstone for T2DM therapy, 
for both glycemic and other CV risk factors [19, 50]. In terms of CV risk control, 
lifestyle management aims to, and it is proven to achieve [51]:

• Control of body weight and improvements of obesity-related complications,

• Improvement of glycemic control,

• Lowering of blood pressure,

• Improvement of the lipid profile

• Improvement of fitness, well-being and mental health.

Although the Look AHEAD (Action for Health in Diabetes) study did not show.
that intensive lifestyle optimization reduces CV events in people with diabetes 

and obesity, it showed significant control of CV risk factors, with fewer medication 
requirements and long-term weight loss maintenance (4.7% at eight years) [52].

5.2.1 Medical nutrition therapy

Medical nutrition therapy is based on healthy eating principles. Its goals are to 
promote and support healthful eating patterns, with various nutrient-dense foods 
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delaying chronic complications, increasing life expectancy, and quality. The basic 
principle of clinical management is the “patient-centred” approach, respectively, 
the intervention’s individualisation [19]. The significant reduction of cardiovascular 
morbidity/mortality implies a multifactorial approach, addressed simultaneously 
to all CV risk factors. The 7.8-year STENO-2 study, which included patients with 
T2DM with increased CV risk (microalbuminuria), showed that the multifactorial 
approach significantly reduced mortality from any cause (20% reduction in 
absolute risk), 13% in CV mortality and 29% in the absolute risk of CV events 
[44, 45]. The 21-year assessment showed that life expectancy was extended by 
eight years in the intensive care group, and the relative risk of HF was reduced by 
76% [45]. Analysis of data from an extensive registry has shown that in people 
with T2DM, simultaneous control of major CV risk factors (blood glucose, 
blood pressure, cholesterol and lifestyle, no smoking), can reduce over 60% of 
cardiovascular and coronary atherosclerotic events [46]. Patients with diabetes who 
have five risk-factor variables within the target ranges (HbA1c, LDL-cholesterol, 
blood pressure, no albuminuria and no smoking) seem to have lower or no excess 
risk of overall death or myocardial infarction and/or stroke, as similar to the 
general population, as shown in a study that included 271,174 patients with T2DM 
registered in the Swedish National Diabetes Register [47].

5.1 Specific therapeutic targets

The specific targets of clinical management are presented in Table 1.

5.2 Lifestyle optimization

Lifestyle interventions addressed to optimize nutrition, increase physical 
activity, control body weight, stop smoking, are the cornerstone for T2DM therapy, 
for both glycemic and other CV risk factors [19, 50]. In terms of CV risk control, 
lifestyle management aims to, and it is proven to achieve [51]:

• Control of body weight and improvements of obesity-related complications,

• Improvement of glycemic control,

• Lowering of blood pressure,

• Improvement of the lipid profile

• Improvement of fitness, well-being and mental health.

Although the Look AHEAD (Action for Health in Diabetes) study did not show.
that intensive lifestyle optimization reduces CV events in people with diabetes 

and obesity, it showed significant control of CV risk factors, with fewer medication 
requirements and long-term weight loss maintenance (4.7% at eight years) [52].

5.2.1 Medical nutrition therapy

Medical nutrition therapy is based on healthy eating principles. Its goals are to 
promote and support healthful eating patterns, with various nutrient-dense foods 
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in appropriate portion sizes. To ensure adherence and effectiveness, nutritional 
interventions should be individualized by meeting individual’s needs, personal and 
cultural preferences, access to healthy foods, the pleasure of eating, and providing 
practical tools to implement the recommendations [50].

Dietary interventions can reduce HbA1c with up to 2% [50]. Caloric intake 
should be adapted to maintain body weight control. General recommendations are to 
avoid saturated lipids and foods with a high glycemic index. The Mediterranean diet, 
the DASH diet (Dietary Approaches to Stop Hypertension), plant-based diets, are 
recommended for their proven benefits. Carbohydrates should come from foods rich 
in fibers: vegetables, legumes, whole grains, fruits. Lipids should be mainly mono- 
and polyunsaturated and omega-3. Supplementation with minerals or vitamins is 
only recommended in case of deficiency. Hydration is important, with the selection 
of non-caloric drinks. Consumption of alcohol in moderate amounts is acceptable, 
but special attention should be paid to the risk of hypoglycemia, hyperglycemia and 
additional caloric intake. Sodium intake should be <2,300 mg/day [50].

Risk factors Therapeutic targets

HbA1c [19] < 7% (53 mmol/mol), for most patients
< 6,5% (48 mmol/mol), if the target can be achieved without hypoglycemia† 
(usually younger patients, short duration of diabetes, longer life expectancy, no 
complications)
< 8% (64 mmol/mol), for patients with long-standing diabetes, complex 
glucose-lowering treatment including insulin, history of severe hypoglycemia, 
limited life expectancy, advanced microvascular or macrovascular, multiple 
complications and comorbidities

Fasting glycemia, 
postprandial glycemia, 
glycemic variability 
[19]

• Fasting/pre-meal glycemia = 80–130 mg/dl

• Postprandial glycemia (1–2 hours) < 180 mg/dl

• Reduced glycemic variability (< 36%)

• Avoidance of hypoglycemia:
> 70% time in range (70–180 mg/dL/3.9–10.0 mmol/L)
< 4% glucose range below 70 mg (3.9 mmol/L)

Blood pressure [18, 19] < 130/80 mmHg (≥ 65 years = 130–139/70–79 mmHg)

Lipids [12] • LDL-cholesterol:
< 100 mg/dl - moderate CV risk
< 70 mg/dl and > 50% reduction - high CV risk
< 55 mg/dl and > 50% reduction – very high CV risk

• Non-HDL-col <85 mg/dl in patients at very high CVR, and < 100 mg/dl in 
those at high CVR

• HDL-cholesterol >40 mg/dl in men and > 45 mg/dl in women *

• Triglycerides <150 mg/dl *

Body weight [19] > 5–10% weight loss and

• long term weight loss maintenance

Lifestyle [19] • Physical activity

• Healthy nutrition, caloric adjusted

• No smoking

• No/moderate alcohol intake

†Glucose range below 70 mg/dl in less then 4% of the measurements determined by continuous glucose monitoring or 
ambulatory glycemic profile per day [19, 49].
*Not a goal but indicates a lower risk.

Table 1. 
Therapeutic targets in T2DM (adapted by [12, 19, 48, 49]).
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5.2.2 Physical activity

Most patients’ recommended physical activity is at least 150 minutes/week, 
at least three times/week, moderate/high intensity, aerobic, 2–3 sessions/week of 
endurance and flexibility exercises. Reducing the time spent in sedentary lifestyle is 
also an important recommendation [50].

5.3 Pharmacotherapy

5.3.1 Pharmacotherapy of hyperglycemia

The pharmacotherapy of hyperglycemia should be patient-centred, addressed 
to reduce glycemia and the overall CVR [53]. Metformin remains the first step of 
the treatment. It is initiated simultaneously with lifestyle optimization, from the 
diagnosis, and is continued throughout the treatment, associated with the other 
therapeutic classes. It is stopped in case of intolerance and at an eGFR <30 mL/
min/1.73 m2. For patients with established ASCVD or indicators of high ASCVD 
risk, established kidney disease, or heart failure, the guidelines recommend the 
medication with demonstrated CVD benefit, independent of the HbA1c value: 
SGLT-2 inhibitor (sodium-glucose cotransporter 2 inhibitor – empagliflozin, 
canagliflozin, dapagliflozin) or GLP-1RA (glucagon-like peptide 1 receptor ago-
nist – semaglutide, liraglutide, dulaglutide, long-acting exenatide, lixisenatide) 
(Table 2) [12, 19, 53–59].

For patients without the conditions mentioned above, a second or third agent’s 
choice as an add-on to metformin is based on CV safety, the effect on body weight, 
and avoidance of hypoglycemia. Sulfonylureas have controversial CV effects. To 
date, the ADVANCE study (Action in Diabetes and Vascular Disease: Preterax 

GLP-1 RA/Study

MACE CV mortality hHF Renal effects

Liraglutide
(LEADER) [54]

HR = 0.87 
(0.78–0.97)

HR = 0.78 
(0.66–0.93)

NS HR = 0.78 
(0.67–0.92)

Semaglutide
(SUSTAIN) [55]

HR = 0.74 
(0.58–0.95) *

NS NS HR = 0.64 
(0.46–0.88)

Dulaglutide
(REWIND) [56]

HR = 0·88 
(0·79–0·99)

NS NS HR = 0·85 
(0·77–0·93)

SGLT2-inh/Study

Empagliflozin
(EMPAREG-
OUTCOME)
[57]

HR = 0.86 
(0.74–0.99)

HR = 0.62 
(0.49–0.77)

HR = 0.65 
(0.50–0.85)

HR = 0.61 
(0.53–0.70)

Canagliflozin
(CANVAS) [58]

HR = 0.86 
(0.75–0.97)

HR = 0.78 
(0.67–0.91)

(CV mortality 
and hHF)

HR = 0.67 
(0.52–0.87)

HR = 0.60 
(0.47–0.77)

Dapagliflozin
(DECLARE-TIMI 
58) [59]

NS HR = 0.83 
(0.73–0.95)

(CV mortality 
and hHF)

HR = 0.73 
(0.61–0.88)

HR = 0.53 
(0.43–0.66)

Table 2. 
Antihyperglycemic agents with proven CVD/CKD/hHF benefits [12, 19, 53–59].
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in appropriate portion sizes. To ensure adherence and effectiveness, nutritional 
interventions should be individualized by meeting individual’s needs, personal and 
cultural preferences, access to healthy foods, the pleasure of eating, and providing 
practical tools to implement the recommendations [50].

Dietary interventions can reduce HbA1c with up to 2% [50]. Caloric intake 
should be adapted to maintain body weight control. General recommendations are to 
avoid saturated lipids and foods with a high glycemic index. The Mediterranean diet, 
the DASH diet (Dietary Approaches to Stop Hypertension), plant-based diets, are 
recommended for their proven benefits. Carbohydrates should come from foods rich 
in fibers: vegetables, legumes, whole grains, fruits. Lipids should be mainly mono- 
and polyunsaturated and omega-3. Supplementation with minerals or vitamins is 
only recommended in case of deficiency. Hydration is important, with the selection 
of non-caloric drinks. Consumption of alcohol in moderate amounts is acceptable, 
but special attention should be paid to the risk of hypoglycemia, hyperglycemia and 
additional caloric intake. Sodium intake should be <2,300 mg/day [50].

Risk factors Therapeutic targets

HbA1c [19] < 7% (53 mmol/mol), for most patients
< 6,5% (48 mmol/mol), if the target can be achieved without hypoglycemia† 
(usually younger patients, short duration of diabetes, longer life expectancy, no 
complications)
< 8% (64 mmol/mol), for patients with long-standing diabetes, complex 
glucose-lowering treatment including insulin, history of severe hypoglycemia, 
limited life expectancy, advanced microvascular or macrovascular, multiple 
complications and comorbidities

Fasting glycemia, 
postprandial glycemia, 
glycemic variability 
[19]

• Fasting/pre-meal glycemia = 80–130 mg/dl

• Postprandial glycemia (1–2 hours) < 180 mg/dl

• Reduced glycemic variability (< 36%)

• Avoidance of hypoglycemia:
> 70% time in range (70–180 mg/dL/3.9–10.0 mmol/L)
< 4% glucose range below 70 mg (3.9 mmol/L)

Blood pressure [18, 19] < 130/80 mmHg (≥ 65 years = 130–139/70–79 mmHg)

Lipids [12] • LDL-cholesterol:
< 100 mg/dl - moderate CV risk
< 70 mg/dl and > 50% reduction - high CV risk
< 55 mg/dl and > 50% reduction – very high CV risk

• Non-HDL-col <85 mg/dl in patients at very high CVR, and < 100 mg/dl in 
those at high CVR

• HDL-cholesterol >40 mg/dl in men and > 45 mg/dl in women *

• Triglycerides <150 mg/dl *

Body weight [19] > 5–10% weight loss and

• long term weight loss maintenance

Lifestyle [19] • Physical activity

• Healthy nutrition, caloric adjusted

• No smoking

• No/moderate alcohol intake

†Glucose range below 70 mg/dl in less then 4% of the measurements determined by continuous glucose monitoring or 
ambulatory glycemic profile per day [19, 49].
*Not a goal but indicates a lower risk.

Table 1. 
Therapeutic targets in T2DM (adapted by [12, 19, 48, 49]).
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5.2.2 Physical activity

Most patients’ recommended physical activity is at least 150 minutes/week, 
at least three times/week, moderate/high intensity, aerobic, 2–3 sessions/week of 
endurance and flexibility exercises. Reducing the time spent in sedentary lifestyle is 
also an important recommendation [50].

5.3 Pharmacotherapy

5.3.1 Pharmacotherapy of hyperglycemia

The pharmacotherapy of hyperglycemia should be patient-centred, addressed 
to reduce glycemia and the overall CVR [53]. Metformin remains the first step of 
the treatment. It is initiated simultaneously with lifestyle optimization, from the 
diagnosis, and is continued throughout the treatment, associated with the other 
therapeutic classes. It is stopped in case of intolerance and at an eGFR <30 mL/
min/1.73 m2. For patients with established ASCVD or indicators of high ASCVD 
risk, established kidney disease, or heart failure, the guidelines recommend the 
medication with demonstrated CVD benefit, independent of the HbA1c value: 
SGLT-2 inhibitor (sodium-glucose cotransporter 2 inhibitor – empagliflozin, 
canagliflozin, dapagliflozin) or GLP-1RA (glucagon-like peptide 1 receptor ago-
nist – semaglutide, liraglutide, dulaglutide, long-acting exenatide, lixisenatide) 
(Table 2) [12, 19, 53–59].

For patients without the conditions mentioned above, a second or third agent’s 
choice as an add-on to metformin is based on CV safety, the effect on body weight, 
and avoidance of hypoglycemia. Sulfonylureas have controversial CV effects. To 
date, the ADVANCE study (Action in Diabetes and Vascular Disease: Preterax 

GLP-1 RA/Study

MACE CV mortality hHF Renal effects

Liraglutide
(LEADER) [54]

HR = 0.87 
(0.78–0.97)

HR = 0.78 
(0.66–0.93)

NS HR = 0.78 
(0.67–0.92)

Semaglutide
(SUSTAIN) [55]

HR = 0.74 
(0.58–0.95) *

NS NS HR = 0.64 
(0.46–0.88)

Dulaglutide
(REWIND) [56]

HR = 0·88 
(0·79–0·99)

NS NS HR = 0·85 
(0·77–0·93)

SGLT2-inh/Study

Empagliflozin
(EMPAREG-
OUTCOME)
[57]

HR = 0.86 
(0.74–0.99)

HR = 0.62 
(0.49–0.77)

HR = 0.65 
(0.50–0.85)

HR = 0.61 
(0.53–0.70)

Canagliflozin
(CANVAS) [58]

HR = 0.86 
(0.75–0.97)

HR = 0.78 
(0.67–0.91)

(CV mortality 
and hHF)

HR = 0.67 
(0.52–0.87)

HR = 0.60 
(0.47–0.77)

Dapagliflozin
(DECLARE-TIMI 
58) [59]

NS HR = 0.83 
(0.73–0.95)

(CV mortality 
and hHF)

HR = 0.73 
(0.61–0.88)

HR = 0.53 
(0.43–0.66)

Table 2. 
Antihyperglycemic agents with proven CVD/CKD/hHF benefits [12, 19, 53–59].
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and Diamicron MR Controlled Evaluation) is the only one that has shown that 
gliclazide is CV neutral and has beneficial effects in reducing kidney disease [60]. 
The PROactive study (PROspective pioglitAzone Clinical Trial In macroVascular 
Events) which included patients with T2DM treated with pioglitazone in second-
ary prevention, demonstrated benefits of reducing events (myocardial infarction, 
stroke), but also increased risk for heart failure [61]. DPP-IV-inhibitors (dipeptidyl 
peptidase IV), are CV safe, body weight neutral, and with low risk for hypogly-
cemia. Insulin therapy is initiated at HbA1c values above 10%, or in the presence 
of symptoms of hyperglycemia. New generations of basal insulin analogues are 
recommended, preferably in association with GLP-1 RA [53].

Mention: only the statistically significant results are included in the table; 
HR-hazard ratio; NS-non statistically significant; MACE-major adverse cardiovas-
cular events: CV mortality, non-fatal myocardial infarction and non-fatal stroke; 
hHF- hospitalization for heart failure; Renal effects: new or worsening nephropathy 
(persistent macroalbuminuria, persistent doubling of the serum creatinine level 
and a creatinine clearance of less than 45 ml per minute per 1.73 m2 of body-surface 
area, or the need for continuous renal-replacement therapy); LEADER- Liraglutide 
Effect and Action in Diabetes: Evaluation of Cardiovascular Outcome Results; 
SUSTAIN-Efficacy and Safety of Semaglutide Once-weekly Versus Placebo in Drug-
naïve Subjects With Type 2 Diabetes; EXSCEL- Exenatide Study of Cardiovascular 
Event Lowering Trial; EMPA-REG-OUTCOME-The Empagliflozin Cardiovascular 
Outcome Event Trial in Type 2 Diabetes Mellitus Patients–Removing Excess 
Glucose; CANVAS- Canagliflozin Cardiovascular Assessment Study; DECLARE-
TIMI 58-Dapagliflozin Effect on Cardiovascular Events–Thrombolysis in 
Myocardial Infarction 58.

Unfortunately, the Exenatide Study of Cardiovascular Event Lowering 
(EXSCEL) was unable to demonstrate that once-weekly exenatide can achieve a 
statistically significant reduction in the incidence of major adverse cardiovascular 
events, compare to placebo [62].

DAPA-HF study (“Dapagliflozin and Prevention of Adverse Outcomes in 
Heart Failure”), which included patients with heart failure (ejection fraction 
<40% and NYHA class II-IV or symptoms) has demonstrated, after a median of 
18.2 months of treatment with dapagliflozin vs. placebo, a significant reduction 
(HR = 0.74) of the primary composite outcome (worsening heart failure or death 
from cardiovascular causes) and the secondary outcomes (cardiovascular death or 
heart-failure hospitalization) (HR = 0.75) [63]. A similar design has been used in 
EMPEROR-Reduced trial (Empagliflozin Outcome Trial in Patients with Chronic 
Heart Failure and a Reduced Ejection Fraction). Compare to placebo, empagliflozin 
has significantly reduced the primary composite outcome of death from 
cardiovascular causes or hospitalization for HF (HR = 0.75) and the total number of 
hospitalizations for heart failure (HR = 0.70) [64].

5.3.2 Pharmacotherapy of hypertension

At a systolic blood pressure ≥ 140 mmHg and/or diastolic blood 
pressure ≥ 90 mmHg, drug therapy is necessary in combination with non-
pharmacological treatment [12, 19]. An association of antihypertensive classes is 
often needed, with a renin-angiotensin-aldosterone system (RAAS) blocker, and a 
calcium channel blocker or diuretic. A RAAS blocker is recommended particularly 
in the presence of microalbuminuria, albuminuria, proteinuria, or LV hypertrophy. 
Dual therapy is recommended as first-line treatment, with a combination of a 
RAAS blocker with a calcium channel blocker or thiazide/thiazide-like diuretic. 
It is recommended that at least one antihypertensive drug to be administered 
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in the evening [12]. In the case of resistant hypertension, if therapeutic targets 
are not met with three classes of antihypertensive drugs (including a diuretic), 
a mineralocorticoid receptor antagonist (spironolactone) is added. Fixed 
combinations are preferred to increase adherence [12, 19].

5.3.3 Pharmacotherapy of dyslipidemia

LDL-cholesterol is the first therapeutic target. Depending on the risk class, 
statins are used in moderate doses (Atorvastatin 10–20 mg, Rosuvastatin 5–10 mg, 
Simvastatin 20–40 mg) or high doses (Atorvastatin 40–80 mg, Rosuvastatin 
20–40 mg) [12, 19, 48]. If LDL-C target is not reached, ezetimibe or PCSK9 
inhibitors (evolocumab or alirocumab) are added. In the presence of atherogenic 
dyslipidemia (persistent triglycerides >200 mg/dl), the fenofibrate can be added 
to statin. The lipid arm of ACCORD study showed a further 31% reduction in CV 
events’ relative risk in this combination. Omega-3 fatty acids can further reduce 
the level of triglycerides in a dose of >2 g/day. The “Reduction of Cardiovascular 
Events with EPA-Intervention Trial (REDUCE-IT) study”, showed that 2 grams 
icosapent ethyl (EPA), administered twice daily, was associated with 25% relative 
risk reduction (P < 0.001) in major adverse CV events (MACE), compared to 
placebo [65].

5.3.4 Antithrombotic/anticoagulant pharmacotherapy

If there is no contraindication, in individuals with T2DM over the age of 50, 
at high/very high CV risk, in the presence of the family history of premature 
atherosclerotic disease, hypertension, dyslipidemia, smoking, chronic kidney 
disease, aspirin (75–100 mg/day) may be considered in primary prevention. Aspirin 
(75–162 mg/day), or clopidogrel (75 mg/day) are recommended for secondary 
prevention. Dual antiplatelet therapy (low-dose aspirin and P2Y12 inhibitors: 
ticagrelor, clopidogrel, prasugrel) is recommended after an acute coronary 
syndrome, for a period of one year, possibly with benefits and longer use [12, 19].

Rivaroxaban 2.5 mg administered twice daily in combination with 100 mg 
aspirin, in T2DM patients with stable atherosclerotic vascular disease, has been 
shown to significantly reduce the primary outcome of CV death, stroke, myocardial 
infarction and major adverse limb events including amputation, but with more 
major bleeding events than those assigned to aspirin alone [66, 67].

5.3.5 Surgical procedures

a. Bariatric surgery is associated with the most important and sustained weight 
loss, with significant improvements in CV risk factors, including remission of 
T2DM, cardiac functional parameters and coronary events. The criteria for 
recommending bariatric surgery in people with T2DM are [68, 69]:

• BMI ≥ 40 kg/m2

• BMI = 35.0–39.9 kg/m2 if long-term weight loss and improvement of 
comorbidities by non-surgical methods could not be achieved

• BMI = 30.0–34.9 kg/m2 in certain situations [69]

b. Myocardial revascularization strategies, either percutaneous coronary inter-
vention (PCI) with drug-eluting stents (DES), preferably the newer-generation 
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and Diamicron MR Controlled Evaluation) is the only one that has shown that 
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The PROactive study (PROspective pioglitAzone Clinical Trial In macroVascular 
Events) which included patients with T2DM treated with pioglitazone in second-
ary prevention, demonstrated benefits of reducing events (myocardial infarction, 
stroke), but also increased risk for heart failure [61]. DPP-IV-inhibitors (dipeptidyl 
peptidase IV), are CV safe, body weight neutral, and with low risk for hypogly-
cemia. Insulin therapy is initiated at HbA1c values above 10%, or in the presence 
of symptoms of hyperglycemia. New generations of basal insulin analogues are 
recommended, preferably in association with GLP-1 RA [53].
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Glucose; CANVAS- Canagliflozin Cardiovascular Assessment Study; DECLARE-
TIMI 58-Dapagliflozin Effect on Cardiovascular Events–Thrombolysis in 
Myocardial Infarction 58.

Unfortunately, the Exenatide Study of Cardiovascular Event Lowering 
(EXSCEL) was unable to demonstrate that once-weekly exenatide can achieve a 
statistically significant reduction in the incidence of major adverse cardiovascular 
events, compare to placebo [62].

DAPA-HF study (“Dapagliflozin and Prevention of Adverse Outcomes in 
Heart Failure”), which included patients with heart failure (ejection fraction 
<40% and NYHA class II-IV or symptoms) has demonstrated, after a median of 
18.2 months of treatment with dapagliflozin vs. placebo, a significant reduction 
(HR = 0.74) of the primary composite outcome (worsening heart failure or death 
from cardiovascular causes) and the secondary outcomes (cardiovascular death or 
heart-failure hospitalization) (HR = 0.75) [63]. A similar design has been used in 
EMPEROR-Reduced trial (Empagliflozin Outcome Trial in Patients with Chronic 
Heart Failure and a Reduced Ejection Fraction). Compare to placebo, empagliflozin 
has significantly reduced the primary composite outcome of death from 
cardiovascular causes or hospitalization for HF (HR = 0.75) and the total number of 
hospitalizations for heart failure (HR = 0.70) [64].

5.3.2 Pharmacotherapy of hypertension

At a systolic blood pressure ≥ 140 mmHg and/or diastolic blood 
pressure ≥ 90 mmHg, drug therapy is necessary in combination with non-
pharmacological treatment [12, 19]. An association of antihypertensive classes is 
often needed, with a renin-angiotensin-aldosterone system (RAAS) blocker, and a 
calcium channel blocker or diuretic. A RAAS blocker is recommended particularly 
in the presence of microalbuminuria, albuminuria, proteinuria, or LV hypertrophy. 
Dual therapy is recommended as first-line treatment, with a combination of a 
RAAS blocker with a calcium channel blocker or thiazide/thiazide-like diuretic. 
It is recommended that at least one antihypertensive drug to be administered 
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in the evening [12]. In the case of resistant hypertension, if therapeutic targets 
are not met with three classes of antihypertensive drugs (including a diuretic), 
a mineralocorticoid receptor antagonist (spironolactone) is added. Fixed 
combinations are preferred to increase adherence [12, 19].

5.3.3 Pharmacotherapy of dyslipidemia

LDL-cholesterol is the first therapeutic target. Depending on the risk class, 
statins are used in moderate doses (Atorvastatin 10–20 mg, Rosuvastatin 5–10 mg, 
Simvastatin 20–40 mg) or high doses (Atorvastatin 40–80 mg, Rosuvastatin 
20–40 mg) [12, 19, 48]. If LDL-C target is not reached, ezetimibe or PCSK9 
inhibitors (evolocumab or alirocumab) are added. In the presence of atherogenic 
dyslipidemia (persistent triglycerides >200 mg/dl), the fenofibrate can be added 
to statin. The lipid arm of ACCORD study showed a further 31% reduction in CV 
events’ relative risk in this combination. Omega-3 fatty acids can further reduce 
the level of triglycerides in a dose of >2 g/day. The “Reduction of Cardiovascular 
Events with EPA-Intervention Trial (REDUCE-IT) study”, showed that 2 grams 
icosapent ethyl (EPA), administered twice daily, was associated with 25% relative 
risk reduction (P < 0.001) in major adverse CV events (MACE), compared to 
placebo [65].

5.3.4 Antithrombotic/anticoagulant pharmacotherapy

If there is no contraindication, in individuals with T2DM over the age of 50, 
at high/very high CV risk, in the presence of the family history of premature 
atherosclerotic disease, hypertension, dyslipidemia, smoking, chronic kidney 
disease, aspirin (75–100 mg/day) may be considered in primary prevention. Aspirin 
(75–162 mg/day), or clopidogrel (75 mg/day) are recommended for secondary 
prevention. Dual antiplatelet therapy (low-dose aspirin and P2Y12 inhibitors: 
ticagrelor, clopidogrel, prasugrel) is recommended after an acute coronary 
syndrome, for a period of one year, possibly with benefits and longer use [12, 19].

Rivaroxaban 2.5 mg administered twice daily in combination with 100 mg 
aspirin, in T2DM patients with stable atherosclerotic vascular disease, has been 
shown to significantly reduce the primary outcome of CV death, stroke, myocardial 
infarction and major adverse limb events including amputation, but with more 
major bleeding events than those assigned to aspirin alone [66, 67].

5.3.5 Surgical procedures

a. Bariatric surgery is associated with the most important and sustained weight 
loss, with significant improvements in CV risk factors, including remission of 
T2DM, cardiac functional parameters and coronary events. The criteria for 
recommending bariatric surgery in people with T2DM are [68, 69]:

• BMI ≥ 40 kg/m2

• BMI = 35.0–39.9 kg/m2 if long-term weight loss and improvement of 
comorbidities by non-surgical methods could not be achieved

• BMI = 30.0–34.9 kg/m2 in certain situations [69]

b. Myocardial revascularization strategies, either percutaneous coronary inter-
vention (PCI) with drug-eluting stents (DES), preferably the newer-generation 
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everolimus-eluting stents, or coronary artery bypass graft surgery (CABG), 
are strongly recommended in patients with T2DM. Based on the coronary 
anatomy complexity, PCI may represent an alternative to CABG for lower 
complexity, while CABG is recommended for intermediate-to-high anatomical 
 complexity [19].

6. Conclusions

T2DM is a major cardiovascular risk factor. CVD is frequent, associated with 
high mortality.

The clinical management of T2DM must be early, multifactorial, intensive, and 
patient-centred. Lifestyle intervention and a combination of several classes of drugs 
should be addressed to all cardiovascular risk factors.
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Chapter 12

Type 2 Diabetes Mellitus: 
Cardiovascular Autonomic 
Neuropathy and Heart Rate 
Variability
Sultana Ferdousi and Phurpa Gyeltshen

Abstract

Type 2 Diabetes Mellitus is associated with both macro- and microvascular 
complications. One among the latter, is cardiovascular autonomic neuropathy 
(CAN). CAN is attributed to cardiac arrhythmias and sudden death. Underlying 
pathogenesis of cardiac autonomic neuropathy is chronic hyperglycemia induced 
oxidative stress causing neuronal necrosis, apoptosis and death, leading to the 
sympathetic and parasympathetic nerve dysfunction. The balance between 
sympathetic and parasympathetic nervous system is reflected by heart rate vari-
ability (HRV). HRV describes “the variations of both instantaneous heart rate and 
R-R intervals which in turn reflects the cardiac autonomic nervous control”. HRV 
measured at rest is a marker of autonomic nerve function status. Thus, HRV test is 
recommended to diagnose diabetic CAN. Time domain parameters predominantly 
reflect overall autonomic activity and parasympathetic nervous system (PNS) 
modulations. Frequency domain parameters either reflect, sympathetic nervous 
system (SNS) activity, PNS activity, or the balance between the two activities. 
Nonlinear HRV indices marks PNS influences, SNS influences and sympatho-vagal 
balance. Almost all these HRV parameters are remarkably reduced in T2DM due 
to cardiac autonomic dysfunction. HRV is an important simple and noninvasive 
diagnostic tool to detect CAN.

Keywords: type 2 diabetes mellitus, oxidative stress, heart rate variability,  
cardiac autonomic neuropathy, time domain, frequency domain

1. Introduction

Diabetes mellitus “is a group of metabolic diseases characterized by hyper-
glycemia resulting from defects in insulin secretion, insulin action, or both” [1]. 
World Health Organization (WHO) estimated that about 422 million of global 
population were suffering from diabetes mellitus in 2014 [2]. This number is 
estimated to have reached to more than 500 million in 2018 [3]. From the total 
diabetes mellitus population, 90–95% belongs to T2DM categorey [4].

T2DM is associated with both acute and chronic complications: microvascular 
and macrovascular complications [5]. Diabetic autonomic neuropathy (DAN) is 
one of the microvascular complications [6]. DAN causes autonomic dysfunction 
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of many organs and cardiovascular autonomic dysfunction due to diabetic CAN 
is the most life-threatening condition [7]. Thus, CAN has been found associated 
with cardiac arrhythmias, silent myocardial infarction and sudden deaths in T2DM 
patients [8]. CAN progresses through a prolonged subclinical to clinical form 
[7, 9]. Clinical CAN or late stage CAN occurs due to both parasympathetic and 
sympathetic denervation of heart and it may be manifested by resting tachycardia, 
orthostatic hypotension, exercise intolerance and silent myocardial ischemia. But 
subclinical or early stage CAN is characterized by predominant damage to the 
vagus nerve innervating the heart with subsequent upper hand in sympathetic 
drive resulting in resting cardiac autonomic balance characterized by resting tachy-
cardia [9]. However, sub-clinical CAN ensues largely from functional alteration of 
autonomic nerves and is considered a reversible disorder [10].

Reduced HRV is the earliest sign of subclinical CAN [11]. HRV refers to a varia-
tion of RR intervals in time [12, 13]. HRV measured at rest is a marker of autonomic 
balance as well as cardiac sympathetic and parasympathetic tonic activity [13]. 
HRV is assessed through time domain, frequency domain and nonlinear metrics of 
electrocardiogram (ECG) recording [13]. HRV is reduced in type 2 diabetic patients 
with CAN compared to those without CAN [14].

2. Autonomic nervous system regulation of cardiovascular functions

Autonomic nervous system (ANS), a portion of peripheral nervous system, has 
two subdivisions viz. sympathetic and parasympathetic nervous system. They are 
responsible for regulating the functions of almost organs of the body via visceral 
reflexes. Centrally, ANS activities or reflexes are integrated and controlled by 
hypothalamus, brain stem and spinal cord. Heart and blood vessels are innervated 
by sympathetic and parasympathetic nerve fibers. Thus, their functions are largely 
regulated by ANS apart from other regulating factors to adapt to different short-
term or long-term physiological/pathological changes of the internal environment 
of the body.

2.1 Regulation of cardiac functions

The main function of the heart is to pump blood into the closed circuit of 
circulation. The efficiency of this mechanical property of the heart depends on 
normal electrophysiology of the heart which per se depends on normal structural 
and functional integrity of sinus atrial node (SA node) and rest of the conducting 
system of the hear t. Autonomic nervous system plays crucial role in controlling 
both electrical and mechanical properties of the heart. However, the degree of 
influence of sympathetic and parasympathetic nerves on heart functions depends 
on their abundance of innervation in different parts of the heart.

Sympathetic nervous system via right and left cardiac nerves innervate atria 
and ventricles (including conducting system). Right cardiac nerve predominantly 
innervates SA node and it has more influence on heart rate (HR) and on the other 
hand left cardiac nerve predominantly controls myocardial contractility. Thus, the 
net effect of sympathetic stimulation is to increase HR, conduction velocity and 
strength of myocardial contractility. Parasympathetic nervous system through 
right and left vagus nerves innervate predominantly atrial muscle and very sparsely 
ventricular myocardium. Right vagus nerve primarily innervates the SA node and 
left vagus nerve innervates mainly atrio-ventricular node (AV node). Thus, the 
net effect of parasympathetic stimulation is to decrease HR and slightly decrease 
strength of heart contractility. Dynamic interaction occurs between sympathetic 
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and parasympathetic divisions. However, during rest, parasympathetic tone 
predominates over sympathetic tone. Therefore, resting HR is mainly controlled 
by the vagal nerve tone [15]. Hence, resting HR is a marker of vagal nerve function 
status [15].

2.2 Regulation of vascular functions

Arteries and veins are innervated only by sympathetic nerve fibers, whereas, 
capillaries do not have any autonomic nerve innervation. Thus, vasomotor tone of 
almost all blood vessels is mainly determined by sympathetic tone. Sympathetic 
stimulation causes vasoconstriction and vice versa. Parasympathetic nerve fibers do 
innervate some blood vessels of salivary glands, gastrointestinal glands and genital 
erectile tissues.

3. Diabetic autonomic neuropathy

DAN is quite common, yet remained mostly undiagnosed and micro-vascular 
complications of T2DM are affecting many organ systems (gastrointestinal, geni-
tourinary, cardiovascular) of the body [7]. However, CAN is clinically the most 
important form of DAN as it is associated with life-threatening complications 
(arrhythmias, silent MI) and sudden death [9]. The underlying pathophysiology 
of DAN is still unclear; however, it has been attributed to chronic hyperglycemia 
induced oxidative stress and inflammation with subsequent neuronal injury and 
death [9, 16–19].

3.1 Hyperglycemia induced oxidative stress and inflammation

Oxidative stress and inflammation are interlinked, as one causes another and 
vice versa, and they occur even under normal physiological conditions. However, 
these two phenomena last for a brief period as they are suppressed by intrinsic 
negative feedback mechanisms; increased production of antioxidants and anti-
inflammatory cytokines [19]. But, in certain chronic diseases like T2DM these 
altered states of internal environment sustain for a prolonged period as positive 
feedback mechanisms overrides the negative feedback mechanisms [19]. In addi-
tion, reduced parasympathetic nerve function due to autonomic dysfunction in 
T2DM leads to chains of inflammatory responses [20]. Thus, oxidative stress and 
inflammation are very prominent features in T2DM linked to both microvascular 
and macrovascular complications associated with T2DM [19]. Certain cells are 
particularly susceptible to hyperglycemic induced injury as their intracellular 
glucose concentration increases in a linear fashion with respect to the extracel-
lular glucose level [16]. This is especially true for endothelial cells and neurons 
as the transport of glucose through their cell membranes is mediated by insulin-
independent GLUTs [16].

Hyperglycemia induces overproduction of mitochondrial superoxide in endo-
thelial cells of large and small blood vessels and neuronal axons [9, 16]. This leads 
to intracellular accumulation of reactive oxygen species (ROS) with subsequent 
activation of five major metabolic pathways: polyol pathway flux, increased for-
mation of advanced glycation end-products (AGEs), increased expression of the 
receptor for AGEs and its activating ligands, activation of protein kinase C (PKC) 
isoforms, and overactivity of the hexosamine pathway [9, 16]. Over activity of these 
five metabolic pathways leads to accumulation of toxic metabolic derivatives and 
pro-inflammatory substances, bringing about following consequences: vascular 
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of many organs and cardiovascular autonomic dysfunction due to diabetic CAN 
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strength of myocardial contractility. Parasympathetic nervous system through 
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ventricular myocardium. Right vagus nerve primarily innervates the SA node and 
left vagus nerve innervates mainly atrio-ventricular node (AV node). Thus, the 
net effect of parasympathetic stimulation is to decrease HR and slightly decrease 
strength of heart contractility. Dynamic interaction occurs between sympathetic 
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and parasympathetic divisions. However, during rest, parasympathetic tone 
predominates over sympathetic tone. Therefore, resting HR is mainly controlled 
by the vagal nerve tone [15]. Hence, resting HR is a marker of vagal nerve function 
status [15].

2.2 Regulation of vascular functions
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capillaries do not have any autonomic nerve innervation. Thus, vasomotor tone of 
almost all blood vessels is mainly determined by sympathetic tone. Sympathetic 
stimulation causes vasoconstriction and vice versa. Parasympathetic nerve fibers do 
innervate some blood vessels of salivary glands, gastrointestinal glands and genital 
erectile tissues.
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DAN is quite common, yet remained mostly undiagnosed and micro-vascular 
complications of T2DM are affecting many organ systems (gastrointestinal, geni-
tourinary, cardiovascular) of the body [7]. However, CAN is clinically the most 
important form of DAN as it is associated with life-threatening complications 
(arrhythmias, silent MI) and sudden death [9]. The underlying pathophysiology 
of DAN is still unclear; however, it has been attributed to chronic hyperglycemia 
induced oxidative stress and inflammation with subsequent neuronal injury and 
death [9, 16–19].

3.1 Hyperglycemia induced oxidative stress and inflammation

Oxidative stress and inflammation are interlinked, as one causes another and 
vice versa, and they occur even under normal physiological conditions. However, 
these two phenomena last for a brief period as they are suppressed by intrinsic 
negative feedback mechanisms; increased production of antioxidants and anti-
inflammatory cytokines [19]. But, in certain chronic diseases like T2DM these 
altered states of internal environment sustain for a prolonged period as positive 
feedback mechanisms overrides the negative feedback mechanisms [19]. In addi-
tion, reduced parasympathetic nerve function due to autonomic dysfunction in 
T2DM leads to chains of inflammatory responses [20]. Thus, oxidative stress and 
inflammation are very prominent features in T2DM linked to both microvascular 
and macrovascular complications associated with T2DM [19]. Certain cells are 
particularly susceptible to hyperglycemic induced injury as their intracellular 
glucose concentration increases in a linear fashion with respect to the extracel-
lular glucose level [16]. This is especially true for endothelial cells and neurons 
as the transport of glucose through their cell membranes is mediated by insulin-
independent GLUTs [16].

Hyperglycemia induces overproduction of mitochondrial superoxide in endo-
thelial cells of large and small blood vessels and neuronal axons [9, 16]. This leads 
to intracellular accumulation of reactive oxygen species (ROS) with subsequent 
activation of five major metabolic pathways: polyol pathway flux, increased for-
mation of advanced glycation end-products (AGEs), increased expression of the 
receptor for AGEs and its activating ligands, activation of protein kinase C (PKC) 
isoforms, and overactivity of the hexosamine pathway [9, 16]. Over activity of these 
five metabolic pathways leads to accumulation of toxic metabolic derivatives and 
pro-inflammatory substances, bringing about following consequences: vascular 
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endothelial damage, vasoconstriction, neuronal hypoxia, neuronal cell necrosis, 
neuronal apoptosis and axonal degeneration (Figure 1) [9, 16, 19, 21, 22].

3.2 Cardiovascular autonomic neuropathy

CAN defined as the “impairment of autonomic control of the cardiovascular 
system in the setting of diabetes after exclusion of other causes” [23]. The preva-
lence of CAN varies from 31–73% in T2DM patients [17]. The T2DM patients with 
a higher age, longer duration of diabetes, poor and perhaps unstable glycaemic 
control, comorbid diabetic polyneuropathy, retinopathy and nephropathy, hyper-
tension (on treatment), and other cardiovascular risk factors (in particular obesity 
and metabolic dyslipidaemia) are high risk of developing CAN [24].

CAN results from impairment of autonomic regulation on heart and blood 
vessels with consequent alteration of cardiovascular hemodynamic functions 
[20]. Underlying pathogenesis of CAN first damages longest autonomic nerve. 
Thus, CAN initially (subclinical CAN) begins with reduced parasympathetic 
control, as vagus is the longest autonomic nerve, with the consequent sympa-
thovagal imbalance. Hence, reduced HRV is the earliest marker of CAN [20]. 
Subclinical CAN be even seen in prediabetes [24]. As subclinical CAN progresses 

Figure 1. 
Summary of the mechanisms that relate hyperglycemia to microvascular complications in patients with 
diabetes [9, 15, 18, 20, 21]. PKC: Protein kinase C; AGE: Advanced glycation end-products; GAPDH: 
Glyceraldehyde-3 phosphate dehydrogenase; GSH: Glutathione; NADH: Nicotinamide adenine dinucleotide; 
TGF-β: Transforming growth factor; VEGF: Vascular endothelial growth factor; PAI-1: Plasminogen activator 
inhibitor-1; eNOS: Endothelial nitric oxide.
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into clinical CAN, sympathetic tone augments during early stage and followed 
by sympathetic denervation in later stage (Figure 2). This denervation begins 
at the apex of the heart and advances towards the base of the heart. This dispro-
portionate sympathetic denervation of ventricles predisposes to the development 
of cardiac arrhythmias. CAN is also associated with silent myocardial infarction 
(MI) and sudden death. CAN is highly associated with cardiovascular morbidity 
and mortality and thus, it is crucial to be diagnosed at its early stage to prevent 
these complications [25].

Clinical CAN is usually diagnosed and its severity is assessed by autonomic 
score obtained through five standard cardiovascular autonomic reflex tests 
(CARTs): (1) the HR response to deep breathing (2) the HR response to standing 
(3) the Valsalva maneuver (4) the blood pressure response to standing and (5) the 
blood pressure response to sustained handgrip [26]. Whereas, subclinical CAN is 
diagnosed based on changes in HRV, baroreflex sensitivity, and cardiac imaging 
showing increased torsion of the left ventricle [26]. Sensitivity of standards CARTs 
to detect subclinical CAN is very limited as no significant changes are seen on stan-
dard CARTs [26]. Detecting CAN at subclinical stage is of paramount importance 
to provide early intervention on modifiable risk factors of CAN to prevent progres-
sion CAN to its severe or advanced form [24, 26].

4. Heart rate variability

Heart rate is controlled by changes in sympathetic and parasympathetic influ-
ences, neurohumoral factors (epinephrine and thyroid hormones), ionic concen-
trations (calcium and potassium) and local temperature of SA node [27]. But, the 
HRV measured over short period of time (5 minutes) at rest is largely determined 
by changes of autonomic nervous system control (predominantly by the vagal tone) 
and the stretch of SA node [22]. On the contrary, long-term measurement of HRV 
obtained through 24-hour Holter ECG can be influenced by concomitant illness, 
use of medications, and lifestyle factors (exercise, stress, smoking, etc.) in addi-
tion to afore mentioned factors [22]. HRV is also varies due to other physiological 
factors (Table 1). Short-term HRV (5 minutes) measurement is a reliable technique 
to detect autonomic dysfunction [9]. HRV describes the variations of both instan-
taneous heart rate and RR intervals which in turn reflect the cardiac autonomic 
nervous control (Figure 3) [13]. HRV measurement obtained from 5 min-ECG 
recording represents marker for the measurement of resting autonomic tonic activ-
ity; the balance between sympathetic & parasympathetic nervous activity at any 
instant. Thus, alteration of HRV can detect the impairment of resting sympathetic 
and parasympathetic activity individually and shift of the normal sympathovagal 

Figure 2. 
Progression of CAN with signs and symptoms [9, 22].
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Figure 4. 
Quantification of HRV into time domain and frequency parameters along with Poincare plot.

Figure 3. 
Heart rate variability (HRV). Ms: Milliseconds, bpm: Beats per minute, R-R int.: R-R interval.

balance. HRV is quantified or measured by three methods; time domain, frequency 
domain and nonlinear analysis of short-term (5 mins) and long-term ECG (24 hrs.) 
recording (Figure 4). HRV test is an accurate quantitative and reproducible mea-
surement of autonomic nerve function [13].

4.1 Time and frequency domain, and non-linear analysis of HRV

The time domain method measures the heart rate at any point either in time or 
in the intervals between successive QRS complex of a continuous ECG record. The 
interval between adjacent QRS complexes is known as normal-to normal (NN) 
interval. HRV time-domain indices quantify the amount of HRV observed during 
monitoring periods that may range from <1 min to >24 h. Time domain variables 
include the SDNN, SDANN, SDNNI, RMSSD, NN50, pNN50, HR Max − HR Min 
(Table 2) [28] (Figure 5).

Frequency domains variables (Table 3) are derived through many methods. Fast 
Fourier Transformation (FFT) is one the commonest methods to derive frequency 
components of HRV. Power spectrum derived through FFT is subsequently catego-
rized into different bands of frequencies: VLF- (0.0033 to 0.04) Hz, LF- (0.04 to 
0.15) Hz and HF- (0.15 to 0.4) Hz. Power spectral densities (PSD) are then plotted 

Physiological factors influencing on HRV

• Age

• Gender

• Food ingestion

• Circadian rhythm

• Respiration

• Body mass index

• Body position

• Physical fitness

Table 1. 
Physiological factors to be considered while measuring HRV.
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in ms2/Hz against preset frequencies. Power of the spectral bands are calculated in 
ms2 (absolute power) and in normalized units (n.u). For example, normalize unit of 
LF is calculated by the formula: [LF/total power-VLF] × 100. Power of LF and HF 
are established in short term analysis of HRV. Nonlinear method of HRV analysis 
(Table 4) through Poincare plot is done by plotting every RR interval against the 
prior interval consequently forming a scatter plot.

Variable Unit Description Physiological 
correlates

SDNN* Ms Standard deviation of NN intervals Reflects PNS 
function

SDANN ms Standard deviation of the average NN intervals for 
each 5 min segment of a 24 h HRV recording

“

SDNN 
index

Ms Mean of the standard deviations of all the NN intervals 
for each 5 min segment of a 24 h HRV recording

“

NN50 Ms Number of R-R interval differences ≥50 ms “

pNN50 % Percentage of successive RR intervals that differ by 
more than 50 ms

“

RMSSD Ms The Root square of the mean of the sum of the squares 
of differences between adjacent RR intervals.

“

Max 
HR-Min 
HR

Bpm The average difference between the highest and lowest 
HRs during each respiratory cycle

Mediated by RSA

*It is more accurate when measured from 24 h-ECG recording than that measured from shorter period.
“Reflects PNS function. RSA: respiratory sinus arrhythmia. Bpm: beats per minute. PNS: parasympathetic nervous 
system.

Table 2. 
Time domain variables of HRV with physiological significance.

Figure 5. 
Time domain, frequency domain measurements and Poincare plot of HRV obtained through RMS Polyrite.
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Time domain, frequency domain measurements and Poincare plot of HRV obtained through RMS Polyrite.
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Variable Unit Description Physiological correlates

*VLF 
power

ms2 Absolute power of the very-low-frequency band 
(0.0033–0.04 Hz)

Mediated renin-angiotensin 
system

LF peak Hz Peak frequency of the low-frequency band 
(0.04–0.15 Hz)

PNS and SNS influences

LF power ms2 Absolute power of the low-frequency band 
(0.04–0.15 Hz)

“

LF power Nu Relative power of the low-frequency band 
(0.04–0.15 Hz) in normal units

“

HF peak Hz Peak frequency of the high-frequency band 
(0.15–0.4 Hz)

PNS influences

HF 
power

ms2 Absolute power of the high-frequency band 
(0.15–0.4 Hz)

#

HF 
power

Nu Relative power of the high-frequency band 
(0.15–0.4 Hz) in normal units

#

LF/HF % Ratio of LF to HF power Sympatho-vagal balance

*It is not well defined in short-term recording.
“PNS AND SNS influences.
#PNS influences.

Table 3. 
Frequency domain variables of HRV with physiological significance.

4.2 HRV in type 2 diabetes mellitus

Reduced HRV is the earliest of sign CAN, reflecting impaired sympathetic and 
parasympathetic activity without apparent clinical signs and symptoms of CAN 
[29]. T2DM causes decrease in almost all HRV variables. In a systematic review and 
meta-analysis performed on 25 studies analyzing HRV in T2DM showed overall 
decrease in the HRV in patients with T2DM owing to reduction both sympathetic 
and parasympathetic nerve function [30]. In another systematic review done on 
eight studies showed SD1/SD2, SDANN, and HF to have more sensitivity and 
specificity to detect autonomic dysfunction in diabetic patients indicating their 
potentials to be better diagnostic markers [31].

Abnormal nonlinear HRV variables are associated with diabetes or with the risk 
of development of T2DM [32]. Likewise, a review study revealed reduction in HRV 
variables, obtained through short-term and 24-hour ECG recording, in metabolic 
syndrome and T2DM [29].

There are no standard reference values for HRV variables to diagnose CAN 
[22]. However, Breder and Sposito proposes the diagnosis of CAN could be made 
on obtaining abnormal result in at least two of the following six parameters: 

Variable Unit Description Physiological 
correlates

SD1 Ms Poincaré plot standard deviation perpendicular the 
line of identity

PNS influences

SD2 Ms Poincaré plot standard deviation along the line of 
identity

SNS influences

SD1/SD2 % Ratio of SD1- to – SD2 power Sympatho-vagal balance

Table 4. 
Non-linear variables of HRV and physiological significance.
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SDNN <50 ms, RMSSD <15 ms, PNN50 < 0.75%, LF < 300 ms2, HF < 300 ms2 
derived from 24-hour Holter ECG recording [33].

5. Conclusion

HRV displays beat-to-beat variations caused predominantly by the interplay 
of PNS and SNS control on SA node. Decline in HRV is seen even before manifest-
ing signs and symptoms of diabetic CAN. Reduced HRV is the earliest sign of 
CAN. CAN is one of the under diagnosed microvascular complications of T2DM 
caused by hyperglycemia induced neuronal damage. Almost all HRV variables are 
decreased in T2DM.
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Chapter 13

The Role of Lifestyle Medicine 
in the Management of Diabetes 
Mellitus
Dabota Yvonne Buowari

Abstract

Lifestyle medicine is a medical specialty that involves the use of lifestyle in the 
prevention and management of non-communicable diseases like diabetes mellitus 
and cardiovascular diseases. Recent studies have shown that diabetes mellitus 
can be prevented following lifestyle modifications. Lifestyle medicine is a branch 
of medicine that promotes lifestyle modifications as a way of life. This includes 
promoting healthy eating which includes a whole plant-based diet, low fat, low 
sugar and low salt. It also includes exercises, sleeping healthy and reducing stress. 
This is involved in the management of diabetes mellitus. Diabetic management is 
expensive especially in low and middle-income countries where health insurance is 
not available for the entire populace and diabetics have to pay out of pocket for their 
medications.

Keywords: lifestyle medicine, diabetes mellitus, exercise, physical activity,  
whole plant based diet

1. Introduction

Globally, there is an increase in the prevalence of non-communicable diseases 
such as Type 2 Diabetes Mellitus, cancer, hypertension, other cardiovascular dis-
eases and stroke. Most of these illnesses are related to a modification in the lifestyle 
worldwide costs of healthcare leading to morbidity and mortality are diseases 
linked to environmental factors and lifestyle modification [1]. There has been a 
steady increase worldwide in the prevalence of non-communicable diseases to an 
alarming rate including diabetes mellitus which is becoming an epidemic [2–4] as 
this increase has been on for the past 20 years [5–7]. According to the International 
Diabetes Federation (IDF), it is estimated that 387 million adults are diabetic with 
either type 1 or type 2 diabetes mellitus [3] and this number is predicted to rise 
to 392 million by 2035 [3, 8]. This predicted increase is due to globalization and 
urbanization [2]. Urbanization is affected by modifications in lifestyle with physical 
inactivity and sedentary lifestyle from various epidemiological and interventional 
studies have revealed that the majority of chronic illnesses such as diseases that 
affect the cardiovascular system such as hypertension, cancer and Type 2 Diabetes 
Mellitus result due to lifestyle behavior and habits that are caused by improper eat-
ing habits, eating unhealthy foods, and lack of physical activity [9–11]. In primary 
and specialist health facilities, the majority of the consultations are related to highly 
preventable lifestyle.
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Lifestyle modification is the first line of treatment in the management of non-
communicable diseases [12, 13]. The commonest form of diabetes mellitus affecting 
90% of diabetics is Type 2 Diabetes Mellitus. Diabetes mellitus is an economic and 
health burden to the sufferer and health systems as it also affects the quality of life 
especially when complications occur [2, 4, 8, 9, 14].

Diabetes mellitus is a risk factor for cardiovascular disease, a common cause 
of blindness due to diabetic retinopathy, amputation of the lower limb following 
diabetic neuropathy and diabetic foot ulcer and other life-threatening complica-
tions such as end-stage kidney disease (ESKD) [9, 15, 16]. Globally, diabetes 
mellitus is the second leading cause of blindness and renal disease [17]. Therefore 
it is important to prevent diabetes mellitus as it causes loss of working hours due to 
the impact they have on the economy and the individual. This is worst in the low 
and middle-income countries with the poor healthcare system and lack of health 
insurance for the entire populace where people have to pay out of pocket when 
seeking healthcare.

Diabetes mellitus is a chronic non-communicable metabolic disease in which the 
plasma glucose is elevated [12], characterized by insulin resistance and deficiency in 
insulin secretion and it may be acquired or hereditary [17, 18]. Obesity and over-
weight are risk factors for diabetes mellitus [17]. This is because insulin resistance 
and metabolic syndrome are promoted by obesity and overweight [8, 17]. For the 
primary prevention of diabetes mellitus, a 5-10 kg weight loss is recommended [6, 8].

Sensitivity to insulin and glycaemic control is improved by engaging in moderate 
weight loss and increased physical activity [6]. Obesity is a risk factor for diabetes 
mellitus [6]. Ignoring lifestyle medicine leads to an increased workload on the 
healthcare system. Globalization and adaptation of the Western lifestyle are some 
of the reasons for the increasing numbers of chronic diseases including Type 2 
Diabetes Mellitus. Making good choices in lifestyle can significantly help in lower-
ing the risk of these chronic diseases as most of the risk factors for these diseases are 
related to lifestyle behavior [2].

The history of lifestyle is very important in history taking [7]. The component 
of lifestyle medicine which promotes weight loss and prevents obesity is essential in 
the management and prevention of diabetes mellitus [8, 19, 20]. Therefore diabetes 
mellitus can be prevented by maintaining an ideal weight, therefore, modification 
in lifestyle does not only prevent diabetes mellitus but also prevents other non-
communicable diseases [3, 8, 21].

2. Research methodology

This is review article on the role of lifestyle medicine in the management of 
Type 2 Diabetes Mellitus. A search was done using Google scholar, and PubMed 
using the key words lifestyle medicine and diabetes, the role of the pillars of 
lifestyle and management of Type 2 Diabetes Mellitus. Articles that highlighted 
the management of Type 2 Diabetes Mellitus using hypoglycaemic agents were 
excluded in this study.

3. What is lifestyle medicine

Lifestyle medicine is a relatively new medical specialty yet to be established in 
most countries. Lifestyle medicine has been defined by various scholars. Lifestyle 
medicine is the use of interventions and integration of lifestyle practices within 
conventional medicine to lower the risk of disease. It serves as an adjunct to the 
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management of illnesses [22, 23]. The practice of lifestyle medicine is evidence-
based in scientific research and it addresses the root and underlying causes of 
diseases by empowering individuals with life skills and knowledge through a behav-
ioral change in making healthy choices [24]. In this new medical discipline, it uses 
daily habits and practice impacts on both the prevention and treatment of diseases 
to improve the overall health of the individual in conjunction with both pharma-
ceutical and surgical therapy [3, 25]. All pharmaceutical agents have side effects 
as most drugs are metabolized in the liver and excreted by the kidneys. Hence it 
is very important to prevent them like diabetes mellitus. The Canadian Academy 
of Lifestyle Medicine defines lifestyle medicine as an evidence-based branch of 
medicine in which there is a comprehensive change in lifestyle including nutrition, 
physical activity, stress management, social connectedness and exposure to harmful 
environmental factors [26]. Lifestyle medicine is used to prevent and treat lifestyle-
related diseases but it does not tell patients to abandon and stop their medications.

Lifestyle-related diseases (LRD) are illnesses in which lifestyle factors signifi-
cantly influence the pathophysiology of the disease as there can be a significant 
improvement in the prevention and treatment of the disease following a change in 
the aetiological factors. Travel medicine and sports medicine, lifestyle medicine is a 
novel branch in the clinical practice of medicine [8] but it is gaining grounds due to 
its benefits. The prevention and reversal of chronic diseases linked to lifestyle can be 
done using evidence-based lifestyle therapeutic approaches. Lifestyle interventions 
affect physical and mental health positively, including a better quality of life [13]. 
The focus of lifestyle medicine programmes in the management of diabetes mel-
litus is to change the eating habits and physical activity behavior, especially in obese 
patients with type 2 diabetes mellitus is very important to control symptoms and it 
reduces the risk of cardiovascular-related morbidity and diabetic complications [27].

4. The pillars of lifestyle medicine

The components of lifestyle medicine are interventions that when they are 
practised lead to improvement in health and overall wellbeing. The modalities of 
lifestyle medicine are (Figure 1) [3, 13, 28]:

1. Increased physical activity and exercise.

2. Stress management.

3. Healthy eating by promoting consumption of whole plant-based diet.

4. Adequate sleep and good sleep hygiene.

5. Avoid consumption of tobacco and alcohol.

6. Increased mental and emotional wellbeing by having good social  
connectedness.

5. The role of lifestyle medicine in the management of diabetes mellitus

All the components of lifestyle medicine are important and play necessary 
roles in the prevention of Type 2 Diabetes Mellitus and management of Type 
1 & 2 Diabetes Mellitus. This is because Type 1 Diabetes Mellitus has a strong 
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cantly influence the pathophysiology of the disease as there can be a significant 
improvement in the prevention and treatment of the disease following a change in 
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4. The pillars of lifestyle medicine

The components of lifestyle medicine are interventions that when they are 
practised lead to improvement in health and overall wellbeing. The modalities of 
lifestyle medicine are (Figure 1) [3, 13, 28]:

1. Increased physical activity and exercise.

2. Stress management.

3. Healthy eating by promoting consumption of whole plant-based diet.

4. Adequate sleep and good sleep hygiene.

5. Avoid consumption of tobacco and alcohol.
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connectedness.

5. The role of lifestyle medicine in the management of diabetes mellitus

All the components of lifestyle medicine are important and play necessary 
roles in the prevention of Type 2 Diabetes Mellitus and management of Type 
1 & 2 Diabetes Mellitus. This is because Type 1 Diabetes Mellitus has a strong 
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relationship with genetics but lifestyle modification guides its management in the 
long-term to prevent diabetic complications such as diabetic neuropathy, retinopa-
thy including diabetic foot ulcer. This is very important as it affects the overall 
wellbeing of the individual especially in developing countries where amputees are 
shamed and have general poor wellbeing and economic power. Type 2 Diabetes 
Mellitus can be prevented through modification in lifestyle by healthy living on 
a whole plant-based diet, prevention of obesity by weight control, having good 
sleep hygiene and avoiding unnecessary stress as much as possible [8, 12, 19]. This 
is because the risk factors of diabetes mellitus are related to modifiable lifestyle 
such as obesity [14]. The practice of lifestyle medicine is cost-effective in the 
management and prevention of diabetes mellitus because no special equipment is 
really necessary as what is involved is to be disciplined which has to be enforced 
by individuals on themselves [14]. Good healthy eating of a whole plant-based 
diet and increased physical activity is aimed at increasing energy uptake, reduc-
ing energy intake in food thereby preventing overweight and obesity which is a 
key risk factor for Type 2 Diabetes Mellitus and gestational diabetes mellitus [6]. 
Evidence from research has shown that remission of Type 2 Diabetes Mellitus with 
bariatric surgery can occur following intensive interventions in lifestyle but with 
few untoward adverse effects [11].

Figure 1. 
Courtesy American College of Lifestyle Medicine.
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According to the American College of Lifestyle Medicine [11]:

1. Significant clinical improvement in patients with type 2 diabetes mellitus can 
occur following adequate intensive interventions in modifications of lifestyle.

2. Consumption of a whole plant-based diet in addition to participating in mod-
erate exercise can lead to remission of diabetes mellitus and should be added to 
the optimal treatment of diabetes mellitus.

Lifestyle modification is also important in the prevention of pre-diabetes 
Mellitus before it progresses to diabetes mellitus [3]. In the Heart of New Ulm 
(HONU) Project, the heart screening programme showed that a decline in lifestyle 
modification especially increased body weight (overweight and obesity) and 
consumption of alcohol as well as a reduction in the consumption of fruits and veg-
etables over two years is associated with a higher incidence of metabolic syndrome 
including diabetes mellitus [11].

The result of this project showed a strong association between body mass 
index and metabolic syndrome [11]. In another study conducted in Nepal, there 
was a statistical relationship between type 2 diabetes mellitus and hypertension, 
dyslipidaemia, alcohol and tobacco use [14]. All these are diseases related to harm-
ful healthy habits which can be prevented by modification in lifestyle. Evidence 
from other research has shown that remission of type 2 diabetes mellitus is possible 
with non-pharmacological interventions which include lifestyle modification that 
translates to the practice of lifestyle medicine [8, 11], increasing physical activity in 
the form of exercise and engaging in healthy dietary habits and reduction in weight 
is the primary goal of prevention of Type 2 Diabetes Mellitus [11].

Modification in lifestyle is the first line of management of diabetes mellitus. 
Weight loss is necessary for Type 2 Diabetes Mellitus and hypertension related 
to obesity. Exercise and healthy eating are necessary to lose weight and there are 
some of the pillars lifestyle medicine [29]. The reduction in weight is important 
as a preventive measure of cardiovascular disease and non-communicable disease 
as obesity serves as a risk factor for these diseases. The modification in lifestyle 
required for the management of diabetes mellitus are Medical Nutrition Therapy 
(MNT), Diabetes Self-Management Education and Support (DSMES), physical 
activity, cessation of the use of tobacco and counseling [30]. The results of the study 
conducted by Johansen et al. [31] in which 98 participants were randomized. There 
was a change in the level of glycosylated hemoglobin (HbA1c) from 6.65 to 6.34% 
in the group where there was an intervention in the modification of their lifestyle, 
there was a reduction in the dose of oral hypoglycaemic agents in 73.5% of the study 
participants [31].

6.  The role of the pillars of lifestyle medicine in the management of 
diabetes mellitus

6.1 The role of stress management in the management of diabetes mellitus

Stress management is one of the pillars of lifestyle medicine. Stress can be 
defined as the response the body makes to any demand that is made on it. Being a 
diabetic is stressful already and diabetes mellitus is also stressful to the body; the 
worst is when there are diabetic complications. During stress, several hormones 
are released such as cortisol and other hormones that mobilized energy [32]. These 
hormones lead to hyperglycaemia as stress affects the endocrine system leading to 
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According to the American College of Lifestyle Medicine [11]:

1. Significant clinical improvement in patients with type 2 diabetes mellitus can 
occur following adequate intensive interventions in modifications of lifestyle.

2. Consumption of a whole plant-based diet in addition to participating in mod-
erate exercise can lead to remission of diabetes mellitus and should be added to 
the optimal treatment of diabetes mellitus.

Lifestyle modification is also important in the prevention of pre-diabetes 
Mellitus before it progresses to diabetes mellitus [3]. In the Heart of New Ulm 
(HONU) Project, the heart screening programme showed that a decline in lifestyle 
modification especially increased body weight (overweight and obesity) and 
consumption of alcohol as well as a reduction in the consumption of fruits and veg-
etables over two years is associated with a higher incidence of metabolic syndrome 
including diabetes mellitus [11].

The result of this project showed a strong association between body mass 
index and metabolic syndrome [11]. In another study conducted in Nepal, there 
was a statistical relationship between type 2 diabetes mellitus and hypertension, 
dyslipidaemia, alcohol and tobacco use [14]. All these are diseases related to harm-
ful healthy habits which can be prevented by modification in lifestyle. Evidence 
from other research has shown that remission of type 2 diabetes mellitus is possible 
with non-pharmacological interventions which include lifestyle modification that 
translates to the practice of lifestyle medicine [8, 11], increasing physical activity in 
the form of exercise and engaging in healthy dietary habits and reduction in weight 
is the primary goal of prevention of Type 2 Diabetes Mellitus [11].

Modification in lifestyle is the first line of management of diabetes mellitus. 
Weight loss is necessary for Type 2 Diabetes Mellitus and hypertension related 
to obesity. Exercise and healthy eating are necessary to lose weight and there are 
some of the pillars lifestyle medicine [29]. The reduction in weight is important 
as a preventive measure of cardiovascular disease and non-communicable disease 
as obesity serves as a risk factor for these diseases. The modification in lifestyle 
required for the management of diabetes mellitus are Medical Nutrition Therapy 
(MNT), Diabetes Self-Management Education and Support (DSMES), physical 
activity, cessation of the use of tobacco and counseling [30]. The results of the study 
conducted by Johansen et al. [31] in which 98 participants were randomized. There 
was a change in the level of glycosylated hemoglobin (HbA1c) from 6.65 to 6.34% 
in the group where there was an intervention in the modification of their lifestyle, 
there was a reduction in the dose of oral hypoglycaemic agents in 73.5% of the study 
participants [31].

6.  The role of the pillars of lifestyle medicine in the management of 
diabetes mellitus

6.1 The role of stress management in the management of diabetes mellitus

Stress management is one of the pillars of lifestyle medicine. Stress can be 
defined as the response the body makes to any demand that is made on it. Being a 
diabetic is stressful already and diabetes mellitus is also stressful to the body; the 
worst is when there are diabetic complications. During stress, several hormones 
are released such as cortisol and other hormones that mobilized energy [32]. These 
hormones lead to hyperglycaemia as stress affects the endocrine system leading to 
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changes in the mechanism of metabolism of glucose. Chronic exposure to stress has 
several deleterious effects on the body [33]. The rise in the blood glucose following 
stress is not associated with physical stress alone but with any form of stress includ-
ing emotional and psychosocial stress [34], which may be experienced daily.

There is an undiagnosed and underestimated incidence of depression, anxiety, 
the stress in diabetics [32], and there is a correlation between these mental problems 
with non-communicable diseases including diabetes mellitus. Some diabetics have 
co-morbid mental health disorders that are not recognized by the physician hence 
they are not diagnosed [32]. In a case–control study conducted by Krishna [34] 
among Type 2 diabetics on depression, anxiety and stress, there was a lower level of 
depression, anxiety and stress in the healthy controls compared to those diagnosed 
with diabetes mellitus as the diabetics had a higher incidence of depression, anxiety 
and stress. Hence, stress management is key in diabetes mellitus management.

Emotional problems are common in diabetics and diabetics are at risk of various 
emotional and psychological problems such as depression, anxiety and diabetes-
specific distress [35]. One of the sources of distress in diabetes is the lifelong 
treatment which is required [36]. Faridah et al. [36] in their study on the relation-
ship between emotional distress and quality of life of patients with Type 2 Diabetes 
Mellitus used the diabetes distress scale for their study. In this study, a significant 
relationship was observed using linear regression between emotional distress char-
acteristics p-value >0.05 [36]. There was a positive relationship between glycaemic 
control and emotional distress in another study conducted by Strandberg et al. 
(2019) [37] where 319 adults with Type 1 diabetes mellitus were studied. This study 
proposed that during every clinical consultation with a diabetic, depression and 
diabetes specific emotional distress should be watched out for [37].

In a South African cohort study conducted to investigate distress related to 
diabetes mellitus in patients with Type 2 Diabetes Mellitus, diabetes distress scale 
was used for this study. Distress was seen in 44% of the study participants [38]. 
This study recommends that attention should be paid to the psychological require-
ments of the patients as it has a great impact on the outcome of the disease [38]. In 
a randomized trial of Type 2 Diabetes Mellitus by Survit et al. [39], a significant 
reduction in HbA1c occurred following education on stress management (0.5%). 
There was a lower level of the HbA1c after one year in subjects who were educated 
on stress management [39].

6.2  The role of adequate sleep and good sleep hygiene in the management of 
diabetes mellitus

Sleep is important for good health and adequate sleep is important for the 
management of sleep. Sleep may be defined as a state of unconsciousness in which 
the body rejuvenates itself and the soul is also nourished [15]. During sleep there 
is a healing of the physical body leading to the enhancement of health. The pre-
scribed amount of sleep required daily is eight hours within 24 hours and at least 
30 minutes of nap in the afternoon [15]. When sleeping, stress reduces including 
regaining energy and strength after tiredness as there is a reduction in the levels of 
hormones released during stress such as cortisol. Poor sleep or insufficient sleep can 
cause deleterious effects on the body, especially mental and physical health. Sleep 
is necessary for the regulation of several physiologic functions and processes. Some 
of these processes are related to the regulation of metabolism including the metabo-
lism of glucose in the body [40]. The human mind and body need sleep to function 
healthily [41]. Several factors affect sleep including stress. In the management of 
diabetes mellitus, adequate sleep is important [42] as it is required for the effective 
maintenance of good glycaemic control [33]. In Type 2 diabetes mellitus, there is a 
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correlation between glycaemic control and disturbances. In sleep, as evidenced by 
epidemiologic studies, although the extent remains unclear [42]. Results of some 
studies have shown that loss of sleep causes an increase in calorie intake within 
24 hours [40]. Although there is a novel discovery that insufficient sleep has been 
associated as an important risk factor for the development of diabetes mellitus, 
these studies are not yet conclusive [40].

Some other studies have investigated the association between diabetes mellitus 
and sleep apnoea, have revealed that autonomic neuropathy may be the reason for a 
dysfunction in the central respiration control of the diaphragm and also a decrease 
in the upper airway [16]. Also sleep apnoea in diabetes mellitus may also be related 
to obesity, as obesity is a risk factor for diabetes mellitus and sleep apnoea in a study 
by Bing-Qian et al. [33] on the impact of the quality of sleep on glycaemic control 
on patients with Type 2 Diabetes Mellitus, there was no significant relationship 
seen between the sleep efficiency and glycaemic control [1] although the research-
ers acknowledged that good sleep is necessary for improving the quality of life of 
diabetics. In a systematic review and meta-analysis on the impact of the amount of 
sleep and quality of sleep on glycaemic control in Type 2 Diabetes Mellitus, there 
was not enough evidence to conclude to relate the quality of sleep and the level 
of glycosylated hemoglobin although it was found that higher levels of glycosyl-
ated hemoglobin were seen in diabetics with sleep disturbances the glycosylated 
hemoglobin was not affected by disturbed sleep [42]. However glycaemic control in 
patients with Type 2 Diabetes Mellitus is disrupted with too much or too little sleep.

According to Surani et al. [41], there is a disruption in the glycaemic control 
following impaired quality of sleep which may have some deleterious effects on 
the body and the quality of life [42] as poor sleep leads to impaired decision mak-
ing, loss of concentration. This will affect taking decisions on healthy food choices 
hence patients will choose unhealthy habits that will worsen the glycaemic control 
and overall management of the patients. In diabetics, there is speculation that 
reduced quality and duration of sleep can affect glucose control negatively [41, 43]. 
Also poor sleep in diabetics may be due to poor glycaemic control leading to poor 
quality of sleep which is required for the general wellbeing of every human being 
[43]. Hence for good glycaemic control, good sleep hygiene is necessary [15]. As 
sometimes disturbance of sleep may be an unrecognized health issue in diabetics.

6.3  The role of increased physical activity and exercise in the management of 
diabetes mellitus

Physical inactivity and sedentary lifestyle are one of the risk factors for non-
communicable diseases and obesity and obesity is a risk factor for diabetes mellitus. 
There are short and long term advantages of physical activity including exercise and 
this cause a reduction of illnesses with obesity and physical inactivity as its predis-
posing factors including diabetes mellitus [24]. According to the results of several 
meta-analytical epidemiological studies on physical exercise including the Diabetes 
Prevention Programme (DPP) in the United States, diet and exercise and other 
components of lifestyle medicine causes a reduction in the progression of impaired 
glucose tolerance (IGT) in Type 2 Diabetes Mellitus [44].

During physical activity and exercise, it acts as physical stress on the body 
thereby leading to changes in the transportation of glucose thereby satisfying the 
increased energy demand that occurs during exercise [8]. Hence among the core 
components of lifestyle medicine in the management of diabetes mellitus [12]. 
Results of some observational studies have revealed that one of the non-invasive 
therapies for the prevention and management of diabetes mellitus is exercise; this 
extends to pregnant women, hence exercise also serves as a preventive measure and 
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changes in the mechanism of metabolism of glucose. Chronic exposure to stress has 
several deleterious effects on the body [33]. The rise in the blood glucose following 
stress is not associated with physical stress alone but with any form of stress includ-
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the stress in diabetics [32], and there is a correlation between these mental problems 
with non-communicable diseases including diabetes mellitus. Some diabetics have 
co-morbid mental health disorders that are not recognized by the physician hence 
they are not diagnosed [32]. In a case–control study conducted by Krishna [34] 
among Type 2 diabetics on depression, anxiety and stress, there was a lower level of 
depression, anxiety and stress in the healthy controls compared to those diagnosed 
with diabetes mellitus as the diabetics had a higher incidence of depression, anxiety 
and stress. Hence, stress management is key in diabetes mellitus management.

Emotional problems are common in diabetics and diabetics are at risk of various 
emotional and psychological problems such as depression, anxiety and diabetes-
specific distress [35]. One of the sources of distress in diabetes is the lifelong 
treatment which is required [36]. Faridah et al. [36] in their study on the relation-
ship between emotional distress and quality of life of patients with Type 2 Diabetes 
Mellitus used the diabetes distress scale for their study. In this study, a significant 
relationship was observed using linear regression between emotional distress char-
acteristics p-value >0.05 [36]. There was a positive relationship between glycaemic 
control and emotional distress in another study conducted by Strandberg et al. 
(2019) [37] where 319 adults with Type 1 diabetes mellitus were studied. This study 
proposed that during every clinical consultation with a diabetic, depression and 
diabetes specific emotional distress should be watched out for [37].

In a South African cohort study conducted to investigate distress related to 
diabetes mellitus in patients with Type 2 Diabetes Mellitus, diabetes distress scale 
was used for this study. Distress was seen in 44% of the study participants [38]. 
This study recommends that attention should be paid to the psychological require-
ments of the patients as it has a great impact on the outcome of the disease [38]. In 
a randomized trial of Type 2 Diabetes Mellitus by Survit et al. [39], a significant 
reduction in HbA1c occurred following education on stress management (0.5%). 
There was a lower level of the HbA1c after one year in subjects who were educated 
on stress management [39].

6.2  The role of adequate sleep and good sleep hygiene in the management of 
diabetes mellitus

Sleep is important for good health and adequate sleep is important for the 
management of sleep. Sleep may be defined as a state of unconsciousness in which 
the body rejuvenates itself and the soul is also nourished [15]. During sleep there 
is a healing of the physical body leading to the enhancement of health. The pre-
scribed amount of sleep required daily is eight hours within 24 hours and at least 
30 minutes of nap in the afternoon [15]. When sleeping, stress reduces including 
regaining energy and strength after tiredness as there is a reduction in the levels of 
hormones released during stress such as cortisol. Poor sleep or insufficient sleep can 
cause deleterious effects on the body, especially mental and physical health. Sleep 
is necessary for the regulation of several physiologic functions and processes. Some 
of these processes are related to the regulation of metabolism including the metabo-
lism of glucose in the body [40]. The human mind and body need sleep to function 
healthily [41]. Several factors affect sleep including stress. In the management of 
diabetes mellitus, adequate sleep is important [42] as it is required for the effective 
maintenance of good glycaemic control [33]. In Type 2 diabetes mellitus, there is a 
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correlation between glycaemic control and disturbances. In sleep, as evidenced by 
epidemiologic studies, although the extent remains unclear [42]. Results of some 
studies have shown that loss of sleep causes an increase in calorie intake within 
24 hours [40]. Although there is a novel discovery that insufficient sleep has been 
associated as an important risk factor for the development of diabetes mellitus, 
these studies are not yet conclusive [40].

Some other studies have investigated the association between diabetes mellitus 
and sleep apnoea, have revealed that autonomic neuropathy may be the reason for a 
dysfunction in the central respiration control of the diaphragm and also a decrease 
in the upper airway [16]. Also sleep apnoea in diabetes mellitus may also be related 
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on patients with Type 2 Diabetes Mellitus, there was no significant relationship 
seen between the sleep efficiency and glycaemic control [1] although the research-
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was not enough evidence to conclude to relate the quality of sleep and the level 
of glycosylated hemoglobin although it was found that higher levels of glycosyl-
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According to Surani et al. [41], there is a disruption in the glycaemic control 
following impaired quality of sleep which may have some deleterious effects on 
the body and the quality of life [42] as poor sleep leads to impaired decision mak-
ing, loss of concentration. This will affect taking decisions on healthy food choices 
hence patients will choose unhealthy habits that will worsen the glycaemic control 
and overall management of the patients. In diabetics, there is speculation that 
reduced quality and duration of sleep can affect glucose control negatively [41, 43]. 
Also poor sleep in diabetics may be due to poor glycaemic control leading to poor 
quality of sleep which is required for the general wellbeing of every human being 
[43]. Hence for good glycaemic control, good sleep hygiene is necessary [15]. As 
sometimes disturbance of sleep may be an unrecognized health issue in diabetics.

6.3  The role of increased physical activity and exercise in the management of 
diabetes mellitus

Physical inactivity and sedentary lifestyle are one of the risk factors for non-
communicable diseases and obesity and obesity is a risk factor for diabetes mellitus. 
There are short and long term advantages of physical activity including exercise and 
this cause a reduction of illnesses with obesity and physical inactivity as its predis-
posing factors including diabetes mellitus [24]. According to the results of several 
meta-analytical epidemiological studies on physical exercise including the Diabetes 
Prevention Programme (DPP) in the United States, diet and exercise and other 
components of lifestyle medicine causes a reduction in the progression of impaired 
glucose tolerance (IGT) in Type 2 Diabetes Mellitus [44].

During physical activity and exercise, it acts as physical stress on the body 
thereby leading to changes in the transportation of glucose thereby satisfying the 
increased energy demand that occurs during exercise [8]. Hence among the core 
components of lifestyle medicine in the management of diabetes mellitus [12]. 
Results of some observational studies have revealed that one of the non-invasive 
therapies for the prevention and management of diabetes mellitus is exercise; this 
extends to pregnant women, hence exercise also serves as a preventive measure and 
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for management of gestational diabetes mellitus [45] low impact exercises can be 
done by pregnant women.

In diabetes mellitus, there is an inadequate amount of insulin and hypergly-
caemia also results from increased insulin resistance [19]. Insulin resistance is 
promoted by obesity and physical inactivity. In the muscles that are not exercised, 
deposition of visceral fat and also deposition of fat in the liver and muscle occurs 
by the sequestration of glucose transporter 4 (GLUT-4) [8]. This deposition of fat 
increases obesity and also worsens insulin resistance. Exercise burns off deposited 
fat which will definitely in turn positively affect insulin resistance. Improvement 
of the tolerance of glucose, reduction of insulin resistance and improvement in the 
lipid profile occurs during exercise thereby increasing and improving cardiovas-
cular and cardiopulmonary function [10]. This improves the sensitivity of insulin 
and also helps in weight loss, which in turn improves the overall wellbeing of 
the diabetic and also serves as a preventive measure of other non-communicable 
diseases [5, 10, 45]. It also stimulates the uptake of glucose. In a study conducted 
by Miyauch et al. [46], the levels of glycosylated hemoglobin were decreased was 
seen in patients who engage in an exercise regimen [46]. The aims of exercise in 
both the prevention and management of Type 2 Diabetes Mellitus are to achieve 
good metabolic control of diabetes mellitus, weight reduction, increased physical 
activity, improvement of the cardiovascular function, improvement in dyslipidae-
mia by reduction of the blood lipids and the general sense of wellbeing and quality 
of life [10]. Exercise is also necessary for the management of Type 1 Diabetes 
Mellitus.

Mechanism of improvement of blood glucose through exercise therapy [18]:

• Increased intake of glucose

• Increased utilization of glucose

• Improved insulin sensitivity

• Protection of the function of beta cells of the pancreas

The recommended international guidelines for exercise for adults 18 years and 
above is to engage in an exercise of moderate intensity for 150 minutes or aerobic 
exercise and physical activity of vigorous activity for 15 minutes weekly. This can be 
done as episodes of ten minutes including exercises that strengthen the body involv-
ing the major groups of muscles performed on two or more days per week [8]. An 
exercise regimen begins with a warm-up exercise to stimulate the muscles followed 
by the conditioning phase and ending with the cooling-down phase. All the phases 
of exercise are important to prevent injury and muscle soreness. Exercise can act as 
medicine to the body but diabetics should still be counseled on taking their medica-
tions and not to avoid regular check-ups. Diabetics should avoid high impact and 
vigorous exercises except under the guidance of a physician. Diabetics who should 
not participate in exercises:

1. Diabetics with retinopathy

2. Diabetics with neuropathy

3. Recurrent hypoglycaemia

4. Recurrent hyperglycaemia
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Exercise is very important in the prevention of Type 2 Diabetes Mellitus, it is also 
important in the management of Type 1, 2 and gestational diabetes mellitus [10, 18, 38].

6.4  The role of eating whole plant-based diet in the prevention and management 
of diabetes mellitus

Eating a whole plant-based diet involves eating meals composed of plants and 
removing processed meals, animal and animal products, high salt, sugar and fat. 
This is because they are all risk factors for non-communicable diseases and diabetes 
mellitus. These meals are referred to as unhealthy foods because of the negative 
effects. Consumption of a whole plant-based diet involves eating food rich in fruits, 
vegetables, and legumes. Fruits, vegetables and legumes are available globally and 
should be encouraged. Good nutrition is very important in any lifestyle intervention 
[24]. In whole food plant-based diet, consumption of fruits, legumes, whole grains, 
including nuts and seeds are emphasized. Also, the consumption of animal products 
and unhealthy foods such as red and white meat, poultry, fish, eggs, dairy products, 
refined and processed meal, added sugars and oils are minimized and if possible 
eliminated from the diet [11]. It has been shown that vegetarians who do not eat 
any animal product have a low prevalence of diabetes mellitus 2.9% with omnivores 
having a prevalence of 7.6%. Various data have shown between the consumption of 
processed meat such as bacon, sausage, and hot dog including consumption of eggs 
and diabetes mellitus [9]. Counseling patients on nutrition is very important in the 
management of diabetes mellitus. Every diabetic should always have a counseling ses-
sion during their follow-up visit which should include diet from food available in the 
locality. The etiology of a wide range of diseases is linked to diet. One of the funda-
mental determinants of human health is the amount and type of food consumed [5].

It is very important to balance calorie intake and physical activity as a strategy 
to maintain an ideal weight and preventing overweight obesity and chronic diseases 
[3]. To fill up the satiety while consuming low calories, complex carbohydrates 
with a low glycaemic index should be consumed. Other dietary restrictions such as 
fasting improve the blood glucose but it should be done under the supervision of 
a physician preferably an endocrinologist and a diabetologist if available to avoid 
rebound hyperglycaemia which can lead to non-diabetic ketoacidosis and hypergly-
cemic hyperosmolar state. Intermittent fasting can be practised by diabetics as it is 
effective but not strict fasting [11].

Decreased consumption of fruits and vegetables is associated with metabolic 
syndrome [11]. Nutrition is very important in the practice of lifestyle medicine, 
various guidelines on nutrition for diabetes mellitus have recommended diets lows 
in red and processed meat, refined grains, added sugar, food sweetened with sugar 
and salts and saturated and trans-fat [3].

Lifestyle medicine promotes the eating of whole plant based diet which is one of 
the pillars of lifestyle medicine. There are various other diets plans that has been found 
to be beneficial in the management of diabetes mellitus such as the low glycaemic diet, 
dietary approaches to stop hypertension diet (DASH) and the Mediterranean diet.

In a study conducted by Paula et al. [47], they found out when the DASH diet 
was combined with walking, the result is a reduction in the ambulatory blood pres-
sure monitoring in hypertensive patients with diabetes mellitus [47].

7. Conclusion

Diabetes mellitus is a non-communicable disease that can be prevented and 
managed using lifestyle modification which involves eating a diet that is rich in 
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for management of gestational diabetes mellitus [45] low impact exercises can be 
done by pregnant women.

In diabetes mellitus, there is an inadequate amount of insulin and hypergly-
caemia also results from increased insulin resistance [19]. Insulin resistance is 
promoted by obesity and physical inactivity. In the muscles that are not exercised, 
deposition of visceral fat and also deposition of fat in the liver and muscle occurs 
by the sequestration of glucose transporter 4 (GLUT-4) [8]. This deposition of fat 
increases obesity and also worsens insulin resistance. Exercise burns off deposited 
fat which will definitely in turn positively affect insulin resistance. Improvement 
of the tolerance of glucose, reduction of insulin resistance and improvement in the 
lipid profile occurs during exercise thereby increasing and improving cardiovas-
cular and cardiopulmonary function [10]. This improves the sensitivity of insulin 
and also helps in weight loss, which in turn improves the overall wellbeing of 
the diabetic and also serves as a preventive measure of other non-communicable 
diseases [5, 10, 45]. It also stimulates the uptake of glucose. In a study conducted 
by Miyauch et al. [46], the levels of glycosylated hemoglobin were decreased was 
seen in patients who engage in an exercise regimen [46]. The aims of exercise in 
both the prevention and management of Type 2 Diabetes Mellitus are to achieve 
good metabolic control of diabetes mellitus, weight reduction, increased physical 
activity, improvement of the cardiovascular function, improvement in dyslipidae-
mia by reduction of the blood lipids and the general sense of wellbeing and quality 
of life [10]. Exercise is also necessary for the management of Type 1 Diabetes 
Mellitus.

Mechanism of improvement of blood glucose through exercise therapy [18]:

• Increased intake of glucose

• Increased utilization of glucose

• Improved insulin sensitivity

• Protection of the function of beta cells of the pancreas

The recommended international guidelines for exercise for adults 18 years and 
above is to engage in an exercise of moderate intensity for 150 minutes or aerobic 
exercise and physical activity of vigorous activity for 15 minutes weekly. This can be 
done as episodes of ten minutes including exercises that strengthen the body involv-
ing the major groups of muscles performed on two or more days per week [8]. An 
exercise regimen begins with a warm-up exercise to stimulate the muscles followed 
by the conditioning phase and ending with the cooling-down phase. All the phases 
of exercise are important to prevent injury and muscle soreness. Exercise can act as 
medicine to the body but diabetics should still be counseled on taking their medica-
tions and not to avoid regular check-ups. Diabetics should avoid high impact and 
vigorous exercises except under the guidance of a physician. Diabetics who should 
not participate in exercises:

1. Diabetics with retinopathy

2. Diabetics with neuropathy

3. Recurrent hypoglycaemia

4. Recurrent hyperglycaemia
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Exercise is very important in the prevention of Type 2 Diabetes Mellitus, it is also 
important in the management of Type 1, 2 and gestational diabetes mellitus [10, 18, 38].

6.4  The role of eating whole plant-based diet in the prevention and management 
of diabetes mellitus
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This is because they are all risk factors for non-communicable diseases and diabetes 
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and unhealthy foods such as red and white meat, poultry, fish, eggs, dairy products, 
refined and processed meal, added sugars and oils are minimized and if possible 
eliminated from the diet [11]. It has been shown that vegetarians who do not eat 
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having a prevalence of 7.6%. Various data have shown between the consumption of 
processed meat such as bacon, sausage, and hot dog including consumption of eggs 
and diabetes mellitus [9]. Counseling patients on nutrition is very important in the 
management of diabetes mellitus. Every diabetic should always have a counseling ses-
sion during their follow-up visit which should include diet from food available in the 
locality. The etiology of a wide range of diseases is linked to diet. One of the funda-
mental determinants of human health is the amount and type of food consumed [5].

It is very important to balance calorie intake and physical activity as a strategy 
to maintain an ideal weight and preventing overweight obesity and chronic diseases 
[3]. To fill up the satiety while consuming low calories, complex carbohydrates 
with a low glycaemic index should be consumed. Other dietary restrictions such as 
fasting improve the blood glucose but it should be done under the supervision of 
a physician preferably an endocrinologist and a diabetologist if available to avoid 
rebound hyperglycaemia which can lead to non-diabetic ketoacidosis and hypergly-
cemic hyperosmolar state. Intermittent fasting can be practised by diabetics as it is 
effective but not strict fasting [11].

Decreased consumption of fruits and vegetables is associated with metabolic 
syndrome [11]. Nutrition is very important in the practice of lifestyle medicine, 
various guidelines on nutrition for diabetes mellitus have recommended diets lows 
in red and processed meat, refined grains, added sugar, food sweetened with sugar 
and salts and saturated and trans-fat [3].

Lifestyle medicine promotes the eating of whole plant based diet which is one of 
the pillars of lifestyle medicine. There are various other diets plans that has been found 
to be beneficial in the management of diabetes mellitus such as the low glycaemic diet, 
dietary approaches to stop hypertension diet (DASH) and the Mediterranean diet.

In a study conducted by Paula et al. [47], they found out when the DASH diet 
was combined with walking, the result is a reduction in the ambulatory blood pres-
sure monitoring in hypertensive patients with diabetes mellitus [47].

7. Conclusion

Diabetes mellitus is a non-communicable disease that can be prevented and 
managed using lifestyle modification which involves eating a diet that is rich in 
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Chapter 14

Nutritional Interventions: Diet 
Modifications, Nutritional 
Supplements, Complementary and 
Alternative Medicine
Jameela Banu

Abstract

Type 2 diabetes (T2DM) is characterized by increased circulating blood glucose 
levels. Several therapies are available to control glucose levels. However, nutritional 
choices play a major role in managing diabetes. Nutritional supplements can help 
in reducing the side effects of medicines on the individual so, this chapter will not 
only discuss several nutritional choices but also available nutritional supplements to 
control T2DM. Keeping in mind the traditional belief that food is medicine and as 
therapies are often associated with deleterious side effects, this chapter will discuss 
alternative and herbal medicines. In addition, life style alterations with proper 
nutritional choices is also important and will be touched upon in this chapter.

Keywords: diet modifications, nutritional supplements, complementary and 
alternative medicine

1. Introduction

Diabetes Mellitus (DM) is a chronic metabolic medical condition that is 
diagnosed in 422 million people globally and every year 1.6 million deaths are 
attributed to this condition [1]. It is a disease that can lead to many other severe 
medical problems and affects almost all the different systems in the body. Diabetes 
as a result of autoimmune condition, where the pancreatic β-cells are destroyed 
compromising insulin production, is referred to as Type 1 Diabetes Mellitus 
(T1DM), while diabetes caused by several other factors including increasing 
insulin resistance is referred to as Type 2 Diabetes Mellitus (T2DM). As the classic 
symptom of diabetes is increase in circulating blood glucose, one of the impor-
tant treatment criteria is focused on food consumption and the type of nutrients 
consumed. Several diets have been advocated to patients, in addition to life style 
changes such as increased physical activity and an organized exercise regimen. As 
carbohydrates are the main source of glucose, diets closely look at reducing car-
bohydrate intake followed by fat consumption. A major risk factor for developing 
diabetes is being obese. So many diet plans for diabetic patients focus on weight 
loss. We will discuss the different diets, nutritional supplements and any alterna-
tive and complementary medical choices the patients can opt for.
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2. Diets

Several diets have been available for patients with diabetes. Some of them are 
tested in randomized clinical trials while others have been put forth by nutritionists 
or other professionals. The main focus of these diets is weight loss as obesity is also a 
growing global pandemic and is a major risk factor for several severe medical condi-
tions including T2DM. Large randomized controlled studies such as Look Action for 
Health in Diabetes (Look AHEAD) study, Finnish Diabetes Prevention study and 
Diabetes Prevention Program Research group had focused on reducing body weight 
and incidence of diabetes.

2.1 Look AHEAD study

This study included 5145 patients and continued for eleven years (2001–2012) 
in the US [2]. The major goals for this study were to reduce body weight by 7% and 
increasing physical activity to ≥175 mins/week. Participants of this study were 
ethnically diverse (African Americans, Hispanic and Native American/Alaskan 
native) and were diabetic. Co morbidities included hypertension and cardiovascular 
disease (CVD) [2]. There were three phases of the study with nutritional interven-
tions, lifestyle and behavioral modifications. The nutritional interventions were 
as follows: Phase I (1–12 months) patients were encouraged to replace two of their 
meals with shakes, one snack with a bar and consume low energy dense foods. The 
energy goals were dependent on the body weight of the individuals: <250 lbs. were 
limited to 1200-1500Kcal and those ≥250 lbs. were limited to 1500-1800 kcal/day 
[2]. Medications were given to patients who failed to show weight reduction in the 
first 6 months. Physical activity goals were set at moderately intense activity for 
175 minutes/week. Either self monitoring or in person monitoring was conducted 
at regular intervals. Weight regain was addressed by further counseling and replan-
ning the diet. In Phase 2 (2 years −4 years) and Phase 3 (5 years and above) patients 
were monitored and were expected to maintain the goal of 10% body weight loss 
following the diet and activity [2]. Patients successfully lost weight and were physi-
cally fit with this diet lifestyle change, however, they could not maintain the weight 
loss [3]. Patients also improved some of the conditions for diabetic patients [3].

2.2 Finnish diabetes prevention study

This study was started in 1998 to determine if an intensive exercise-diet pro-
gram can prevent or delay the onset of T2DM [4]. A total of 522 patients were in the 
study and divided into the control and intervention groups. The diet modification 
included reduction of total fat consumption to <30% with less than 10% saturated 
fats and high fiber intake [4]. The physical activity goal was 4 hours/week of walk-
ing, bicycling or other exercise [5]. The focus of this study was to follow patients to 
see if there was decrease in the development of diabetes and reported that there was 
43% decrease in the risk of development of diabetes. After thirteen years, this study 
reported that the recommended interventions successfully prevented the progres-
sion of T2DM on a long term basis [6].

2.3 Diabetic prevention program research group

This study was conducted across 27 clinics in the US. There were 1079 ethnically 
diverse patients [7]. The goal was to reduce body weight by 7% in the first 6 months 
by increasing physical activity and consuming a diet with less fats and saturated 
fats. They reported a 58% reduction in the incidence rate of diabetes [7].
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Other long term randomized clinical trials like Da Qing IGT and Diabetes Study 
have also shown that diet and exercise interventions are very efficient in reducing 
the risk of developing diabetes [8].

2.4 Low carbohydrate diet

The recommended intake of carbohydrate is 45% - 65% per day. Choices with 
decreased refined carbohydrates, no added sugar, increased intake of grains, 
legumes, vegetables and fruits were recommended along with limiting high fruc-
tose syrup and sucrose. The sources of carbohydrates are not a major factor in the 
glycemic response as randomized trials showed no difference in glycemic response 
when sources of carbohydrates was substituted [9]. However, it is important to note 
that complex sources of carbohydrates are beneficial in determining the circulating 
glucose levels after meals. Post prandial glucose levels are reflective of the amount 
of sugar not the type of sugar [10, 11]. Fructose is metabolized in the liver and can 
affect lipid metabolism so limiting fructose consumption is recommended. Low 
carbohydrate diet is very effective in decreasing body weight [12, 13]. Patients on 
this diet not only lost body weight but also decreased HbA1C, however, they were 
prone to gain weight very quickly. Low carbohydrate diet maybe a short term solu-
tion to manage T2DM and can comprise of fiber, vitamins and minerals. Patients on 
such diet have to be checked for their lipid profile, renal function and protein intake 
regularly [14].

2.5 Low glycemic index diet

Glycemic Index (GI) rises with increase in glucose levels [10]. Factors affecting 
GI are rate of digestion, cooking method, type of carbohydrate, fat content, protein 
content and acidity of the food. High starchy foods digest faster so there is high and 
quick release of glucose. Lower GI foods does not rise the blood glucose levels as 
quickly. Insulin response and glucagon inhibitors are also affected. High fiber delays 
the digestion process, increases CCK, incretins and satiety. Lower glycemic diet does 
not reduce body weight but reduces HbA1c and improves insulin sensitivity [15, 16]. 
This diet can only have moderate effects in controlling postprandial hyperglycemia. 
It did not have any effect on the body weight but decreased HbA1C by 0.5% [10].

2.6 Low fat diet

Fat consumption is targeted by this diet as diets high in fats can reduce insulin 
sensitivity and increase endogenous production of glucose by the liver and produc-
tion of proinflammatory cytokines [10, 17]. This diet focuses more on consumption 
of ≤30% calories from fat which would be around 50 g of fat for 1500Kcal/day diet. 
The type of fat consumed determines the damage caused more than the quantity of 
fat especially with respect to glycemic control [18]. It induced weight loss and had 
very little effect on glycemic control [10]. However, the long term effects of weight 
loss may reduce or delay the onset of T2DM.

2.7 Very low calorie diet

Decreasing calories is another method to reduce body weight, thereby, decreas-
ing the risk of developing T2DM. The recommendation for those seeking this diet 
option consumed 400 to 800 calories/d of high quality protein and carbohydrates 
fortified with vitamins, minerals and trace elements. Decreased body weight and 
HbA1C were reported with high rate of body weight regain [10].
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2.8 Mediterranean diet

This diet is more popular and 30–40% of the diet consists of monounsaturated 
fats. Legumes, fruits, vegetables, nuts, whole grain, fish and moderate ingestion of 
wine. Has a positive effect on glycemic control and reduces the incidence of diabetes 
by 52% (Figure 1). The body weight regain with this diet was low. The major problem 
is that adherence rate was low [10].

2.9 Protein sparing modified diet

Combination of low carbohydrate ketogenic diet and very low calorie diet. 
Patients prescribed this diet are started off on a very low calorie diet (800 calories/
day) for the first six months and then the calories are increased gradually. At the 
beginning carbohydrate intake is limited to 20-50 g/day with 1.2–1.5 g/Kg of proteins 
[19]. Successful in weight loss and lowering HbA1C and fasting glucose. However, 
there is a low adherence rate among patients and they may increase weight regain 
quickly [10].

2.10 Vegetarian and vegan diet

Both vegetarian and vegan diets are centered around cereal, fruits, vegetables, 
legume and nuts. However, vegetarian diets may include dairy products and/or 

Figure 1. 
Mediterranean diet: Recommends consumption of mainly whole grains, vegetables, fruits, nuts and legumes. 
Limiting animal protein to 0–2 servings and one serving of dairy (as a source of calcium). Consumption of 
red meat, saturated fats and processed foods is not encouraged and recommended to consume only sparingly. 
Moderate consumption of wine is now recognized as part of this diet.
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eggs. It reduced body weight, but reduction of HbA1C was not significant. There 
is very little research on the long term effects of these diets. And it is known that 
patients on these diets may lack in essential nutrients [10].

2.11 High protein diet

A major portion of the calories in this diet is protein with 30% of energy from 
proteins. Weight loss occurred with females losing total fat and abdominal fat 
mass. But total lean mass also decreased. Although it improved glucose control and 
decreased HbA1C (0.28%) [20]. Low fat cottage cheese, cheese tofu, red meat, 
chicken, peanut butter, fish and lentils were some of the constituents of this diet. 
Diet should be individualized and patients must account for cardiometabolic risk 
and renal profile, long term effects are not known [10].

2.12 Other diets

Based on the knowledge about the effects of different macronutrients on cir-
culating glucose levels many other popular diets have been introduced. These diets 
have not been studied using controlled trials so the outcomes are not authenticated. 
These diets include the Paleo diet, Atkins diet/keto diet, Nutrisystems etc. They 
are all focused on weight loss. It is important to account for the different macro 
and micronutrients on maintaining normal metabolism in the body. Therefore, a 
carbohydrate free or a fat free diet or vegan diet can be very deleterious to health, 
unless there is a balance in the nutrient intake.

2.12.1 Paleo diet

Paleo diet also referred to as the Hunter-Gatherer diet or Stone Age diet became 
popular as the evolution of human diets was recognized from simple diets to com-
plex highly processed diets in the modern world. The Paleo diet simulates diet eaten 
by the Stone Age humans who were hunters and collected food that was readily avail-
able in nature like meat (mainly lean), organ meats, fish, vegetables, fruits, nuts and 
seeds [21]. This diet is reported to improve insulin resistance and showed significant 
decrease in HbA1C, body weight and BMI is a small clinical trial [22, 23]. The main 
issues with this diet is that patients have low vitamin D and calcium [24].

2.12.2 Atkins/keto diet

The Atkins diet was promoted by Dr. Robert C Atkins, a cardiologist and 
recommended a low carbohydrate with high protein and fat diet. There are several 
modifications now available and are referred to as Keto diet. This diet shifts the 
energy needs of the body from carbohydrate to fats, therefore, The diet includes 
sources of high fat content like butter, nuts and cream [25]. The low carbohydrate 
diet recommends the use of 100 g/d of carbohydrates with 50–60% fat and 20–30% 
protein and the very low carbohydrate diet recommends <50 g/d of carbohydrates. 
Weight loss, low insulin levels, deceased hunger are some of the benefits reported 
[26, 27]. In T1DM patients the carbohydrate levels have to be adjusted to the insulin 
levels to maintain post prandial glucose levels and reduce hypoglycemia [28]. The 
preferred source of energy in the body is glucose, restricting this macronutrient 
forces the body to use fats for energy production. Unfortunately, when this hap-
pens many ketone bodies are produced and this is deleterious to the metabolism 
especially in the long run.
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2.12.3 Nutrisystems

A meal plan for losing weight was proposed by Nutrisystems. This diet is cus-
tomized to individuals for three meals and snacks per day. These diets are balanced 
and claims to be easy to prepare. The foods used are low glycemic carbohydrates, 
high fiber and lean proteins with no artificial sweeteners or flavors. Customers are 
expected to pick from basic, vegetarian, uniquely your, uniquely your ultimate, 
basic diabetss, diabetes-uniquely yours, ultimate diabetes as well as diet for men. 
Customers are given the option of picking their own meals or from customized 
meals. A couple of small (10 and 69 participants) short term (three months) 
studies used a portion controlled Nutrisystem diabetic diet to determine the effects 
on weight loss and diabetes. They reported that obese T2DM patients may show 
significant improvements in weight and glycemic control [29, 30]. A slightly larger 
study (100 participants) conducted for six months using Nutrisystem diabetes diet 
reported significantly increased weight loss with statistically insignificant reduction 
of HbA1C [31]. As this diet is more flexible than the other diets, it may be beneficial 
to individuals who carefully adhere to the diet and instructions.

Many other modified diets such as South Beach Diet, Zone diet, Macrobiotics, 
Blood group diet, Ayurvedic diets, Raw food diets, Cleansing diet, Crash diets, 
Calorie restricted diet are also available. These diets focus on reducing body weight 
and the major recommendations include decreased or no processed foods, more 
fiber, vegetables and fruits and decreased total fat intake [32, 33]. Care has to be 
taken to avoid any vitamins and mineral deficiencies.

3. Nutritional supplements

The use of natural products as therapy was in practice for many centuries in 
different parts of the world. This practice relates very well with the idea that food is 
medicine. Some of these practices are classified as traditional medicine. Around the 
world there is an increase interest in using these medicines which are categorized 
under complementary and alternative medicines. In developing countries, 90% of 
the population seek plant products as alternative treatment options [34]. The most 
important benefit could be that there are less or even no side effects and is cost effec-
tive. However, the main constraint for these products not being popularly recom-
mended, is the limited scientific evidence about the efficacy, mechanism and side 
effects. But this is slowly changing as in the past few decades, scientific literature 
with information on the efficacy, side effects and mechanism of action of several 
natural products and their compounds has increased. Some of these different natu-
ral products that are not only implicated in controlling diabetes but also decrease 
other medical complications that arise due to diabetes [35].

Plant products are unique in that they have several ingredients and the active 
ingredient(s)/compound(s) are attributed to having the main effect. This has led 
the pharmaceutical industry to use some of these active ingredients in currently 
available allopathic drugs [36]. It is important to identify these active ingredients 
and study their effects to understand their mechanisms of action. However, it has 
been observed that when these compounds are isolated, they are sometimes not as 
efficient when compared to the whole extracts and this maybe because the other 
ingredients, although in small quantities, may influence the activity of the main 
compound.

High blood glucose can be due to several different factors apart from consump-
tion of high levels of carbohydrates and inactivity. When the patient is diagnosed 
with hyperglycemia, they are advised about food intake and increasing physical 
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activity by entering an exercise program. There are drugs and nutritional supple-
ments that will reduce the absorption of glucose in the intestines by inhibiting 
enzymes such as α amylase and α glucosidase, thereby, lowering postprandial 
glucose [37]. However, it has been recognized that there are many other factors such 
as pancreatic dysfunction, insulin resistance, imbalanced rate of glycogenolysis and 
gluconeogenesis and increased glucagon production result in increased production 
of endogenous glucose [38]. In addition, these patients may also have less insulin 
production with progressive β-cell dysfunction [39]. Therefore, diabetic patients 
may benefit more with plant products as these have multiple compounds that may 
affect multiple targets [40–43].

Traditional medicines have been popular in different parts of the world and 
some of them have been traced back to thousands of years - Chinese traditional 
medicine and Ayurveda. Many cultures around the world such as the American 
Indians, Mexican, Chinese, Indian subcontinent, various parts of Europe, Africans, 
Australians have incorporated locally available plants to treat diabetes [36]. Chinese 
traditional medicine describes bitter flavor and plants that release heat as the most 
important factors for treating T2DM [44]. Bitter flavor can consolidate the body, 
remove dampness and purge heat while cold property removes heat syndrome 
which is seen in T2DM patients during the initial and middle stages of the condition 
[44]. Ayurvedic treatment uses different approaches including plant medicines 
incorporated in the diet, exercise, medications, massage, sunlight, controlled 
breathing and detoxification [45].

There are hundreds of plants that are used in different traditional medicines to 
treat diabetes. We have listed a few of the most promising common plants that have 
anti-diabetic activity in animal models and human studies with minimum side effects 
in Table 1. A commonly used vegetable in Asia and Africa is bitter melon (Momordica 
charantia) (Figure 2A). This has multiple anti diabetic properties when consumed as 
fresh juice or eaten regularly. Side effects reported so far is diarrhea [44, 46–51]. Spices 
used in a wide variety of cuisines around the world like cinnamon (Cinnamomum) 
and some used in the Indian subcontinent such as fenugreek (Trigonella foenum) are 
also implicated in controlling hyperglycemia (Figure 2B and C). They are widely used 
in North Africa, Asia and South Europe to treat diabetes. Prolonged use of cinnamon 
may cause gastrointestinal problems, allergic reactions and liver disease in sensitive 
people due to the presence of coumarin. Little is known about the side-effects of fenu-
greek and is safe in amounts that are used for cooking, however, large doses may cause 
diarrhea, nausea and gastrointestinal issues [46, 52–64]. Green tea (Camellia sinensis) 
is now a common beverage around the world, although it has been used in East Asia 
for centuries. It has some benefits to diabetic patients and the side effects include 
insomnia, nausea and heartburn [65, 66] (Figure 2D). Basil (Oscimum basilicum) and 
gurmar (Gymnema sylvestre) are used in Ayurvedic medicine. Gurmar has many anti-
diabetic properties compared to basil. Consumption of high levels of basil may cause 
liver damage, while Gurmar may cause hypoglycemia headache and nausea  
[46, 67–72]. Prickly pear (Opuntia ficus-indica, Opuntia matudae) is used widely in 
Central and South America as a vegetable. The health benefits of this fruit include 
anti-diabetic properties. Mild diarrhea with nausea when consumed in large quanti-
ties are the reported side-effects [73–76]. Chinese rhubarb (Rheum palmatum) has 
been studied for its anti-diabetic properties and has been in use in Chinese traditional 
medicine for a long time. Side effects reported are constipation, diarrhea, stomach 
pain and inflammation of the pancreas. [44, 77]. Overall, these plants have been 
part of cuisines for centuries. More long term randomized trials in different ethnic 
populations will be more informative. The side-effects should be considered, as 
understanding and keeping track of the side-effects will help in dose determination 
and sensitivity among patients. Another important factor to consider is the ethnic 
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2.12.3 Nutrisystems

A meal plan for losing weight was proposed by Nutrisystems. This diet is cus-
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natural products and their compounds has increased. Some of these different natu-
ral products that are not only implicated in controlling diabetes but also decrease 
other medical complications that arise due to diabetes [35].

Plant products are unique in that they have several ingredients and the active 
ingredient(s)/compound(s) are attributed to having the main effect. This has led 
the pharmaceutical industry to use some of these active ingredients in currently 
available allopathic drugs [36]. It is important to identify these active ingredients 
and study their effects to understand their mechanisms of action. However, it has 
been observed that when these compounds are isolated, they are sometimes not as 
efficient when compared to the whole extracts and this maybe because the other 
ingredients, although in small quantities, may influence the activity of the main 
compound.

High blood glucose can be due to several different factors apart from consump-
tion of high levels of carbohydrates and inactivity. When the patient is diagnosed 
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ments that will reduce the absorption of glucose in the intestines by inhibiting 
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gluconeogenesis and increased glucagon production result in increased production 
of endogenous glucose [38]. In addition, these patients may also have less insulin 
production with progressive β-cell dysfunction [39]. Therefore, diabetic patients 
may benefit more with plant products as these have multiple compounds that may 
affect multiple targets [40–43].

Traditional medicines have been popular in different parts of the world and 
some of them have been traced back to thousands of years - Chinese traditional 
medicine and Ayurveda. Many cultures around the world such as the American 
Indians, Mexican, Chinese, Indian subcontinent, various parts of Europe, Africans, 
Australians have incorporated locally available plants to treat diabetes [36]. Chinese 
traditional medicine describes bitter flavor and plants that release heat as the most 
important factors for treating T2DM [44]. Bitter flavor can consolidate the body, 
remove dampness and purge heat while cold property removes heat syndrome 
which is seen in T2DM patients during the initial and middle stages of the condition 
[44]. Ayurvedic treatment uses different approaches including plant medicines 
incorporated in the diet, exercise, medications, massage, sunlight, controlled 
breathing and detoxification [45].

There are hundreds of plants that are used in different traditional medicines to 
treat diabetes. We have listed a few of the most promising common plants that have 
anti-diabetic activity in animal models and human studies with minimum side effects 
in Table 1. A commonly used vegetable in Asia and Africa is bitter melon (Momordica 
charantia) (Figure 2A). This has multiple anti diabetic properties when consumed as 
fresh juice or eaten regularly. Side effects reported so far is diarrhea [44, 46–51]. Spices 
used in a wide variety of cuisines around the world like cinnamon (Cinnamomum) 
and some used in the Indian subcontinent such as fenugreek (Trigonella foenum) are 
also implicated in controlling hyperglycemia (Figure 2B and C). They are widely used 
in North Africa, Asia and South Europe to treat diabetes. Prolonged use of cinnamon 
may cause gastrointestinal problems, allergic reactions and liver disease in sensitive 
people due to the presence of coumarin. Little is known about the side-effects of fenu-
greek and is safe in amounts that are used for cooking, however, large doses may cause 
diarrhea, nausea and gastrointestinal issues [46, 52–64]. Green tea (Camellia sinensis) 
is now a common beverage around the world, although it has been used in East Asia 
for centuries. It has some benefits to diabetic patients and the side effects include 
insomnia, nausea and heartburn [65, 66] (Figure 2D). Basil (Oscimum basilicum) and 
gurmar (Gymnema sylvestre) are used in Ayurvedic medicine. Gurmar has many anti-
diabetic properties compared to basil. Consumption of high levels of basil may cause 
liver damage, while Gurmar may cause hypoglycemia headache and nausea  
[46, 67–72]. Prickly pear (Opuntia ficus-indica, Opuntia matudae) is used widely in 
Central and South America as a vegetable. The health benefits of this fruit include 
anti-diabetic properties. Mild diarrhea with nausea when consumed in large quanti-
ties are the reported side-effects [73–76]. Chinese rhubarb (Rheum palmatum) has 
been studied for its anti-diabetic properties and has been in use in Chinese traditional 
medicine for a long time. Side effects reported are constipation, diarrhea, stomach 
pain and inflammation of the pancreas. [44, 77]. Overall, these plants have been 
part of cuisines for centuries. More long term randomized trials in different ethnic 
populations will be more informative. The side-effects should be considered, as 
understanding and keeping track of the side-effects will help in dose determination 
and sensitivity among patients. Another important factor to consider is the ethnic 
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Plant Common 
name

Part 
of the 
plant 
used

Anti-diabetic properties Area 
traditionally 
used as 
medicine

References

Momordica 
charantia

Bitter melon Fruit • ↓Glucose, HbA1C, 
fasting and PP 
glucose, PEPCK.

• ↑Glucose uptake in 
cells, insulin signaling, 
GLUT4, PI3K, PPAR.

• Antioxidative and anti 
inflammatory

Africa, China, 
India,

[26, 28–33]

Cinnamomum 
sp.

Cinnamon Bark • ↓Fasting glucose, 
HbA1C, PEPCK.

• Mimics insulin in 
rodents, anti inflam-
matory, improves 
insulin sensitivity

China, India, 
Persia

[36–40, 42, 
46]

Trigonella 
fienum-graecum

Fenugreek Seeds, 
Leaves

• ↓Glucose, HbA1C, PP 
glucose.

• ↑Insulin secretion

• Renew pancreatic b 
cells

India, South 
Europe, 
Mediterranean

[34, 35, 41, 
43–45]

Camellia 
sinensis

Tea- green Leaves • ↓HbA1C

• Improves insulin 
sensitivity, glucose 
tolerance

Global [47–48]

Gymnea 
sylvestre

Gurmar Leaves • ↓Glucose levels

• ↑Insulin secretion, 
promotes islet cell 
regeneration, delays 
glucose absorption

• binds to the receptors 
for sweet in the taste 
buds and inhibit sugar 
from binding

India [28, 52–54]

Opuntia  
ficus-indica,  
O. matudkae

Nopal Fruit • ↓Intestinal absorption 
of glucose, PP glucose

• Improves insulin sen-
sitivity, anti-oxidative

Central and 
South America

[55–58]

Oscimum 
basilicum

Basil, Tulsi Leaves • ↓A glucosidase, a amy-
lase, hyperglycemia

• ↑Insulin stimulated 
glucose metabolism, 
GLUT4 translocation, 
liver glycogen content

South East 
Asia

[49–51]

Rheum 
palmatum

Chinese 
Rhubarb

Root • ↓HbA1C, glucose, 
insulin resistance

Chinese [26, 59]

PP = post prandial, HbA1C = Hemoglobin A1C, GLUT4 = Glucose transporter 4, PEPCK = Phosphoenol pyruvate 
carboxy kinase, PI3K = Phosphoinositide 3-kinase, PPAR = Peroxisome proliferator-activated receptor. ↓ = decrease, 
↑ = increase.

Table 1. 
List of some plants beneficial to diabetic patients.
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background of the patient and their family history. This is very critical, as the response 
of patients to any therapy is dependent on these factors. This also calls for any medi-
cine or diet prescription/counseling to be more individual specific.

Different parts of the plants are used – roots, stem, flowers, fruits and seeds. 
Each part of the plant may have different concentrations of phytochemicals 
which are the main players in the health benefits they show. Different compounds 
have been isolated from the potential medicinal plants and studied for their 
effects on the different pathways that are involved in the medical condition of 
interest.

3.1 Active ingredients/compounds

Some of the active ingredients have been characterized in either in vitro or 
in vivo studies including randomized control trials (RCT) for their anti-diabetic 
properties. Some of the common compounds studied are saponins, flavones, and 
polyphenols.

3.1.1 Saponins

Saponins increase liver glycogen synthesis, inhibit glycogen breakdown and 
promote insulin sensitivity in the peripheral tissues by increasing Glut 4 expression 
[78, 79]. Saponins also decrease body weight and inhibit enzymes that breakdown 
glucose [79, 80]. Found in legumes such as broad beans and lentils, bitter melon, 
asparagus, spinach and tea.

Figure 2. 
Some herbal products beneficial to diabetic patients. (A) Bitter melon, (B) Fenogreekseeds and leaves,  
(C) cinnamon sticks, (D) driedgreentea.
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Plant Common 
name

Part 
of the 
plant 
used

Anti-diabetic properties Area 
traditionally 
used as 
medicine

References
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background of the patient and their family history. This is very critical, as the response 
of patients to any therapy is dependent on these factors. This also calls for any medi-
cine or diet prescription/counseling to be more individual specific.

Different parts of the plants are used – roots, stem, flowers, fruits and seeds. 
Each part of the plant may have different concentrations of phytochemicals 
which are the main players in the health benefits they show. Different compounds 
have been isolated from the potential medicinal plants and studied for their 
effects on the different pathways that are involved in the medical condition of 
interest.

3.1 Active ingredients/compounds

Some of the active ingredients have been characterized in either in vitro or 
in vivo studies including randomized control trials (RCT) for their anti-diabetic 
properties. Some of the common compounds studied are saponins, flavones, and 
polyphenols.

3.1.1 Saponins

Saponins increase liver glycogen synthesis, inhibit glycogen breakdown and 
promote insulin sensitivity in the peripheral tissues by increasing Glut 4 expression 
[78, 79]. Saponins also decrease body weight and inhibit enzymes that breakdown 
glucose [79, 80]. Found in legumes such as broad beans and lentils, bitter melon, 
asparagus, spinach and tea.

Figure 2. 
Some herbal products beneficial to diabetic patients. (A) Bitter melon, (B) Fenogreekseeds and leaves,  
(C) cinnamon sticks, (D) driedgreentea.
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3.1.2 Flavonoids

Flavonoids are a group of compounds that are widely found in plant products 
and are implicated in several health benefits including T2DM. They inhibit enzymes 
that breakdown glucose and protect pancreatic β-cell damage, stimulate insulin 
secretion, promote glucose uptake in peripheral tissues, inhibit α amylase and α 
glucosidase and stimulate glycogenesis [43, 46, 80, 81]. Kaempferol inhibits hepatic 
inflammation, protects β cells by inhibiting apoptosis, lowers fasting glucose and 
improves insulin sensitivity [82–84]. They exhibit anti oxidative and anti-inflam-
matory properties as well [85]. Present in Gingko biloba, grapefruit broccoli, kale 
and tea. Anthocyanin also improves insulin sensitivity, decrease fasting sugar, in 
addition, it increases adiponectin and regulates glucose internalization via PPARγ, 
upregulates Glut4 and translocates Glut4 to membrane [86, 87]. It also increases 
AMPK in liver and muscle to increase glucose uptake and inhibit gluconeogenesis 
[88]. Found in tea, honey, nuts and many vegetables and fruits.

3.1.3 Polyphenols

Polyphenols are another group of compounds which include resveratrol, 
quercetin, epigallocathechin-3 gallate and triterpenoids have multiple targets 
in reducing hyperglycemia. Resveratrol reduces blood glucose, increases insulin 
secretion and modulates the enzymes of carbohydrate metabolism [89–91]. It also 
has anti-oxidative and by decreasing the production of proinflammatory cytokines 
it is anti-inflammatory as well [82]. Resveratrol is found in the skin of grapes, 
peanuts, coca, and berries like blueberries, bilberries and cranberries. Quercetin 
lowers body weight and decreases proinflammatory cytokines [92–94]. Onion has 
high quantities of quercetin but is also found in a variety of other vegetables and 
fruits including green leafy vegetable, apples, raspberries, red grapes and cher-
ries. Epigallocathechin 3 gallate alters insulin secretion by increasing it and lowers 
glucose levels and body weight [95]. High levels are found in tea especially green 
tea. Triterpenoids can modulate insulin resistance [46, 49]. Found in bitter melon, 
olives, grapes, mango, apples, tomatoes and many other vegetables.

Alkaloids and polysaccharides present in plants may also control  
hyperglycemia [96].

4. Micronutrients

4.1 Minerals

Minerals like chromium magnesium and vanadium can influence hyperglycemia 
and are used in medications to treat T2DM. Chromium is poorly absorbed with age 
and T2DM patients have decreased levels of chromium [97]. Studies have shown 
that chromium deficiency causes reversible insulin resistance and when supple-
mented improves glycemic control [57]. Another mineral that most T2DM patients 
show low levels is magnesium [36]. Magnesium is a cofactor for many enzymes in 
glucose oxidation and it modulates glucose across cell membranes. Mg deficiency 
causes insulin resistance. It may increase insulin secretion and increase uptake of 
glucose in peripheral tissues [36]. Vanadium was used in certain insulin prepara-
tions and in animal models has shown increased uptake of glucose and its metabo-
lism. It is also reported to increase insulin sensitivity. It may modulate glucose 
oxidation, glycogen synthesis and hepatic glucose output modulation [98].
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4.2 Vitamins

Vitamins like vitamin C and E may also help T2DM patients. Vitamin C can 
improve glycemic control [99] while vitamin E, as an anti-oxidant, may influence 
protein glycation, insulin sensitivity and secretion [36].

5. Conclusions

Several diets have been studied to reduce the risk of developing diabetes and 
to control hyperglycemia. Almost all of them focus on decreasing body weight so 
they reduce body fat content as well. Many of the diets are beneficial in delaying the 
onset of diabetes and to diabetic patients. However, some of the diets require for the 
patients to be monitored constantly. Many plant products used in traditional medi-
cine around the world have been scientifically studied to determine the efficacy, 
mechanism and side effects with focus of their effects on hyperglycemia. Diabetes 
being a complicated disease, T2DM patients may benefit more if multi targeted 
therapy is given. In addition to diet, another important factor that will help T2DM is 
the level of physical activity and exercise. Any diet with exercise is more beneficial 
than either one alone.

Mayo clinic recommends diet rich in fiber, vegetables, fruits and whole grain 
with low fat dairy products [100]. The American Diabetic Association and The 
American Heart Association recommend a balanced plate similar to that of USDA 
(Figures 3 and 4) with half plate of vegetables, a quarter plate of healthy carbohy-
drates such as brown rice, whole wheat couscous, whole grain pasta or plain sweet 
potato and some less than a quarter plate of protein [101, 102]. Fats are essential 
to the body as they are integral part of the cell membrane and hormones. They 
are required to digest any fat that is consumed. However, there has been a debate 
whether saturated fats are required for the body or not. The importance of hav-
ing less than 10% saturated fat in the diet is now recognized although instead of 
saturated fatty acids, mono and poly unsaturated fatty acids are recommended. 
With respect to nutritional supplements there is no recommendation from 
American Diabetes Association. However, there is an increase in the number of 
patients seeking complementary and alternative medicine due to lower side effects 
and cost effectiveness. With a steady increase in scientific authentication of plant 
products for preventing and treating medical conditions nutritional supplements 
may become more popular. Interestingly, many of the plant products are consumed 
almost everyday in many cultures and these population also report diabetes. One 
reason maybe because they do not eat it everyday at the required dosage in addition 
to major change in lifestyle from an active on to a more sedentary one, as seen in any 
developed societies.

With many options for diets to choose from for patients, it is important to 
remember that as individuals differ among themselves, a individualized diet is 
important and equally important is adhering to the diet [103]. For diabetic patients 
to help control the progression of the disease, it is important to consider bio individ-
ual needs of each patients. Whether it is the choice of drugs, nutrition therapy or life 
style changes, it is important to have individually tailored treatment regimens for 
diabetic patients based on several factors including the ethnicity, life style, choice 
of foods etc. Other important factors to consider, in T2DM patients, are how much 
endogenous insulin is produced, and the level of insulin resistance to recommend 
diets that can target β-cell function and tissue-specific insulin sensitivity [104]. In 
T1DM patients it is critical to monitor the insulin that is administered and adjust 
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onset of diabetes and to diabetic patients. However, some of the diets require for the 
patients to be monitored constantly. Many plant products used in traditional medi-
cine around the world have been scientifically studied to determine the efficacy, 
mechanism and side effects with focus of their effects on hyperglycemia. Diabetes 
being a complicated disease, T2DM patients may benefit more if multi targeted 
therapy is given. In addition to diet, another important factor that will help T2DM is 
the level of physical activity and exercise. Any diet with exercise is more beneficial 
than either one alone.

Mayo clinic recommends diet rich in fiber, vegetables, fruits and whole grain 
with low fat dairy products [100]. The American Diabetic Association and The 
American Heart Association recommend a balanced plate similar to that of USDA 
(Figures 3 and 4) with half plate of vegetables, a quarter plate of healthy carbohy-
drates such as brown rice, whole wheat couscous, whole grain pasta or plain sweet 
potato and some less than a quarter plate of protein [101, 102]. Fats are essential 
to the body as they are integral part of the cell membrane and hormones. They 
are required to digest any fat that is consumed. However, there has been a debate 
whether saturated fats are required for the body or not. The importance of hav-
ing less than 10% saturated fat in the diet is now recognized although instead of 
saturated fatty acids, mono and poly unsaturated fatty acids are recommended. 
With respect to nutritional supplements there is no recommendation from 
American Diabetes Association. However, there is an increase in the number of 
patients seeking complementary and alternative medicine due to lower side effects 
and cost effectiveness. With a steady increase in scientific authentication of plant 
products for preventing and treating medical conditions nutritional supplements 
may become more popular. Interestingly, many of the plant products are consumed 
almost everyday in many cultures and these population also report diabetes. One 
reason maybe because they do not eat it everyday at the required dosage in addition 
to major change in lifestyle from an active on to a more sedentary one, as seen in any 
developed societies.

With many options for diets to choose from for patients, it is important to 
remember that as individuals differ among themselves, a individualized diet is 
important and equally important is adhering to the diet [103]. For diabetic patients 
to help control the progression of the disease, it is important to consider bio individ-
ual needs of each patients. Whether it is the choice of drugs, nutrition therapy or life 
style changes, it is important to have individually tailored treatment regimens for 
diabetic patients based on several factors including the ethnicity, life style, choice 
of foods etc. Other important factors to consider, in T2DM patients, are how much 
endogenous insulin is produced, and the level of insulin resistance to recommend 
diets that can target β-cell function and tissue-specific insulin sensitivity [104]. In 
T1DM patients it is critical to monitor the insulin that is administered and adjust 
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Figure 4. 
ADA recommended plate model for balanced food intake. %0% vegetables, 25% protein and 25% carbohydrate 
is recommended with a glass of water or no calories drink. https://diabetes.org/nutrition.

the macronutrients to avoid hypoglycemic condition. Most of the time carbohydrate 
counting in the diet is recommended for T1DM patients.
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Role of Nutrient and Energy 
Sensors in the Development of 
Type 2 Diabetes
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Abstract

Cell survival depends on the constant challenge to match energy demands with 
nutrient availability. This process is mediated through a highly conserved network 
of metabolic fuel sensors that orchestrate both a cellular and whole-body energy 
balance. A mismatch between cellular energy demand and nutrient availability is a 
key factor in the development of type 2 diabetes, obesity, metabolic syndrome, and 
other associated pathologies; thus, understanding the fundamental mechanisms by 
which cells detect nutrient availability and energy demand may lead to the develop-
ment of new treatments. This chapter reviews the role of the sensor PASK (protein 
kinase with PAS domain), analyzing its role in the mechanisms of adaptation to 
nutrient availability and the metabolic response in different organs (liver, hypothal-
amus) actively cooperating to control food intake, maintain glycaemia homeostasis, 
and prevent insulin resistance and weight gain.

Keywords: PASK, mTOR, AMPK, obesity, food intake, fasting/feeding, GLP-1

1. Introduction

Nutrients such as carbohydrates, amino acids, fats, vitamins, minerals, etc. 
are supplied at regular intervals by food intake and are necessary for the normal 
functioning of cells and a healthy physiology [1]. They act as metabolic substrates 
for energy production and as building blocks for the synthesis of macromolecules 
and cellular components. Accordingly, organisms have developed mechanisms to 
detect levels of specific nutrients in the extra- and intracellular compartments to 
ensure rates of growth, proliferation, and function coordinate properly and adjust 
to nutrient availability.

2.  Nutrients and energy sensors: importance in glucose and energy 
homeostasis

Nutrient-sensing mechanisms are found in all organisms, from yeast through to 
mammals. Importantly, some of these mechanisms in multicellular organisms have 
also evolved for regulation by the endocrine system, allowing the coordination of 
nutrient-sensing activity among different cells/tissues in the body [2].
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Abstract

Cell survival depends on the constant challenge to match energy demands with 
nutrient availability. This process is mediated through a highly conserved network 
of metabolic fuel sensors that orchestrate both a cellular and whole-body energy 
balance. A mismatch between cellular energy demand and nutrient availability is a 
key factor in the development of type 2 diabetes, obesity, metabolic syndrome, and 
other associated pathologies; thus, understanding the fundamental mechanisms by 
which cells detect nutrient availability and energy demand may lead to the develop-
ment of new treatments. This chapter reviews the role of the sensor PASK (protein 
kinase with PAS domain), analyzing its role in the mechanisms of adaptation to 
nutrient availability and the metabolic response in different organs (liver, hypothal-
amus) actively cooperating to control food intake, maintain glycaemia homeostasis, 
and prevent insulin resistance and weight gain.
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1. Introduction

Nutrients such as carbohydrates, amino acids, fats, vitamins, minerals, etc. 
are supplied at regular intervals by food intake and are necessary for the normal 
functioning of cells and a healthy physiology [1]. They act as metabolic substrates 
for energy production and as building blocks for the synthesis of macromolecules 
and cellular components. Accordingly, organisms have developed mechanisms to 
detect levels of specific nutrients in the extra- and intracellular compartments to 
ensure rates of growth, proliferation, and function coordinate properly and adjust 
to nutrient availability.

2.  Nutrients and energy sensors: importance in glucose and energy 
homeostasis

Nutrient-sensing mechanisms are found in all organisms, from yeast through to 
mammals. Importantly, some of these mechanisms in multicellular organisms have 
also evolved for regulation by the endocrine system, allowing the coordination of 
nutrient-sensing activity among different cells/tissues in the body [2].
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Nutrient sensors are proteins that detect fluctuations in nutrient levels or 
products of their metabolism within the physiological range, and induce a cellular 
response, leading to changes in the nutrient distribution or in feeding behavior [1]. 
These sensors respond to alterations in nutrient levels through diverse mechanisms, 
including the activation of phosphorylation cascades, changes in gene transcription, 
and enzymatic activities, among others [2].

The sensing of a nutrient may involve the direct binding of its molecule to the 
sensor or an indirect mechanism relying on the detection of a surrogate molecule 
that reflects nutrient abundance. There are homeostatic responses in multicellular 
eukaryotes to maintain nutrient levels circulating within a narrow range, such as 
hormone release, which act as signals to facilitate the coordination of consistent 
responses in the whole organism [3].

An effective and adequate response to changes in nutrient availability is vital in 
the human body, and its alteration triggers pathologies such as obesity, metabolic 
syndrome, and aging-related diseases (e.g. cancer and neurodegeneration).

Some situations in which nutrient sensors are chronically affected by excessive 
amounts of certain nutrients (e.g. carbohydrates and some fats) lead to the develop-
ment of common characteristics of obesity and type 2 diabetes mellitus (T2D), such 
as insulin resistance, oxidative stress, and the dysfunction of organelles including 
the endoplasmic reticulum and mitochondria [4].

The increasing number of overweight and obese people, and associated diseases 
such as T2D, is driving research to explore the basic mechanisms that maintain 
nutrient homeostasis in a healthy state and the molecular mechanisms disrupted 
in T2D and obesity, as well as the neural and molecular underpinnings of feeding 
behavior. A central role in these disease-related mechanisms corresponds to nutrient 
sensing and the regulation of feeding behavior [1].

Glucose is a critical nutrient in mammals, with extracellular and intracellular 
mechanisms to maintain its levels within a narrow physiological band.

Glucose is an energy substrate, but it is also a key molecule in the control of glucose-
dependent insulin secretion by the pancreas. The increase in insulin in the blood as 
glycaemia facilitates the uptake of glucose by the liver and skeletal muscle, highlighting 
the cooperation and retro-regulation between glucose and insulin signaling. In short, 
circulating and intracellular glucose, acting as a signaling molecule, is detected by 
different glucose sensors that modulate eating behavior and the release of counter-
regulatory hormones in response to hypoglycemic states. The answer is therefore to 
maintain glucose and energy homeostasis [5], avoiding the development of T2D and 
other diseases. Some of the main nutrient sensors described are the following:

• Glucokinase (GCK): It is an enzyme that catalyzes the phosphorylation of 
glucose to glucose-6-phosphate. GCK is expressed in hepatocytes, pancreatic 
α and β cells, entero-endocrine cells, and specialized brain cells in humans and 
most other vertebrates. It is considered a true glucose sensor due to its kinetic 
properties that ensure that the rate of glucose phosphorylation is proportional 
to blood glucose levels. For example, pancreatic GCK connects glucose sensing 
to insulin secretion by the pancreatic β-cell, and so regulates blood glucose 
homeostasis.
GCK in the liver is also a glucose sensor (Figure 1). Its activity regulates the 
rate of glycogen accumulation and hepatic glucose production [6].
Mutations in the GCK gene that increase enzyme activity lead to hypoglycemia 
due to hyperinsulinism, while mutations that decrease enzyme activity lead to 
hyperglycemia or diabetes. Due to its importance in glucose homeostasis, this 
enzyme is one of the main study targets for the development of a new antidia-
betic therapy strategy [7].
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Additionally, GCK is a key component in glucose-sensing neurons located in 
the hypothalamus [8–10].

• Glucose transporter GLUT-2: It is a glucose transporter that acts as a sensor 
of changes in extracellular glucose levels. This is due to a high Km (more than 
other glucose transporters of the same family) and thus a very low affinity 
for glucose, allowing a rapid equilibrium between the glucose concentration 
on both sides of the membrane, independently of the action of insulin [11]. 
GLUT2 is expressed mainly in hepatic cells, pancreatic β cells, basolateral 
membranes of intestinal, renal epithelial cells, and in specific brain nuclei. 
In hepatic cells, GLUT2 involves an efficient transport of glucose across the 
plasmatic membrane only when intra- or extra-cellular glucose is high, being 
a key controller of glucose homeostasis (Figure 1). β-pancreatic cells take up 
glucose through the GLUT-2 transporter and carry out insulin synthesis and 
secretion. Glucose transport by GLUT-2 and then GCK facilitates oxidation by 
increasing intracellular ATP, which leads to signaling via ATP-dependent K+ 
channels [1]. Decreased GLUT2 levels in pancreatic β cells have been detected 
in cases of diabetes in both animals and human patients.
GLUT2 is also found in neurons located in certain glucose-sensing brain 
regions involved in controlling feeding behavior [9, 12, 13].

• AMP activated protein kinase (AMPK): It is a heterotrimeric complex 
with a serine/threonine kinase domain [14, 15]. AMPK perceives cellular 
energy availability by detecting the AMP/ATP ratio (Figure 1). This kinase is 
activated in states of low energy availability or metabolic stress that reduces 

Figure 1. 
PASK signaling interaction with other nutrient sensors. PAS domains detect environmental parameters (light, 
oxygen and redox state). A metabolite or protein binds to the PAS domain after transient activation auto- or 
transphosphorylation stabilizes and activates PASK. Physiological effects of PASK in other nutrient sensors 
(glucose transporter (GLUT2), glucokinase (GCK), AMP-activated kinase (AMPK) and mammalian target 
of rapamycin (mTOR))/S6K pathway due to activation or inhibition (direct: solid lines; indirect: dashed 
lines).
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of changes in extracellular glucose levels. This is due to a high Km (more than 
other glucose transporters of the same family) and thus a very low affinity 
for glucose, allowing a rapid equilibrium between the glucose concentration 
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increasing intracellular ATP, which leads to signaling via ATP-dependent K+ 
channels [1]. Decreased GLUT2 levels in pancreatic β cells have been detected 
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GLUT2 is also found in neurons located in certain glucose-sensing brain 
regions involved in controlling feeding behavior [9, 12, 13].

• AMP activated protein kinase (AMPK): It is a heterotrimeric complex 
with a serine/threonine kinase domain [14, 15]. AMPK perceives cellular 
energy availability by detecting the AMP/ATP ratio (Figure 1). This kinase is 
activated in states of low energy availability or metabolic stress that reduces 
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lines).
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ATP production (e.g. heat shock, hypoxia, ischemia and fasting conditions) 
or accelerates its consumption (muscle contraction). Once active, AMPK acts 
by inhibiting the anabolic pathways responsible for the synthesis of macro-
molecules (proteins and glycogen) and lipids (fatty acids, triglycerides and 
cholesterol), and by activating catabolic pathways, such as the β-oxidation 
of fatty acids, glucose uptake and glycolysis. The net result of AMPK activity 
is the restoration of the energy balance, as the main energy sensor [16]. The 
AMPK pathway at central level integrates peripheral information through 
nutrients and hormones. Hypothalamic AMPK is involved in feeding behavior, 
the thermogenesis of brown adipose tissue (BAT) and browning of white 
adipose tissue (WAT) [17, 18].

• Mammalian Target of Rapamycin (mTOR): The mTORC1 complex is a 
serine/threonine kinase which forms part of the mTOR/S6K pathway inte-
grating nutrients, hormones, growth factors and cellular energy levels to 
control protein transcription and synthesis and cell size, growth, metabolism, 
autophagy and thermogenesis [19]. Growth factors, amino acids, mitogens, 
and favorable energy states activate the mTORC1/S6K1 pathway, promoting 
anabolic processes (Figure 1), while states of energy depletion and cellular 
stress such as hypoxia suppress this pathway. The hypothalamic mTORC1 
complex is an energy sensor involved in food intake and body weight control 
[20, 21]. AMPK and mTORC1 act together in food intake regulation, as low 
nutrient levels during fasting activate AMPK, although the mTORC1 complex 
remains inactive, while the activity of these sensors is reversed after food 
ingestion, indicating that AMPK and mTORC1 could have opposite functions 
in the control of feeding behavior [22].

• PAS kinase (PASK): It is also called PASKIN, and is defined as the protein 
kinase that contains an N-terminal Per-Arnt-Sim (PAS) domain and a 
C-terminal serine/threonine kinase catalytic domain [23]. Like AMPK and 
mTORC1, it is a nutrient-responsive protein that regulates glucose metabolism 
and cellular energy, and is also responsive to a variety of intracellular cues, 
including light, oxygen, and redox state, among many others [24]. In mam-
mals, PASK may be activated by small metabolites, and could regulate glycogen 
synthesis and protein translation (Figure 1), in addition to being involved in 
the regulation of glucose homeostasis and energy metabolism [25–27], and 
epigenetics and differentiation [28].

This chapter will focus on the study of this last sensor, and like AMPK and 
mTORC1, it can be considered a pharmacological target for diseases, such as obesity 
and diabetes.

2.1 Neuronal and peripheral regulation of homeostasis by nutrient sensing

The key to maintaining homeostatic and energy control is a balanced food 
intake and energy expenditure, whereas altered regulation leads to obesity and 
T2D. The regulation of the energy balance is controlled by the hypothalamus, as 
the central organ that integrates nutrient levels and hormonal changes. The hypo-
thalamic response to regulate glucose and whole-body energy homeostasis is to 
control food intake and several physiological functions in peripheral organs, such 
as lipid metabolism and thermogenesis [29, 30]. The brain receives inputs from 
nutrients, adiposity signals, and hormonal neural and metabolic signaling from the 
gastrointestinal tract. The gut-brain and gut-brain-liver axes act to regulate energy 
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and glucose homeostasis, respectively [31–33]. The brain likewise controls energy-
consuming processes such as skeletal muscle fatty acid oxidation, thermogenesis, 
and locomotor activity [34]. Deficient intercommunications between the brain and 
peripheral organs may contribute to the appearance of obesity and T2D [30, 33].

The hypothalamus is a key brain area for maintaining an energy balance and 
homeostasis. Hypothalamic areas thereby play a key role in the control of food 
intake and energy homeostasis. The mid-20th century recorded the first indications 
that the electrical stimulation of the ventromedial hypothalamus (VMH) sup-
presses food intake, and that bilateral lesions of these areas induce hyperphagia and 
obesity. The VMH has therefore been called the satiety center. By contrast, altera-
tions in the lateral hypothalamic area (LH) induce the opposite set of responses, 
and the LH is hence called the hunger center. Changes in blood glucose levels can 
be monitored by neuronal cells located in the hypothalamus or the brain stem [35]. 
They can therefore act as a true glucose sensor in the control of food intake and 
energy homeostasis. In fact, the first brain glucose sensors were discovered in the 
VMH and LH nucleus, where circulating glucose concentrations drive changes in 
neuronal electrical activity [36, 37]. This means glucose would act mainly as an 
excitatory molecule in certain VMH neurons, and as an inhibitory molecule in those 
of LH and the nucleus of the tractus solitarius (NTS) [38]. This is due to at least two 
kinds of glucose sensor neurons: glucose-excited neurons (GE) are located mainly 
in the VMH (as well as the arcuate nucleus, ARC, and the paraventricular nucleus 
PVN), and are excited by increased glucose levels in the extracellular space, while 
glucose-inhibited neurons (GI) are present mainly in the LH, median ARC, and 
PVN, and are excited by decreases in glucose concentrations [10, 37, 39]. It has been 
suggested that the activation of the firing rate of GE neurons depends on the closure 
of the ATP-sensitive K+

ATP channels by increases in extracellular glucose (similar 
electrophysiological pattern to β-pancreatic cells), whereas GI neurons may increase 
their firing rate in response to hypoglycemia following the inactivation of the Na+/
K+-ATPase pump (similar electrophysiological pattern to α-pancreatic cells) [40].

Some of the component molecules responsible for the hypothalamic glucose 
sensing systems are as follows: GCK, GLUT-2, and the GLP-1 receptor, which are 
co-expressed in areas involved in energy homeostasis regulation, food intake, and 
glucose metabolism [9, 12, 41, 42]. The most glucose-sensitive regulator seems to be 
the GCK, which is present in both GE and GI neurons (albeit to a lesser extent) [43]. 
However, glucose transporters such as GLUT-2, GLUT-3, the insulin-dependent 
transporter (GLUT-4), and the sodium-glucose transporter (SGLT) do not seem 
to have a predominant role in the response by GE and GI neurons to alterations in 
glucose levels [10]. GE neurons are known to use GLUT-2 for glucose uptake, then 
GCK mediates the phosphorylation, and the glucose oxidation increases ATP/ADP, 
leading to the closure of ATP-sensitive K+

ATP channels and depolarization, promot-
ing Ca2+ influx and neurotransmitter release [33, 44, 45].

Hypothalamic sensing neurons also use fatty acids (FA) as signaling molecules 
[46]. Some of these sensing neurons respond to both FA and glucose, whereby these 
neurons distinguish between fasting and feeding states. When the effect of glucose 
is excitatory, FA tend to inhibit those neurons [46]. A deficiency of fatty acid trans-
locator/receptor CD36 in VMH neurons stimulates food intake, enhances insulin 
resistance, and increases body weight and fat mass in lean and obese rats [47]. FA 
sensing therefore plays a key role in integrating signals for regulating glucose and 
energy homeostasis and fat deposition.

It has also been reported that FA are oxidized by astrocytes in VMH under a 
low-fat diet, while under a high-fat diet (HFD) astrocytes in this area generate 
ketone bodies that can be exported to neurons and signal a decrease in short-term 
food intake and protect against obesity. However, this effect is lost when besides 
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K+-ATPase pump (similar electrophysiological pattern to α-pancreatic cells) [40].
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transporter (GLUT-4), and the sodium-glucose transporter (SGLT) do not seem 
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[46]. Some of these sensing neurons respond to both FA and glucose, whereby these 
neurons distinguish between fasting and feeding states. When the effect of glucose 
is excitatory, FA tend to inhibit those neurons [46]. A deficiency of fatty acid trans-
locator/receptor CD36 in VMH neurons stimulates food intake, enhances insulin 
resistance, and increases body weight and fat mass in lean and obese rats [47]. FA 
sensing therefore plays a key role in integrating signals for regulating glucose and 
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It has also been reported that FA are oxidized by astrocytes in VMH under a 
low-fat diet, while under a high-fat diet (HFD) astrocytes in this area generate 
ketone bodies that can be exported to neurons and signal a decrease in short-term 
food intake and protect against obesity. However, this effect is lost when besides 
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HFD there is a resistance to leptin. Animals in these cases remain hyperphagic and 
exposed to obesity [48].

Additionally, with changes in nutrient concentrations some neurons located 
in hypothalamic nuclei secrete and respond to the hormones and neuropeptides 
involved in the control of food intake and energy homeostasis.

For example, the ARC secretes hormones and detects inputs from the periph-
eral signals involved in the control of feeding behavior. There are two important 
subpopulations of secretory neurons in ARC: one synthetizes the α-melanocyte-
stimulating hormone (α-MSH) derived from pro-opiomelanocortin (POMC), 
as well as the cocaine- and amphetamine-regulated transcript (CART); both of 
which are anorexigenic peptides. The second subpopulation of neurons secretes 
the agouti-related protein (AgRP) and neuropeptide Y (NPY) orexigenic peptides 
[49]. These peptides are directed by nerve fibers to other important hypothalamic 
regions, and their synthesis and release coordinate with metabolic sensors to 
accurately control eating behavior and energy metabolism. Additionally, these two 
populations and other neurons located in different hypothalamic nuclei have recep-
tors for hormones secreted peripherally, such as leptin, insulin, ghrelin, and other 
gastrointestinal peptides, such as glucagon like peptide (GLP-1), which in turn are 
being secreted under the control of changes in nutrient availability.

AMPK is another hypothalamic molecule responsible for energy sensing. It has 
been reported to act as an “energy integrator”, and not only perceives the cellular 
energy state, but also has a role in the regulatory mechanisms of body energy 
homeostasis [50, 51]. It has a mainly neuronal distribution [52], highly expressed in 
ARC, PVN, VMH and LH, with AMPKα2 being the most predominant isoform [53].

Fasting increases and feeding decreases AMPK activity in various hypothalamic 
nuclei [18, 53]. Several studies have shown that hypothalamic AMPK is regulated by 
blood glucose levels. Peripheral or central hyperglycemia inhibits AMPK in several 
hypothalamic nuclei. Furthermore, the anorexigenic neuronal signaling (NPY/
AgRP) is AMPK-dependent in the hypothalamus. Thus, AMPK mutants have sup-
pressed the NPY/AgRP response, and therefore food intake, reducing body weight. 
However, elevated AMPK increases NPY/AgRP expression, food intake and body 
weight [53, 54].

Fasting and feeding are accompanied by hormonal and nutrient changes both 
in peripheral tissues and in the CNS, which can lead to variations in AMPK activ-
ity. Accordingly, AMPK integrates nutritional information and hormonal signals. 
Several studies have shown that fasting and orexigenic signals (e.g. ghrelin, 
 adiponectin, cannabinoids and glucocorticoids) increase hypothalamic AMPK 
activity, contributing to an increase in food intake; by contrast, food and anorectic 
signals such as leptin, insulin, resistin, GLP-1 and α-MSH decrease this kinase’s 
activity, helping to generate a state of satiety. AMPK activation therefore promotes 
food intake, while the decrease in its enzymatic activity is associated with hypopha-
gia. This effect is due, at least in part, to an increase in the expression of NPY and 
AgRP in the arcuate nucleus, and of MCH in the lateral hypothalamus [17, 18, 54].

AMPK activity can induce appetite via the inhibition of malonyl-CoA and 
the activation of carnitine palmitoyltransferase-1 (CPT-1). The inhibition of 
malonyl-CoA leads to decreased fatty acid synthesis and increased 𝛽𝛽-oxidation. 
Furthermore, increased 𝛽𝛽-oxidation could induce orexigenic gene expression. In 
addition, AMPK activation through the sympathetic nerve can reduce thermogen-
esis and energy expenditure. Additionally, activated hypothalamic AMPK may 
prompt enhanced glucose production [55].

Besides AMPK, mTORC1 is another hypothalamic metabolic sensor regulator of 
feeding behavior and body weight [20]. mTORC1 and the downstream target S6K1 
are widely distributed in the brain, mainly in the PVN and ARC. Their signaling 
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responds to nutrient availability and is colocalized with NPY/AgRP and POMC/
CART neurons in the ARC [20]. mTORC1 activation decreases food intake and body 
weight [56]. mTORC1 integrates signals from nutrients, adiposity signals, and gut 
hormones [21]. Hypothalamic AMPK and mTORC1 respond to nutrient levels in 
opposite ways [57, 58]. Additionally, mTORC1 is inhibited by AMPK activation via 
the tuberous sclerosis complex 2 (TSC2) [59, 60]. Moreover, AMPK is also a substrate 
for the mTOR-S6K1 pathway (Figure 1) [22].

In short, the interplay between both hypothalamic pathways plays an important 
role in regulating food intake and body weight.

Several peripheral signals are involved in controlling food intake and energy 
homeostasis. Moreover, changes in nutrient levels involving glucose [61] and FA 
[62, 63] or ketone bodies [48], adiposity signals (leptin, insulin) [64], and gas-
trointestinal (ghrelin [65], GLP-1 [57, 58, 66]) signals, alter the activity of sensing 
neurons located in the VMH and other brain areas.

Two peripheral hormones, leptin and insulin, provide the brain with informa-
tion about the energy stored as adipose tissue [64]. Leptin and insulin levels in 
plasma correlate with adipose mass and body weight. Insulin levels correlate better 
with visceral adiposity [67]. Its plasma levels also reflect changes, decreasing during 
fasting and increasing during feeding; glucose-induced insulin secretion is also 
dependent on body fat (review by Benoit et al.) [64]. Obesity is frequently related 
to insulin resistance as higher insulin levels are required to maintain suitable levels 
of blood glucose. The administration of insulin to the brain reduces food intake and 
increases energy expenditure [68]. Impaired insulin signaling due to neuronal dele-
tion of the insulin receptor and insulin receptor substrate 2 (IRS2) increases food 
intake [69]. Leptin is secreted by adipose tissue, and blood levels correlate directly 
with adiposity [70]. Leptin receptor deficiency has been related to hyperphagia and 
obesity [71]. However, leptin supplied to the ARC reduces food intake and body 
weight, and promotes locomotor activity [72].

Hormones secreted in the gut after feeding as cholecystokinin and GLP-1 
promote satiety when administered centrally and peripherally [66]. By contrast, 
ghrelin released under fasting conditions by the stomach acts as an orexigenic signal 
inducing food intake [31].

The liver plays a vital role in regulating whole-body glucose and lipid homeo-
stasis. It is the main site for the synthesis, metabolism, storage and redistribution 
of carbohydrates, proteins and lipids, especially during the adjustment periods in 
fasting and feeding. In postprandial states, the liver is exposed to more ingested 
nutrients and to higher levels than other tissues. The liver is especially responsible for 
much of glucose uptake when hyperinsulinemia and hyperglycemia coincide, storing 
it as a glycogen and associated to a reduction in muscle glucose uptake [73]. The 
efficiency of hepatic glucose uptake is coordinated neurally, depending also on diet 
components and high-fat and high-fructose decreases in glycogen storage. Glucose 
transport is facilitated by GLUT2, with the intrahepatic glucose concentration being 
similar to that of blood glucose. Its metabolism therefore depends on GCK activity, 
which in part determines glycogen synthesis [74]. By contrast, when blood glucose 
drops, and other organs require energy, the liver produces glucose by glycogenolysis 
and/or gluconeogenesis. Gluconeogenesis is responsible for half of the total glucose 
produced by the liver during an overnight fast, so this contribution is essential for 
glucose homeostasis [75]. Therefore, hepatic metabolism is critical for proper glucose 
homeostasis in response to insulin and for preventing diabetes [73, 75]. Insulin in the 
hypothalamic nuclei regulates hepatic glucose production [76, 77]. Insulin acts on 
the brain (hypothalamus and brain stem), also modulating pancreatic insulin and 
glucagon secretion [78]. The close coordination between the brain and peripheral 
organs helps to maintain whole-body glucose and energy homeostasis.
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weight [56]. mTORC1 integrates signals from nutrients, adiposity signals, and gut 
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fasting and feeding. In postprandial states, the liver is exposed to more ingested 
nutrients and to higher levels than other tissues. The liver is especially responsible for 
much of glucose uptake when hyperinsulinemia and hyperglycemia coincide, storing 
it as a glycogen and associated to a reduction in muscle glucose uptake [73]. The 
efficiency of hepatic glucose uptake is coordinated neurally, depending also on diet 
components and high-fat and high-fructose decreases in glycogen storage. Glucose 
transport is facilitated by GLUT2, with the intrahepatic glucose concentration being 
similar to that of blood glucose. Its metabolism therefore depends on GCK activity, 
which in part determines glycogen synthesis [74]. By contrast, when blood glucose 
drops, and other organs require energy, the liver produces glucose by glycogenolysis 
and/or gluconeogenesis. Gluconeogenesis is responsible for half of the total glucose 
produced by the liver during an overnight fast, so this contribution is essential for 
glucose homeostasis [75]. Therefore, hepatic metabolism is critical for proper glucose 
homeostasis in response to insulin and for preventing diabetes [73, 75]. Insulin in the 
hypothalamic nuclei regulates hepatic glucose production [76, 77]. Insulin acts on 
the brain (hypothalamus and brain stem), also modulating pancreatic insulin and 
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In turn, there is a close relationship between the appearance of insulin resis-
tance in the liver and the development of T2D [79, 80]. Decreased hepatic insulin 
sensitivity contributes to postprandial hyperglycemia and enhances hepatic glucose 
production, leading to exacerbated hyperglycemia and chronic hyperinsulinemia 
in diabetics [81]. There is evidence to suggest that impairing insulin hypothalamic 
signaling [82] or an HFD [83] contributes to the appearance of diabetes.

3. PASK: a new nutrient sensor

PASK is an evolutionarily conserved nutrient-responsive protein kinase that 
regulates glucose homeostasis, senses a cell’s energy or nutrient status, and suitably 
regulates cellular metabolism. PASK responds to glucose availability and regulates 
glucose homeostasis in yeast, rodents and mammals. Despite this pivotal role, the 
molecular mechanisms of PASK regulation and function are largely unknown [84].

PAS domains (see Section 2) are versatile sensors designed to detect environ-
mental parameters, such as light, oxygen and redox state [24]. These domains are 
often regulated by the binding of a diverse group of small ligands, including ATP, 
heme or flavins, within the hydrophobic pocket at the core of the domain (review 
by Henry et al.) [85]. As with other PAS domains, the PASK adopts this charac-
teristic fold and binds small organic molecules within its hydrophobic core [86]. 
Unlike other PAS domains, however, the physiological ligand(s) for PASK remain 
unknown. In vitro experiments performed indicate that this domain should inhibit 
kinase activity [84].

In a hypothetical activation model, a metabolite or protein activates PASK by bind-
ing to the PAS domain and relieving PAS domain inhibition. This transient activation 
may subsequently be stabilized through auto- or transphosphorylation (Figure 1). 
PASK can then phosphorylate several substrates (Figure 2) [23, 27, 86, 87].

PASK is known to be a physiological regulator of glucose metabolism, function-
ing in pancreatic islet cells regulating glucagon and insulin secretion [88, 89]; 
several translation factors and glycogen synthase are PASK substrates [90, 91], sug-
gesting its implication in the control of protein synthesis and glycogen metabolism.

Figure 2. 
PAS Kinase substrates in mammals. Cellular process regulated by PAS kinase and in vitro or in vivo substrates 
identified in mammals. Glycogen metabolism: Glycogen synthase (GYS), Glycogen synthase kinase 3 beta 
(GSK3β). Protein translation: Alanine-tRNA ligase (AlaRS); Basic transcription factor 3 (BTF3); Eukaryotic 
translation elongation factor (eIF1A); Ribosomal proteins S2, S3A, S6, S8, S10 and S14 (RPS2), (RPS3A), 
(RPS6), (RPS8), (RPS10) and (RPS14). Gene expression: Histone H3 tails residues threonine 3, 6, 11 and 
serine 10 (H3T3), (H3T6), (H3T11) and (H3S10); Cell differentiation: WD repeat-containing protein 5 
(WDR5) and Pancreatic Duodenal Homeobox 1 (PDX1).
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Katschinski et al. [92] have been the first to inactivate mouse gene coding to 
PASK. These PASK-deficient mice (PASK−/−) recorded normal development, growth 
and reproduction. It was subsequently found that PASK−/− male mice are resistant to 
weight gain, hepatic triglyceride accumulation, and insulin resistance when placed 
on an HFD [93]. Without a change in food intake or exercise, these PASK−/− male 
mice also record a hypermetabolic phenotype, giving off more CO2 and taking 
in more O2. PASK is involved in the proteolytic maturation of the sterol regula-
tory binding protein (SREBP1c), the main lipogenic transcription factor [94, 95]. 
SREBP1c activity and target genes decreased in PASK−/− mice, with an associated 
decrease in hepatic lipid deposits [96].

Lipids are important substances that store energy for oxidation and metabolism. 
As the main cause of imbalanced lipid metabolism, excessive lipid accumulation 
in the liver has been involved in the development of metabolic syndromes, such as 
T2D, obesity, hepatic adipose infiltration and unpredicted morbidity. It is therefore 
extremely important to maintain a balance between lipid synthesis and catabolism. 
PASK has been reported to regulate many of the phenotypes.

PASK deficiency decreases insulin production, insulin resistance, body weight 
and hepatic triglyceride accumulation, while leading to increased glycogen storage, 
as well as metabolic rate [97]. Some of the effects observed in PASK−/− have also 
been confirmed using PASK pharmacologic inhibitors [98].

Our studies have been based on this mouse model. PASK−/− mice have been 
described by Hao et al. [93], and generously donated to us by Dr. Roland H. Wegner 
(Veterinary Department of the canton of Zurich).

New PASK functions have recently been described, including the unexpected 
role it has in promoting the differentiation of myogenic progenitor cells, embryonic 
stem cells, and adipogenic progenitor cells. This PASK function is dependent upon 
its ability to phosphorylate WD repeat-containing protein 5 (WDR5), which is a 
member of several protein complexes, including those that catalyze histone H3 
Lysine 4 trimethylation (H3K4me3) during transcriptional activation. Thus, as an 
upstream kinase of WDR5, PASK integrates signaling cues with the transcriptional 
network to regulate the differentiation of progenitor cells [99]. In addition, the 
phosphorylation of PASK by mTORC1 is required for the activation of myogenin 
transcription, exiting from self-renewal, and the induction of the myogenesis 
program. mTORC1-PASK signaling is required for increasing myogenin-positive 
committed myoblasts (early stage of myogenesis) [100].

Moreover, it has been confirmed that the metabolic sensor PASK could affect 
both the phosphorylation and the methylation of histone H3 tails. It contributes to 
the methylation of H3 lysine 4 (H3K4) di- and tri-methylation through its associa-
tion with the H3K4 MLL2 methyltransferase complex and to the phosphorylation 
of several threonine residues (T3, T6 and T11) and serine (S10) on H3 as a histone 
kinase [101]. The methylation of histone H3 lysine 4 H3K4 has been linked to 
transcriptional activation.

4. PASK hypothalamic function in food intake and energy homeostasis

The hypothalamus is the key to controlling food intake. The identification of 
hypothalamic glucose sensing systems and neuronal populations expressing and 
responding to orexigenic and anorexigenic peptides (see Section 2.1) has focused 
the studies on the hypothalamic nuclei. They have been specifically directed toward 
identifying the mechanisms involved in controlling nutrient sensing, feeding 
behavior and its relationship with insulin actions in the central nervous system in 
order to regulate energy and glucose homeostasis. Hypothalamic metabolic sensors 
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sensitivity contributes to postprandial hyperglycemia and enhances hepatic glucose 
production, leading to exacerbated hyperglycemia and chronic hyperinsulinemia 
in diabetics [81]. There is evidence to suggest that impairing insulin hypothalamic 
signaling [82] or an HFD [83] contributes to the appearance of diabetes.

3. PASK: a new nutrient sensor

PASK is an evolutionarily conserved nutrient-responsive protein kinase that 
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may subsequently be stabilized through auto- or transphosphorylation (Figure 1). 
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and reproduction. It was subsequently found that PASK−/− male mice are resistant to 
weight gain, hepatic triglyceride accumulation, and insulin resistance when placed 
on an HFD [93]. Without a change in food intake or exercise, these PASK−/− male 
mice also record a hypermetabolic phenotype, giving off more CO2 and taking 
in more O2. PASK is involved in the proteolytic maturation of the sterol regula-
tory binding protein (SREBP1c), the main lipogenic transcription factor [94, 95]. 
SREBP1c activity and target genes decreased in PASK−/− mice, with an associated 
decrease in hepatic lipid deposits [96].

Lipids are important substances that store energy for oxidation and metabolism. 
As the main cause of imbalanced lipid metabolism, excessive lipid accumulation 
in the liver has been involved in the development of metabolic syndromes, such as 
T2D, obesity, hepatic adipose infiltration and unpredicted morbidity. It is therefore 
extremely important to maintain a balance between lipid synthesis and catabolism. 
PASK has been reported to regulate many of the phenotypes.

PASK deficiency decreases insulin production, insulin resistance, body weight 
and hepatic triglyceride accumulation, while leading to increased glycogen storage, 
as well as metabolic rate [97]. Some of the effects observed in PASK−/− have also 
been confirmed using PASK pharmacologic inhibitors [98].

Our studies have been based on this mouse model. PASK−/− mice have been 
described by Hao et al. [93], and generously donated to us by Dr. Roland H. Wegner 
(Veterinary Department of the canton of Zurich).
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its ability to phosphorylate WD repeat-containing protein 5 (WDR5), which is a 
member of several protein complexes, including those that catalyze histone H3 
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upstream kinase of WDR5, PASK integrates signaling cues with the transcriptional 
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phosphorylation of PASK by mTORC1 is required for the activation of myogenin 
transcription, exiting from self-renewal, and the induction of the myogenesis 
program. mTORC1-PASK signaling is required for increasing myogenin-positive 
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Moreover, it has been confirmed that the metabolic sensor PASK could affect 
both the phosphorylation and the methylation of histone H3 tails. It contributes to 
the methylation of H3 lysine 4 (H3K4) di- and tri-methylation through its associa-
tion with the H3K4 MLL2 methyltransferase complex and to the phosphorylation 
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The hypothalamus is the key to controlling food intake. The identification of 
hypothalamic glucose sensing systems and neuronal populations expressing and 
responding to orexigenic and anorexigenic peptides (see Section 2.1) has focused 
the studies on the hypothalamic nuclei. They have been specifically directed toward 
identifying the mechanisms involved in controlling nutrient sensing, feeding 
behavior and its relationship with insulin actions in the central nervous system in 
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respond in opposite ways to changes in nutrients and orexigenic or anorexigenic 
peptides, and their activation/inhibition regulates food intake. For example, the 
hypothalamic AMPK is activated by fasting and inhibited by refeeding [53, 57, 102], 
and the mTORC1/S6K pathway is activated by glucose and amino acids, inhibiting 
food intake [20, 57, 103]. Both pathways are involved in controlling feeding and 
regulating the energy balance.

In 2013, PASK was identified in the hypothalamic areas involved in feeding 
behavior, and its expression was regulated under fasting/refeeding conditions  
[104, 105]. It was proposed as a hypothalamic and liver nutrient sensor and a general 
regulator of glucose metabolism and cellular energy. Moreover, PASK−/− mice resist 
diet-induced obesity [93]; it might therefore be understood that PASK could control 
the hypothalamic function related to intake control. For example, elevated glucose 
levels decrease mRNA coding to PASK in VMH and LH areas in hypothalamic 
organotypic cultures and in neuroblastoma N2A cells [104]. The PASK expression 
is also regulated in vivo in response to fasting/refeeding conditions. This effect is 
clearer in LH: mRNA coding to PASK is lower under fasting conditions and increases 
in response to refeeding conditions [105]. The effect observed after refeeding in vivo 
is the opposite to the glucose effect found in VMH and LH in hypothalamic organo-
typic cultures and neuroblastoma N2A cells. However, the effect is similar to those 
produced in the presence of both glucose and the anorexigenic peptide GLP-1 (an 
incretin release from intestinal L-cells in response to feeding) [106, 107]. The role of 
PASK in the hypothalamus would be similar to other well-known metabolic sensors, 
such as AMPK and mTORC1. The activation of AMPK and mTORC1 is coordinated 
and antagonistic. While AMPK is activated by a fall in energy, mTORC1 is activated 
by its increase. Hypothalamic metabolic sensors, such as AMPK and mTORC1, 
therefore play an important role in feeding behavior, body weight homeostasis, 
and energy balance (see Section 2.1). These sensors respond to changes in nutrient 
levels in the VMH and LH (hypothalamic areas involved in feeding behavior) and in 
neuroblastoma N2A cells, and those effects are modulated by the GLP-1 in lean and 
obese rats [57].

Studies in PASK−/− mice have indicated that PASK-deficiency involves a down-
regulation of mRNA levels coding to AMPKα2 in VMH, and slightly so in LH [105], 
while impairing the coordination of the AMPK and mTORC1/S6K1 pathways. Thus, 
both the AMPK and mTORC1/S6K1 pathways are surprisingly activated at the same 
time under fasting and feeding conditions in PASK−/− mice [105]. This finding could 
mean that the inhibition of mTORC1/S6K through AMPK activation requires the 
coordinated phosphorylation of TSC2 by Glycogen synthase kinase 3β (GSK3β) 
[59], which is a PASK substrate in vitro, and PASK deficiency could therefore alter 
hypothalamic GSK3β activity [108]. Additionally, this study has found that the 
exendin-4 regulatory effect on metabolic sensor activity is lost in PASK−/− mice, 
and the anorexigenic properties of exendin-4 significantly reduced, suggesting that 
PASK could be a mediator in the brain GLP-1 signaling pathway. Some of the anti-
diabetogenic effects of exendin-4 might be modulated through these processes. This 
means that hypothalamic PASK, interacting with AMPK and mTORC1 pathways, 
and in coordination with anorexigenic/orexigenic peptides, could be a key enzyme 
in food intake control, and in peripheral tissue functions, such as brown adipose 
tissue thermogenesis, pancreatic insulin secretion, etc. However, more studies are 
needed to clarify this hypothesis and the putative molecular mechanism of PASK 
actions in whole-body physiology.

The downregulation of mRNA coding to AMPKα2 and the modulation of the 
GLP-1 effects in hypothalamus in PASK−/− mice suggest that both effects may also be 
regulating thermogenesis in BAT and the browning of white fat, as both processes 
are mediated by the inhibition of hypothalamic AMPK [109, 110].
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As well as acting in hypothalamic functions, PASK also has key functions in the 
peripheral tissues. For example, diabetes and PASK have been linked, as a human 
mutation of the PASK gene has been correlated with maturity-onset diabetes of the 
young (MODY). This mutation increases kinase activity and decreases glucose-
stimulated insulin secretion by the pancreas [111]. In addition, decreased PASK 
expression in pancreatic islets has been reported in human T2D [88]. The PASK 
function in peripheral tissues could be crucial for maintaining metabolic and 
energy homeostasis.

5. PASK contribution to hepatic adaptation to fasting/feeding

The liver maintains metabolic homeostasis, and it is especially essential in the 
proper control of glucose during fasting and feeding periods. In particular, the liver 
is one of the main insulin-responsive organs, so it records a greater glucose uptake 
when glycaemia rises, storing it as glycogen (see Section 2.1). By contrast, when 
blood glucose falls, and other organs require energy, the liver produces glucose by 
glycogenolysis and gluconeogenesis. Therefore, the correct hepatic response to 
insulin and hepatic metabolism are critical for maintaining glycaemia within physi-
ological ranges, and therefore for the proper control of diabetes.

Studies with PASK−/− mice have reported the critical role PASK plays in hepatic 
adaptation to fasting/feeding periods, especially under an HFD [93, 112]. It is 
interesting that PASK expression is regulated in the liver by fasting/feeding, with 
fasting downregulating it [112]. Moreover, Perez-Garcia et al. [113] have found 
that PASK deficiency alters the complex hepatic response to fasting/feeding. The 
expression of the transcription factors and key enzymes that regulate gluconeo-
genesis and mitochondrial fatty acid transport under fasting conditions is altered 
in PASK−/− mice, with lower forkhead box protein O1 (Foxo 1) and carnitine 
palmitoyltransferase 1A (Cpt1a) and higher peroxisome proliferator-activated 
receptor alpha (Ppara). Similarly, PASK deficiency modifies the activity of the 
protein kinase B (AKT) overactivated under fasting and the stability of phospho-
enolpyruvate carboxykinase (PEPCK) [113], while no detectable changes have 
been observed in the maintenance of blood glucose homeostasis during prolonged 
fasting periods [105].

A good example of PASK deficiency effects under feeding involves the changes 
recorded in GCK, which is a critical enzyme in the hepatic function. GCK is an 
enzyme involved in hepatic glucose sensing (see Section 2). This enzyme is acti-
vated by the increase in blood glucose which occurs in feeding periods. It therefore 
adjusts hepatic glucose phosphorylation to blood glucose levels, acting as a glucose 
sensor. The importance of GCK in maintaining glucose homeostasis is evidenced by 
the severe impacts caused by mutations in the GCK gene. The loss of GCK function 
in the human body causes maturity-onset diabetes of the young type 2 (MODY2) 
[114]. By contrast, activating mutations generate persistent hyperinsulinemia [115]. 
Many liver functions are controlled by GCK, which acts together with insulin in the 
maintenance of blood glucose homeostasis [116], and the activation of glycolytic 
and lipogenic gene expression. GCK is also involved in glycogen synthesis and stor-
age in the liver [117]. The enzymatic activity of GCK is controlled by transcriptional 
and posttranscriptional mechanisms. While the transcriptional regulation of the 
GCK gene is basically insulin-dependent [118], the posttranscriptional mechanisms 
of regulation involve interaction with other proteins, highlighting the glucokinase 
regulatory protein (GCKR). GCKR modulates GCK activity when glucose levels 
decline by binding and sequestering it in the nucleus, and thus avoiding its function 
in the cytoplasm [116, 119].
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respond in opposite ways to changes in nutrients and orexigenic or anorexigenic 
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In 2013, PASK was identified in the hypothalamic areas involved in feeding 
behavior, and its expression was regulated under fasting/refeeding conditions  
[104, 105]. It was proposed as a hypothalamic and liver nutrient sensor and a general 
regulator of glucose metabolism and cellular energy. Moreover, PASK−/− mice resist 
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and in coordination with anorexigenic/orexigenic peptides, could be a key enzyme 
in food intake control, and in peripheral tissue functions, such as brown adipose 
tissue thermogenesis, pancreatic insulin secretion, etc. However, more studies are 
needed to clarify this hypothesis and the putative molecular mechanism of PASK 
actions in whole-body physiology.
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recorded in GCK, which is a critical enzyme in the hepatic function. GCK is an 
enzyme involved in hepatic glucose sensing (see Section 2). This enzyme is acti-
vated by the increase in blood glucose which occurs in feeding periods. It therefore 
adjusts hepatic glucose phosphorylation to blood glucose levels, acting as a glucose 
sensor. The importance of GCK in maintaining glucose homeostasis is evidenced by 
the severe impacts caused by mutations in the GCK gene. The loss of GCK function 
in the human body causes maturity-onset diabetes of the young type 2 (MODY2) 
[114]. By contrast, activating mutations generate persistent hyperinsulinemia [115]. 
Many liver functions are controlled by GCK, which acts together with insulin in the 
maintenance of blood glucose homeostasis [116], and the activation of glycolytic 
and lipogenic gene expression. GCK is also involved in glycogen synthesis and stor-
age in the liver [117]. The enzymatic activity of GCK is controlled by transcriptional 
and posttranscriptional mechanisms. While the transcriptional regulation of the 
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Studies relating the role of PASK to the GCK function [113] have revealed that 
GCK activity is reduced in PASK−/− mice for two reasons: on the one hand, the 
lower protein expression, and on the other, its mainly nuclear location. It cannot be 
ruled out that the decrease in GCK may be partly due to the blocking of lipogenesis 
that characterizes PASK−/− mice. In addition, the conversion of excess carbohy-
drates into lipids might also be limited by the low levels of acetyl CoA carboxylase 
(ACC) and fatty acid synthase (FAS), although the gene coding to ACC and liver 
pyruvate kinase (LPK) is overexpressed under non-fasted conditions in PASK−/− 
mice. Additionally, glycogen metabolism could also be modified because glycogen 
synthase is a PASK substrate [90].

The hepatic PASK role in the control of hepatic adaptation to fasting/feeding 
becomes more important under an HFD because it dysregulates hepatic metabolic 
responses to fasting and feeding, leading to a non-alcoholic fatty liver, obesity, 
insulin resistance, diabetes, and associated cardiovascular problems. Some stud-
ies have evidenced that PASK−/− mice fed with a HFD resist the development of 
obesity and hepatic steatosis, with improved insulin sensitivity [93, 96, 112]. A 
consequence of an HFD for the liver is that it alters the downregulation of the 
Pask expression produced by fasting, as normally happens in a standard-fat diet 
[112]. Interestingly, PASK−/− mice with an HFD record improved parameters for 
the following: body weight, glucose tolerance, insulin resistance (see Section 6.1.), 
and serum lipid parameters [112]. Some of the PASK effects are due to changes in 
the proteolytic maturation of SREBP1c, others by regulating transcription factors 
and enzymes that play a key role in the hepatic response to fasting/feeding. Thus, 
PASK deficiency compensates for gene expression altered by an HFD. For example, 
it decreases the expression of genes overexpressed in HFD-fed mice (transcription 
factors involved in the regulation of gluconeogenic enzymes, the transport of fatty 
acid into mitochondria, β-oxidation, and de novo lipogenesis). PASK also modi-
fies the expression of the short noncoding RNAs involved in lipid metabolism and 
glucose homeostasis. Such is the case of miR-33a and miR-143, whose expression in 
HFD-fed mice is controlled by PASK. Thus, PASK deficiency improves the hepatic 
adaptation to feeding/fasting, especially under pathogenic situations such as an 
HFD, through a highly regulated molecular mechanism that controls the expression 
and function of the transcription factors, enzymes and miRNAs involved in glucose 
and insulin signaling.

PASK deficiency also improves oxidative metabolism and mitochondrial biogen-
esis [120], increasing the ROS-detoxifying enzymes and the expression of FoxO3a 
and PTEN-induced kinase 1 (PINK1) involved in cell survival and mitophagy, 
respectively. All of these are interesting effects of PASK deficiency for states that 
increase oxidative stress, such as aging, diabetes, and obesity.

In sum, there are several results that highlight PASK’s role in the control of the 
key genes and proteins that lead to hepatic metabolic adaptation to fasting or feed-
ing situations.

Accordingly, PASK has been proposed as one of the possible targets for the 
treatment of the metabolic syndrome.

6. PASK and insulin resistance

The growing interest in the PASK function began with the finding that its defi-
ciency prevents many of the deleterious effects of HFDs [93, 112], with a highlight 
being the insulin resistance that accompanies these diets, and which has been 
widely associated with the development of T2D [121, 122].
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Figure 3. 
Insulin signaling and insulin resistance. Insulin signaling recruit insulin receptor substrates (IRS) activates the 
phosphoinositide 3-kinase (PI3K)/AKT pathway that controls most metabolic effects. In muscle and adipose 
tissue this pathway activates AMP-activated protein kinase (AMPK) promoting glucose transporter type 4 
(GLUT4) expression and translocation to the cell membrane. In the liver this pathway activates glucokinase 
(GCK) and glycogen synthase kinase (GSK) inducing glycogen synthesis and suppresses gluconeogenesis 
inhibiting the expression of phosphoenolpyruvate carboxykinase (PEPCK) and glucose-6-phosphatase 
(G6Pase). Arrow stimulates, T bar red inhibits. Insulin resistance impairs the activation of PI3K/Akt 
pathway. In the skeletal muscle and adipose tissue impairs glucose uptake decreasing GLUT4 expression and 
translocation. In the liver insulin resistance suppresses glycogen synthesis and promotes gluconeogenesis through 
the expression of PEPCK and G6P genes.

The same level of PASK is expressed in pancreatic α and β cells, and it is 
involved in insulin and glucagon secretion [88]. PASK promotes insulin expression 
[108], while PASK deficiency decreases the expression of preproinsulin at high 
glucose concentrations [123]. As for glucagon, PASK regulates its secretion by 
glucose [88].

PASK is also important in the development of pancreatic α and β cells, reflect-
ing its key role in diabetes [89]. Thus, even though PASK deletion does not affect 
glucose-stimulated insulin secretion or insulin levels in response to fasting and 
feedback, it does decrease pancreatic β-cell mass in specific KO animals. By con-
trast, the deletion of PASK in pancreatic α cells improves glucagon secretion both in 
vivo and in vitro. PASK therefore plays a clear role in glucagon secretion and in the 
development of β-cell precursors.

There are two determining factors that promote the onset of T2D, dysfunc-
tions in insulin secretion and peripheral resistance to the action of insulin. We 
cannot speak of a single class of T2D because there is considerable heterogeneity. 
In general, obesity prompts the metabolic syndrome [124], which in addition to 
obesity includes other pathologies such as hypertension, hypertriglyceridemia, 
elevated fasting glucose levels, and dyslipidemia. T2D is associated with insulin 
resistance (Figure 3), and over long periods it can lead to hyperinsulinemia. Finally, 
the pancreas fails and hypoinsulinemia sets in.

Insulin signaling activates the PI3K/AKT pathway that controls most metabolic 
effects (Figure 3) [125]. Insulin stimulates glucose uptake in muscle and adipose tis-
sue, promoting glucose transporter type 4 (GLUT4) expression and translocation to 
the cell membrane [126, 127]. In turn, insulin decreases lipolysis in adipose tissue, 
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ies have evidenced that PASK−/− mice fed with a HFD resist the development of 
obesity and hepatic steatosis, with improved insulin sensitivity [93, 96, 112]. A 
consequence of an HFD for the liver is that it alters the downregulation of the 
Pask expression produced by fasting, as normally happens in a standard-fat diet 
[112]. Interestingly, PASK−/− mice with an HFD record improved parameters for 
the following: body weight, glucose tolerance, insulin resistance (see Section 6.1.), 
and serum lipid parameters [112]. Some of the PASK effects are due to changes in 
the proteolytic maturation of SREBP1c, others by regulating transcription factors 
and enzymes that play a key role in the hepatic response to fasting/feeding. Thus, 
PASK deficiency compensates for gene expression altered by an HFD. For example, 
it decreases the expression of genes overexpressed in HFD-fed mice (transcription 
factors involved in the regulation of gluconeogenic enzymes, the transport of fatty 
acid into mitochondria, β-oxidation, and de novo lipogenesis). PASK also modi-
fies the expression of the short noncoding RNAs involved in lipid metabolism and 
glucose homeostasis. Such is the case of miR-33a and miR-143, whose expression in 
HFD-fed mice is controlled by PASK. Thus, PASK deficiency improves the hepatic 
adaptation to feeding/fasting, especially under pathogenic situations such as an 
HFD, through a highly regulated molecular mechanism that controls the expression 
and function of the transcription factors, enzymes and miRNAs involved in glucose 
and insulin signaling.

PASK deficiency also improves oxidative metabolism and mitochondrial biogen-
esis [120], increasing the ROS-detoxifying enzymes and the expression of FoxO3a 
and PTEN-induced kinase 1 (PINK1) involved in cell survival and mitophagy, 
respectively. All of these are interesting effects of PASK deficiency for states that 
increase oxidative stress, such as aging, diabetes, and obesity.

In sum, there are several results that highlight PASK’s role in the control of the 
key genes and proteins that lead to hepatic metabolic adaptation to fasting or feed-
ing situations.

Accordingly, PASK has been proposed as one of the possible targets for the 
treatment of the metabolic syndrome.
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The growing interest in the PASK function began with the finding that its defi-
ciency prevents many of the deleterious effects of HFDs [93, 112], with a highlight 
being the insulin resistance that accompanies these diets, and which has been 
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Figure 3. 
Insulin signaling and insulin resistance. Insulin signaling recruit insulin receptor substrates (IRS) activates the 
phosphoinositide 3-kinase (PI3K)/AKT pathway that controls most metabolic effects. In muscle and adipose 
tissue this pathway activates AMP-activated protein kinase (AMPK) promoting glucose transporter type 4 
(GLUT4) expression and translocation to the cell membrane. In the liver this pathway activates glucokinase 
(GCK) and glycogen synthase kinase (GSK) inducing glycogen synthesis and suppresses gluconeogenesis 
inhibiting the expression of phosphoenolpyruvate carboxykinase (PEPCK) and glucose-6-phosphatase 
(G6Pase). Arrow stimulates, T bar red inhibits. Insulin resistance impairs the activation of PI3K/Akt 
pathway. In the skeletal muscle and adipose tissue impairs glucose uptake decreasing GLUT4 expression and 
translocation. In the liver insulin resistance suppresses glycogen synthesis and promotes gluconeogenesis through 
the expression of PEPCK and G6P genes.

The same level of PASK is expressed in pancreatic α and β cells, and it is 
involved in insulin and glucagon secretion [88]. PASK promotes insulin expression 
[108], while PASK deficiency decreases the expression of preproinsulin at high 
glucose concentrations [123]. As for glucagon, PASK regulates its secretion by 
glucose [88].

PASK is also important in the development of pancreatic α and β cells, reflect-
ing its key role in diabetes [89]. Thus, even though PASK deletion does not affect 
glucose-stimulated insulin secretion or insulin levels in response to fasting and 
feedback, it does decrease pancreatic β-cell mass in specific KO animals. By con-
trast, the deletion of PASK in pancreatic α cells improves glucagon secretion both in 
vivo and in vitro. PASK therefore plays a clear role in glucagon secretion and in the 
development of β-cell precursors.

There are two determining factors that promote the onset of T2D, dysfunc-
tions in insulin secretion and peripheral resistance to the action of insulin. We 
cannot speak of a single class of T2D because there is considerable heterogeneity. 
In general, obesity prompts the metabolic syndrome [124], which in addition to 
obesity includes other pathologies such as hypertension, hypertriglyceridemia, 
elevated fasting glucose levels, and dyslipidemia. T2D is associated with insulin 
resistance (Figure 3), and over long periods it can lead to hyperinsulinemia. Finally, 
the pancreas fails and hypoinsulinemia sets in.

Insulin signaling activates the PI3K/AKT pathway that controls most metabolic 
effects (Figure 3) [125]. Insulin stimulates glucose uptake in muscle and adipose tis-
sue, promoting glucose transporter type 4 (GLUT4) expression and translocation to 
the cell membrane [126, 127]. In turn, insulin decreases lipolysis in adipose tissue, 
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reducing the level of circulating free FA [128]. Insulin in the liver induces glycogen 
synthesis and suppresses gluconeogenesis [75].

The loss of sensitivity to insulin, generally called insulin resistance, affects this 
hormone’s main peripheral target organs [125]. Insulin resistance could increase 
the concentration of free FA in the blood [129], decrease glucose uptake in skeletal 
muscle, and stimulate gluconeogenesis, increasing glucose release in the liver, 
thereby contributing to the metabolic syndrome [130, 131]. Abdominal obesity 
releases an excess of free FA, and the associated inflammation may interfere with 
insulin signaling [132].

6.1 Obesity, insulin resistance and PASK

Obesity in humans is defined as a body mass index (BMI = weight/height2) of 
more than 30 kg/m2. There are numerous studies linking fat intake and the onset 
of T2D, but it has not been possible to establish a consensus on the relationship 
between fat intake and obesity. A positive correlation has nonetheless been estab-
lished between fat consumption and the BMI by Nagao et al. [121]. Moreover, the 
effect of consuming animal fats that contain high amounts of saturated fatty acids 
(SFAs) has also been compared with the consumption of fat with monounsaturated 
(MUFA) or polyunsaturated fatty acids (PUFA). PUFA intake is reported to reduce 
the risk of T2D. The variability detected also depends on the genetic factors that 
contribute 40% to the development of T2D [121].

Genetic variability is also considered in studies on the effect of an HFD in mice 
[121, 133]. In sum, a diet containing high amounts of animal or vegetable fat rich in 
saturated or unsaturated FA ω6/ω9 increases body weight and resistance to insulin 
appears, and to compensate there is an increase in insulin levels. These effects are 
not observed when using oils rich in unsaturated FA ω3 [134].

The liver’s key function of maintaining metabolic homeostasis in both fasting 
and a postprandial state makes it one of the main organs affected by an HFD. It 
has been posited that a long-term HFD induces lipid (triglycerides) accumulation 
in hepatocytes as a result of insulin resistance. Nonalcoholic fatty liver disease 
(NAFLD) is the first step toward the onset of a chronic condition. This first step is 
followed by oxidative stress and impairment of the mitochondrial function, which 
triggers associated inflammation, hepatic damage and fibrosis [135, 136].

PASK−/− mice are protected against hepatic steatosis and the insulin resistance 
induced by an HFD [93]. We have reported that a long-term HFD severely alters the 
liver response needed to maintain metabolic homeostasis during fasting and feeding 
periods [112]. Firstly, the hepatic Pask expression is stimulated by feeding [96]. By 
contrast, HFD-fed mice have similar levels of hepatic Pask gene expression under 
fasting and feeding conditions [112]. Our results suggest that this effect might be 
responsible for some of the metabolic changes associated with this diet.

An HFD has a drastic effect on the expression of transcription factors that 
regulate the adaptation to fasting/feeding conditions. For instance, the transcrip-
tion factors (FOXO1, peroxisome proliferator-activated receptor γ coactivator 
1α (PGC1α) and PPARα) stimulated under fasting to promote the expression of 
the gluconeogenic enzymes (PEPCK and glucose 6-phosphatase (G6Pase)) and 
the genes that support fatty acid transport into mitochondria and β-oxidation are 
significantly overstimulated in HFD-fed mice. However, PASK deficiency blocks or 
diminishes the expression of all these genes under an HFD.

Similarly, the adaptation to a postprandial state is regulated by glucose and 
insulin through the expression of transcriptional factors (carbohydrate-responsive 
element-binding protein (CHREBP), liver X receptor alpha (LXRα) and SREBP1) 
[137, 138]. They promote the expression of lipogenic genes (Acc1, Fas and 

357

Role of Nutrient and Energy Sensors in the Development of Type 2 Diabetes
DOI: http://dx.doi.org/10.5772/intechopen.95454

stearoyl-CoA desaturase-1 (Scd1)), stimulating the conversion of excess carbohy-
drates into FA and triglycerides. An HFD also overexpresses both Lxrα and peroxi-
some proliferator-activated receptor gamma (Pparγ) but this effect is diminished 
in PASK−/− mice [112]. The overexpression of Lxrα [139] and Pparγ [140, 141] has 
previously been associated with liver steatosis in human and mouse models of 
obesity and diabetes.

The effects of an HFD cause multiple changes in transcription factors and the 
key enzymes of the main hepatic metabolic pathways that allow metabolic adapta-
tion. Genes promoting de novo lipogenesis that are expressed only under feeding 
conditions with a standard diet can also be overexpressed under fasting conditions 
with an HFD, which induces the overexpression of transcription factors and meta-
bolic enzyme genes controlling de novo lipogenesis (Chrebp, Lxrα, Srebp1c, Acc1 and 
Scd1) under a fasted state [112].

PASK deficiency eliminates many harmful effects that HFDs cause in the liver 
(Figure 3), also decreasing the lipid depots that over time can develop hepatic 
steatosis. Thus PASK−/− mice under an HFD have lower blood glucose levels, 
improve their sensitivity to the action of insulin, preventing the appearance of 
insulin resistance, which in turn is correlated with smaller increases in body weight 
and improved lipid profile [112]. PASK pharmacologic inhibition likewise confirms 
its key role for restoring insulin sensitivity, and for reducing hepatic fat content and 
the fibrosis caused by an HFD [98].

6.2 Aging, insulin resistance and PASK

The risk of T2D increases in aging due to the many imbalances that character-
ize this stage of life, which are often associated with overweight, impaired glucose 
metabolism, hypertension and dyslipidemia [142].

The aging process is characterized metabolically by the following: the develop-
ment of insulin resistance (Figure 3), changes in body composition and mitochon-
drial dysfunction. In addition, hyperinsulinemia and glucose intolerance develop 
during aging [143, 144]. There are numerous metabolic changes in peripheral 
tissues that affect the uncontrolled gluconeogenesis of the liver, accompanied by an 
increase in lipogenesis in adipose tissue, and by defects in glycogen synthesis and 
glucose uptake in skeletal muscle [144]. Glucose metabolic dysfunction is closely 
correlated with oxidative stress, as occurs in diabetic or obese patients [145, 146].

Aging is normally accompanied by an increase in visceral fat, which is one of 
the main contributors to insulin resistance and the development of T2D. Likewise, 
it leads to an increase in proinflammatory cytokines, which interfere with insulin 
activity [144].

Another consequence of aging is the progressive loss of mitochondrial function 
in various tissues such as the liver or skeletal muscle. Thus, certain studies affirm 
that there is an association in aging between insulin resistance and glucose intoler-
ance, together with a reduction in oxidative activity and mitochondrial ATP synthe-
sis [144]. With aging, the liver undergoes molecular changes such as an increased 
inflammatory response, dysregulation of the genetic expression of antioxidant 
enzymes, and mitochondrial dysfunction, significantly altering redox homeostasis. 
It is also accompanied by the liver’s reduced capacity for regeneration, which greatly 
affects liver function [147].

The nutrient sensing mechanisms needed to detect and respond to variations 
in their levels are dysregulated by aging [148]. So both nutrient sensor pathways, 
AMPK and mTORC1, are involved in a lifespan [149]. PASK senses intracellular 
oxygen, redox state and various metabolites [100]. Additionally, PASK regulates 
both AMPK and mTORC1 pathways [104, 105]. The aging process at cellular level is 
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reducing the level of circulating free FA [128]. Insulin in the liver induces glycogen 
synthesis and suppresses gluconeogenesis [75].

The loss of sensitivity to insulin, generally called insulin resistance, affects this 
hormone’s main peripheral target organs [125]. Insulin resistance could increase 
the concentration of free FA in the blood [129], decrease glucose uptake in skeletal 
muscle, and stimulate gluconeogenesis, increasing glucose release in the liver, 
thereby contributing to the metabolic syndrome [130, 131]. Abdominal obesity 
releases an excess of free FA, and the associated inflammation may interfere with 
insulin signaling [132].

6.1 Obesity, insulin resistance and PASK

Obesity in humans is defined as a body mass index (BMI = weight/height2) of 
more than 30 kg/m2. There are numerous studies linking fat intake and the onset 
of T2D, but it has not been possible to establish a consensus on the relationship 
between fat intake and obesity. A positive correlation has nonetheless been estab-
lished between fat consumption and the BMI by Nagao et al. [121]. Moreover, the 
effect of consuming animal fats that contain high amounts of saturated fatty acids 
(SFAs) has also been compared with the consumption of fat with monounsaturated 
(MUFA) or polyunsaturated fatty acids (PUFA). PUFA intake is reported to reduce 
the risk of T2D. The variability detected also depends on the genetic factors that 
contribute 40% to the development of T2D [121].

Genetic variability is also considered in studies on the effect of an HFD in mice 
[121, 133]. In sum, a diet containing high amounts of animal or vegetable fat rich in 
saturated or unsaturated FA ω6/ω9 increases body weight and resistance to insulin 
appears, and to compensate there is an increase in insulin levels. These effects are 
not observed when using oils rich in unsaturated FA ω3 [134].

The liver’s key function of maintaining metabolic homeostasis in both fasting 
and a postprandial state makes it one of the main organs affected by an HFD. It 
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stearoyl-CoA desaturase-1 (Scd1)), stimulating the conversion of excess carbohy-
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tissues that affect the uncontrolled gluconeogenesis of the liver, accompanied by an 
increase in lipogenesis in adipose tissue, and by defects in glycogen synthesis and 
glucose uptake in skeletal muscle [144]. Glucose metabolic dysfunction is closely 
correlated with oxidative stress, as occurs in diabetic or obese patients [145, 146].

Aging is normally accompanied by an increase in visceral fat, which is one of 
the main contributors to insulin resistance and the development of T2D. Likewise, 
it leads to an increase in proinflammatory cytokines, which interfere with insulin 
activity [144].

Another consequence of aging is the progressive loss of mitochondrial function 
in various tissues such as the liver or skeletal muscle. Thus, certain studies affirm 
that there is an association in aging between insulin resistance and glucose intoler-
ance, together with a reduction in oxidative activity and mitochondrial ATP synthe-
sis [144]. With aging, the liver undergoes molecular changes such as an increased 
inflammatory response, dysregulation of the genetic expression of antioxidant 
enzymes, and mitochondrial dysfunction, significantly altering redox homeostasis. 
It is also accompanied by the liver’s reduced capacity for regeneration, which greatly 
affects liver function [147].

The nutrient sensing mechanisms needed to detect and respond to variations 
in their levels are dysregulated by aging [148]. So both nutrient sensor pathways, 
AMPK and mTORC1, are involved in a lifespan [149]. PASK senses intracellular 
oxygen, redox state and various metabolites [100]. Additionally, PASK regulates 
both AMPK and mTORC1 pathways [104, 105]. The aging process at cellular level is 
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regulated by insulin/IGF signaling and both AMPK and mTORC1 pathways, which 
are in turn regulated by nutrient levels, whose signals converge on several targets: 
FOXO, nuclear factor: erythroid-derived 2-like 2 (NRF2), tumor protein p53, and 
sirtuins (SIRT) in order to control metabolic homeostasis, oxidative stress, and 
quality cellular housekeeping [150].

PASK−/− mice may avoid several of the deleterious defects induced by the aging 
process [151]. Aged PASK−/− mice maintain both low blood glucose values and insu-
lin concentrations similar to young WT mice. They do not develop glucose intoler-
ance or insulin resistance, as confirmed by a normal HOMA-IR index. These effects 
correlate with a high expression of the longevity gene FoxO3a and the transcription 
factor NRF2, as the main regulator of the redox balance [151]. Signaling through 
the system NRF2/KEAP1: kelch-like ECH-associated protein 1 regulates the tran-
scription of enzymes that protect cells against oxidative stress [152]. An elevated 
expression of glutamate-cysteine ligase modifier subunit (GCLm) and heme 
oxygenase-1 (HO1) have been found in aged PASK−/− mice under fasted condi-
tions. The efficiency of this redox system decreases in step with aging in WT mice, 
significantly diminishing the antioxidant response [153]. Likewise, PASK deficiency 
prevents the drastically age-related decrease in the expression of several antioxidant 
enzymes under basal conditions, such as catalase (CAT) and glutathione peroxidase 
(GPx) [151].

In relation to the maintenance of the mitochondrial function and energy homeo-
stasis, we have confirmed that the expression of the several transcription factors 
and nuclear receptors needed to maintain mitochondrial biogenesis (Ppargc1a, 
Sirt1 and Nrf2) are affected in fasted aged WT mice [151] in accordance with the 
previous literature that relates aging to a decrease in cellular energy input [154], 
an increase in oxidative stress [155], and the mitochondrial dysfunction of cellular 
redox homeostasis [156, 157]. However, the expression of Nrf2, Ppargc1a, Pparγ and 
Sirt1 increases under fasting in aged PASK−/− mice. This means they maintain lower 
levels of ROS/RNS, while aged WT mice record a lower expression of antioxidant 
enzymes and increased levels of ROS/RNS [151].

We might therefore contend that some of the dysfunctions produced during 
aging in PASK−/− mice could be related to hormetic responses. Slight toxic effects 
can generate beneficial actions that compensate for the initial damage and even 
improve cellular health [158]. Aging decreases Pask expression in the liver of WT 
mice perhaps as a compensatory mechanism. PASK−/− mice maintain the same blood 
glucose values as young WT mice, and do not develop insulin resistance.

7. Conclusions

PASK function could be critical for preserving the nutrient effect on hypotha-
lamic AMPK and mTORC1/S6K1 pathways and maintain the regulatory role of 
GLP1/exendin-4 in food intake.

PASK regulates the hepatic glucose sensor GCK and AKT, an insulin signal-
ing intermediators, and glucose and lipidic metabolism through the regulation of 
the key genes and proteins required during hepatic fasting/feeding adaptation. 
Moreover, PASK deficiency improves mitochondrial biogenesis and antioxidant 
mechanisms.

HFDs alter the adaptive response of Pask gene expression to fasting/feeding. 
PASK deficiency eliminates many of the harmful effects HFDs have on the liver, 
thereby decreasing the lipid depots. PASK deficiency decreases the expression of 
several transcription factors stimulated under fasted conditions to promote the 
expression of the gluconeogenic enzymes and those promoting the expression of 
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Chapter 16

Therapeutic Effect of Folate and 
Cobalamin in Diabetics
Farah Qudsia and Samreen Riaz

Abstract

Diabetes Mellitus type 2 is a metabolic ailment. It is a condition when insulin 
is produced by our body but, it is not used properly by us. The number of diabetic 
patients is increasing in the whole world. The problem of obesity is also very closely 
related to it, which itself is expanding. The individuals diagnosed with type 2 Diabetes 
Mellitus have high chance of microvascular problems (like nephropathy, retinopathy 
and neuropathy). They are also at the verge of facing macrovascular ailments (like 
cardiovascular comorbidities). This indicates that many antidiabetic agents should be 
administered in combination, to maintain normal sugar level in blood. The manage-
ment for the patients suffering from diabetes should be effective and harmless for 
them. It should also improve the general well-being of the patients. So many remedies 
have been developed for the management of diabetes. Several of them are being 
developed. We should enhance insulin sensitivity to let our body use insulin effectively. 
We also must stop the increasing pancreatic β-cell failure which is a specific character-
istic of Diabetes Mellitus type 2. The microvascular complications must also be avoided 
or revoked. Our direst need is to develop agents which may help us in achieving goals 
mentioned earlier. Many micronutrients are involved in combating the Diabetes 
Mellitus and complication associated to the malady. These micronutrients are vitamins. 
Our main focus in this chapter are Vitamins B9 (Folate) and B12 (Cobalamin). Many 
researches have shown that the said parameters were decreased in patients suffering 
from Diabetes Mellitus. The level of these two vitamins should be maintained to the 
normal level and not toward the border line. The maintained level of these vitamins 
will help in controlling the main problems in patients suffering from Diabetes Mellitus 
like neuropathy, anemia and many others. By taking these vitamins along with other 
preventive measures, Diabetes Mellitus can be controlled and can be less dangerous.

Keywords: diabetes mellitus, cobalamin, folic acid, microvascular complications, 
micronutrients

1. Introduction

The permanent harm, dysfunction, and failure of multiple human body parts, 
like eyes, kidneys, heart, nerves and blood vessels could be caused by persistent 
hyperglycemia [1].

1.1 Preventing the development of diabetes mellitus

The risk of the diabetes raises seven times in older age (55+) than it is in younger 
age (20 to 34 years old). So, it is really important to gear up to control diabetes in 
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midlife. Specially minimizing the spread of type 2 Diabetes Mellitus is crucial for 
individuals and even the societies. The importance of eradication of type 2 Diabetes 
Mellitus is even because of its harmful side effects.

Healthy lifestyle and body-weight control in midlife plays a crucial role in avoid-
ing or postponing manifestation of type 2 Diabetes Mellitus since lifestyle interven-
tions seem more durable concerning their protective potential in this part of life. 
The different pharmaceutical approaches to eradicate type 2 Diabetes Mellitus are 
not effective after they root out the disease for the first time. Also, such approaches 
have so many side effects on the patients going through such techniques. Therefore, 
for the time being, no drug is licensed for diabetes prevention.

Nonetheless, novel medicaments’ attempts for diabetes prevention and support-
ing healthy aging are under scientific investigation. The diabetes can result in severe 
hypoglycemia, premature cardiovascular complications, other severe problems and 
even death. So, every possible step should be taken in order to eradicate this. The 
lifestyle of the patient should be changed to fight diabetes. All possible pharmaceu-
tical techniques should also be applied to control the ailment. Diabetes prevention 
has a vital influence in the making of health policy [2].

1.2 Pathophysiology of diabetes

Numerous pathogenic processes are responsible of the growth of diabetes. 
These range from autoimmune demolition of the pancreatic β-cells with subsequent 
insulin shortage to anomalies that result in confrontation to insulin action. Lacking 
insulin action results from insufficient insulin emission and/or reduced tissue 
responses to insulin at one or more points in the complex paths of hormone action. 
The basis of the abnormalities in carbohydrate, fat, and protein metabolism in dia-
betes is deficient action of insulin on target tissues. Weakening of insulin secretion 
and defects in insulin action frequently coexist in the same patient, and it is mostly 
uncertain which anomaly, if either alone, is the main reason of the glucose excess in 
blood [1].

When we take the meal, the glucose levels in blood rise that activates insulin 
secretion. This results in a rise in biotransformation, transport and storage of insu-
lin in fat tissues and muscles. During fasting, liver provides the glucose in blood that 
is used by the brain, without any dependence on insulin. Besides storing glucose, 
insulin also hinders the secretion of glucagon and drops the quantity of serum 
fatty acids resulting in a downfall in production of glucose in liver [3]. Inadequate 
insulin or confrontation to insulin in the body results in lessened uptake of glucose 
by tissues that has intracellular hypoglycemia and extracellular hyperglycemia as 
its outcome. The glucogenesis is caused by intracellular hypoglycemia and gluco-
neogenesis that results in breakdown of fats (resulting in diabetic ketoacidosis) 
and reduces synthesis of gamma globulins and protein (resulting in polyphagia, 
cachexia and reduced wound healing), while osmotic dieresis and hyperglycemic 
coma are caused by the extracellular hyperglycemia [4].

1.3 Pathogenesis about type 1 diabetes mellitus

A deficiency of insulin secretion occurs in Insulin dependent Diabetes Mellitus 
(IDDM). It is because of the autoimmune demolition of pancreatic beta cells that 
results in metabolic disorders associated with Insulin Dependent Diabetes Mellitus 
[4]. The last stage of β-cell demolition shows the beginning of clinical ailment 
resulting in type 1 diabetes mellitus. There the infiltrating lymphocytes, monocytes 
and a blend of pseudo atrophic islets form along with a few cells emitting glycogen, 
somatostatin and polypeptide from pancreas. This results in an immunogenic 
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process whose outcome is the ailment [5–7]. Genetic makeup, autoimmunity and 
environmental factors are accountable for islets cell demolition [8].

1.4 Pathogenesis about type 2 diabetes mellitus

Many healthy operations are impaired in Non-Insulin dependent diabetes mel-
litus (NIDDM). This lessens the adjustment of tissue acceptance to insulin which 
results in reduced insulin influence via insulin confrontation and reduced insulin 
emission by the beta cells of pancreas [9].

Several genetic imperfections, and some environmental factors like overweight-
ness are important in this type of diabetes. They are accountable for peripheral 
tissue insulin reluctance and beta cell problems [8].

2. Therapy of diabetes mellitus

As indicated by ongoing appraisals, the human populace overall seems, by all 
accounts, to be amidst a pestilence of diabetes. Notwithstanding the incredible 
steps that have been made in the comprehension and the executives of diabetes, 
the infection and sickness related difficulties are expanding continuously. Along 
with this, ongoing improvements in comprehension of the pathophysiology of the 
ailment procedure has unlocked a few new roads to distinguish and create novel 
treatments to battle the epidemic of diabetes [10]. The cure of diabetes with artifi-
cial medications is expensive and odds of reactions are so many. Phytomedicine has 
been utilized since old occasions in different regions around the globe where access 
to up-to-date drugs is restricted. Therapeutic plants and phytochemicals assume 
a significant job in the administration of diabetes mellitus particularly in under-
developed nations where assets are small. Utmost pervasive amongst phytochemical 
bunches are the glycosides, alkaloids, polysaccharides and phenolics, for example, 
terpenoids, steroids and flavonoid. Regardless of impressive advancement in the 
improvement of artificial medications, the disclosure of phytomedicine as an elec-
tive treatment is increasing [11]. Simultaneously, phytochemicals recognized from 
customary medical plants are exhibiting an energizing open door for the improve-
ment of new kinds of therapeutics. This has quickened the worldwide exertion to 
saddle and gather those restorative plants that bear significant number of potential 
phytochemicals appearing advantageous impacts in battling diabetes and diabetes-
related entanglements. In this manner, as the malady is advancing continuously, 
there is a critical need of recognizing native resources occurring in nature so as 
to get them, and concentrate in detail, their potential on various recently distin-
guished focuses so as to create them as new treatments [10]. The improvement of 
type 2 diabetes might be decreased by the admission of cancer prevention agents in 
the eating routine [12].

2.1 Vitamins and diabetes mellitus type 2

Nutrients are the natural mixes needed by our body which are termed as manda-
tory ingredients required in definite quantities. They cannot be made in adequate 
quantity by the human body, and thus, should be gotten from the eating routine. 
Thirteen distinct kinds of vitamins are found that are ordered by their organic and 
substance action; every one of them keeps a particular job in human body [13].

Vitamins are termed as either fat-dissolvable or water-solvent. There are thir-
teen vitamins found in nature. Nine of them could dissolve in water (8 B Vitamins 
and Vitamin C) whereas, four of them could dissolve in fat (A, D, E, and K). The 
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tory ingredients required in definite quantities. They cannot be made in adequate 
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water-solvent Vitamins effectively make solution in water and are discharged from 
the body quickly since they could not be kept for quite a while, aside from nutrient 
B12 [14]. Whereas, fat-solvent Vitamins are caught up in the digestive system within 
the existence of lipid and they are bound to be kept in the body. As they are kept for 
quite a while, they can prompt hypervitaminosis more than the water-dissolvable 
vitamins; a few nutrients are necessary for the body cell development and improve-
ment (for instance folate and vitamin B12).

Vitamin B6 also play a crucial role in diabetics as it is a cofactor for approxi-
mately 150 reactions that regulate the metabolism of glucose, lipids, amino 
acids, DNA, and neurotransmitters. In addition, it plays the role of antioxidant 
by counteracting the formation of reactive oxygen species (ROS) and advanced 
glycation end-products (AGEs). Epidemiological and experimental studies 
indicated an evident inverse association between vitamin B6 levels and dia-
betes, as well as a clear protective effect of vitamin B6 on diabetic complica-
tions. Interestingly, by exploring the mechanisms that govern the relationship 
between this vitamin and diabetes, vitamin B6 can be considered both a cause 
and effect of diabetes [15].

Folate is known as vitamin B9 which has significant functionality in human 
body. We need folate for the repair, creation and methylation of DNA [16]. In a 
study in America, it was seen that the intake of folate in young adulthood was 
inversely associated with diabetes incidence in midlife amongst Americans. 
The observed association may be partially explained by mechanisms related to 
homocysteine level, insulin sensitivity, and systemic inflammation [17].

Besides, it goes about as a helper in numerous fundamental natural responses. 
Folic Acid has a significant job in cell division and it is particularly required amid 
early stages and pregnancy. Our body needs folic acid so as to avoid iron deficiency 
and create sound RBCs (Red Blood Cells), while Vitamin B12 assumes a significant 
job in providing basic methyl bunches for protein and DNA amalgamation. Vitamin 
B12 is bound to the protein in our meal and hydrochloric acid in the stomach 
discharges B12 from it amid ingestion. Once discharged, vitamin B12 consolidates 
with an ingredient known as intrinsic factor [18].

The type 2 Diabetes Mellitus is a heterogenous malady which is usually con-
nected to vital chemical reactions, especially starch and fat administration in the 
living being. Be that as it may, most micronutrients are likewise associated with 
some route either as a component of the reason or impact of this perpetual pathol-
ogy. The outcomes and problems of diabetes are the aftereffect of a disparity 
between free radical development and their control by common cancer prevention 
agents [19]. Thus, those micronutrients that have an antioxidant function are very 
important in the development of the disease and its complications, while other non-
antioxidant vitamins have also shown a relationship.

Vitamins A, C and E, which have antioxidant properties are discovered dimin-
ished in diabetic patients, may be because of an expanded need to limit the extraor-
dinary oxidative pressure created by irregularities in glucose digestion. Then again, 
retinol binding protein applies a tweaking impact, as it has adipokine capacities. As 
for the B complex Vitamins, pyridoxine, thiamin and biotin have been discovered 
diminished though the systems are not obvious, whereas using its supplements has 
demonstrated some betterment of the metabolic control in individuals suffering 
from diabetes. The assimilation of folate and Vitamin B12 is critically diminished by 
the prolonged utilization of metformin, which is the most used medicine in simple 
diabetes, subsequently these two supplements have been discovered insufficient in 
the ailment and most presumably should be administered consistently. Whereas, 
Vitamin D is viewed as a hazard for the improvement of diabetes just as its difficul-
ties, especially those related to heart and blood vessels. Though a few examinations 
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have discovered a relationship of Vitamin K admission with sugar digestion which 
require more research. Research on the utilization of multivitamin supplements 
have indicated uncertain outcomes. The individuals utilizing metformin amid 
delayed periods may require folate and Vitamin B12 [20].

2.2 Cobalamin or B12 vitamin

Vitamin B12 is a non-protein ingredient in the single-carbon metabolic path-
ways, engaged with the making of methionine, pyrimidine and purine bases. Its 
deficiency due to DNA damage or faulty repair is involved in cancer, vascular 
diseases and some birth defects, while a consequent hyperhomocysteinemia, also 
related to folic acid deficiency; it has been recognized as a risk for hypertension and 
atherosclerosis [21].

The water-soluble vitamin is Vitamin B12. It is found within many foodstuffs as 
well as exists in nutritional medicines. It is present with many types as well as has 
mineral cobalt [22–25], thus compounds having vitamin B12 features may together 
know as “Cobalamins”.

2.2.1 Forms of vitamin B12

These compounds are listed as [26].

• Hydroxocobalamin

• Methyl cobalamin

• 5-deoxyadenosylcobalamin and Adenosyl cobalamin

• Cyanocobalamin

2.2.2 Functions of vitamin B12

• It is essential of the suitable RBCs development, neurological role, and DNA 
synthesis. Vitamin B12 acts as a cofactor for methionine synthase and L-methyl 
malonyl-CoA mutase. Methionine synthase activates the alteration of homo-
cysteine to methionine [26, 27]. Methionine is vital for the development of 
S-adenosylmethionine which is a general methyl donor for roughly 100 differ-
ent substrates, including RNA, DNA, hormones, lipids and proteins. L-methyl 
malonyl-CoA mutase transforms L-methyl malonyl-CoA to succinyl-CoA 
during destruction of propionate [22, 26, 27], which is an important biochemi-
cal reaction in metabolism of protein and fat. Succinyl-CoA is also necessary 
for the making of hemoglobin.

• It is present within the protein of food and may be free through action of 
gastric protease and HCl during digestion. When artificial vitamin B12 is 
mixed in prepared meals and nutritional supplements, it is now in free form 
and, therefore, does not involve this detachment process. Free vitamin B12 
joins with intrinsic factor which is a glycoprotein released by the gastric tube’s 
parietal cells. The complex formed as a consequence experiences ingestion 
inside the distal ileum by the help of receptor-mediated endocytosis [26, 28].

• It can be in particular main component to keep strong nerve cells as well as this 
assists for making of RNA and DNA hereditary matter of body [28].
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water-solvent Vitamins effectively make solution in water and are discharged from 
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ties, especially those related to heart and blood vessels. Though a few examinations 
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• Its mechanism is directly with vitamin B9 as well-known as folic acid or 
folate, to aid build RBCs and hence keep anemic conditions from build-
ing up in the body. Folic acid and Vitamin B12 play role jointly for making 
S-adenosylmethionine (SAMe), a chemical compound concerned in immunity 
related functions and person’s mood changes.

• Vitamins B12, Vitamin B6 as well as B9 act mutually for the management of 
status of the homocysteine amino acid. Elevated status for homocysteine is 
linked by heart disease. Though, scientists do not have confidence that homo-
cysteine can be reason for heart disease otherwise only an indicator which 
shows the risk of heart attack.

• Vitamin B12 has a key role in the production of energy in the body. It keeps the 
cells fit. Without it, cells become weak.

• The heart as well as whole cardiovascular system requires B12. It has functions 
of eliminate hazardous protein known as homocysteine. When homocysteine 
becomes tolerable so that it stays throughout blood, this devastates arteries 
results in swelling as well as heart disease.

• Research works explain people having osteoporosis can contain elevated status 
for homocysteine as well as decreased status for B12 as compared to persons 
having strong and fit bones [29].

• Nerves contain defensive cover for their protection from pollutants as well as 
free radicals within blood. Devoid of casing, known as myelin sheaths, bare 
nerves are injured as well as might expire. Such deceased nerves disturb signals 
toward and away from brain as well as might take part in function in nerve 
associated circumstances. Vitamin B12 assists approach by which the body 
replenishes this defending casing [30].

2.2.3 Sources of vitamin B12

The Vitamin B12 is found within organic foodstuffs, as well as in meat, fish, 
eggs, poultry, milk products and milk itself. It does not find within plants and its 
products only in very small quantity, but prepared breakfast cereals may be easily 
accessible resource for vitamin B12 having elevated availability for vegetarians [26]. 
Some dietary yeast foodstuffs also have vitamin B12.

Prepared foodstuffs have different formulation and this may be essential under-
stand tags of manufactured goods find out the nutritional ingredients. Various food 
origins of vitamin B12 are enlisted in the Table 1 [31].

2.2.4 Metabolism of vitamin B12

The Vitamin B12 is utilized by us in two ways, as methyl cobalamin or 5-deoxy-
adenosyl cobalamin. Methionine synthase is an enzyme which needs methyl cobala-
min as a cofactor. It is usually responsible of the transformation of the amino acid 
homocysteine to methionine, whereas methionine, is needed for the methylation 
of DNA. 5-Deoxyadenosyl cobalamin is a helper enzyme needed by those enzymes 
which transform l-methyl malonyl CoA into succinyl CoA. This transformation is 
a primary point in the taking out of energy from fats and proteins. Additionally, 
succinyl CoA is needed for the making of hemoglobin which is the compound that 
is a carrier of oxygen molecules in red blood cells [32].
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3. Vitamin B12 and diabetes

The connection between diabetes and vitamin B12 can be explained as:

3.1 Vitamin B12 deficiency and type 1 diabetes mellitus

Diabetes Type 1 is an automatic immune state which is the outcome from auto 
immune devastation for insulin releasing from beta cells of pancreas. This can be 
consistently related to new organ as well as non-organ particular auto immune plus 
endocrine situations results in growth of autoimmune polyglandular disorders [33].

Pernicious anemia due to chronic autoimmune gastritis can be very much 
widespread amongst people having type 1 diabetes. Pernicious anemia and Chronic 
autoimmune gastritis are present within almost 2% as well as up to 1% common 
people correspondingly. Amongst people having type 1 diabetes, incidence raises 3 
to 5 times [34]. vitamin B12 shortage because of pernicious anemia present repeat-
edly amongst individuals having type 1 diabetes.

Individuals suffering from type 1 diabetes show parietal cell antibodies (PCA) 
plus auto antibodies to intrinsic factor (AIF) type 1 as well as 2 (De Block et al., 
1999) in particular people having antibodies of glutamate decarboxylase-65 (GAD-
65) as well as HLA-DQA1*0501-B1*0301 haplotype [35]. The PCA hampers release 
for intrinsic factor leading to pernicious anemia, state that can be 10 times further 
prevailing amongst people having type 1 DM as well as people do not have DM. 
Type 1 AIF lead to vitamin B12 deficit inhibiting attachment of vitamin B12 to IF. 
This inhibits transport toward assimilation spot, terminal ileum. Such auto antibod-
ies can be present within 70% people suffering from pernicious anemia.

Main autoimmune hypothyroidism as well as celiac ailment is common comor-
bidities between people having type 1 diabetes [36] and directly influence vitamin 
B12 metabolism. Vitamin B12 shortage between people having autoimmune hypo-
thyroidism is described as existence of gastric parietal cell antibodies as well as 
intrinsic factor, decreased ingestion by mouth because of thyroid hormone insuffi-
ciency as well as flawed assimilation because of bowel wall edema, decreased bowel 

Food Micrograms (mcg) per serving Percent DV*

Beef 70.7 1,178

Breakfast cereals, fortified with 100% of 
the DV for vitamin B12, 1 serving

6.0 100

Trout 5.4 90

Salmon 4.8 80

Tuna fish 2.5 42

Cheeseburger, twofold pastry as well as 
bread roll, 1 sandwich

2.1 35

Milk 1.2 18

Yogurt, fruit 1.1 18

Cheese, Swiss 0.9 15

Egg 0.6 10

Chicken 0.3 5

* Percent Daily Value. A guide to the nutrients in one serving of food

Table 1. 
Different sources of vitamin B12 [31].
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Some dietary yeast foodstuffs also have vitamin B12.
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2.2.4 Metabolism of vitamin B12
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min as a cofactor. It is usually responsible of the transformation of the amino acid 
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of DNA. 5-Deoxyadenosyl cobalamin is a helper enzyme needed by those enzymes 
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a primary point in the taking out of energy from fats and proteins. Additionally, 
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motility and increased growth of bacteria [37]. Celiac disease can be greatly wide-
spread autoimmune mediated gastrointestinal state happen within 1–16% people 
having type 1 diabetes in contrast to 0.3–1% of common people. Intake for wheat 
gluten as well as further associated proteins is recognized as activator for situation 
within genetically liable persons. Because of linked enteropathy, people frequently 
stop to thrive, anemia and chronic diarrhea owing to micronutrient (mainly folate, 
vitamin B12) malabsorption [38].

3.2 Metformin stimulated vitamin B12 deficiency amongst patients with T2DM

Due to lack for contradictions such as renal as well as hepatic dysfunction, 
current guiding principles support utilization of metformin like primary line 
glucose reducing mediator parallel to changes in way of life [39]. Regardless 
of better glycemic reducing influence, metformin is revealed for reduction of 
vitamin B12 status. The possibility for having metformin coupled vitamin B12 
deficit can be deeply affected of growing age, metformin dosage as well as period 
of use. The given methods for clarification of metformin induced vitamin B12 
shortage amongst people having type 2 diabetes comprise: variations of small 
bowel motility that induces increased growth of bacteria as well as resulting 
vitamin B12 deficit, viable reduction and vitamin B12 malabsorption, changes 
within intrinsic factor status as well as contact to tubulin endocytic receptor. 
Metformin hamper calcium bound assimilation for complex of vitamin B12-IF at 
the terminal ileum. Such inhibition consequence could be inverted using calcium 
medication [40].

4. Folate, folic acid or B9

The term folate includes 150 components of the family of pteroilglutamate, 
which participate in cell replication by enzymatic activity in purine base synthesis 
for DNA and are a primary co-factor for transamination in the transformation of 
amino acids, particularly homocysteine into methionine. Folates are present in 
animal tissue, leafy vegetables, legumes and nuts and their deficiency has been 
associated to megaloblastic anemia, neural tube defects, cardiovascular disease, 
cancer and senile dementia [41].

Implication of folate in pathogenesis of type 2 DM is linked with vitamin B12 
shortage and its consequent hyperhomocysteinemia, and although its deficiency 
is not widespread, supplementation trials have been carried out in diabetic 
patients [42].

Folates are made up of 4[(2-amino-4-oxo-1,4-dihydropteridin-6-yl) methyl-
amino] benzoic acid, pteroic acid which is bonded with multiple or single mono-
mers of L-glutamate. They lie in the family of heterocyclic organic compounds 
group [43].

There are eight different types of B vitamins. They are collectively called as B 
complex vitamins. Folate i.e., Vitamin B9 is also one of them. The naturally present 
folate forms are also based on vitamin B9. Many of the foods contain B vitamins. 
Many of folates are also taken from foods. They are generally made up of a mix 
of reduced folates. Reduced folates are any type of pteroyl mono glutamates, 
or an amalgam of pteroyl glutamates. They have a peculiar degree of pteridine 
ring reduction. Also, they have a different number of glutamates remains and 
one-carbon replacements [44]. The seven of total eight B vitamins can dissolve in 
water and hence cannot be kept by our body. We must constantly get their supply 
in our daily diet. Folates (vitamin B9) have that property. We can get them from 
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foods like beans (and other legumes), salmon, citrus fruits, whole grains, leafy 
vegetables, meat and dairy etc. If we fail to fulfill our need of folate form our daily 
diet then we can take supplements which contain artificially synthesized folate to 
fulfill our needs. Folate fortification is also done to increase the folic acid intake by 
people. A number of commercially sold synthetic forms of folates are even better as 
compared to the natural ones [45]. They could be easily broken down chemically, 
especially reduced type of unsubstituted tetra and di-hydro forms are chemically 
stable. Tetrahydrofolates are usually found as the unsubstituted poly glutamates 
and tetrahydrofolates, that is, 5-methyl, 5,10-methylene, and 10-formyl etc. [46]. 
Reduced substituted forms of vitamins are prone to the chemical changes. Oxidative 
reactions occur in them which results in the activeness loss of vitamins. There are no 
acknowledged undesired effects of folates. An excess intake of them is not danger-
ous for human beings. The maximum usage limit of synthetic folates is capped to 
1 mg daily. It is advised because excessive administration of folates may cover up the 
vitamin B12 deficiency [47].

4.1 Roles

Folic acid is considered to be an essential nutrient for our body. Folic Acid 
derivatives are necessary components for the DNA production. They are also 
needed for the erythrocyte synthesis. The biosynthesis of some amino acids needs 
tetrahydrofolates as a crucial ingredient. They are needed in the biosynthesis of 
precursors of DNA also [48]. Folic acid is necessary for the production of deoxyri-
bose nucleic acid (DNA). They even aid maintenance of the process of methylation 
[49]. They also participate as helper molecules in some biological reactions. The cell 
division in our body essentially needs folate. We need it even more during preg-
nancy and infancy. It is needed in multiple crucial processes like quick cell growth 
and proliferation. The production of RBCs also needs folate. This acts to keep 
from anemia [50]. Nucleotide synthesis is the most important function of folate. 
It is required for the production and repair of DNA. Folates are also responsible of 
the production of methionine by alteration of Homocysteine in the procedure of 
re-methylation. Methionine is a useful amino acid which is in turn used to produce 
other necessary proteins. It may get converted to an important methyl donor i.e., 
S-adenosylmethionine [51].

4.2 Inadequacy

The deficiency of folate is not common in developed countries. But it is reported 
in many of the third-world countries. Folate deficiency could be due to multiple 
reasons. The poor diet and erroneous metabolism of vitamins could be responsible 
for it [52]. The US government along with that of many other countries has made 
fortification of food with folate to be mandatory for their nationals. This helps in 
eradication of NTDs worldwide. Mostly they use floor for the fortification because 
it is widely used by the public. The routine ingestion of folate is examined by taking 
the blood samples and measuring the folate levels in them. If the level of folate is 
low in blood samples then it means the folate is not taken up to required level [51].

We can fulfill our folate requirement by taking folate fortified diet. Artificial 
folate supplements are also available in the market which can serve the purpose. 
But the availability of any of the options of folate intake vary in different regions of 
world. The folate absorption also differs for every supplement used. Dietary Folate 
Equivalent (DFE) is the amount of folate our body can absorb out of the supple-
ment taken per serving. Every DFE unit is considered to be one micro gram of 
folates or 0.6 micro grams of artificially made folate [50].
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stable. Tetrahydrofolates are usually found as the unsubstituted poly glutamates 
and tetrahydrofolates, that is, 5-methyl, 5,10-methylene, and 10-formyl etc. [46]. 
Reduced substituted forms of vitamins are prone to the chemical changes. Oxidative 
reactions occur in them which results in the activeness loss of vitamins. There are no 
acknowledged undesired effects of folates. An excess intake of them is not danger-
ous for human beings. The maximum usage limit of synthetic folates is capped to 
1 mg daily. It is advised because excessive administration of folates may cover up the 
vitamin B12 deficiency [47].

4.1 Roles

Folic acid is considered to be an essential nutrient for our body. Folic Acid 
derivatives are necessary components for the DNA production. They are also 
needed for the erythrocyte synthesis. The biosynthesis of some amino acids needs 
tetrahydrofolates as a crucial ingredient. They are needed in the biosynthesis of 
precursors of DNA also [48]. Folic acid is necessary for the production of deoxyri-
bose nucleic acid (DNA). They even aid maintenance of the process of methylation 
[49]. They also participate as helper molecules in some biological reactions. The cell 
division in our body essentially needs folate. We need it even more during preg-
nancy and infancy. It is needed in multiple crucial processes like quick cell growth 
and proliferation. The production of RBCs also needs folate. This acts to keep 
from anemia [50]. Nucleotide synthesis is the most important function of folate. 
It is required for the production and repair of DNA. Folates are also responsible of 
the production of methionine by alteration of Homocysteine in the procedure of 
re-methylation. Methionine is a useful amino acid which is in turn used to produce 
other necessary proteins. It may get converted to an important methyl donor i.e., 
S-adenosylmethionine [51].

4.2 Inadequacy

The deficiency of folate is not common in developed countries. But it is reported 
in many of the third-world countries. Folate deficiency could be due to multiple 
reasons. The poor diet and erroneous metabolism of vitamins could be responsible 
for it [52]. The US government along with that of many other countries has made 
fortification of food with folate to be mandatory for their nationals. This helps in 
eradication of NTDs worldwide. Mostly they use floor for the fortification because 
it is widely used by the public. The routine ingestion of folate is examined by taking 
the blood samples and measuring the folate levels in them. If the level of folate is 
low in blood samples then it means the folate is not taken up to required level [51].

We can fulfill our folate requirement by taking folate fortified diet. Artificial 
folate supplements are also available in the market which can serve the purpose. 
But the availability of any of the options of folate intake vary in different regions of 
world. The folate absorption also differs for every supplement used. Dietary Folate 
Equivalent (DFE) is the amount of folate our body can absorb out of the supple-
ment taken per serving. Every DFE unit is considered to be one micro gram of 
folates or 0.6 micro grams of artificially made folate [50].
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Loss of appetite along with decrease in body weight may occur due to deficiency 
in folate. The deficiency might be faced when one’s need of folate increases or diet 
is reduced from a certain level. It is reported as a key health issue in some coun-
tries. Though it is rare in developed countries which enforce folate fortification of 
foods. Folate and vitamin B12 deficiency impacts all public of all ages. It is related 
to many diseases like neural tube defects in infants, diarrhea, anemia and other 
birth defects etc. [52].

The loss of methyl groups from DNA is termed as DNA hypomethylation. 
This could be affected by the deficiency of folate. The folate ingestion can fix such 
problems [53]. The overall methylation and DNA synthesis processes could also be 
negatively affected by the deficiency of folate in human body. Thymidyl acid, dTMP 
(Deoxythymidine monophosphate), is used as a monomer in DNA. Its supply in 
body becomes limited due to increased rate of removal of dUMP (Deoxy uridine 
Monophosphate) from the molecule of DNA. This is increased due to defective 
methylation cycle as a result of folate deficiency. DNA repair reactions start due to 
these problems which in turn declines the required cell division [45].

4.3 Metabolism of folate (vitamin B9)

Folic acid is inactive biochemically, it is transformed by dihydrofolate reductase 
into methyl tetrahydrofolate and tetrahydro folic acid. These folate congeners 
are carried by receptor-mediated endocytosis through body cells. There they are 
required to generate and use format, and synthesize thymidylate nucleic acids and 
purine, methylate tRNA, keep general erythropoiesis, interconvert amino acids. 
Utilizing vitamin B12 as a helper enzyme, folate can standardize high homocyste-
ine quantities by re-methylation of homocysteine to methionine via methionine 
synthetase [16].

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Chapter 17

Selecting Intermittent Fasting 
Type to Improve Health in Type 2 
Diabetes: A Machine Learning 
Approach
Shula Shazman

Abstract

Intermittent fasting (IF) is the cycling between periods of eating and fasting. 
The two most popular forms of IER are: the 5: 2 diet characterized by two con-
secutive or non-consecutive “fast” days and the alternate-day energy restriction, 
commonly called alternate-day fasting (ADF). The second form is time-restricted 
feeding (TRF), eating within specific time frames such as the most prevalent 16: 8 
diet, with 16 hours of fasting and 8 hours for eating. It is already known that IF can 
bring about changes in metabolic parameters related with type 2 diabetes (T2D). 
Furthermore, IF can be effective in improving health by reducing metabolic disor-
ders and age-related diseases. However, it is not clear yet whether the age at which 
fasting begins, gender and severity of T2D influence on the effectiveness of the dif-
ferent types of IF in reducing metabolic disorders. In this chapter I will present the 
risk factors of T2D, the different types of IF interventions and the research-based 
knowledge regarding the effect of IF on T2D. Furthermore, I will describe several 
machine learning approaches to provide a recommendation system which reveals a 
set of rules that can assist selecting a successful IF intervention for a personal case. 
Finally, I will discuss the question: Can we predict the optimal IF intervention for a 
prediabetes patient?

Keywords: machine learning, decision tree, type 2 diabetes, insulin resistance, 
precision medicine, intermittent fasting

1. Introduction

Obesity is an epidemic in developed countries. The obesity epidemic is 
increasing its magnitude and its public health impact. In 2017–2018, 67% of the 
population in Australia were overweight or obese [1]. In the United States, only 
minority of the individuals have a healthy weight (body mass index (BMI) of 
18.5–25 kg/m2, [2]. Furthermore, according to the World Health Organization 
(WHO), nearly 2 billion adults are overweight and more than 600 million 
patients are obese [3]. Type 2 Diabetes (T2D) is one of the chronical diseases 
associated with Obesity. T2D is usually characterized by insulin resistance (IR) 
[4]. Insulin resistance (IR) happens when the body does not fully respond to 
insulin. IR level can be used as a filtering index for primary T2D prevention.  
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IR can be measured by using the homeostatic model assessment of insulin 
resistance (HOMA-IR) equation. HOMA-IR can be evaluated by fasting glucose 
and insulin levels. People with T2D commonly have High HOMA-IR score, which 
indicates significant insulin resistance [5–7].

As little as 3% weight reduction produces clinically significant effects to reduce 
HOMA-IR [8, 9]. The most widely prescribed strategy to induce weight loss is to 
reduce the daily calory intake [10]. Current guidelines recommended continuous 
energy restriction (CER) along with comprehensive lifestyle intervention, as the 
cornerstone of obesity treatment [11]. For some individuals CER are effective for 
weight loss. However, many people realize that this type of diet is difficult to follow, 
as it requires robust calorie counting, and frustration is caused be owing to the feel-
ing of never being able to eat freely.

There has been increased interest in identifying alternative dietary weight loss 
strategies, because of the relative ineffectiveness of traditional CER approaches for 
achieving and sustaining weight loss. One such approach is intermittent fasting (IF) 
also called intermittent energy restriction (IER) which encompasses various diets 
that cycle between periods of fasting and no fasting, these diets do not necessarily 
specify what to eat. The regimens of IER may be easier to follow and maintain over 
time than CER. Furthermore, people do not fully compensate during fed periods for 
the lack of energy created during prolonged periods of fasting. Therefore, IER may 
lead to metabolic adjustments that prefer greater fat mass loss, better maintaining 
of lean mass, and weight loss [12–13].

The IER regimens range from fasting the whole days at a time to fasting for 
several hours during the day. IER paradigms involve recurring periods with little 
or no energy intake with intervening periods of ad libitum food intake. The two 
most popular forms of IER are: the 5: 2 diet characterized by two consecutive or 
non-consecutive “fast” days and the alternate-day energy restriction, commonly 
called alternate-day fasting (ADF). The second form is time-restricted feeding 
(TRF), eating within specific time frames such as the most prevalent 16: 8 diet, with 
16 hours of fasting and 8 hours for eating.

Previous studies and systematic reviews provide an overview of IER regimes 
[14–34]. Those studies report the health benefits leading by IER regimes and discuss 
the physiological mechanisms by which health outcomes might be improved [35]. 
However, the question of whether IER is always able to reduce HOMA-IR is not 
answered by the latter studies; In other words, what are the conditions (age, gender, 
basal fasting glucose level, etc.) needed to make the IER effective for reducing 
HOMA-IR have not yet been deciphered. Moreover, results of previous studies are 
reported on a group level only rather than report per individual.

In today’s era of precision medicine, we can be motivated to answer the ques-
tion Can we predict who will be Successful on an IMF or TRF Diet or CER? For 
example, a patient with prediabetes or diabetes comes to see his physician to ask for 
advice. Could such patient benefit from a specific IF intervention? Benefit in terms 
of reducing HOMA-IR or even eliminating the T2D altogether. A recommendation 
system which suggest effective IF intervention for a certain patient is found in a new 
study [36]. The recommendation system is based on individual data from human 
fasting intervention studies. The system presented in the study, predicts which type 
of IF treatment can improve an individual’s health and preventing or curing T2D. A 
machine learning approach is used to develop the recommendation system while a 
set of rules which can assist individual patients and their physicians in selecting the 
best IF intervention is provided by the results of the study.

A further question will be discussed in this chapter: Can we predict the optimal 
intervention IMF or TRF Diet or CER or other for a prediabetes patient? and what is 
the accuracy of such prediction?
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2. Type 2 diabetes (T2D)

Diabetes is a chronic, metabolic disease characterized by elevated levels of blood 
glucose (or blood sugar). Our metabolism converts food into energy for our bodies 
to use. One of the things needed for this process is insulin. The pancreas makes a 
hormone called insulin. The insulin helps the cells turn glucose from the food we eat 
into energy. After we eat, the sugar levels in our blood rise and insulin is released 
into the bloodstream. The insulin then makes the cells absorb sugar from the blood. 
If this process does not work properly, the blood sugar levels rise. The medical term 
for blood sugar levels that are too high is hyperglycemia.

According to the International Diabetes Federation in 2017 there were 425 mil-
lion people in the world with diabetes. That is close to 1 in 11 people [37].

2.1 Main types of diabetes

There are two main types of diabetes: type 1 and type 2. Glucose gives the body 
cells energy, but to enter the cells it needs insulin. People with type 1 diabetes do 
not produce insulin; while people with T2D do not respond to insulin as well as they 
should. Both types of diabetes can lead to chronically high blood sugar levels. Type 1 
diabetes usually develops in childhood or teenage years. This disease is a result of 
damage to the pancreas that leaves it producing either very little insulin or none. 
Type 1 diabetes is caused by an autoimmune reaction where the body’s defense 
system attacks the cells that produce insulin. Things are different in T2D, where 
insulin is made by the pancreas, but the body’s cells lose the ability to absorb and use 
the insulin. In people who have T2D, the pancreas produces enough insulin, but it 
no longer influences the body’s cells. The medical term for this is “insulin resistance” 
(IR). The pancreas can compensate for this for a while by producing more insulin. But 
at some point, it can no longer keep up, and then blood sugar levels start to rise. T2D 
is characterized by (IR), where the body does not fully respond to insulin. In the past, 
T2D was often referred to as “adult-onset” diabetes because it is commonly diagnosed 
later in life. T2D is much more common than type 1 diabetes. Among all the people 
living with diabetes, 90–95% percent have T2D. This chapter focuses on T2D.

2.2 Causes and risk factors

Usually, a combination of things causes T2D. There are several gene mutations 
linked to diabetes. Not everyone who carries a mutation will get diabetes. However, 
many people with diabetes do have one or more of these mutations. Being overweight 
or obese can cause IR. People with insulin resistance often have a group of conditions 
commonly called “Metabolic syndrome”, including high blood sugar, extra fat around 
the waist, high blood pressure, high cholesterol and high triglycerides. Another cause 
can be bad communication between cells. Sometimes, cells send the wrong signals or 
do not pick up messages correctly. When these problems affect how cells make and 
use insulin or glucose, a chain reaction can lead to diabetes. Finally, broken beta cells 
can cause diabetes since if the cells that make insulin send out the wrong amount of 
insulin at the wrong time, blood sugar is not controlled properly.

Various factors can increase the likelihood of developing T2D. They can be 
described using 3 categories. The category of risk factors is who you are: age of 45 
or older, a family relative with diabetes or ethnicity. The second category is health 
and medical history: being prediabetes can increase the risk for diabetes, heart 
and blood vessel disease, high blood pressure, low HDL (“good”) cholesterol, 
high triglycerides, being overweight or obese, Gestational diabetes while you were 
pregnant and finally depression. The last category of risk factors is the daily habits 
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and lifestyle. Among this category we can find factors such as getting little or no 
exercise, smoking, stress or sleeping too little or too much.

2.3 Symptoms and complications

T2D can evolve moderately during several years. Blood sugar levels stay high all 
the time when T2D is untreated. High blood sugar levels may cause the following 
symptoms: thirstiness, frequent urination, tiredness and apathy, fulsomeness and 
dizziness or even lose consciousness. In addition to T2D symptoms there are compli-
cations of T2D containing, five times more likely to get heart disease or have a stroke, 
dialysis, or kidney replacement in case the kidneys are damaged. Furthermore, high 
blood sugar can damage the small blood vessels in the backs of the eyes and in cases 
of neglect, it can cause blindness. Digestive disorders, not feeling of the feet and 
sexual response are considered as T2D complications as well. Lesions cure slower and 
can become infected when blood does not circulate well. Miscarriage are more likely 
in women with diabetes. A condition in which breathing stops and starts while you 
sleep might developed. It is more likely to have hearing problems. Finally, high blood 
sugar can damage your brain and might put you at higher risk of Alzheimer’s disease.

2.4 How does T2D diagnosed?

Hemoglobin is a protein that transports oxygen to the body cells. It can be found 
inside red blood cells. In cases of high glucose level in the blood glucose can attach 
the hemoglobin. Hemoglobin that is attached to glucose is called glycated hemo-
globin. T2D diabetes is usually diagnosed using the A1C test. A1C test measures the 
amount of hemoglobin in the blood that has glucose attached to it.

Red blood cells are constantly dying and regenerating. Their lifespan is approxi-
mately three months. Glucose attaches (glycates) to hemoglobin inside the red 
blood cells, so the record of how much glucose is attached to the hemoglobin also 
lasts for about three months. Normally, about 6 percent of hemoglobin has glucose 
attached. If there is too much glucose attached to the hemoglobin cells, the test 
results will be high A1C. If the amount of Glycated hemoglobin amount is normal, 
the A1C results will be normal. An A1C level of 6.5 percent or higher on two separate 
tests means you have diabetes.

The symbol A1C represents a specific type of hemoglobin. The “A” in 
Hemoglobin A (HgbA) stands for “adult.” HgbA can be found in two types HgbA1 
and HgbA2. In individuals from six months old about 98% of HgbA is type 1 
(HgbA1). Type A1 has subtypes A1A, A1B, A1C, and others. Two-thirds of hemo-
globin with glucose attached is type A1C [38]. Therefore, HgbA1C is a good marker 
for glucose control. Larger amount of hemoglobin will be glycated when more 
glucose is circulating in the blood.

However, the A1C test results are not always meaningful. For example, when 
we want to measure A1C difference before and after an intervention that is shorter 
than three months. The difference of A1C before and after the intervention will not 
tell us the accurate result because it is an average calculation. In such case we need 
another test to diagnose the glucose level in blood. Fasting blood glucose test is a 
blood sample which is taken after an overnight fast. A normal level of fasting glu-
cose is a reading of less than 100 mg/dL (5.6 mmol/L). If the fasting blood glucose is 
126 mg/dL (7 mmol/L) or higher, it considered diabetes. Values between 100 to 125 
considered prediabetes. T2D is generally characterized by insulin resistance, where 
the body does not fully respond to insulin.

HOMA-IR stands for Homeostatic Model Assessment of Insulin Resistance. 
Using HOMA-IR equation insulin resistance can be estimated from fasting glucose 
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and insulin levels. High score of HOMA-IR indicates a significant Insulin resis-
tance which usually found in people with Diabetes Type 2. An updated HOMA 
model (HOMA2) was published by Jonathan Levy in 1998. HOMA2 model took 
account of variations in hepatic and peripheral glucose resistance, increases in 
the insulin secretion curve for plasma glucose concentrations above 10 mmol/L 
(180 mg/dL) and the contribution of circulating proinsulin [39]. In 2004, the 
HOMA2 Calculator [40] was released by Oxford university UK. This provides 
quick and easy access to the HOMA2 model for researchers who wish to use 
model-derived estimates of Insulin resistance, rather than linear approximations 
as provided by HOMA-IR model. There are additional tests to diagnose Diabetes 
type 2,beside those mentioned here, however those methods will not be discussed 
further in this chapter.

2.5 How is T2D treated?

There are two approaches to treat T2D. The first is lifestyle changes and the sec-
ond is medications. Adopting a healthy lifestyle can help lower the risk of diabetes. 
Healthy life style contains: lose weight, get active, eat right, avoid highly processed 
carbs, sugary drinks, and trans and saturated fats, limit red and processed meats, 
quit smoking and finally work to keep from gaining weight after you quit smoking, 
so you do not create one problem by solving another. It is possible to reach your 
target blood sugar levels with diet and exercise alone. However, if changing lifestyle 
is not enough several medicines exist to treat diabetes. Among the medicine func-
tions are: Lowering the amount of glucose your liver makes and helps your body 
responding better to the insulin. Helping your body make more insulin, making you 
more sensitive to insulin. Causing slow digestion and lowering blood sugar levels 
and finally help your kidneys filter out more glucose.

3. Intermittent fasting

In historical periods in the past when food was not always available fasting was 
sure to happen. Many religious philosophies have practiced fasting for centuries; 
however, cyclically restricting or reducing calories has recently taken off as a way to 
lose weight and improve health outcomes. Intermittent fasting (IF) is proposed as 
an alternative dieting strategy. IF includes cycles of fasting and unrestricted eating 
periods, which may allow more flexibility and thereby enhance devoutness [41]. 
Intermittent fasting is generally grouped into two main categories: whole-day fast-
ing and time-restricted feeding. Both categories range in flexibility of time spent 
fasting. The details of intermittent fasting interventions which participate in the 
research described in this chapter are found in the following subsections.

3.1 Continuous energy restriction (CER)

In a paper from 2011 [42] Michelle Harvie describes a randomized controlled 
trial to compare the feasibility and effectiveness of intermittent continuous energy 
(IER) with continuous energy restriction (CER) for weight loss, insulin sensitivity 
and other metabolic disease risk markers. The CER involved a 25% energy restric-
tion from estimated baseline energy requirements using reported metabolic energy 
turnovers estimated basal metabolic rate [43] for 7 days per week. The CER group 
was prescribed a daily 25% restriction based on a Mediterranean-type diet (30% 
fat, 15% monounsaturated, 7.5% saturated fat, 7.5% polyunsaturated fatty acids, 
45% low glycemic load carbohydrate and 25% protein) [44].
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and lifestyle. Among this category we can find factors such as getting little or no 
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HOMA-IR stands for Homeostatic Model Assessment of Insulin Resistance. 
Using HOMA-IR equation insulin resistance can be estimated from fasting glucose 
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3.2 Intermittent energy restriction (IER)

The IER group from the randomized controlled trial in Harvie’s paper [42] 
took a very low-calorie diet (VLCD) (75% restriction) on two consecutive days 
and for the remaining 5 days consume food for weight maintenance. The VLCD 
provided 2700 kJ of energy and 50 g protein per day, four portions of vegetables 
(~80 g per portion), one portion of fruit, a salty low-calorie drink and a mul-
tivitamin and mineral supplement. The duration of the intervention was six 
months.

3.3 Daily morning fasting (DMF)

Daily morning fasting is based on the Bath Breakfast Project (BBP) [45]. BBP is 
a randomized controlled trial comparing the effects of daily breakfast consumption 
relative to extended fasting on energy balance and human health. In a randomized 
cross-over design, obese men and women extended their overnight fast by omit-
ting breakfast consumption or ingesting a typical carbohydrate-rich breakfast of 
(521 ± 94 kcal), before an ad libitum pasta lunch 3 h later. The duration of interven-
tion was 4 weeks.

3.4 Fasting every second day (FESD)

Fasting every second day (FESD) was experienced in a paper of Nils Halberg 
[46]. The duration of the intervention was 14 days of fasting every second day for 
20 h, giving seven fasting periods. Each fasting period started at 22:00 and ended at 
18:00 the following day. During the fasting periods, the subjects could drink water 
and were instructed to maintain habitual activities.

3.5 Intermittent energy and carbohydrate restriction (IECR)

Another IER approach is tested in the paper of Michelle Harvie from 2013 
[47]. The test in latter paper included two intermittent energy and carbohydrate 
restriction (IECR) regimens, including one which allowed ad libitum protein and 
fat (IECR PF). Overweight 115 women were randomized to an overall 25% energy 
restriction, either as an IECR (2500–2717 kJ/d,40 g carbohydrate/d for 2 d/week) 
or a 25% daily energy restriction (DER – which is type of CER - approximately 
6000 kJ/d for 7 d/week) or an IECR PF for a 3-month weight-loss period and 
1 month of weight maintenance (IECR or IECR PF for 1 d/week).

4. The steps in machine learning

This study described in this chapter aims to predict whether a specific IF 
intervention would reduce the insulin resistance of an individual with predia-
betes. The approach to answer this question is machine learning. The process 
of machine learning is composed of 5 major steps: The first is identifying the 
required data and gathering data from various sources. The next step is preparing 
and Pre-processing the data to have homogeneity. Then the model must be built 
by selecting the right Machine Learning classifier. The fourth step is to train and 
test the data and gain insights from the model results. Finally, we might want to 
improve results by feature selection for example.
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4.1 Identifying required data

In order to answer the question of this study, authors of 25 published papers that 
performed randomized clinical trials investigating the IF effects on T2D parameters 
were asked for the individual data. I received the individual data from 5 out 25 
papers [42, 45–48]. The other authors replied that they could not submit the data 
due to the confidentiality of the participants.

4.2 Processing the data

4.2.1 Choosing people

The selection criteria for this research were: basal fasting glucose above 5 mmol/L 
(90 mg/dL) or BMI (Body Mass Index) above or equal to 25. Those criteria were estab-
lished since they indicate possible prediabetes [49]. The IDF’s 2019 cutoff for fasting 
glucose indicating prediabetes is 100 mg/dL; we set the cutoff at 90 mg/dL. Finally, 254 
individuals who answered the criteria were selected. Table 1 contains the average values 
of the numerical attributes of the data. The average values show decrease in weight, 
BMI, fasting glucose and fasting insulin however we should remember that those are 
averages therefore we cannot conclude that all the interventions work all the time for all 
the people. This would be the query that the machine learning approach will investigate.

4.2.2 HOMA-IR equation

The Homeostatic Model Assessment of Insulin Resistance (HOMA-IR) has been 
proven to be a very sensitive test for indicating prediabetes [8]. Insulin resistance 
can be estimated from fasting glucose and insulin levels. This is shown in the 
HOMA-IR equation presented as follows:

 IR− = ∗HOMA Fasting Glucose Fasting Insulin  (1)

Prediabetes people or people with T2D usually have a significant insulin resistance. 
A high score of HOMA-IR indicates a significant insulin resistance. To learn the differ-
ence of HOMA-IR before and after the intervention the HOMA-IR using (Eq. (1)) was 
calculated twice for each of the 254 individuals. Once HOMA-IR was calculated for the 
basal values of fasting glucose and insulin and once for the values after the intervention. 
The difference between them represents the insulin resistance reduction.

4.2.3 Types of intermittent fasting interventions

This study contains 9 different types of interventions, starting from continuous 
energy restriction – through intermittent energy restriction for two days a week, or 

Age Weight BMI Fasting glucose 
(mmol/liter)

Fasting insulin 
(pmol/liter)

Basal After Basal After Basal After Basal After

44.3 87.5 81.1 32.1 31 4.99 4.93 61.1 53.6

Table 1. 
Average values of attribute in selected data.
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BMI, fasting glucose and fasting insulin however we should remember that those are 
averages therefore we cannot conclude that all the interventions work all the time for all 
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can be estimated from fasting glucose and insulin levels. This is shown in the 
HOMA-IR equation presented as follows:
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daily morning fasting or fasting every second day. Part of the interventions con-
tained specific diets. The names of the different types of the interventions and their 
description are found in Table 2 below.

Table 2 summarizes the different IF regimens included in this study. The refer-
ence to each regimen is also shown in Table 2 for further details.

4.2.4 Individual’s features

The data collected for each individual in this study contained details regarding 
the age, gender, weight, ethnicity, basal BMI, basal fasting glucose, fasting glucose 
after intervention, basal fasting insulin and fasting insulin after intervention. 
Details of the intervention such as intervention’s name and duration were also 
included for each individual. For being able to train and learn from the data the 
features ‘fasting glucose after intervention’ and ‘fasting insulin after intervention’ 
must be excluded. A calculated feature named ‘HOMA-IR difference’ was added 
to the training vector. This feature was calculated as follows: if the intervention is 
successful we expect a reduction in HOMA-IR; thus, if the HOMA-IR difference 
is greater than zero the assignment in the ‘HOMA-IR difference’ column is set to 
TRUE otherwise it is FALSE. The final training vector included the ten following 
features: age, gender, weight, ethnicity, basal BMI, basal fasting glucose, basal fast-
ing insulin, intervention’s name, intervention’s and HOMA-IR difference.

4.3 Building a model from the data

The problem of the study describe here is a classification question. Can we pre-
dict whether an intermittent fasting intervention will be useful to improve T2D risk 
parameters for a certain individual? Classification is a data mining technique which 
solve problems by analyzing large volumes of data. Furthermore, classification is 
the process of finding a model that describes and differentiates data classes, where 
the ultimate goal is being able to use the model to predict the class of an instance 
whose label is unknown. Decision trees are kind of algorithm that can be used for 
classification, while additional algorithms which can be used for this purpose are 

Intervention 
name

Details CER\
IER

Duration Reference

CER Continuous energy restriction - 7 days a 
week trail

CER 24 weeks [42]

IER Intermittent energy restriction - 2 days a 
week trail

IER 24 weeks [42]

DMF Daily Morning Fasting IER 4 weeks [45]

FESD Fasting Every Second IER 2 weeks [46]

IECR Intermittent Energy and Carbohydrate 
Restriction

IER 24 weeks [47]

IECR+PF Intermittent Energy and Carbohydrate 
Restriction + free protein and fat

IER 24 weeks [47]

DER Daily Energy Restriction CER 24 weeks [47]

High Carb High Carbohydrate weight loss diet CER 12 weeks [48]

High Mono High Monounsaturated weight loss diet CER 12 weeks [48]

Table 2. 
IF regimens.
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neural networks, naïve bayes, logistic regression and others. However, the decision 
tree classification with the Waikato Environment for Knowledge Analysis (Weka) 
is the simplest way to mine information from a database. Furthermore, decision 
trees can deal with a large variety of feature types like binary, nominal, ordinal, 
categorial and numeric like those found in our mixed dataset [50]. Finally, decision 
trees are an intuitive way of representing a sequence of rules that lead to a class or 
value. The decision tree output is a flowchart-like tree structure. The decision tree 
algorithms J48, LMT (Logistic Model Tree), Random Forest and Random Tree as 
well as the Logistic Regression and Naïve Bayes classifiers were tested on the data in 
this study.

4.4 Training and testing

The next step was training the dataset (254 individuals) and building models 
using six different classifiers: J48 decision tree, Logistic Model Tree, Random 
forest, Random tree, Logistic and Naïve Bayes. The optimal number of features 
as a function of sample size is proportional to √n (n is the sample size) for highly 
correlated features [51]. The features in the study shown here are highly correlated 
and √254 = 15.9 while the number of features is 9 (i.e. 9 attributes for 254 individu-
als is reliable). Following the training comes the testing. Two test approaches were 
selected to validate the model – the leave-one-out and the 10-fold cross validations. 
In the leave-one-out approach you test every individual by excluding it from the 
training set, train the 253 left individuals and then test the excluded one. This 
happens 254 times, namely for every individual in the dataset. The 10-fold cross 
validation test approach divide the dataset into 10 groups equal in size. Then for 
ten times train and build the model with nine of the groups together and test the 
individual found in the 10th excluded group.

5. Decision rules for health benefit due to intermittent fasting

5.1 Prediction whether HOMA-IR decreases

When measuring performance of machine learning classifiers, accuracy is not 
enough. For comparing results from different classifiers, we need an additional 
measure. The additional measure is based on the definition of four groups resulted 
when solving a classification. For example, in our case when the case is that there is 
a reduction in HOMA-IR then the TRUE-POSITIVE (TP) group is when the predic-
tion is correct, while the FALSE-POSITIVE (FP) group is when the prediction is not 
correct. The two additional groups found when the case is that there is no HOMA-IR 
reduction then TRUE-NEGATIVE (TN) will be when the prediction is false in other 
words the prediction is correct; however, when the prediction is not correct we say it 
is the FALSE-NEGATIVE (FN). The additional measure to compare between different 
classifiers is Area Under Curve (AUC) measure. AUC presents the relation between 
the TP rate and the FP rate and it is a very useful in the comparison between classi-
fiers. The value of AUC ranges between 0 to 1. AUC equals 1 means a perfect classifier 
TP = 1 and FP = 0, while random classifier is when AUC is equal approximately to 0.5.

The AUC of the six different classifiers – J48, LMT, Random Forest, Random 
Tree, Logistic Regression and Naïve Bayes using the two test methods mentioned 
in the previous paragraph – are shown in Table 3. The AUC of the 10-Fold test 
is shown in the first row of Table 3 while the Leave-One-Out test is found in the 
second row. For both tests the AUC differences between the classifiers are very 
small (0.67 to 0.75 in the 10-fold and 0.65–0.8 in the leave-one-out); we therefore 
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neural networks, naïve bayes, logistic regression and others. However, the decision 
tree classification with the Waikato Environment for Knowledge Analysis (Weka) 
is the simplest way to mine information from a database. Furthermore, decision 
trees can deal with a large variety of feature types like binary, nominal, ordinal, 
categorial and numeric like those found in our mixed dataset [50]. Finally, decision 
trees are an intuitive way of representing a sequence of rules that lead to a class or 
value. The decision tree output is a flowchart-like tree structure. The decision tree 
algorithms J48, LMT (Logistic Model Tree), Random Forest and Random Tree as 
well as the Logistic Regression and Naïve Bayes classifiers were tested on the data in 
this study.

4.4 Training and testing

The next step was training the dataset (254 individuals) and building models 
using six different classifiers: J48 decision tree, Logistic Model Tree, Random 
forest, Random tree, Logistic and Naïve Bayes. The optimal number of features 
as a function of sample size is proportional to √n (n is the sample size) for highly 
correlated features [51]. The features in the study shown here are highly correlated 
and √254 = 15.9 while the number of features is 9 (i.e. 9 attributes for 254 individu-
als is reliable). Following the training comes the testing. Two test approaches were 
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Figure 1. 
Sub-decision tree – Male side.

conclude that all six classifiers perform similarly. The advantage of Random Forest 
is to prevent overfitting by creating random subsets of the features and building 
smaller trees and then combining the subtrees, however J48 is shown to yield the 
most accurate prediction within the decision tree algorithms [50]. In addition, J48 
explains itself and easy to follow. In the J48 decision tree, the internal nodes are the 
different features (age, gender, weight, etc.), the branches between the nodes rep-
resent the possible values that these features may have (age: lower than 18 or equal 
higher than 18, gender: male/female, etc.). The terminal nodes tell us the final value 
of the prediction(TRUE or FALSE assigned for HOMA-IR difference). As shown 
in Table 3 using J48 classifier and the 10-fold cross validation test the model AUC 
is 0.7. Furthermore, the Leave-One-Out test achieves AUC of 0.8. Therefore, the 
J48 model successfully predicts whether an intervention would help an individual 
improve his T2D risk parameters by reducing HOMA-IR.

The visualization of the J48 decision tree is found in Figures 1–4. Interestingly 
the attribute gender is the first node in the tree, as shown in Figures 1 and 2.  
Having the gender as the first splitting attribute indicates that this attribute is 
the most informative one for the decision. Moreover, for males the duration of 
the intervention is the most important attribute to decide the effectiveness of the 
intervention (Figure 1); while for females the basal fasting insulin level is reported 
as the most important feature (Figure 2). Green in Figures 1–4 represents TRUE 
which indicates success in reducing HOMA-IR while red represents FALSE which 
indicates no reduction.

Analyzing the sub-decision tree of the males’ side shown Figure 1, brings to 
the conclusion that men are indifferent to the type of the intervention rather they 
affected by the duration of the intervention. Success of intervention defined by 
reducing HOMA-IR, can be achieved by short duration of fasting (less or equal to 
2.5 weeks) and lower BMI (less or equal to 25.8) or long duration of intervention 
and age 41 years and younger. Reasonably, attributes like lower BMI and younger 
age make it easier to reduce HOMA-IR.

J48 LMT Random Forest Random 
Tree

Logistic Naive 
Bayes

10-Fold 0.7 0.75 0.75 0.67 0.79 0.73

Leave-One- Out 0.8 0.74 0.74 0.66 0.79 0.72

Table 3. 
AUC for different classifiers.
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Unlike the male side of the decision tree, in the female side the type of intervention 
is part of the tree and is represented by the nodes of the tree. As shown in Figure 2 
the intervention are nodes of the tree which are colored yellow while the nodes that 
represent attributes are colored blue. Moreover, the view of the tree on the female 
side consist of many different and connected parts compared with the male side 
of the tree. The fact that there are more women in the dataset than men can be the 
reason for this complexity view. The different interventions are part of the decision 
nodes as shown in Figure 2. The different interventions are arranged hierarchically 

Figure 2. 
Sub-decision tree – Female side.

Figure 3. 
Sub-decision tree – Female left side.
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starting with DMF followed by IECR or beginning with IECR followed by the Hi 
Mono diet. The success of the different interventions in improving HOMA-IR is 
shown in Figure 3. The hierarchical structure of the interventions is organized by 
their success, beginning with DMF, IECR and then IECR+PF. An interesting evi-
dence which should be further investigated is found in Figure 4. That evidence is the 
node where lower BMI leads to an unsuccessful intervention.

5.2 Testing separately the reduction of fasting glucose or fasting insulin

To find out whether only fasting glucose reduction or fasting insulin reduction 
taken separately instead of HOMA-IR can be used to predict the usefulness of an 
intervention two additional train and test process were done. Table 4 summarizes 
the results of the predictions based once only on fasting glucose reduction and once 
only on fasting insulin reduction.

As shown in Table 4 the prediction of improvement in T2D based on HOMA-IR 
is more effective than the prediction based on fasting glucose or the fasting insulin 
separately. As shown in Eq. 1, the HOMA-IR calculation is based on both fasting 
glucose and fasting insulin.

5.3 Comparing results with random classification

An interesting question would be would these results based on HOMA-IR 
obtain on random? To answer this question, I reordered the values in the HOMA-IR 
column in an arbitrary way. The ratio between the TRUE values and the FALSE 
values was identical to the original column. The AUC results of training and testing 

Figure 4. 
Sub-decision tree – Female right side.
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with random data were much lower compared with the original data. The 10-Fold 
cross validation test yields 0.56 AUC compared with 0.7 in the original data. The 
Leave-One-Out test difference in AUC between the random and the original data 
was even more significant – 0.61 AUC in the random data compared with 0.8 in the 
original data. Those results answer the question asked above and suggest that the 
model predictions cannot be obtain in random.

5.4 Testing features redundancy

Another interesting question is whether all the features mentioned in 4.2.4 are 
needed for the prediction. To test this a feature selection test was performed on the 
data. In each test a different feature was excluded. The AUC results are shown in 
Table 5.

The feature in every row of Table 5 except of the first row, is excluded and AUC 
is calculated without this feature. None of the features is redundant since as shown 
in Table 5 the highest AUC is shown when all features are trained.

6. Conclusions

To achieve steady-state fasting levels for many metabolic substrates which 
are found in blood draws taken from patients, the patients are required to fast 
8–12 hours. This evidence can show us that even a single fasting interval in humans 
(e.g., overnight) can reduce basal concentrations of metabolic biomarkers related 
with T2D, such as insulin and glucose. Intermittent fasting regimens may be a 
promising approach to losing weight and improving metabolic health. Moreover, 
these eating regimens may offer promising nonpharmacological approaches to 
improving health in general and specifically improve T2D condition.

HOMA-IR 
reduction

FASTING Glucose 
reduction

FASTING Insulin 
reduction

10-Fold Cross Validation 
test

0.7 0.6 0.55

Leave- One-Out test 0.8 0.6 0.6

Table 4. 
Summary of AUC results for improving T2D risk parameters.

Excluded Feature 10-Fold Cross Validation test Leave-One-Out test

None 0.7 0.8

Age 0.68 0.7

Gender 0.68 0.62

Weight 0.64 0.73

Ethnic 0.68 0.74

Basal BMI 0.69 0.77

Fasting Glucose – basal 0.65 0.73

Fasting Insulin – basal 0.62 0.6

Table 5. 
Features selection – AUC results of J48 Decision tree.
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The question in this study is not how to lose weight but to answer the question of 
which of the people suffering from T2D can benefit through an intermittent fasting 
approach and what is the best type of intermittent fasting for a particular person. 
This it offers a recommendation system based on data from several clinical trials for 
answering those questions. The recommendation system selects the optimal inter-
vention to improve the health of prediabetes individuals or people with T2D. The 
improvement in health reflected in reducing their glucose and insulin levels which 
are considered T2D risk parameters and composed the HOMA-IR equation. The 
procedure in this study is built using a machine learning approach and is the results 
are presented by a decision tree. The conclusions from the decision rules derived 
from the tree are that males and females have a different set of rules because the 
node gender comes first in the tree. The success of intervention in males depends on 
the duration of the IF. Therefore, males are indifferent to the type of intervention. 
Moreover, males with a smaller BMI will be more likely to have a successful inter-
vention in case the duration of intervention is equal or less than 2.5 weeks. On the 
other hand, if the duration of the intervention is more than 2.5 weeks for males than 
age will be important to its success. Reasonably, younger age will serve as a benefit. 
The level of basal fasting insulin is the most important attribute for a successful 
intervention in female. There are some cases where no intervention within the 
dataset of this study can assist in improving HOMA-IR for example if a female with 
a basal fasting insulin equal or less than 37.1 pmol/L (for moderate insulin resistance 
the fasting insulin should be in the range of 18–48 pmol/L) and age exceeding 52.

To apply for a wider population additional clinical trail’s data should be used. 
Moreover, a larger dataset will make it possible, to build a software which would 
assist physicians in advising an optimal intervention to their patients and by that 
providing a better personalized medical service to their patients.
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Chapter 18

Integrated Cyber-Physical System 
to Support Early Diagnosis and 
Prevention of Prediabetes and 
Complications of Type 2 Diabetes
Zsolt P. Ori

Abstract

Dietary and exercise interventions are the mainstay of prevention, and they 
constitute important part in the treatment of type 2 diabetes (DM2) and its com-
plications. Automated, continuous, individualized non-invasive measurement 
of pathological processes leading to DM2 and complications are needed in terms 
of self-explaining metrics for improved individualized lifestyle management. 
Our company, the Ori Diagnostic Instruments, LLC is using tools of Medical 
Cybernetics (MC) to monitor non-invasive indicators of insulin resistance, exercise 
capacity, and autonomic dysfunction. The MC approach utilizes mathematical 
process and measurement models which are connected to a wearable sensor system. 
This chapter has the purpose to show how already widely available information 
technologies like smart phones, cloud computing, and sensor devices of the fitness 
industry could be put together into an integrated cyber-physical system (ICPS) to 
support fitness goals like fighting cardiometabolic conditions including high insulin 
resistance and low level of cardiorespiratory fitness and help building resilience 
with improved physiological reserve capacity. We want to demonstrate also how 
ICPS can be not only used for fitness self-management but can be extended to 
become a platform of noninvasive monitoring devices and become a medical 
software to support person-centered, outcome driven treatments for DM2 and 
complications in primary care.

Keywords: medical cybernetics, non-invasive monitoring, insulin resistance,  
exercise capacity, cardiorespiratory fitness, cardio-vegetative stress,  
metabolic syndrome, atherosclerotic disease, autonomic dysfunction, anemia,  
heart failure

1. Introduction

This chapter envisions the possibility of continuous risk assessment with 
non-invasive monitoring using tools of Medical Cybernetics (MC) facilitating 
early diagnosis and prevention of type 2 diabetes (DM2) and its complications 
including cardiovascular disease (CVD), chronic kidney disease (CKD) and heart 
failure (HF). MC offers a suitable conceptual framework to make the pathologi-
cal processes of DM2, CVD, CKD, and HF observable and controllable through 
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appropriate interventions facilitated by mathematical modeling. Utilizing prin-
ciples of MC has the potential to enable primary care to help more beyond current 
standard of care and to make Digital Health more accessible to our patients. Moving 
away from traditional reductionism and embracing holistic approaches will cer-
tainly help fulfill the promise of Medical Cybernetics (MC) and help find workable 
solutions to tackle the ever growing health related challenges of humanity and 
introduce new approaches to manage and self-manage chronic non-communicative 
conditions or diseases in the 21st century. Already available information technolo-
gies like smart phones, cloud computing and the widely available sensor devices 
of the fitness industry could be put together into a cyber-physical system (CPS) to 
gain needed data and tools and to provide a holistic approach. The principle idea 
behind using MC [1–9] and developing a CPS [5, 6] is to gain deep insight and make 
so far unmeasurable phenomena indirectly calculable in the users’ natural environ-
ment and put these unknown phenomena in the appropriate context for improved 
control. The plethora of new data gained with such CPS will lead to the creation 
of needed metrics and open opportunities for optimized self-control and dynamic 
behavior interventions based on the targeted metrics, leading to self-healing and 
cyber-therapy supervised by health care providers.

Ori Diagnostic Instruments, LLC (ODI) has been conducting R&D [1–11] and 
recently we introduced a CPS [5, 6]. CPS is a mobile technology integrating sensory 
data from various mobile devices into individualized dynamic mathematical models 
of physiological processes allowing for analysis and prediction using the models 
and allowing for quasi-real time feedback to the user (and optionally the primary 
provider). We have developed several technical and medical innovations allowing 
for creation of a CPS: 1. Self-adaptive models of the human energy metabolism 
(SAM-HEM) [1–11]; 2. Self-improving measurement models to amend validity, reli-
ability, consistency, and accuracy of bioelectrical measurements [7–9]; 3. Using the 
minimum variance Kalman filter along with state space modeling technique [1–11] 
where process models of state variables work in unison with measurement models, 
mutually updating each other’s a priori and a posteriori model calculations with the 
help of the minimum variance Kalman filter; 4. Utilizing principles of “least action/
stationary action” to obtain essential practically unmeasurable parameters of the 
human energy metabolism [5–6]; 5. Applying principles of “maximum informa-
tion entropy” to evaluate stochastic processes and perform parameter estimations 
with constraints or subsidiary conditions [7–10]; 6. Feasibility demonstration of 
our process modeling technologies in simulation studies using published trial data 
[1–6, 11]; 7. Innovations using a CPS to reenergize primary care and facilitate goals 
of Global Health [4, 10, 11].

Some important advantages of ODI’s innovations to combat noncommunicable 
cardiometabolic diseases are the following. 1. An important aspect of ODI’s innova-
tions is the integration of self-adapting models into a cloud based cyber-physical 
system [5, 6] that provides user feedback and allows for truly individualized 
patient-oriented approaches. 2. Further it is anticipated that ODI’s holistic and data 
driven individualized diagnostic approach will allow not just to help prevention and 
improve management and self-management of chronic conditions related to DM2 
but also to lend help during emerging medical emergencies [7, 10]. 3. It is envi-
sioned here that as more and more wearable physiological sensors become avail-
able, the sensors can be integrated with our cyber-physical system platform and 
their respective self-adaptive pathophysiological process models and self-learning 
measurement models [10, 11]. 4. A user’s individual dynamic mathematical models 
provide feedback and prediction to assist behavior modification by supporting 
and maximizing control [10, 11]. 5. A CPS can realize not just a complex adap-
tive system at the individual level, but also through interconnections a network 
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of individualized cyber-physical systems can be realized, allowing for network 
analysis and machine learning/artificial intelligence. Global Health goals [10, 11] 
could be approached at a community or even societal level.

This chapter consists of two parts. In part I, we will show how already widely 
available information technologies like smart phones, cloud computing, and sensor 
devices of the fitness industry could be put together into an integrated cyber-
physical system (ICPS) to support fitness goals like fighting increased insulin 
resistance and low level of cardiorespiratory fitness and help in building resilience 
with improved physiological reserve capacity. This form of ICPS supports fitness 
goals without the wider scope of a “medical software “i.e. without the intention of 
medical treatment. This non-medical software ICPS focuses on three interlinked 
physiological/pathophysiological processes: 1. Cardiometabolic Functioning and 
Disease (CMD), 2. Cardiovascular Functioning and Disease (CVD), and 3. Cardio-
vegetative Functioning and Stress (CVS). We will show how representative metrics 
reflecting health in these areas of physiological functioning and early disease can 
be created using MC modeling using data from a wearable sensor system (SS). 
Regarding CMD, the reader will be informed about how the non-invasive measure-
ment of insulin resistance is possible with the R- or Rw-ratio which follows changes 
of the invasively measured HOMA-IR. R- or Rw-ratio related estimates are derived 
from serially measured weight, fat weight by bioimpedance measurement, and 
energy balance related data [3–6]. The CVD health status is assessed by indirectly 
estimating maximal oxygen uptake (VO2max) from daily physical activity and 
heart rate related data [5]. Indices of CVS health are obtained from time and 
frequency domain analysis of heart rate variability (HRV) [12, 13].

In part II an upgraded version of ICPS to medical software will be outlined 
which still has to be developed and clinically tried and properly examined and 
verified according to applicable rules and regulations by FDA. The major reason for 
distinction between non-medical software and FDA approved medical software is 
that the former primarily serves the purpose of prevention of prediabetes, DM2 and 
complications as opposed to the latter where medical diagnosis is made requiring 
active therapeutic interventions by health professionals. The part II subchapter is 
inspired also by the most recent summary recommendation for person-centered, 
outcomes-driven treatments of DM2 in primary care by leading academic authors 
[14]. One of the key points of this article is to call for “a patient-centered approach 
that addresses patients’ multimorbidities, needs, preferences, and barriers and 
includes diabetes education and lifestyle interventions as well as pharmacologic 
treatment…”. The medical software version of ICPS could be complementary to 
key points in [14]. We introduce here to the reader how the following comorbid 
conditions could be observed non-invasively and how metrics can be created to see 
outcomes objectively. We will discuss here the following pathological processes as 
targets of monitoring, tracking and metric creation for outcome measures: 1. CMD 
and Metabolic Syndrome (MS), 2. Atherosclerotic Cardiovascular Disease (ASCD), 
3. Autonomic Dysfunction (AD), 4. Chronic Anemia due to CKD, and 5. Heart 
failure (HF). Here we want to point out that [14] puts great emphasis on ASCD, 
CKD and HF as a targeted outcome measure for interventions. It is envisioned 
here that self-explaining metrics regarding disease processes 1–5 can be displayed 
quasi real time on the patient’s smart phone app giving tremendous opportunity for 
patients to educate themselves and learn more about their diseases and ask appro-
priate questions. The feedback of information may help improve self-management 
in a non-judgmental manner. The self-explaining nature of metrics may also point 
out individual responsibilities to fight modifiable risk factors. Having quantifiable 
metrics allows for dynamic lifestyle interventions which could be managed, self-
managed or helped with automated feedback of information. Further, the response 
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to pharmacological interventions could be gauged, helping to track results of treat-
ment and recognize inadvertent side effects.

To our knowledge there is no noninvasive tool or monitoring device available 
to measure increased oxidative stress, inflammation, or insulin resistance in the 
user’s natural environment. However, these pathological processes are strongly 
interlinked, leading to among others DM2, CMD, MS, CVD, ASCD, AD, Chronic 
Anemia of CKD, and HF. Importantly, ICPS is built on the holistic modeling 
approach of considering the entire human energy metabolism and insulin resis-
tance. The latter can be viewed also as a surrogate marker for whole body oxidative 
stress and inflammation [15]. The bio-physical principle behind the proposed 
conceptual framework of ICPS and for process models is the recognition that the 
changes of the body composition (lean mass and fat mass) and the energy flow 
in and out of the body are governed by the fat vs. carbohydrate burning ratio and 
are strongly linked to insulin resistance [16, 17]. The significance of this is that an 
impaired mitochondrial lipid oxidation is a major anomaly in the chain of metabolic 
events leading to obesity and increase of insulin resistance [18]. High insulin resis-
tance is associated with high respiratory quotient (RQ ) reflecting lower fat burning 
than normal [19]. We have no non-invasive measuring technique for Oxidative 
Stress. However, there is a strong connection between Oxidative Stress and Insulin 
Resistance [20]. Similarly, there are strong connections between inflammation and 
insulin resistance [21] but there is no non-invasive tool available currently to moni-
tor whole body inflammation. Therefore, we intend to use the R- and Rw ratio to 
give at least a qualitative signal tool if the trends of changes in the metabolism are in 
the right or wrong direction in terms oxidative stress and inflammation. Our central 
hypothesis is that by improving insulin resistance with the use of ICPS, we can ameliorate 
the condition of oxidative stress, overall inflammation, fat vs. carbohydrate oxidation, 
and cardiovascular disease progression.

To our knowledge ODI is the first in using the principle of “least action/
stationary action” as a principle for finding key physiological parameters of the 
energy metabolism [5, 6]. This is instrumental to estimate noninvasively the 
HOMA- IR linked marker of insulin resistance R- or Rw-ratio which are defined 
as R = ΔL/ΔF and Rw = ΔW/ΔF where ΔL, ΔW and ΔF are lean mass, weight and 
fat mass change over 24 hrs. For monitoring of insulin resistance, we were able 
to prove the feasibility of this concept [5–6]. Further, we have shown that our 
Weight, Fat weight, Energy Balance (WFE) model can estimate changes of Rw 
without mandatory calorie counting by serially measuring weight, fat weight, 
and energy balance [6]. Our extended model of WFE calculation is called WFE-
DNL-AT [6] and allows also for estimating for the first time noninvasively in 
the user’s natural environment the otherwise difficult or impossible to measure 
changes of state variables (SV’s) of the metabolism such as 24 h nonprotein 
respiratory quotient (24hRQ ), utilized macronutrient energy intake, fat vs. 
carbohydrate oxidation rate (Fox/Cox), de novo lipogenesis (DNL), and adaptive 
thermogenesis (AT). However, WFE-DNL-AT calculations require knowledge of 
the daily macronutrient calorie intake.

For measuring daily changes of fat mass F, lean body mass L, the measurement 
of intracellular water mass (ICW) as well as extracellular water mass (ECW) are 
also needed. Unfortunately, bioimpedance measurement technologies are not 
suitable for clinical use in current form due to significant interindividual variations 
mainly due to lack of reliable bio-electrical modeling of electrical properties of 
a body segment. On the other hand, bioimpedance measurements are quite well 
suited for individualized measurements or serial measurement as the intraindi-
vidual variation is small. The electrical modeling issue can be improved with using 
the principle of “maximum information entropy” [9, 10]. Therefore, ODI developed 
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a Body Composition and Hydration Status Analyzer stand up scale (BC-HS-A) 
[7–10]. We use here several innovations for creating individualized bioimpedance 
measurement models [7–10].

A general principle of the development of ICPS as medical software is that we 
want to connect the calculated SV’s to morbidity and mortality risks. An example 
is given in [22] where cumulative incidence of various CVD events is compared in 
people with and without diabetes. The hazard ratio for CVD in view of HOMA-IR 
is published in [23]. CVD mortality and all-cause mortality is investigated with low 
cardiorespiratory fitness according to weight categories in [24]. Waist circumfer-
ence is connected to mortality in [25]. Mortality is evaluated according to weight 
status with incidence of diabetes in [26]. CVD and mortality as a function of 
BMI is published in [27]. Heart Rate Variability and Risk of All-Cause Death and 
Cardiovascular Events are investigated in [28]. All these published morbidity/mor-
tality studies allow us to assess the time trajectory of likelihood of morbidity and 
mortality as a function of the individually calculated SV’s.

ICPS generates SV’s and metrics in each domain of use (1–5) and displays 
the results quasi real time on the screen of a mobile app, the Metabolic Health 
Monitoring (MHM) Mobile app or on the Metabolic Manager Software Tool (MST) 
Web app. MHM is designed for displaying the SV’s quasi real time and for entering 
input data and providing feedback that is either machine generated or from MST by 
personal trainer or primary provider. MST is a web app designed for use by personal 
trainer/primary provider (s) or the user himself/herself for analysis and prediction 
of the calculated SV’s and metrics. MST enables also planning for lifestyle change 
and evaluating progress and outcome.

2. ICPS non-medical software (ORI FIT-MET™)

2.1 Description of the process models

Here we introduce ICPS ORI FIT-MET™ for the purpose to achieve fitness 
and prevent prediabetes, DM2 and complications such as CVD and AD. Uniquely, 
ICPS can construct trajectories of SV’s (metrics) quasi real time in three domains 
of health: 1. Cardiometabolic Functioning and Disease (CMD), 2. Cardiovascular 
Functioning and Disease (CVD), and 3. Cardio-vegetative Functioning and Stress 
(CVS) with major implications to morbidity/mortality risks. Each of these domains 
have their mathematical process models to estimate the SV’s (metrics). ICPS uses 
the predictive Kalman filter to predict future changes based on serially measured 
input data and using the respective predictive model calculation.

Ad 1. For CMD we use our Cardiometabolic Function Model (CMFM) which 
utilizes our Self-Adaptive Model of the Human Energy Metabolism (SAM-HEM) 
[1–4]; the Weight, Fat weight, Energy Balance model calculation (WFE); and the 
de novo lipogenesis, adaptive thermogenesis, and 24 hr. respiratory quotient model 
calculation WFE-DNL-AT [6]. The metric for insulin resistance in terms of R- or 
Rw-ratio carries the power of allowing to estimate the fat vs. carbohydrate burning 
and it is reflective of overall oxidative stress and inflammation. The CMFM model-
ing can calculate and predict the following physiological SV’s: weight, fat mass, 
lean mass, ECW, ICW, R-ratio, Rw-ratio, Fat vs. Carbohydrate Oxidation, and 24 h 
non-protein respiratory quotient. With precise calorie counting the estimations 
of utilized macronutrient energy intake, de novo lipogenesis DNL and adaptive 
thermogenesis AT is possible.

Ad 2. For CVD process modeling ODI uses a cardiovascular fitness model 
(CVFM) in which the maximum oxygen uptake capacity (VO2max) is estimated 
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Ad 2. For CVD process modeling ODI uses a cardiovascular fitness model 
(CVFM) in which the maximum oxygen uptake capacity (VO2max) is estimated 
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from heart rate and measuring maximal activity energy expenditure (aEEmax) 
during graded exercise. The VO2max calculation model uses multiple linear 
regression with data on age, sex, height, percent body fat, aEEmax, and the slope 
between HR and physical activity as in [29]. CVFM is self-adapting (self-learning) 
from the daily incoming data and assesses changes of VO2max, exercise capacity, 
and heart rate reserve. We adopted the Critical Power model from [30] which is 
defined as the maximal sustainable aerobic power not causing “fatigue” to measure 
exercise capacity.

Ad 3. For CVS modeling ODI uses its Cardio-vegetative Stress Model (CVSM) 
which calculates the state variables (SV’s) measuring functioning of the autono-
mous nervous system and estimating imbalance between sympathetic vs. para-
sympathetic activity. The time domain measure is the standard deviation of R-R 
intervals (SDNN) and the frequency domain power spectrum indicators are the low 
frequency spectral power of HRV (LFr), the high frequency spectral power of HRV 
(HFr), and their ratio LFr/HFr [12–13, 28].

2.2 Data flow

The usage of ICPS ORI FIT-MET™ is centered around data flowing in and out 
of the system. ICPS works with a wearable Sensor System (SS) to provide input 
data for the process models to arrive at metrics regarding CMD, CVD, CVS. The 
heart rate and physical activity energy expenditure related input data come from 
a wearable wristwatch-type fitness tracker like Garmin’s smart watch. The body 
composition and hydration status related input data come from Garmin’s Index 
scale. Alternatively, ODI developed its own fitness tracker, the sensor belt (SB) [7], 
and the BC-HS-A stand up scale [8, 9]. During regular use, ICPS updates every day 
the SV’s and creates metrics allowing for trend prediction. The input and result data 
can be displayed on MHM or MST.

2.3 Analysis and interpretation

ODI’s proposition is that MC modeling can provide special insight into 
physiological/ pathophysiological processes. MC modeling gives the expected 
direction of change of a variable in the future i.e. by connecting the data points 
and drawing a trajectory of the predicted changes. The benefit is that instead of 
comparing the user’s data against a group average, the individualized modeling 
and data trajectory creation allows for self-comparison to historical data, captur-
ing individual characteristics and facilitating individualized interventions. The 
MC models are generating metrics and trajectories allowing for tracking progress 
and facilitating dynamic behavioral changes. The undeniable advantage of mod-
ern portable electronics is that they can provide the resources and powerful data 
for self-healing in a non-judgmental way. The self-explaining context of SV’s 
have the potential to raise self-awareness and draw attention to risk reduction 
and individual responsibility in the fight against modifiable noncommunicative 
disease processes. The derived metrics provided by ICPS have the potential to 
give the opportunity for education and learning about risks for health, devel-
opment of new skills to fight risks, building motivation, as well as measuring 
self-efficacy in the fight against modifiable risks. The same ICPS metrics can be 
used by a personal trainer/primary provider for teaching and guiding needed 
changes of lifestyle or behavior. Importantly, it must be emphasized that the 
most important tool in our armamentarium to enhance insulin sensitivity and 
along with-it fat burning is endurance training [31] and it works even if no 
weight loss is achieved.
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3. ICPS medical software

3.1 Description of the process models

Inspired by the call for person-centered, outcome-driven treatment as a new 
paradigm for treatment of type 2 diabetes in primary care [14] we present here 
our vision of how MC type approaches could significantly help goals set forth by 
the academic authors in [14]. Target points for outcome in [14] are ASCD, CKD, 
and HF. For a practicing primary physician, it is desirable to offer non-invasive 
monitoring for patients in their natural environment not just for early detec-
tion of deterioration but also to improve patients’ handling of rising issues with 
appropriate behaviors.

Here we offer a preview about ICPS as a Medical Software and show how we can 
construct trajectories of SV’s quasi real time in five domains of disease processes: 
1. CMD and Metabolic Syndrome (MS), 2. Atherosclerotic Cardiovascular Disease 
(ASCD), 3. CVS and Autonomic Dysfunction (AD), 4. Chronic Anemia due to 
CKD, and 5. Heart failure (HF). It appears natural to extend the use of ICPS non-
Medical Software with the areas of Chronic Anemia due to CKD and Heart failure. 
The respective process models are the following:

Ad1. The MC model for CMD and MS remains the same Cardiometabolic 
Function Model (CMFM) as in ICPS ORI FIT-MET™. Response to the therapies 
of metabolic syndrome could be tracked and compared with baseline for de novo 
lipogenesis DNL, Fat vs. Carbohydrate Oxidation, and 24 h non-protein respiratory 
quotient. These metrics can supply valuable feedback in terms of ongoing diet and 
exercise habits with implications to spur needed change.

Ad 2. For ASCD we want to extend CVFM. In the modeling of the maximum 
oxygen uptake capacity (VO2max) we also want to consider modeling oxygen 
delivery which depends on hemoglobin concentration (Hb), total hemoglobin mass 
due to chronic anemia of CKD and cardiac output. For modeling of oxygen delivery 
and oxygen consumption we use the model equations in [32]. For process modeling 
of hemoglobin concentration, total hemoglobin mass, and cardiac output see also 
Ad 4. and 5.

Ad 3. For CVS modeling ODI uses CVSM. For quantifying AD, the rationale 
is that there are strong associations between central adiposity (which is a marker 
of insulin resistance) and autonomic dysfunction [33] and there is an increased 
sympathetic system activity in metabolic syndrome [34]. We plan on using prom-
ising markers beyond SDNN, LFr, and HFr to recognize AD such as heart rate 
recovery time [33]. For the prediction of sudden cardiac death, we want to also use 
the correlation dimension of R-R intervals D2 [35].

Ad 4. We want to build a modeling platform for Chronic Anemia due to CKD. 
The main rationale is that anemia is a recognized risk factor for cardiovascular 
disease [36]. This is potentially important because iron deficiency anemia, if 
corrected, may in fact improve endothelial function and potentially improve 
morbidity and mortality [36]. Not surprisingly, anemia and insulin resistance 
and type 2 diabetes are interlinked [37] through various inflammatory processes 
which play crucial roles in the development of insulin resistance. There is also 
an inverse correlation between iron levels and HbA1c [38]. The reasons for this 
include kidney complications, neuropathy, and malabsorption occurring in the 
setting of advanced DM2. The elevated blood sugar will, over time, damage small 
blood vessels in the kidneys leading also to CKD. The erythropoietin production 
by the kidney goes down and along with it the production of red blood cells by 
bone marrow. Several studies show that diabetics with reduced renal function are 
more likely to end up with iron deficiency anemia than those without reduced 
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renal function [38]. The significance of monitoring hemoglobin concentration 
and mass is that it determines exercise performance, surgical outcome [39], and 
impacts heart failure [40].

The self-adapting process model of anemia of CKD (SAM-AC) will predict 
future hemoglobin concentration and total hemoglobin mass based on non-inva-
sively measured hemoglobin concentration (Hb), extracellular water (ECW), and 
intracellular water (ICW). The ECW and ICW comes from ICPS ORI FIT-MET™. 
For capturing and predicting dynamics of changes of hemoglobin concentration 
( kHb ) and hemoglobin mass ( )ktHbmass  for day k  we use the following process 
models (Eqs. (1–3 and 5)) and measurement model (Eq. (4)). Hb concentration 
measurement comes from a non-invasive hemoglobin concentration measuring 
device like in [41, 42]. Data of daily a posteriori estimates of ( )

kECW +  and ( )
kICW +  

will come from ODI’s ICPS ORI FIT-MET™. We assume that 7.4% of the total body 
water constitutes the plasma volume (PV). Further we assume that the plasma 
albumin concentration is semi-constant, and it is not changing as rapidly as ECW 
and ICW, then the following formula could be used for plasma volume as in Eq. (1):

 ( ) ( ) ( )( ) . 0.074;k k kPV ECW ICW+ + += +  (1)

The initial hemoglobin mass is calculated as 0 0 0.tHbmass Hb PV=  . The process 
equation for a priori (denoted as ( − )) hemoglobin mass on day k  is in Eq. (2):

 ( ) ( ) ( )
1 . ;k k k ktHbmass Hb PV u− + +

−= +  (2)

The process equation for a priori (denoted as ( − )) hemoglobin concentration 
prediction is in Eq. (3):

 ( )
( )

( ) ;k
k k

k

tHbmassHb w
PV

−
−

+
= +  (3)

The measurement model with the measured hemoglobin concentration kHb  on 
day k  is in Eq. (4):

 ( ) ;k k kHb Hb v−= +  (4)

The process equation for a posteriori (denoted as ( + )) hemoglobin concentra-
tion is in Eq. (3):

 ( ) ( ) ( )( ). ;k k k k kHb Hb K Hb Hb+ − −= + −  (5)

Here kK  symbolizes the Kalman gain provided by the Kalman filter. The random 
terms ku , kw , and kv  represent errors and are assumed to be normally distributed 
with expectancy value and initial value of zero and estimated variance values with 
assumed non-zero initial value which is updated throughout the time of observa-
tion by the Kalman filter algorithm. Applying the Kalman filter guarantees mini-
mum variance for errors. We use the maximum information entropy principle with 
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Lagrange multipliers and the Kalman filter with constraint as in (1) for minimizing 
error in Eqs. (4) in the estimation/ prediction process. The modeling calculation 
allows recognition of the significant deviation between measured and expected/
predicted values for Hb. A sudden significant change (determined by statistical 
testing) can be either from sudden change of total water content or change of 
hemoglobin mass change or both.

Ad5. Non-invasive monitoring of Heart failure (HF) for flair ups and avoidance 
of admissions or readmission to the hospital has been the core element of cost reduc-
tion programs [43]. Frequently used strategy to reduce readmission rate includes 
behavior related recommendations: 1) Take medications as prescribed, 2) Monitor 
daily weights, 3) Stay active every day, 4) Follow low salt, fluid restricted diet, and 
5) Recognize symptoms of heart failure and how to respond early. Our proposition 
regarding this issue is that the recommendations 2–5 could be helped with an ICPS 
Medical Software with appropriate sensor device. The bioimpedance measurement 
of ECW and ICW comes handy because of convenience and safety. As mentioned in 
Section 1. Introduction ODI has created BC-HS-A and gathered significant experi-
ence with this technology and improved the modeling and measurement technique 
by individualization of the measurement models [7–10]. The personalization can 
make bioelectric measurements extremely useful not just under physiological but 
also under pathophysiological conditions. For measuring cardiac function, we want 
to use Impedance Cardiography (ICG). Regarding accuracy of ICG it is stated in [44] 
that when ICG is used for intra-subject measurements with same device for continu-
ous monitoring of cardiac stroke output the performance and accuracy is better and 
surpasses those of inter-subject measurements. The usage of ICG has been verified 
in clinical studies [45]. ICG can provide calculated SV’s such as Cardiac Output, 
Cardiac Index, and other hemodynamic parameters. Our self-adapting process 
model of HF (SAM-HF) will capture metrics of HF in terms of cardiac output, 
weight, ECW, ICW, VO2max, heart rate variability, Hb, oxygen delivery, and other 
hemodynamic indices by ICG. All these metrics can be integrated to an individual-
ized HF score improving interpretation and facilitating clinical use.

3.2 Data flow

The flow of data in and out of ICPS as a Medical Software is like that one of ICPS 
ORI FIT-MET™. The sensor system consists of the following parts: 1. The heart 
rate and physical activity energy expenditure related data come from a wearable 
wristwatch-type fitness tracker or ODI’s Sensor Belt (SB). 2. The body composition 
and hydration status related data come from our specialized Body Composition and 
Hydration Status Analyzer (BC-HS-A) and stand up scale [7–10]. 3. For noninvasive 
hemoglobin concentration measurement, one could use a smart phone app [41] or 
measuring device with lap top connection [42]. 4. Regarding Impedance Cardiography 
(ICG), development kits are available [46]. ODI has the vision to develop its own 
hemoglobin concentration measuring sensor device and ICG device and integrate all 
these sensors via Bluetooth wireless communication to BC-HS-A which serves also as a 
base unit communicating directly to ICPS Medical Software. The incoming data from 
the sensor system (SS) is processed by the ICPS Medical Software.

ODI wants to use the SV’s and metrics of change from baseline and determine 
the physiological reserve of the variables on a continuum for preventive purposes 
before reaching significant disease, decompensation, or death. This concept is 
visualized in Table 1. entitled, “ICPS Medical Software”.

The increasing risk of major morbidity/ mortality is represented by a thick-
ening red stripe as the physiological reserve capacity diminishes. The tapering 
arrow in blue symbolizes diminishing reserve capacity and represents the target 
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before reaching significant disease, decompensation, or death. This concept is 
visualized in Table 1. entitled, “ICPS Medical Software”.
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for improvement. The diagram shows also major tools for how vanishing physi-
ological reserve in each health category could be improved and potentially help 
restore health. ODI’s leap ahead innovation is to use ICPS to collect highly impactful 
data, compress them into MC models, and determine and predict the model parameters 
which become the target for optimization of physiological functioning to reduce risk for 
morbidity/mortality.

Table 1 also shows the MC models and the respective SV’s which are used to 
calculate metrics of change and Risk Scores (see second column from the left in 
Table 1). The possible intervention types for each MC models are listed as well (see 
third column from the left in Table 1). Handling recognized major morbidities and 
crisis is shown in the rightmost column of Table 1.

3.3 Analysis and interpretation

MC modeling can provide special insight into physiological or pathophysiologi-
cal processes alike, giving the expected direction of change of a data point in the 
future i.e. connecting the dots or putting them on a model trajectory and explain-
ing the changes. The benefit is that instead of comparing the user’s data against a 
group average, the individualized modeling and data trajectory creation allows for 
individualized interventions and support goals of person-centered, outcome-driven 
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models

Pathophysiological range metrics and possible 
interventions

Major morbidity with 
crisis

Morbidity 
mortality

Physiological 
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Organ failure and crisis

Cardio-
Metabolic 
Health, CMFM 
& Metabolic 
Syndrome

W, L, F, WCF, R-, Rw-ratio, 
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Dynamic behavioral 
modification with 
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with need for urgent 
intervention

Cardio- 
vascular Health 
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VO2max, Exercise Capacity, 
heart rate reserve Metrics & 
Risk Scoring

Cardiopulmonary 
exercise/ Dynamic 
exercises planning 
with ICPS

Cardiorespiratory 
failure with need for 
urgent intervention

Cardio-
vegetative 
Stress CVSM 
& AD

HR, SDNN, LFr, HFr, Metrics 
& Risk Scoring

Care by cardiologist/ 
Dynamic planned 
interactions 
supported with 
metrics from ICPS

Nerve exhaustion/ 
pending sudden cardiac 
death needing urgent 
intervention

Chronic 
Anemia due 
to CKD & 
SAM-AC

Hb concentration Hb mass 
Metrics & Risk Scoring

Care by provider and 
supplementation of 
needed factor(s), 
Automatic alert by 
ICPS

Symptomatic anemia 
with need for urgent 
intervention

Heart 
Function& 
SAM-HF

Cardiac Output Cardiac Index 
Metrics & Risk Scoring

Care by provider and 
following guidelines 
Automatic alert by 
ICPS

Symptomatic Heart 
Failure with need for 
urgent intervention

Table 1. 
ICPS medical software.
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treatment as outlined by [14]. The MC models with trajectories and predictions 
allow for quantifying progress and for providing metrics for dynamic behavioral 
interventions supported by smart portable devices. The self-explaining context of 
SV’s (metrics) have the potential to raise self-awareness and draw attention to risk 
reduction and individual responsibility in the fight against modifiable noncommu-
nicative disease processes. The derived metrics provided by the MC models of ICPS 
have the potential to give the opportunity for education and learning about risks 
for health, development of new skills to fight risks, building motivation, as well as 
measuring self-efficacy in the fight against modifiable risks. The same ICPS met-
rics can be used by primary provider for teaching and guiding needed changes of 
lifestyle or behavior. A specialized sensor system such the Sensor Belt might provide 
important information to help manage also emerging emergency situations.

It is ODI’s vision to develop its point-based risk-scoring system to summarize 
the relationship between SV’s and the risk of the occurrence of a major morbidity 
event and have a Risk Score related to the five domains of functioning (in leftmost 
column of Table 1). The Risk Score calculation systems are popular among physi-
cians and can facilitate evidence based clinical decision making [47]. The proposed 
Risk Score may permit effective risk stratification and assessing patient prognosis 
when the focus is on non-fatal outcomes because of specific causes [47].

Use of ICPS allows for machine learning to optimize the MC models to fit  
the best to the available data and enhance the accuracy and predictive value of the 
derived metrics and help maximize the control over results. Table 2. Entitled, “The 
Pathways to Maximize Control” gives a conceptual summary of how the collected 
data can be analyzed by ICPS and how the derived metrics can facilitate interven-
tions across lifespan. In the future, an ICPS as a Medical Software could allow for 
Cyber-therapy i.e. to become a medical device allowing for diagnosis and therapy. 
Under such a scenario, an automated self-adaptive model will assess SV’s at base-
line and throughout pathophysiological changes. It is foreseen that autonomous 
computer-generated optimal control could be enabled to maximize improve-
ments and realize individualized “precision” medicine with strict supervision by 
a health professional [10]. When the disease processes(es) enter crisis stage in a 

Intervention type Physiological 
range methods 
of choice

Pathophysiological range 
possible interventions

Major morbidity 
with crisis

Self Care Self-education, 
learning, 
following 
guidelines for 
healthy lifestyle

Self-healing with behavior 
modification and using ICPS

Optimized learned 
behaviors to secure 
survival until rescue

Managed Care/
therapy using 
information from 
ICPS medical 
device

Teaching/ 
learning how to 
improve health 
with use of ICPS

Interventions by health care 
provider/ team to guide therapy 
also using information from 
ICPS

Lifesaving 
interventions by 
rescue team using data 
also from ICPS

Cyber-therapy 
(ICPS medical 
device allowing 
for diagnosis and 
therapy)

Machine 
Learning of 
healthy baseline 
functioning

Autonomous computer-
generated optimal control to 
maximize results and realize 
individualized “precision” 
medicine with strict supervision 
by health professional

Autonomous 
machine directed 
therapies which 
can be overruled by 
physician

Table 2. 
The pathways to maximize control.
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treatment as outlined by [14]. The MC models with trajectories and predictions 
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interventions supported by smart portable devices. The self-explaining context of 
SV’s (metrics) have the potential to raise self-awareness and draw attention to risk 
reduction and individual responsibility in the fight against modifiable noncommu-
nicative disease processes. The derived metrics provided by the MC models of ICPS 
have the potential to give the opportunity for education and learning about risks 
for health, development of new skills to fight risks, building motivation, as well as 
measuring self-efficacy in the fight against modifiable risks. The same ICPS met-
rics can be used by primary provider for teaching and guiding needed changes of 
lifestyle or behavior. A specialized sensor system such the Sensor Belt might provide 
important information to help manage also emerging emergency situations.

It is ODI’s vision to develop its point-based risk-scoring system to summarize 
the relationship between SV’s and the risk of the occurrence of a major morbidity 
event and have a Risk Score related to the five domains of functioning (in leftmost 
column of Table 1). The Risk Score calculation systems are popular among physi-
cians and can facilitate evidence based clinical decision making [47]. The proposed 
Risk Score may permit effective risk stratification and assessing patient prognosis 
when the focus is on non-fatal outcomes because of specific causes [47].

Use of ICPS allows for machine learning to optimize the MC models to fit  
the best to the available data and enhance the accuracy and predictive value of the 
derived metrics and help maximize the control over results. Table 2. Entitled, “The 
Pathways to Maximize Control” gives a conceptual summary of how the collected 
data can be analyzed by ICPS and how the derived metrics can facilitate interven-
tions across lifespan. In the future, an ICPS as a Medical Software could allow for 
Cyber-therapy i.e. to become a medical device allowing for diagnosis and therapy. 
Under such a scenario, an automated self-adaptive model will assess SV’s at base-
line and throughout pathophysiological changes. It is foreseen that autonomous 
computer-generated optimal control could be enabled to maximize improve-
ments and realize individualized “precision” medicine with strict supervision by 
a health professional [10]. When the disease processes(es) enter crisis stage in a 
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home environment one can foresee the possibility of remote autonomous machine 
directed therapies which can be overruled by a physician.

4. Discussion

From person-centered, outcomes-driven treatment point of view of type 2 
diabetes the innovation of the Integrated Cyber-Physical System Medical Software 
is that it can capture metrics in 5 intertwined domains of physiological or patho-
physiological functioning in the user’s natural environment non-invasively. Data 
can be obtained in the metabolic, cardiovascular, cardio-vegetative, hematological 
(circulating hemoglobin mass), and cardiac functioning health domains.

The ICPS non-Medical Software (ORI FIT-MET™) realizes already now the 
observation of metrics in the metabolic, cardiovascular, and cardio-vegetative 
health domains with preventative purpose. Input data regarding heart rate and 
physical activity energy expenditure come from a watch-type fitness tracker such 
as Garmin smart watch and from serially measured body composition and hydra-
tion data such as the Garmin Index scale. ICPS allows a quasi-real time monitoring 
of metrics of functioning for the user and personal trainer/primary provider and 
allowing for self-healing and directed lifestyle interventions. Analysis, prediction, 
and planning for change can be performed either at home or optionally in the per-
sonal trainer/primary provider’s office through a web app and display of results on 
the user’s smartphone. Unique to our effort is that our suggested state variables are 
connected to risks of morbidity and mortality and allow risk assessment continu-
ously over a lifespan, raising self-awareness, enhancing motivation, and underscor-
ing self-responsibility to reduce modifiable risks as much as possible. Metabolic 
health goals, like improved metabolic flexibility, improved insulin resistance along 
with greater lean mass and optimized fat versus carbohydrate burning can be 
approached with the help of ICPS ORI FIT-MET™ through feedback of information 
from a personalized self-adaptive mathematical model of the energy metabolism. 
ICPS can also help optimize cardiorespiratory fitness level by providing feedback of 
indirectly estimated maximum oxygen uptake from heart rate and measuring maxi-
mal activity energy expenditure. Knowing the fitness level by VO2max can help set 
the optimal training loads for endurance training leading to improved resilience, 
fat oxidation and insulin sensitivity [31]. Cardio-vegetative stress level is estimated 
by time domain and frequency domain analysis providing metrics for the overall 
activation of the sympathetic system which is a non-specific marker of vegetative 
state and should not be interpreted without appropriate clinical context, but it has 
significant prognostic value for overall health status and change of it.

This chapter outlined the scope of an ICPS Medical Software which still must 
be built. The significance of this outlined plan is to show that with already existing 
technology, goals of [14] can be supported. The exciting perspective is that ICPS 
Medical Software or a similar device will undoubtedly allow for big data collection 
and data mining and thereby provide the foundation for truly individualized “preci-
sion” medicine. ICPS in its fully developed form could provide information about 
primary interlinked pathological processes of whole-body oxidative stress, inflam-
mation, and insulin resistance. Multiple observational studies have demonstrated 
already that these primary pathological processes are intricately linked to metabolic 
syndrome, atherosclerotic disease, sympathetic nerve activation, anemia of chronic 
kidney disease, and heart failure. ICPS with its state variables and derived metrics 
& Risk Scoring can potentially give the opportunity to calculate risks of non-fatal 
major morbidity outcomes in the 5 studied domains and define clear targets for 
specific individualized interventions. Even treatments of complications of heart 
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failure could be feasible at home, potentially avoiding frequent readmissions to the 
hospital.

Before making ICPS non-Medical Software (ORI FIT-MET™) available to the 
public several important problems need to be addressed. The technical hurdle is to 
create a scalable versatile mobile and cloud computing platform for ICPS which can 
potentially be used with a variety of mobile health products on the market. While 
ODI wants to make ICPS potentially usable with various mobile health products, 
this effort may be stifled because of a lack of interoperability of various fitness 
devices and because data are stored in “data silos,” preventing users and health 
professionals from getting an integrated view of health and fitness data [48]. The 
current practice is for third-party developers to retrieve the data via an open API 
with permission of the owner of the API and the user. The key risk and challenge 
are to make users’ data accessible for cloud computing systems like ICPS. A short 
list of other problems to be overcome is as follows: data privacy and security, to cre-
ate a marketable product which is only a fitness device at this stage of development 
and remains a non-medical device category, creating tools for easy calorie intake 
counting, creating tools for visceral fat mass measurement, and educating future 
users and also physicians about the complex science behind ICPS.

To create an ICPS Medical Software would pose even more challenges. The needed 
sensor hardware components must be developed and interfaced with ICPS. The main 
reason for ODI developing its own hardware for ICPS Medical Software is to avoid 
the 3rd party API issues and to guarantee top security for data flow with the latest and 
possibly most up to date technology. The other reason to have self-developed hard-
ware is to have information regarding errors of measurements. ODI uses intensively 
the Kalman filter technology which works best if the standard deviation of the error 
of the measuring instrument is known. This allows “tuning” the Kalman filter to 
have the best performance. The seemingly daunting proposition for ODI to build its 
own hardware is mitigated by the fact that major electronic device companies offer 
their sensors with fully developed reference designs for hardware and software. This 
should help to build the needed sensors such as the watch-type fitness tracker, the 
Sensor Belt for ECG and waist circumference monitoring, the body composition and 
hydration status measuring standup scale [9], the hemoglobin concentration measur-
ing finger sensor, and the Impedance Cardiography which could be also designed 
as a wearable sensor belt for continuous use or it could be integrated into the afore 
mentioned stand up scale for one point in time use. Phase I clinical study is needed 
to verify accuracy and certify analytical performance and safety. Phase II study is 
desirable to demonstrate utility and create user guide for patients and physicians. 
Reimbursement for the use of ICPS is also an issue as insurance companies may want 
to have proof that ICPS is able to save cost and improve clinical outcome.

After proper consenting, secondary analysis of metabolic data could help not 
only clinical research and pursuing goals of Global Health [11], but also insurance 
companies to calculate costs and potentially reimburse the treatment/self-treatment 
and improvement of risk factors for prevention, treating type 2 diabetes and 
complications. A value-based health delivery system holds potential to incentivize 
participants to improve their lifestyle, especially if insurance companies would 
honor participants with a discount on the premiums for those who were successful 
in lowering their cardiometabolic, cardiovascular, and cardio-vegetative risk.

5. Conclusion

In conclusion, ICPS can serve as an appropriate quasi real-time tool to monitor and 
optimally adjust modifiable risk factors. The trends/trajectories of metabolic values 
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ICPS can also help optimize cardiorespiratory fitness level by providing feedback of 
indirectly estimated maximum oxygen uptake from heart rate and measuring maxi-
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potentially be used with a variety of mobile health products on the market. While 
ODI wants to make ICPS potentially usable with various mobile health products, 
this effort may be stifled because of a lack of interoperability of various fitness 
devices and because data are stored in “data silos,” preventing users and health 
professionals from getting an integrated view of health and fitness data [48]. The 
current practice is for third-party developers to retrieve the data via an open API 
with permission of the owner of the API and the user. The key risk and challenge 
are to make users’ data accessible for cloud computing systems like ICPS. A short 
list of other problems to be overcome is as follows: data privacy and security, to cre-
ate a marketable product which is only a fitness device at this stage of development 
and remains a non-medical device category, creating tools for easy calorie intake 
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To create an ICPS Medical Software would pose even more challenges. The needed 
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the 3rd party API issues and to guarantee top security for data flow with the latest and 
possibly most up to date technology. The other reason to have self-developed hard-
ware is to have information regarding errors of measurements. ODI uses intensively 
the Kalman filter technology which works best if the standard deviation of the error 
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mentioned stand up scale for one point in time use. Phase I clinical study is needed 
to verify accuracy and certify analytical performance and safety. Phase II study is 
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calculated by the mathematical models can serve as tools, allowing for planning and 
executing dynamic changes of behavior for optimization and control of these values. 
All-encompassing Risk Scores calculated by the mathematical models can serve as 
outcome measures to be tracked by the user and personal trainer/primary provider to 
prevent and fight burdens of type 2 diabetes and optimize lifestyle quasi real-time.
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