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Preface

The subject matter of this book ranges from new control design methods to control
theory applications in electrical and mechanical engineering and computers. The
book covers certain aspects of control theory, including new methodologies, tech-
niques, and applications. It promotes control theory in practical applications of
these engineering domains and shows the way to disseminate researchers’ contri-
butions in the field. This project presents applications that improve the properties
and performance of control systems in analysis and design using a higher technical
level of scientific attainment.

Researchers in control engineering develop new concepts and tools that enhance
human understanding and improve engineers’ abilities to design and implement
high-performance control systems. Applications that emphasize methodologies
used with implementation and commissioning issues are presented. The authors
have included worked examples and case studies resulting from their research
in the field.

Readers will benefit from new solutions and answers to questions related to
the emerging realm of control theory in engineering applications and its
implementation.

The book has 11 sections covering the following domains: cyber physical systems,
stability analysis, optimal control, sliding mode control, electric drives, roll-to-roll
systems, agent-based control systems, power electronics, field-programmable gate
arrays, Raspberry Pi applications, modeling, and simulation. The book presents in
16 chapters cases that illustrate research in the above domains.

Cyber physical systems have mechanisms controlled by computer-based algo-
rithms, where physical and software components are deeply involved, operating on
a large scale. Examples are smart grid, autonomous vehicles, medical monitoring,
automatic pilot avionics, and others. The first chapter presents an application of the
identification level and attack reconstruction of cyber physical systems with
corrupted states and measurements, using a sliding mode observer approach, with
an example of simulation on an electric power network.

System stability is one of the most important performance specifications of a con-
trol system. Process stability refers to the consistency of process behavior over time.
The control system is internally stable subjected to undesirable disturbance. The
second chapter proposes several Nyquist-like stability criteria for linear dynamical
systems using fractional commensurate-order linear time-invariant state-space
equations by means of the argument principle for complex analysis, including case
studies.

Optimal control theory appeared as a branch of applied mathematics that studied
control laws such that an objective function is optimized. One result in the theory is
that the solution is provided by the linear-quadratic regulator. The third chapter
presents a comparative study on certain randomized and deterministic algorithms
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for linear-quadratic regulators, with a demonstration of convergence in probability
to a global optimum. A method used to solve optimization problems is the conjugate
gradient method, which is a numerical iterative algorithm for the numerical solu-
tion of systems of linear equations. The fourth chapter presents a computation
approach, based on conjugate gradient, for solving a class of discrete time optimal
control problems with model reality differences. Sliding mode control is a non-
linear control method using a state feedback control that forces the system to slide
along a cross-section of its behavior. A discussion of this method in discrete time is
presented in the fifth chapter.

The control of the electric drives is the main application of control theory in
engineering, where the electric motor is the main actuator used in practice. The
sixth chapter describes an adaptive sliding mode control for a switched reluctance
motor. The main objective in this study is to minimize torque ripples with controller
effort smoothness while the system is under perturbation by structured uncer-
tainties, unknown parameters, and external disturbances using Lyapunov stability
theory. The seventh and eighth chapters are other examples of the control of electric
drives: the first is a synchronous machine non-linear control system based on
feedback linearization and deterministic observers, and the second is a non-linear
dynamic system of asynchronous electric drives.

Roll-to-roll processing is the process of creating electronic devices on a roll of
flexible plastic or metal foil, or in general it can refer to any process when the rolls
of a material are coated, laminated, or printed to a finished size on a slitter
rewinder. The ninth chapter analyzes a number of control algorithms such as H∞
and neural networks, with applications in web tension and speed control.

An agent-based control system as a tool for industry through the directed commu-
nication graph approach is explained in the ninth chapter. The tenth chapter pre-
sents an application of fuzzy proportional-integral-derivative control in the
framework of more complex agent-based control systems.

In the field of power electronics, the desired converters need to be small, have high
power density, good efficiency, good responsiveness, and good robustness. The
effectiveness of the power balance mode control is confirmed using a circuit simu-
lator in the eleventh chapter. The twelfth chapter presents a new theoretical
approach for a novel static Var compensator system using fractional order calculus
through a fractional order Lyapunov theorem. The effectiveness of the proposed
control scheme is verified using numerical simulations.

Field programmable gate arrays are integrated circuits designed to be configured by
a customer using a hardware description language. Many of these circuits can be
reprogrammed to implement different logic functions, allowing flexible
reconfigurable computing as performed in computer software.

The thirteenth chapter presents a study on a field programmable gate array’s
realization-based finite impulse response filter. Raspberry Pi is a series of small
single board computer developed to promote the teaching of basic computer science
in schools. It became very popular for different applications such as robotics. The
fourteenth chapter explains the development processes of a prototype autonomous
toy car, based on this technology.

XVI

The last two chapters present modeling and simulations of control structures in
discrete time and a DC drive integrated through a demultiplexer.

The editors thank the authors for their excellent contributions in the field and
understanding during the process of editing. Also, the editors thank all the editorial
personnel involved in book publication.

The publishing of this book was guided by a set of editorial standards, which
ensured the quality of the scientific level and relevance of accepted chapters.

Constantin Volosencu
Politehnica University of Timisoara,

Romania

Ali Saghafinia
Electrical Engineering Department,

Majlesi Branch, Islamic Azad University,
Majlesi, Iran

Xian Du
University of Massachusetts,

USA

Sohom Chakrabarty
Indian Institute of Technology Roorkee,

India

VII
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Chapter 1

Secure State Estimation and
Attack Reconstruction in
Cyber-Physical Systems: Sliding
Mode Observer Approach
Shamila Nateghi, Yuri Shtessel, Christopher Edwards
and Jean-Pierre Barbot

Abstract

A cyber-physical system (CPS) is a tight coupling of computational resources,
network communication, and physical processes. They are composed of a set of
networked components, including sensors, actuators, control processing units, and
communication agents that instrument the physical world to make “smarter.”
However, cyber components are also the source of new, unprecedented vulnerabil-
ities to malicious attacks. In order to protect a CPS from attacks, three security
levels of protection, detection, and identification are considered. In this chapter, we
will discuss the identification level, i.e., secure state estimation and attack recon-
struction of CPS with corrupted states and measurements. Considering different
attack plans that may assault the states, sensors, or both of them, different online
attack reconstruction approaches are discussed. Fixed-gain and adaptive-gain
finite-time convergent observation algorithms, specifically sliding mode observers,
are applied to online reconstruction of sensor and state attacks. Next, the corrupted
measurements and states are to be cleaned up online in order to stop the attack
propagation to the CPS via the control signal. The proposed methodologies are
applied to an electric power network, whose states and sensors are under attack.
Simulation results illustrate the efficacy of the proposed observers.

Keywords: cyber-physical systems, sensor attack, state attack,
sliding mode observers

1. Introduction

Cyber-physical systems (CPS) are the integration of the cyber-world of com-
puting and communications with the physical world. In many systems, control of a
physical plant is integrated with a wireless communication network, for example,
transportation networks, electric power networks, integrated biological systems,
industrial automation systems, and economic systems [1, 2]. Since CPSs use open
computation and communication platform architectures, they are vulnerable to
suffering adversarial physical faults or cyber-attacks. Faults and cyber-attacks are
referred to as attacks throughout this chapter.

3
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Recent real-world cyber-attacks, including multiple power blackouts in Brazil
[3], and the Stuxnet attack [4] in 2010, showed the importance of providing secu-
rity to CPSs. Identification and modeling process as [5, 6] which are based on data
can be seriously affected by corrupted data. As a result, information security tech-
niques [7] may be not sufficient for protecting systems from sophisticated cyber-
attacks. It is suggested in [8] that information security mechanisms have to be
complemented by specially designed resilient control systems. Controlling CPS with
sensors and actuators, who are hijacked/corrupted remotely or physically by the
attackers, is a challenge. The use of novel control/observation algorithms is pro-
posed in this chapter for recovering CPS performance online if an attacker pene-
trates the information security mechanisms.

Cyber security of CPS must provide three main security goals: availability,
confidentiality, and integrity [7]. This means that the CPS is to be accessible and
usable upon demand, the information has to be kept secret from unauthorized
users, and the trustworthiness of data has to be guaranteed. Lack of availability,
confidentiality, and integrity yields denial of service, disclosure, and deception,
respectively. A specific kind of deception attack called a replay attack has been
investigated when the system model is unknown to the attackers but they have
access to the all sensors [9, 10]. Replay attacks are carried out by “hijacking” the
sensors, recording the readings for a certain time, and repeating such readings while
injecting them together with an exogenous signal into the system’s sensors. It is
shown that these attacks can be detected by injecting a random signal, unknown to
the attacker, into the system. In the case when the system’s dynamic model is
known to the attacker, another kind of deception attack, called a cover attack, has
been studied in [11], and the proposed algorithm allows cancelling out the effect of
this attack on the system dynamics. In systems with unstable modes, false data
injection attacks are applied to make some unstable modes unobservable [12].
Denial of service attacks assaults data availability through blocking information
flows between different components of the CPS. The attacker can jam the commu-
nication channels, modify devices, and prevent them from sending data, violate the
routing protocols, etc. [13]. In a stealth attack, the attacker modifies some sensor
readings by physically tampering with the individual meters or by getting access to
some communication channels [14, 15]. As a result, detecting and isolating of cyber-
attacks in CPSs has received immense attention [16]. However, how to ensure the
CPS can continue functioning properly if a cyber-attack has happened is another
serious problem that should be investigated; therefore, the focus of this chapter is
on resilient control of CPS.

In [17], new adaptive control architectures that can foil malicious sensor and
actuator attacks are developed without reconstructing the attacks, by means of
feedback control only. A sparse recovery algorithm is applied to reconstruct online
the cyber-attacks in [18]. Sliding mode control with advantages of quick response
and strong robustness is one of the best approaches to control CPS [19–22]. In [23],
a finite-time convergent higher-order sliding mode (HOSM) observer, based on a
HOSM differentiator and a sparse recovery algorithm, are used to reconstruct
online the cyber-attack in a nonlinear system. Detection and observation of a scalar
attack by a sliding mode observer (SMO) has been accomplished for a linearized
differential-algebraic model of an electric power network when plant and sensor
attacks do not occur simultaneously [24]. Cyber-attacks against phasor measure-
ment unit (PMU) networks are considered in [25], where a risk mitigation tech-
nique determines whether a certain PMU should be kept connected to network
or removed. In [26] a sliding mode-based observation algorithm is used to
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reconstruct the attacks asymptotically. This reconstruction is approximate only,
since pseudo-inverse techniques are used.

In this chapter, CPSs controlled by a control input subject to sensor attacks and
state/plant attacks are considered. The corrupted measurements propagate the
attack signals to the CPS through the control signals causing CPS performance
degradation. The main challenge that is addressed in the chapter is online exact
reconstruction of the sensor and state attacks with an application to an electric
power network. The contribution of this chapter is:

• Novel fixed and adaptive-gain SMO for the linearized/linear CPS under attack
are proposed for the online reconstruction of sensor attacks. The time-varying
attacks are reconstructed via the proposed SMO that includes a newly designed
dynamic filter. Note that the well-known SMO proposed in [27] reconstructs
the slow-varying perturbations only.

• A super twisting SMO is applied to reconstruct the state/plant time-varying
attacks of the linearized/linear CPS under attack.

• For online state/plant attack reconstruction in nonlinear CPS under attack, a
higher-order sliding mode disturbance observer [28] is used.

• An algorithm that use sliding mode differentiation techniques [29] in concert
with the finite-time convergent observer for the sparse signal recovery is
applied to online reconstruction of time-varying attack in nonlinear CPS under
attack when we have limited measurements and more possible sources of
attack [30].

2. Motivation example: electric power network under attack

In a real-world power network, only a small group of generator rotor angles and
rates is directly measured, and typical attacks aim at injecting disturbance signals
that mainly affect the sensorless generators [24].

The small-signal version of the classic structure-preserving power network
model is adopted to describe the dynamics of a power network. Consider a

connected power network consisting of n1 generators g1;…; gn1

n o
and n2 load buses

bn1þ1;…; bn1þn2f g. The interconnection structure of the power network is encoded
by a connected susceptance-weighted graph G. The vertices of G are the generators
gi and the buses bi. The edges of G are the transmission lines bi; bj

� �
and the

connections gi; bi
� �

weighted by their susceptance values. The Laplacian associated
with the susceptance-weighted graph is the symmetric susceptance matrix

L∈R n1þn2ð Þ� n1þn2ð Þ defined by Lθ ¼
Lθ
g, g Lθ

g, l

Lθ
l, g Lθ

l, l

" #
[8].

The CPS that motivates the results presented in this work is the US Western
Electricity Coordinating Council (WECC) power system [8] under attack with
three generators and six buses, whose electrical schematic is presented in Figure 1.
The mathematical model of the power network in Figure 1 under sensor stealth
attack and deception attack can be represented as the following descriptor equa-
tions that consist of differential and algebraic equations [8]:
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power network. The contribution of this chapter is:
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attacks are reconstructed via the proposed SMO that includes a newly designed
dynamic filter. Note that the well-known SMO proposed in [27] reconstructs
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where the state vector x ¼ δT ωT θT
� �T includes the vector of rotor angles

δ∈R3, the vector of generator speed deviations from synchronicity ω∈R3, as well
as the vector of voltage angles at the buses θ∈R6. The y∈Rp is the measurement
vector, dx ∈Rm1 is the Deception attack corrupting the states, and dy ∈Rm�m1 is the
stealth attack vector spoofing the measurements. Note that the states of the plant are
under attack even if they are not attacked directly but via propagation.

The measurement corruption attacks through an output control feedback. The
matrices Eg,Mg ∈R3�3 are diagonal whose nonzero entries consist of the damping
coefficients and the normalized inertias of the generators, respectively:
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The inputs Pω and Pθ are due to known changes in the mechanical input power to
the generators and real power demands at the loads. The matrices B∈R12�m1 and
D∈Rp� m�m1ð Þ are the attack distribution matrices, and C∈Rp�12 is the output gain
matrix. The Lθ ∈R9�9 withLθ
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Figure 1.
The WECC power system [8].
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Note that ωi ! 0 ∀ i ¼ 1, 2, 3 in a case of the nominal performance of the studied
network. Consider the case when the outputs of system, which are the measure-
ment sensors ω1,ω2,ω3, are corrupted by the following stealth attacks.

d1 ¼ �ω1 þ 2 sin πtð Þ, d2 ¼ �ω2 þ cos 0:5πtð Þ, d3 ¼ �ω3 þ sin πtð Þ (4)

The system (1) was simulated with and without above attacks. Based on
the simulation results shown in Figures 2 and 3, the stealth attack in (4) yields
inappropriate degradation of the power network performance.

This motivates why online reconstruction of the attacks followed by cleanup
of the measurements prior to using them in control signal is of prime importance for
retaining the performance of the power network (as it will be shown in Section VI
where the proposed SMO is applied to achieve this goal). The case study of the
power network (1) will be further discussed in details in Section 6.

3. Cyber-physical system dynamics

Consider the following completely observable and asymptotically stable system

_x ¼ f xð Þ þ B xð Þd tð Þ
y ¼ C xð Þ þDd tð Þ (5)

where x∈Rn is the state vector, f xð Þ∈Rn is a smooth vector field, d tð Þ∈Rm

denotes the attack/fault vector which is additive and matched to the control signal,
y∈Rp is the measurement vector, p≥m, C xð Þ∈Rp is the output smooth vector

Figure 2.
Comparing corrupted sensor measurements (ω1,ω2,ω3 under attack) and sensor measurements when there is
no attack.

Figure 3.
Comparing corrupted states (δ1, δ2, δ3 under attack) and stats when there is no attack.
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field, B xð Þ∈Rn�m and D∈Rp�m denote the attack/fault distribution matrices. For
notational convenience, and without affecting generality, the input distribution
matrices can be partitioned as

B xð Þ ¼ B1 xð Þ 01½ �, D ¼ 02 D1½ � (6)

where B1 xð Þ∈Rn�m1 , D1 ∈Rp� m�m1ð Þ, 01 ∈Rn� m�m1ð Þ, 02 ∈Rp�m1 where
m1 ≤m.

Assumption (A1): B1 xð Þ, D1 are of full rank.
The attack/fault vector is partitioned accordingly as

d ¼ dx
dy

� �
where dx ∈Rm1 and dy ∈Rm�m1 (7)

Therefore, Eq. (5) can be rewritten as

_x ¼ f xð Þ þ B1 xð Þdx tð Þ
y ¼ C xð Þ þD1dy tð Þ (8)

where dx tð Þ, dy tð Þ represent the state and the sensor attack vectors, respectively.
Different attack strategies are shown in Table 1 and discussed in Section 1.

Since p≥m�m1, the system (8) can be partitioned using a nonsingular trans-
formation M∈Rp�p

y ¼My (9)

selected so that

M�1D1 ¼
0 p� m�m1ð Þð Þ� m�m1ð Þ
D1 m�m1ð Þ� m�m1ð Þ

" #
(10)

Taking into account (10), system (8) is reduced to

_x ¼ f xð Þ þ B1 xð Þdx tð Þ
y1 ¼ C1 xð Þ, y2 ¼ C2 xð Þ þD1dy tð Þ (11)

where y1 ∈Rp1 with p1 ¼ p� m�m1ð Þ and y2 ∈Rp2 where p2 ¼ m�m1. Note
that the state attack vector dx tð Þ is additive and matched to the control input that is
embedded in system Eq. (11) already.

Attack plan dx tð Þ 6¼ 0 dy tð Þ 6¼ 0 Access to all
sensors

Need to know the
system model

Stealth attack √

Deception attack √

Reply attack √ √ √

Covert attack √ √ √

False data injection attack √ √

Table 1.
Cyber-attack strategies.
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4. Problem formulation

Assumption (A2): Attacks are detectable, i.e., the invariant zeros of Eq. (11) are
stable.

The problem is to protect the closed loop system (11) from the sensor attack
dy ∈Rm�m1 and state/plant attack dx tð Þ∈Rm1 by means of designing fixed-gain and
adaptive-gain SMOs that allow: (a) reconstructing online the sensor attack dy, the
state/plant attack dx tð Þ, and the plant states x so that

d̂x tð Þ ! dx tð Þ, d̂y tð Þ ! dy tð Þ, x̂ ! x (12)

as time increases and.
(b) “cleanup” of the plant and sensors so that the dynamics of the CPS under

attack (11) approaches,

_xclean ¼ f x̂ð Þ þ B1 x̂ð Þ dx tð Þ � d̂x tð Þ
� �

, yclean ¼ y�D1d̂y ¼ C x̂ð Þ þD1 dy tð Þ � d̂y tð Þ
� �

: (13)

as time increases, to.
Note that Eq. (13) represents the compensated CPS that converges to CPS

without attack as time increases.

5. Results: secure state estimation

In this chapter, for the linearized case of the system in Eq. (5), two SMOs for
state estimation and attack reconstruction are discussed. Two other SMO strategies
for nonlinear system (5) are also proposed and investigated.

5.1 Attack reconstruction in linear system via filtering by adaptive sliding mode
observer

Consider the linearized system in Eq. (5) with C xð Þ ¼ Cx and B xð Þ ¼ B

_x ¼ Axþ Bd tð Þ, y ¼ CxþDd tð Þ (14)

5.1.1 System’s transformation

Considering system Eq. (14) and assuming assumption (A1) holds, then as
show in [29] there exists a matrix N ∈R n�pð Þ�n such that the square matrix

Tc ¼
N
C

� �
(15)

is nonsingular and the change of coordinates x↦Tcx creates, without loss of
generality, a new state-space representation A0;B0;C0;Dð Þ where

A0 ¼ TcATc
�1, B0 ¼ TcB, C0 ¼ CTc

�1 ¼ 0p� n�pð Þ Ip�p
� �

(16)

After the linear changing of coordinate, the CPS Eq. (14) is rewritten as
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Note that Eq. (13) represents the compensated CPS that converges to CPS

without attack as time increases.

5. Results: secure state estimation

In this chapter, for the linearized case of the system in Eq. (5), two SMOs for
state estimation and attack reconstruction are discussed. Two other SMO strategies
for nonlinear system (5) are also proposed and investigated.

5.1 Attack reconstruction in linear system via filtering by adaptive sliding mode
observer

Consider the linearized system in Eq. (5) with C xð Þ ¼ Cx and B xð Þ ¼ B

_x ¼ Axþ Bd tð Þ, y ¼ CxþDd tð Þ (14)

5.1.1 System’s transformation

Considering system Eq. (14) and assuming assumption (A1) holds, then as
show in [29] there exists a matrix N ∈R n�pð Þ�n such that the square matrix

Tc ¼
N
C

� �
(15)

is nonsingular and the change of coordinates x↦Tcx creates, without loss of
generality, a new state-space representation A0;B0;C0;Dð Þ where

A0 ¼ TcATc
�1, B0 ¼ TcB, C0 ¼ CTc

�1 ¼ 0p� n�pð Þ Ip�p
� �

(16)

After the linear changing of coordinate, the CPS Eq. (14) is rewritten as
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_x1 ¼ A11x1 þ A12x2 þ B1d

_x2 ¼ A21x1 þ A22x2 þ B2d

y ¼ x2 þDd

where A0 ¼
A11 A12

A21 A22

" #
, B0 ¼

B1

B2

" #
(17)

with x1 ∈Rn�p, x2 ∈Rp , B1 ∈R n�pð Þ�m, B2 ∈Rp�m, A11 ∈R n�pð Þ� n�pð Þ,
A12 ∈R n�pð Þ�p, A21 ∈Rp� n�pð Þ, A22 ∈Rp�p. It is well known that A;Cð Þ is observable if
and only if A11;A21ð Þ is observable [31].

Defining a further change of coordinates x1 ¼ x1 þ Lx2 where L∈R n�pð Þ�p is the
design matrix, then the system Eq. (17) can be rewritten as

_x1 ¼ ~A11x1 þ ~A12x2 þ ~B1d

_x2 ¼ ~A21x1 þ ~A22x2 þ ~B2d
,  y ¼ x2 þDd (18)

where ~A11 ¼ A11 þ LA21, ~A12 ¼ �A11Lþ A12 � LA21Lþ LA22 , ~B1 ¼ B1 þ LB2,
~A21 ¼ A21, ~A22 ¼ A22 � A21L, ~B2 ¼ B2. Since A11;A21ð Þ is observable, there exist
choices of the matrix L so that the matrix ~A11 ¼ A11 þ LA21 is Hurwitz.

Assumption (A3): The attack d tð Þ and its derivative are norm bounded, i.e.,

dk k, kd and _d
���
���, ld where kd, ld .0 and are known.

Since p.m, there exists a nonsingular scaling matrix Q ∈Rp�p such that

QD ¼ 0 p�mð Þ�m
D2

� �
(19)

where D2 ∈Rm�m is nonsingular. Define y as the scaling of the measured outputs
y according to y ¼ Q y. Partition the output of the CPS into unpolluted measure-
ments y1 ∈Rp�m and polluted measurements y2 ∈Rm as

y ¼ y1
y2

� �
¼ Q1x2

Q2x2 þD2d

� �
¼ Qx2 þ

0 p�mð Þ�m
D2

� �
d (20)

Scale state component x2 and define x2 ¼ Qx2. Then Eq. (18) can be rewritten as

_x1 ¼ A11x1 þ A12x2 þ B1d
_x2 ¼ A21x1 þ A22x2 þ B2d

,  y ¼ x2 þ
0

D2

" #
d (21)

where A11 ¼ ~A11, A12 ¼ ~A12Q
�1, B1 ¼ ~B1, A21 ¼ Q ~A21, A22 ¼ Q ~A22Q

�1, and
B2 ¼ Q~B2. Define x2 ¼ col x21; x22ð Þ, where x21 ∈Rp�m and x22 ∈Rm. Consequently
the system in Eq. (21) can be written in partitioned form as

_x ¼ Axþ Bd

y1 ¼ C1x,  y2 ¼ C2xþD2d
, x ¼

x1

x21

x22

2
6664

3
7775, A ¼

A11 A12a A12b

A21a A22a A22b

A21b A22c A22d

2
6664

3
7775, B ¼

B1

B21

B22

2
6664

3
7775

C1 ¼ 0 p�mð Þ� n�pð Þ I p�mð Þ� p�mð Þ 0 p�mð Þ�m
� �

,  C2 ¼ 0m� n�mð Þ Im�m
� �

(22)

where A11 is Hurwitz and the virtual measurement y1 presents the protected
measurements and y2 shows the attacked/corrupted measurements.
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5.1.2 Attack observation

A SMO is proposed to reconstruct the attack in order to clean up the measure-
ments and states and to allow the use of clean measurement in the control signal.

Define a (sliding mode) observer for the system Eq. (22) as

_z ¼ AzþG1 y1 � z21
� �þ G2 y2 � z22

� �� Gnυ (23)

where z ¼ col z1; z21; z22ð Þ is conformal with the partition of x in Eq. (22). In
Eq. (23), υ is a nonlinear injection signal that depends on y2 � z22

� �
and is used to

induce a sliding motion in the estimation error space, and

G1 ¼
A12a

A22a � As
22

0m� p�mð Þ

2
64

3
75, G2 ¼

A12b

A22b

A22d � As
33

2
64

3
75, Gn ¼

0 n�pð Þ�m
0 p�mð Þ�m
Im�m

2
64

3
75 (24)

are the gain matrices where A12a ∈R n�pð Þ� p�mð Þ, A22a ∈R p�mð Þ� p�mð Þ,
A12b ∈R n�pð Þ�m, A22b ∈R p�mð Þ�m, A22d ∈Rm�m, and the matrices As

22 ∈R p�mð Þ� p�mð Þ

and As
33 ∈Rm�m are user-selected Hurwitz matrices, while As

33 is symmetric nega-
tive definite. The injection signal υ∈Rm is defined as

υ ¼ � ρþ ηð Þ y2 � z22
y2 � z22
�� �� , ρ, η.0 (25)

where scalar gain ρ will be defined in the sequel, and η is a positive design scalar.
Assumption (A4): Matrix sI � A ∗ð Þ is invertible, where A ∗ ¼ A� BD�12

C2 �G1C1.
Defining e ¼ x� z, then it follows e ¼ col e1; e21; e22ð Þ where e1 ¼ x1 � z1,

e21 ¼ x21 � z21, e22 ¼ x22 � z22. It follows

ey2 ¼ y2 � z22 ¼ e22 þD2d (26)

and by direct substitution from Eqs. (22) and (23) that

_e ¼
A11 0 0
A21a As

22 0
A21b A22c As

33

2
64

3
75e�

A12b

A22b

A22d � As
33

2
64

3
75D2dþ

B1

B21

B22

2
64

3
75dþ

0
0
Im

2
64

3
75υ (27)

The idea is to force a sliding motion on

ey2 ¼ y2 � z22 ¼ 0 (28)

The first main results, based on the SMO with the fixed-gain injection term, is
formulated in the following theorem.

Theorem 1: Assuming (A3)–(A4) hold and m0 .0 satisfies the condition

ϕ tð Þk k≤m0kd, ϕ ¼ A21b A22c
� �

e11 � A22d � B22D�12

� �
D2d, e11 ¼ col e1; e21ð Þ (29)

Then, as soon as the sliding mode is established in finite time in Eq. (27) on the
sliding surface Eq. (28) by means of the injection term Eq. (25) with
ρ ¼ m0kd þ D2k k∞ld, the attack d is asymptotically estimated as
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5.1.2 Attack observation

A SMO is proposed to reconstruct the attack in order to clean up the measure-
ments and states and to allow the use of clean measurement in the control signal.

Define a (sliding mode) observer for the system Eq. (22) as

_z ¼ AzþG1 y1 � z21
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� �� Gnυ (23)
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Eq. (23), υ is a nonlinear injection signal that depends on y2 � z22
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and is used to

induce a sliding motion in the estimation error space, and
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33 is symmetric nega-
tive definite. The injection signal υ∈Rm is defined as
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�� �� , ρ, η.0 (25)

where scalar gain ρ will be defined in the sequel, and η is a positive design scalar.
Assumption (A4): Matrix sI � A ∗ð Þ is invertible, where A ∗ ¼ A� BD�12

C2 �G1C1.
Defining e ¼ x� z, then it follows e ¼ col e1; e21; e22ð Þ where e1 ¼ x1 � z1,

e21 ¼ x21 � z21, e22 ¼ x22 � z22. It follows

ey2 ¼ y2 � z22 ¼ e22 þD2d (26)

and by direct substitution from Eqs. (22) and (23) that

_e ¼
A11 0 0
A21a As
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33
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3
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The idea is to force a sliding motion on

ey2 ¼ y2 � z22 ¼ 0 (28)

The first main results, based on the SMO with the fixed-gain injection term, is
formulated in the following theorem.

Theorem 1: Assuming (A3)–(A4) hold and m0 .0 satisfies the condition

ϕ tð Þk k≤m0kd, ϕ ¼ A21b A22c
� �

e11 � A22d � B22D�12

� �
D2d, e11 ¼ col e1; e21ð Þ (29)

Then, as soon as the sliding mode is established in finite time in Eq. (27) on the
sliding surface Eq. (28) by means of the injection term Eq. (25) with
ρ ¼ m0kd þ D2k k∞ld, the attack d is asymptotically estimated as
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d̂ ¼ G ∗ sð Þυeq where G ∗ sð Þ ¼ C ∗ sI � A ∗ð Þ�1B ∗ , B ∗ ¼
0 n�pð Þ�m

0 p�mð Þ�m

Im�m

2
664

3
775, C ∗ ¼ 0m� n�mð Þ �D�12

� �

(30)

where υeq is the equivalent injection term [31] and a close approximation and υeq
can be obtained in real time by low-pass filtering of the switching signal Eq. (25)
[29]. Replacing υeq by υeq in Eq. (30) gives

d̂ ¼ G ∗ sð Þυeq (31)

Proof of the Theorem 1 is omitted for brevity.
Remark 1: The SMO (31) is a dynamic filter that allows reconstructing

the time-varying attack d tð Þ. This filter is the main novel feature of the proposed
observer.

5.1.3 Adaptive-gain attack observer design

In Eq. (29), it was assumed that the perturbation term φ is locally norm-
bounded and ρ.0 in Eq. (25) is known. In many practical cases, the boundary of
attacks is unknown, and the gain of the sliding mode injection term Eq. (25) in the
fixed-gain observer in Eq. (23) can be overestimated. The gain overestimation could
increase chattering that is difficult to attenuate.

The constant gain ρ.0 can be replaced by an adaptive-gain ρ tð Þ by applying the
dual layer nested adaptive sliding mode observation algorithm [32], i.e.,

υ ¼ � ρ tð Þ þ ηð Þ y2 � z22
y2 � z22
�� �� (32)

A sufficient condition to ensure sliding on ey2 ¼ 0 in finite time is

ρ tð Þ. As
33ey2 þ ϕþD2

_d
���

��� (33)

An error signal is defined as

σ tð Þ ¼ ρ tð Þ � 1
α

υeq tð Þ�� ��� ε (34)

where the scalars 0, α, 1, ε.0. The adaptation dynamics of ρ tð Þ in Eq. (32) is
defined as [32].

_ρ tð Þ ¼ �r tð Þsign σ tð Þð Þ (35)

where the time-varying scalar r tð Þ.0 satisfies an adaptive scheme. It is assumed
that r tð Þ has the structure

r tð Þ ¼ ℓ0 þ ℓ tð Þ (36)

where ℓ0 is a fixed positive scalar. The evolution of ℓ tð Þ is chosen to satisfy an
adaptive law [32]:
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_ℓ tð Þ ¼ γ σ tð Þj j if σ tð Þj j. σ0

0 otherwise

�
(37)

where γ.0, σ0 .0 are design scalars. The second main results are summarized
in Theorem 2 as:

Theorem 2: Consider the system in Eq. (27) and

a tð Þ ¼ As
33ey2 þ ϕþD2

_d (38)

and assume that a tð Þj j, a0, _a tð Þj j, a1, where a0 and a1 are finite but unknown.
A SMO is designed as in Eq. (23) with the adaptive injection term in Eqs. (32)–(37).
If ε.0 in (34) is chosen to satisfy

1
4
ε2 . σ20 þ

1
γ

qa1
α

� �2
(39)

for any given σ0, q. 1, and, 0, α, 1, then the injection term (32) exploiting
the dual layer adaptive scheme given by Eqs. (35)–(37) drives σ tð Þ to a domain
σ tð Þj j, ε=2 in finite time and consequently ensures a sliding motion ey ¼ 0 can be
reached in finite time and sustained thereafter. The gains r tð Þ and ρ tð Þ remain
bounded. The sensor attack signal d tð Þ is reconstructed as in Eq. (30) with the
equivalent adaptive injection term υeq or υeq.

Proof of Theorem 2 is based on the results in [32] and is omitted for brevity.
Remark 2: The proposed unit vector injection gain-adaptation algorithm in

Eqs. (32)–(37) does not require the knowledge of the boundaries kd, ld .0 in

dk k, kd and _d
���
���, ld.

5.2 State estimation and attack reconstruction in linear systems by using super
twisting SMO

Consider the completely observable linearized system Eq. (11) with
C1 xð Þ ¼ C1x, C2 xð Þ ¼ C2x, B1 xð Þ ¼ B, that is,

_x ¼ Axþ B1dx tð Þ, y1 ¼ C1x , y2 ¼ C2xþD1dy tð Þ (40)

where B1 ∈Rn�m1 , C1 ∈R p� m�m1ð Þð Þ�n, C2 ∈R m�m1ð Þ�n.
Assumption (A5): The number of uncorrupted/protected measurements is

equal or larger than the number of state/plant attack, i.e., p1 ¼ p� m�m1ð Þ≥m1.
The system Eq. (40) is assumed to have an input-output vector relative degree

r ¼ r1; r2;…; rp1
� �

, where relative degree ri for i ¼ 1, 2,…, p1 is defined as follows:

C1iAjB1 ¼ 0 for all j, ri � 1

C1iAri�1B1 6¼ 0
(41)

Without loss of generality, it is assumed that r1 ≤…≤ rp1 .

5.2.1 Attack observation

Assumption (A6): there exists a full rank matrix.
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Ca ¼

C1

⋮

C1Arα1�1

⋮
Cp1

⋮
Cp1A

rαp1�1

2
6666666666664

3
7777777777775

(42)

where integers 1≤ rαi ≤ ri are such that rank CaBð Þ ¼ rank Bð Þ and rαi are chosen
such that

Pp1
i¼1 rαi is minimal.

The following SMO [33] is used to estimate the states of system Eq. (40):

_̂x ¼ Ax̂ þGl ya � Cax̂
� �þ Gnυc ya � Cax̂

� �
(43)

where the matrices of appropriate dimensions Gl and Gn are to be designed, and
υc :ð Þ is an injection vector

υc ya � Cax̂
� � ¼ �ρ P ya � Cax̂

� �

P ya � Cax̂
� ��� �� if ya � Cax̂

� � 6¼ 0

0 otherwise

8><
>:

(44)

where ρ.0 is larger than the upper bound of unknown input d tð Þ.
The definition of the symmetric positive definite matrix P can be found in [33].

The auxiliary output ya is defined by

ya ¼

y1

ν y1 � y11
� �

⋮

ν ~yr1�11 � ~yr1�11

� �

⋮
yp1
⋮

ν ~y
rp1�1
p1 � y

rp1�1
p1

� �

2
66666666666666664

3
77777777777777775

(45)

where the constituent signals in Eq. (45) are given from the continuous second-
order sliding mode observer as

_y1i ¼ ν yi � y1i
� �

_y2i ¼ E1ν ~y2i � y2i
� �

⋮
_yrαi�1i ¼ Erαi�2ν ~yrαi�1i � yrαi�1i

� �
(46)

for 1≤ i≤ p1, with

~y 1
i ¼ yi, ~y

j
i ¼ ν ~y j�1

i � yj�1i

� �
, 2≤ j≤ rαi � 1 (47)
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The scalar function Ei is defined as

Ei ¼ 1 if ~yiþ1j � yiþ1j

���
���≤ ε for all j≤ i, else Ei ¼ 0 (48)

and the continuous injection term ν :ð Þ is given by the super twisting algorithm [34]:

ν sð Þ ¼ ξ sð Þ þ λs sj j1=2 sign sð Þ
_ξ sð Þ ¼ βssign sð Þ , λs, βs .0

(49)

Theorem 3: Assuming the assumptions (A5) and (A6) hold for system Eq. (40),
then state/plant attacks are reconstructed as follows:

d̂x ¼ CaBð ÞTCaB
� ��1

CaBð ÞTCaGn υcð Þeq (50)

Proof: Defining the state estimation error as e ¼ x� x̂ and the augmented output
estimation error ey ¼ Cax� y with

ey ¼ e11;…; erαi�11 ;…; e1p1 ;…; erαi�1p1

h iT
, y ¼ y11;…; yrαi�11 ;…; y1p1 ;…; yrαi�1p1

h iT
(51)

then it follows that

_e ¼ x� _̂x ¼ Aeþ B1dx tð Þ �Gl ya � Cax̂
� �� Gnυc ya � Cax̂

� �
(52)

By choosing suitable gains λs and βs in the output injections Eq. (49), then.

ya ¼ Cax (53)

for all t.T [33]. Then, the error dynamics Eq. (52) is rewritten as

_e ¼ A�GlCa
� �

eþ B1dx tð Þ �Gnυc Caeð Þ (54)

Since rank CaB1
� � ¼ rank B1

� �
and by assumption the invariant zeros of the triple

A;B;Cað Þ lie in the left half plane, based on the design methodologies in [35], It
follows that e ¼ 0 is an asymptotically stable equilibrium point of Eq. (52) and
dynamics are independent of dx tð Þ once a sliding motion on the sliding manifold
s ¼ Cae ¼ 0 has been attained. During the sliding mode _s ¼ s ¼ 0, it is

_s ¼ Ca _e ¼ Ca A� GlCa
� �

eþ CaB1dx tð Þ � CaGnυc Caeð Þ ¼ 0 (55)

as e! 0; then

CaGn υcð Þeq ! CaB1dx tð Þ (56)

where υcð Þeq is the equivalent output error injection required to maintain the

system on the sliding manifold. Since CaB1 is full rank, the attack reconstruction is
obtained as (50).

According to (A1), D1 is full rank; then sensor attacks in Eq. (40) are
reconstructed
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d̂y tð Þ ¼ D1
�1

y2 � C2x̂
� �

(57)

5.3 The state and disturbance observer for nonlinear systems using higher-
order sliding mode differentiator

Consider the locally stable system Eq. (11) where y1 and B1 xð Þ are
y1 ¼ y1 y2 ,…, yp1

h iT
, B ¼ b1; b2;…; bm1½ �∈Rn�m1 , bi ∈Rn, ∀i ¼ 1,…, m1 are

smooth vector fields defined on an open Ω⊂Rn. According to (A5), we consider
p1 ¼ m1 here. The following properties introduced by Isidori [36] are assumed for
x∈Ω.

Assumption (A7): The system in Eq. (11) is assumed to have vector relative

degree r ¼ r1; r2;…; rm1f g and total relative degree rt ¼
Pm1

i¼1
ri, rt ≤ n, i.e.,

LbjLk
f yi xð Þ ¼ 0 ∀j ¼ 1,…, m1, ∀k, ri � 1, ∀i ¼ 1,…, m1

LbjL
ri�1
f yi xð Þ 6¼ 0 for at least one 1≤ j≤m1

(58)

Assumption (A8): The following Lie derivative matrix is of full rank.

L xð Þ ¼

Lb1L
r1�1
f y1 Lb2L

r1�1
f y1 ⋯ Lbm1

Lr1�1
f y1

Lb1L
r2�1
f y2 Lb2L

r2�1
f y2 ⋯ Lbm1

Lr2�1
f y2

⋮ ⋮ ⋮ ⋮
Lb1L

rm1�1
f ym1

Lb2L
rm�1
f ym1

⋯ Lbm1
L
rm1�1
f ym1

2
66664

3
77775

(59)

Assumption (A9): The distribution Γ ¼ span b1; b2;…; bm1f g is involutive [36].
The system given by Eq. (11) with the involutive distribution Γ and total relative

degree rt can be rewritten as

_δi ¼

0 1 0 ⋯ 0

0 0 1 ⋯ 0

⋮ ⋮ ⋮ ⋯ ⋮

0 0 0 0 0

2
666664

3
777775
ri�ri

δi þ

0

0

⋮

Lf
riyi xð Þ

2
666664

3
777775
þ

0

0

⋮
Pm1

j¼1 LbjLf
ri�1yi xð Þd tð Þ

2
666664

3
777775
, ∀i ¼ 1,…, m1

_γ ¼ g δ; γð Þ
(60)

where δ ¼ δ1 δ2 ⋯ δm1½ �T and

δi ¼

δi1

δi2

⋮
δir1

2
6664

3
7775 ¼

ηi1 xð Þ
ηi2 xð Þ
⋮

ηir1 xð Þ

2
6664

3
7775 ¼

yi xð Þ
Lf yi xð Þ

⋮
Lf

r1�1yi xð Þ

2
6664

3
7775∈Rri ∀i ¼ 1,…, m1, γ ¼

γ1

γ2

⋮

γn�r

2
666664

3
777775
¼

ηrþ1 xð Þ
ηrþ2 xð Þ

⋮

ηn xð Þ

2
666664

3
777775

(61)

With an involutive distribution Γ as defined in (A9), it is always possible to
identify the variables ηrþ1 xð Þ,…, ηn xð Þ which satisfy

Lbjηi xð Þ ¼ 0 ∀i ¼ rþ 1,…, n, ∀j ¼ 1,…, m1 (62)
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Assumption (A10): The norm-bounded solution of the internal dynamics
_γ ¼ g δ; γð Þ is assumed to be locally asymptotically stable [29].

If assumption (A9) is satisfied, then it is always possible to find n� r functions
ηrþ1 xð Þ,…, ηn xð Þ such that

Ψ xð Þ ¼ col η11 xð Þ;…; η1r1 xð Þ;…; ηm11 xð Þ;…; ηm1rm1
xð Þ; ηrþ1 xð Þ;…; ηn xð Þ�∈Rn

n
(63)

is a local diffeomorphism in a neighborhood of any point x∈Ω⊂Ω⊂Rn, i.e.,

x ¼ Ψ�1 δ; γð Þ (64)

In order to estimate the derivatives δij tð Þ ∀i ¼ 1,…, m1, ∀j ¼ 1,…, ri of the output.
yi in finite time, higher-order sliding mode differentiators [28] are used here

_zi0 ¼ vi0, v
i
0 ¼ �λi0 zi0 � yi tð Þ

�� �� ri= riþ1ð Þð Þ
sign zi0 � yi tð Þ
� �þ zi1, _z

i
1 ¼ vi1

⋮

_ziri�1 ¼ viri�1, v
i
ri�1 ¼ �λiri�1 ziri�1 � viri�2

�� �� 1=2ð Þ
sign ziri�1 � viri�2
� �

þ ziri , _z
i
ri ¼ �λiri sign ziri � viri�1

� �

(65)

for i ¼ 1,…, m1. By construction,

δ̂11 ¼ η̂11 xð Þ ¼ z10,…, δ̂11 ¼ η̂1r1 xð Þ ¼ z1r1�1,
_̂δ 1r1 ¼ _̂η 1r1 xð Þ ¼ z1r1

⋮

δ̂m1
1 ¼ η̂

m1

1 xð Þ ¼ zm1
0 ,…, δ̂m1

rm1
¼ η̂

m1

rm1

xð Þ ¼ zm1
rm1�1,

_̂δ
m1

r1 ¼ _̂η
m1

rm1
xð Þ ¼ z1rm1

(66)

Therefore, the following exact estimates are available in finite time:

δ̂i ¼ δ̂i1; δ̂i2;…; δ̂ir1
� �T ¼ η̂i1 x̂ð Þ; η̂i2 x̂ð Þ;…; η̂ir1 x̂ð Þ� �T ∈Rri

∀i ¼ 1,…, m1, δ̂ ¼ δ̂
1
; δ̂

2
;…; δ̂

m1
� �T

∈Rrt
(67)

Next, integrate Eq. (60) with δ replaced by δ̂; estimate of internal dynamics is

_̂γ ¼ g δ̂; γ̂
� �

(68)

and with some initial condition from the stability domain of the internal
dynamics, a asymptotic estimate γ̂ can be obtained locally

γ̂ ¼

γ̂1
γ̂2
⋮

γ̂n�r

0
BBB@

1
CCCA ¼

η̂rþ1 x̂ð Þ
η̂rþ2 x̂ð Þ

⋮
η̂n x̂ð Þ

0
BBB@

1
CCCA (69)

Therefore, the asymptotic estimate for the mapping (63) is identified as

Ψ x̂ð Þ ¼ col η̂11 x̂ð Þ;…; η̂1r1 x̂ð Þ;…; η̂m11 x̂ð Þ;…; η̂m1rm1
x̂ð Þ; η̂rþ1 x̂ð Þ;…; η̂n x̂ð Þ

on
(70)
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d̂y tð Þ ¼ D1
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LbjLk
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Lr2�1
f y2

⋮ ⋮ ⋮ ⋮
Lb1L

rm1�1
f ym1

Lb2L
rm�1
f ym1

⋯ Lbm1
L
rm1�1
f ym1

2
66664

3
77775

(59)

Assumption (A9): The distribution Γ ¼ span b1; b2;…; bm1f g is involutive [36].
The system given by Eq. (11) with the involutive distribution Γ and total relative

degree rt can be rewritten as

_δi ¼

0 1 0 ⋯ 0

0 0 1 ⋯ 0

⋮ ⋮ ⋮ ⋯ ⋮

0 0 0 0 0

2
666664

3
777775
ri�ri

δi þ

0

0

⋮

Lf
riyi xð Þ

2
666664

3
777775
þ

0
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rm1
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rm1

xð Þ ¼ zm1
rm1�1,
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m1
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xð Þ ¼ z1rm1

(66)

Therefore, the following exact estimates are available in finite time:
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� �T ¼ η̂i1 x̂ð Þ; η̂i2 x̂ð Þ;…; η̂ir1 x̂ð Þ� �T ∈Rri
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1
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2
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∈Rrt
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Next, integrate Eq. (60) with δ replaced by δ̂; estimate of internal dynamics is

_̂γ ¼ g δ̂; γ̂
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(68)

and with some initial condition from the stability domain of the internal
dynamics, a asymptotic estimate γ̂ can be obtained locally

γ̂ ¼

γ̂1
γ̂2
⋮

γ̂n�r

0
BBB@

1
CCCA ¼

η̂rþ1 x̂ð Þ
η̂rþ2 x̂ð Þ

⋮
η̂n x̂ð Þ

0
BBB@

1
CCCA (69)

Therefore, the asymptotic estimate for the mapping (63) is identified as

Ψ x̂ð Þ ¼ col η̂11 x̂ð Þ;…; η̂1r1 x̂ð Þ;…; η̂m11 x̂ð Þ;…; η̂m1rm1
x̂ð Þ; η̂rþ1 x̂ð Þ;…; η̂n x̂ð Þ

on
(70)
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asymptotic estimate x̂ of the state vector x can be identified via Eqs. (67)
and (69)

x̂ ¼ Ψ�1 δ̂; γ̂
� �

(71)

Since the finite-time exact estimates _̂δiri of _δiri , ∀i ¼ 1,…, m1 are available via the
higher-order sliding mode differentiator, and using the estimates δ̂, γ̂ for δ, γ, an

asymptotic estimate d̂ tð Þ of disturbance d tð Þ in Eq. (11) is identified as [28].

d̂ tð Þ ¼ L�1 Ψ�1 δ̂; γ̂
� �� �

_̂δ1r1

_̂δ2r2

⋮

_̂δm1rm1

0
BBBBBB@

1
CCCCCCA
�

Lr1
f y11 Ψ�1 δ̂; γ̂

� �� �

Lr2
f y12 Ψ�1 δ̂; γ̂

� �� �

⋮
L
rm1
f y1m1

Ψ�1 δ̂; γ̂
� �� �

0
BBBB@

1
CCCCA

2
6666664

3
7777775

(72)

where L Ψ�1 δ̂; γ̂
� �� � ¼Pm1

j¼1 LbjLf
ri�1y1i xð Þ. Finally, x̂ tð Þ and d̂ tð Þ are obtained.

from Eqs. (71) and (72).
Remark 3: The convergence d̂ ! d can be achieved only locally and as time

increases due to the local asymptotic stability of the norm-bounded solution of the
internal dynamics _γ ¼ g δ; γð Þ. However convergence will be achieved in finite time if
the total relative degree r ¼ n and no internal dynamics exist.

Considering Eq. (11) and D1 is full rank, sensor attack can be reconstructed as

d̂y tð Þ ¼ D1
�1

y2 � C2 x̂ð Þ� �
(73)

5.4 Attack reconstruction in nonlinear system by sparse recovery algorithm

In some applications, there are a limited number of measurements, p, and more
sources of attack, m. Previously, we investigated the cases where p.m. Now,
consider system (5) with more attacks than measurements, m. p.

Notice that a more general format of (5) is considered here where matrix D is a
function of x as well.

Assumption (A11): Assume that the attack vector d tð Þ is sparse, meaning that
numerous attacks are possible, but the attacks are not coordinated, and only few
nonzero attacks happen at the same time.

5.4.1 Sparse recovering algorithm

The problem of recovering an unknown input signal from measurements is well
known, as a left invertibility problem, as seen in several works [30, 37], but this
problem was only treated in the case where the number of measurements is equal or
greater than the number of unknown inputs. The left invertibility problem in the
case of fewer measurements than unknown inputs has no solution or more exactly
has an infinity of solutions.

In particular, the objective of exact recovery under sparse assumptions denoted
for the sake of simplicity as “sparse recovery” (SR) is to find a concise representa-
tion of a signal using a few atoms from some specified (over-complete) dictionary,

ξ ¼ Φsþ ε0 (74)
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where s∈RN are the unknown inputs with no more than j nonzero entries,
ξ∈RM are the measurements, ε0 is a measurement noise, and Φ∈RM�N is the
dictionary where M≪N.

Definition 1: The Restricted Isometry Property (RIP) condition of j-order with
constant ςj ∈ 0; 1ð Þ (ςj is as small as possible for computational reasons) of the
matrix Φ yields

1� ςsð Þ sk k22 ≤ Φsk k22 ≤ 1þ ςsð Þ sk k22 (75)

for any j sparse of signal s. Considering ΦΓ as the index set of nonzero elements
of s, then Eq. (75) is equivalent to [23]:

1� ςs ≤ eig ΦT
ΓΦΓ

� �
≤ 1þ ςs (76)

where ΦΓ is the sub-matrix of Φ with active nodes.
The problem of SR is often cast as an optimization problem that minimizes a cost

function constructed by leveraging the observation error term and the sparsity
inducing term [37], i.e.,

s ∗ ¼ arg min
s∈RN

1
2

ξ�Φsk k22 þ λΘ sð Þ (77)

In Eq. (77) the original sparsity term is the quasi norm sj j0; but as long as the RIP
conditions hold, it can be replaced by Θ sð Þ ¼ sk k1≜

P
i sij j. Note that λ.0 in Eq. (77)

is the balancing parameter and s ∗ is the critical point, i.e., the solution of Eq. (74).
Typically, for sparse vectors s with j-sparsity, where j must be equal or smaller than
M�1
2 [37], the solution to the SR problem is unique and coincides with the critical

point of Eq. (74) providing that RIP condition for Φ with order 2j is verified. In
other words, in order to guarantee the existence of a unique solution to the optimi-
zation problem Eq. (74), Φ should satisfy restricted isometry property [37].

Under the sparse assumption of s and the fulfillment of the j-RIP condition of the
matrix Φ, the estimation algorithm proposed in [37] is

μ _v tð Þ ¼ � v tð Þ þ ΦTΦ� IN�N
� �

a tð Þ �ΦTξ
� �β

 , and ̂s tð Þ ¼ a tð Þ (78)

where v∈RN is the state vector, ŝ tð Þ represents the estimate of the sparse signal s
of (74), and μ.0 is a time-constant determined by the physical properties of the
implementing system. :d cβ ¼ :j jβsign :ð Þ and a tð Þ ¼ Hλ vð Þ where Hλ :ð Þ is a continuous
soft thresholding function:

Hλ vð Þ ¼ max vj j � λ;0ð Þ sgn vð Þ (79)

where λ.0 is chosen with respect to the noise and the minimum absolute value
of the nonzero terms.

Under Definition 1, the state v of Eq. (78) converges in finite time to its equilib-
rium point v ∗ , and ŝ tð Þ in Eq.(78) converges in finite time to ŝ ∗ of Eq. (77).

5.4.2 Attack reconstruction

The measured output under attack y of the system Eq. (5) is fed to the input of
the low-pass filter that facilitates filtering out the possible measurement noise
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where L Ψ�1 δ̂; γ̂
� �� � ¼Pm1

j¼1 LbjLf
ri�1y1i xð Þ. Finally, x̂ tð Þ and d̂ tð Þ are obtained.
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_z ¼ 1
τ
�zþ C xð Þ þD xð Þd tð Þð Þ (80)

The filter output z∈Rp is available. Then, system Eq. (5) with filter Eq. (80) is
rewritten as

_ξ ¼ η ξð Þ þΩd tð Þ
ψ ¼ Cξ

(
(81)

where ψ ∈Rp, and

ξ ¼
z

x

" #

pþnð Þ�1
, η ξð Þ ¼ � 1

τ
Ip�p 0

0 0

2
4

3
5 z

x

" #
þ

1
τ
C xð Þ
f xð Þ

2
4

3
5,

C ¼ C1 C2 … Cpþn
� � ¼ Ip�p 0 p�n

h i
(82)

Ω ¼
1
τ
D xð Þ
B xð Þ

2
4

3
5 ¼ Ω1 Ω2 … Ωm½ � ,Ωi ∈Rpþn ∀i ¼ 1,…, m

If assumption (A2), (A7), and (A9) hold for system Eq. (81), i.e., the relative
degree vector of Eq. (81) is r ¼ r1; r2;…; rp

� �
, the distribution

Γ ¼ span Ω1;Ω2;…;Ωmf g is involutive, and if zero dynamics exist, they are assumed
asymptotically stable and may be left alone. Here it is assumed that there are no zero
dynamics in system Eq. (81) and it is presented as

_ϒi ¼

0 1 0 ⋯ 0

0 0 0 ⋯ 0

⋮ ⋮ ⋮ ⋯ ⋮
0 0 0 0 0

2
6664

3
7775ϒi þ

0

0

⋮
Lri
f ψ i ξð Þ

2
66664

3
77775
þ

0

0

⋮
Xm
j¼1

LΩjL
ri�1
f ψ i ξð Þdj

2
6666664

3
7777775
, ϒi ¼

ϒi
1 ξð Þ

ϒi
2 ξð Þ
⋮

ϒi
ri ξð Þ

2
666664

3
777775
¼

ψ i ξð Þ
Lfψ i ξð Þ

Lri�1
f ψ i ξð Þ

2
666664

3
777775

(83)

for i ¼ 1,…, p, where ψ i ξð Þ is the ith entry of vector ψ ξð Þ and satisfies

_ϒi
ri ξð Þ ¼ Lri

f ψ i ξð Þ þ
Xm
j¼1

LΩjL
ri�1
f ψ idj, i ¼ 1,…, p (84)

Then, the following algebraic equation is found from Eq. (84):

Zp ¼ F ξð Þd tð Þ (85)

where Zp ∈Rp, F ξð Þ∈Rp�m, and

Zp ¼
_ϒ1
r1

⋮
_ϒp
rp

2
664

3
775�

Lr1
f ψ1 ξð Þ
⋮

Lrp
f ψp ξð Þ

2
664

3
775, F ξð Þ ¼

LΩ1L
r1�1
f ψ1 LΩ2L

r1�1
f ψ1 ⋯ LΩαL

r1�1
f ψ1

LΩ1L
r2�1
f ψ2 LΩ2L

r2�1
f ψ2 LΩαL

r2�1
f ψ2

⋮ ⋮

LΩ1L
rp�1
f ψp LΩ2L

rm�1
f ψp ⋯ LΩαL

rp�1
f ψp

2
6666664

3
7777775

(86)

Finally, filtered system Eq. (5), as it is rewritten in Eq. (85), is in the same form
of Eq. (74). Then, sparse recovery algorithm discussed in Section 5.4.1 is applied to
Eq. (85) to reconstruct d tð Þ.
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Remark 4: The derivatives _ϒ1
r1 ,…, _ϒp

rp are computed exactly in finite time using
higher-order sliding mode differentiators [28] discussed in Eqs. (65) and (66).

6. Case study

Consider the mathematical models (1)–(4) of the US Western Electricity Coor-
dinating Council (WECC) power system [8] with three generators and six buses
(Figure 1) when the sensors of the generator speed deviations from synchronicity
are under stealth attack and plant is under deception attack.

Assumption (A12): The matrix Lθ
l, l in (3) is nonsingular.

If (A12) holds, then the variable θ can be rewritten as

θ ¼ Lθ
l, l

� ��1 �Rθ
l, gδþ Pθ þ Bθd

� �
(87)

Substituting (87) into (1), then it follows that

_δ

_ω

" #
¼

0 Ip�p

M�1g �Lθ
g, g þ Lθ

g, l L
θ
l, l

� ��1
Lθ
l, g

� �
�M�1g Eg

2
4

3
5 δ

ω

" #
þ

0

Pθω

" #
þ

Bδ

Bθω

" #
d tð Þ , y ¼ C

δ

ω

" #
þ

Dδ

Dω

" #
d tð Þ

Pθω ¼ M�1g Pω � Lθ
g, l L

θ
l, l

� ��1
Pθ

� �
, Bθω ¼ M�1g Bω � Lθ

g, l L
θ
l, l

� ��1
Bθ

� �

(88)

6.1 Simulation setup

a. The three sensors of rotor angles, δ∈R3, are assumed protected from attack,
but the three sensors of the generator speed deviations from synchronicity,
ω∈R3, are assumed to be attacked.

b. The B1ω ¼ I3, B1θ ¼ 06�3, Dδ ¼ 03�6 are given, and then Eq. (88) is reduced to

_υ ¼ φδ δ;ωð Þ,
_ω ¼ φω δ;ωð Þ þ Pθω þM�1g dx tð Þ
y1 ¼ C1υ, y2 ¼ C2ωþD1ωdy tð Þ

8><
>:

, where C1 ¼ C2 ¼ I3�3, Dω ¼
0 1 2 0 1 1

1 0 0 2 1 0

0 0 1 0 1 0

2
64

3
75

(89)

Remark 5: D1ω satisfies RIP condition defined in Eq. (75).
In the first step of attack reconstruction, dx tð Þ is estimated by using protected

measurements y1 and the SMO described in Section 5.2. It is easy to verify that

Cδ1B ¼ 0 , Cδ1AB 6¼ 0

Cδ2B ¼ 0 , Cδ2AB 6¼ 0

Cδ3B ¼ 0 , Cδ3AB 6¼ 0

Ca ¼

C1

C1A

C2

C2A

C3

C3A

2
666666666664

3
777777777775

¼

1 0 0 0 0 0

0 0 0 1 0 0

0 1 0 0 0 0

0 0 0 0 1 0

0 0 1 0 0 0

0 0 0 0 0 1

2
666666666664

3
777777777775

, ya ¼

y1

μ y1 � ŷ1
� �

y2

μ y2 � ŷ2
� �

y3
μ y3 � ŷ3
� �

2
6666666666664

3
7777777777775

(90)
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_z ¼ 1
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Finally, filtered system Eq. (5), as it is rewritten in Eq. (85), is in the same form
of Eq. (74). Then, sparse recovery algorithm discussed in Section 5.4.1 is applied to
Eq. (85) to reconstruct d tð Þ.
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Remark 4: The derivatives _ϒ1
r1 ,…, _ϒp

rp are computed exactly in finite time using
higher-order sliding mode differentiators [28] discussed in Eqs. (65) and (66).
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a. The three sensors of rotor angles, δ∈R3, are assumed protected from attack,
but the three sensors of the generator speed deviations from synchronicity,
ω∈R3, are assumed to be attacked.

b. The B1ω ¼ I3, B1θ ¼ 06�3, Dδ ¼ 03�6 are given, and then Eq. (88) is reduced to
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Remark 5: D1ω satisfies RIP condition defined in Eq. (75).
In the first step of attack reconstruction, dx tð Þ is estimated by using protected

measurements y1 and the SMO described in Section 5.2. It is easy to verify that
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where Cδi is the ith row of Cδ. The states of the system, δ̂, ω̂, and plant attacks
d̂x tð Þ are reconstructed using Eqs. (43) and (50). Then, ω̂ is used in Eq. (89) to find

Dωdy tð Þ ¼ y2 � ω̂ (91)

There are six sources dy1,…, dy6 attacking three measurements ω1,ω2,ω3, and at
any time, just one out of six attack signals is nonzero. The SR algorithm in Section 5.2
is applied to find d̂y tð Þ. The following attacks are considered for simulation.

dx1

dx2

dx3

2
664

3
775 ¼ 1 t� 10ð Þ:

sin 0:5tð Þ
1 tð Þ � 1 t� 4ð Þ þ 1 t� 8:5ð Þ � 1 t� 13ð Þ þ 1 t� 17:5ð Þ

cos tð Þ þ 0:5 sin 3tð Þ

2
664

3
775,

dy tð Þ ¼ 1 t� 10ð Þ: 0 0 0 0 sin tð Þ 0½ �T
: (92)

Figure 4.
Plant attack dx1 compared to estimated d̂x1 .

Figure 5.
Plant attack dx2 compared to estimated d̂x2 .
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Figure 6.
Plant attack dx3 compared to estimated d̂x3 .

Figure 7.
Sensor attack dy reconstruction.

Figure 8.
(a) Corrupted output y1, y2, y3 compared with compensated and without any attack output and (b) corrupted
output y4, y5, y6 compared with compensated and without any attack output.
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where Cδi is the ith row of Cδ. The states of the system, δ̂, ω̂, and plant attacks
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Dωdy tð Þ ¼ y2 � ω̂ (91)

There are six sources dy1,…, dy6 attacking three measurements ω1,ω2,ω3, and at
any time, just one out of six attack signals is nonzero. The SR algorithm in Section 5.2
is applied to find d̂y tð Þ. The following attacks are considered for simulation.

dx1

dx2

dx3

2
664

3
775 ¼ 1 t� 10ð Þ:

sin 0:5tð Þ
1 tð Þ � 1 t� 4ð Þ þ 1 t� 8:5ð Þ � 1 t� 13ð Þ þ 1 t� 17:5ð Þ

cos tð Þ þ 0:5 sin 3tð Þ

2
664

3
775,

dy tð Þ ¼ 1 t� 10ð Þ: 0 0 0 0 sin tð Þ 0½ �T
: (92)

Figure 4.
Plant attack dx1 compared to estimated d̂x1 .

Figure 5.
Plant attack dx2 compared to estimated d̂x2 .

22

Control Theory in Engineering

Figure 6.
Plant attack dx3 compared to estimated d̂x3 .
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(a) Corrupted output y1, y2, y3 compared with compensated and without any attack output and (b) corrupted
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Deception attacks dx1, dx2, and dx3 are reconstructed very accurately as shown in
Figures 4–6. The only nonzero sensor attack is detected and accurately estimated
by using the SR algorithm as shown in Figure 7. In Figure 8a and 8b, the corrupted
system outputs (which are system states in our case) are compared to the “cleaned”
outputs that are computed by subtracting the estimated attacks from the corrupted
sensors and actuators and to the system outputs when the system is not under
attack.

7. Conclusion

The critical infrastructures like power grid, water resources, etc. are large
interconnected cyber-physical systems whose reliable operation depends critically
on their cyber substructure. In this chapter, cyber-physical systems when their
sensors and/or states are under attack or experiencing faults are investigated. The
sensor and states/plant attacks are reconstructed online by using a fixed-gain and
adaptive-gain sliding mode observers. As soon as the attacks are reconstructed,
corrupted measurements and states are cleaned from attacks, and the control signal
that uses cleaned measurements provides cyber-physical system performance close
to the one without attack. The effectiveness of the proposed approach is shown by
simulation results of a real electrical power network with sensors under stealth
attack and states under deception attacks.
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Chapter 2

Nyquist-Like Stability Criteria
for Fractional-Order Linear
Dynamical Systems
Jun Zhou

Abstract

In this chapter, we propose several Nyquist-like stability criteria for linear dynam-
ical systems that are described by fractional commensurate order linear time-invariant
(FCO-LTI) state-space equations (thus endowed with fractional-order transfer func-
tions) by means of the argument principle for complex analysis. Based on the standard
Cauchy integral contour or its shifting ones, the stability conditions are necessary and
sufficient, independent of any intermediate poles computation, domain transforma-
tion, and distribution investigation, which can be implemented graphically with locus
plotting or numerically without any locus plotting. The proposed criteria apply to both
single and multiple fractional cases as well and can be exploited in regular-order
systems without any modification. Case study is included.

Keywords: fractional-order, commensurate, stability, meromorphic/holomorphic,
argument principle, Cauchy integral contour

1. Introduction

Fractional-order calculus possesses a long history in pure mathematics. In recent
decades, its involvements in systems, control, and engineering have attracted
great attention; in the latest years, its significant extensions in various aspects of
systems and control are frequently encountered [1–8]. It turns out that phenomena
modeled with fractional-order calculus much more widely exist than those based on
regular-order ones. It has been shown that fractional-order calculus describes real-
world dynamics and behaviors more accurately than the regular-order counterparts
and embraces many more analytical features and numerical properties of the
observed things; indeed, many practical plants and objects are essentially fractional-
order. Without exhausting the literature, typical examples include the so-called
non-integer-order system of the voltage–current relation of semi-infinite lossy
transmission line [9] and diffusion of the heat through a semi-infinite solid, where
heat flow is equal to the half-derivative of the temperature [10].

One of the major difficulties for us to exploit the fractional-order models is the
absence of solution formulas for fractional-order differential equations. Lately, lots
of numerical methods for approximate solution of fractional-order derivative and
integral are suggested such that fractional-order calculus can be solved numerically.
As far as fractional-order systems and their control are concerned, there are mainly
three schools related to fractional-order calculus in terms of system configuration:
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(i) integer-order plant with fractional-order controller, (ii) fractional-order plant
with integer-order controller, and (iii) fractional-order plant with fractional-order
controller. The principal reason for us to bother with fractional-order controllers is
that fractional-order controllers can outperform the integer-order counterparts in
many aspects. For example, it has been confirmed that fractional-order PID can
provide better performances and equip designers with more parametrization
freedoms (due to its distributed parameter features [4, 11–13]).

An important and unavoidable problem about fractional-order systems is stabil-
ity [13–15]. As is well known, stability in integer-order LTI systems is determined
by the eigenvalues distribution; namely, whether or not there are eigenvalues on the
close right-half complex plane. The situation changes greatly in fractional-order LTI
systems, due to its specific eigenvalue distribution patterns. More precisely, on the
one hand, eigenvalues of fractional-order LTI systems cannot generally be com-
puted in analytical and closed formulas; on the other hand, stability of the
fractional-order LTI systems is reflected by the eigenvalue distribution in some
case-sensitive complex sectors [13, 15], rather than simply the close right-half
complex plane for regular-order LTI systems. In this paper, we revisit stability
analysis in fractional commensurate order LTI (FCO-LTI) systems by exploiting the
complex scaling methodology, together with the well-known argument principle
for complex analysis [16]. This work is inspired by the study for structural and
spectral characteristics of LTI systems that is also developed by means of the
argument principle [17–19]. The complex scaling technique is a powerful tool in
stability analysis and stabilization for classes of linear and/or nonlinear systems; the
relevant results by the author and his colleagues can be found in [20–25]. Also
around fractional-order systems, the main results of this chapter are several
Nyquist-like criteria for stability with necessary and sufficient conditions [26],
which can be interpreted and implemented either graphically with loci plotting or
numerically without loci plotting, independent of any prior pole distribution and
complex/frequency-domain facts.

Outline of the paper. Section 2 reviews basic concepts and propositions about
stability in FCO-LTI systems that are depicted by fractional commensurate order
differential equations or state-space equations. The main results of the study are
explicated in Section 3. Numerical examples are sketched in Section 4, whereas
conclusions are given in Section 5.

Notations and terminologies of the paper. R and C denote the sets of all real and
complex numbers, respectively. Ik denotes the k� k identity matrix, while Cþ is the
open right-half complex plane, namely, Cþ ¼ s∈ C : Re s½ �>0f g. �ð Þ ∗ means the
conjugate transpose of a matrix �ð Þ. N �ð Þ, Nc �ð Þ, and Nc �ð Þ stand for the net, clock-
wise, and counterclockwise encirclements of a closed complex curve �ð Þ around the
origin 0; j0ð Þ. By definition, N �ð Þ ¼ Nc �ð Þ �Nc �ð Þ. In particular, N �ð Þ ¼ 0 means that
the number of clockwise encirclements of �ð Þ around the origin is equal to that of
counterclockwise encirclements.

2. Preliminaries and properties in FCO-LTI systems

2.1 Preliminaries to fractional-order calculus

Based on [13, 15], fractional-order calculus can be viewed as a generalization of
the regular (integer-order) calculus, including integration and differentiation. The
basic idea of fractional-order calculus is as old as the regular one and can be traced
back to 1695 when Leibniz and L’Hôpital discussed what they termed the half-order
derivative. The exact definition formula for the so-called r-order calculus was well
established then by Riemann and Liouville in the form of
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αDr
t f tð Þ ¼ 1

Γ n� rð Þ
dn

dtn

ðt
α

f τð Þ
t� τð Þr�nþ1 dτ (1)

where α≥0 and r≥0 are real numbers while n≥ 1 is an integer; more precisely,
n� 1≤ r< n and n is the smallest integer that is strictly larger than r. Γ n� rð Þ is the
gamma function at n� r; by ([16], p. 160), Γ n� rð Þ ¼ Ð∞0 e�ττn�r�1dτ and it is
convergent for each n� r>0.

Basic facts about fractional-order calculus are given as follows [13]:

• If f tð Þ is analytical in t, then αDr
t f tð Þ is analytical in t and r.

• If r≥0 is an integer and n ¼ rþ 1, then αDr
t f tð Þ reduces to the rþ 1ð Þth-order

derivative of f tð Þ with respect to t; namely, αDr
t f tð Þ ¼ drþ1f tð Þ=dtrþ1.

• If r ¼ 0 and thus n ¼ 1, the definition formula for αDr
t f tð Þ ¼ αD0

t f tð Þ yields the
identity relation αD0

t f tð Þ ¼ f tð Þ.

• Fractional-order differentiation and integration are linear operations. Thus

αDr
t af tð Þ þ bg tð Þ½ � ¼ a αDr

t f tð Þ f tð Þ� �þ b αDr
tg tð Þ� �

:

• Under some additional assumptions about f tð Þ, the following additive index
relation (or the semigroup property) holds true:

αDr1
t αDr2

t f tð Þ� � ¼ αDr2
t αDr1

t f tð Þ� � ¼ αDr1þr2
t f tð Þ

• If f kð Þ tð Þ
���
t¼α
¼ 0 for k ¼ 0, 1,⋯, m with m being a positive integer, then

fractional-order derivative commutes with integer-order derivative:

dm

dtm αDr
t f tð Þ� � ¼ αDr

t
dm

dtm
f tð Þ

� �
¼ αDrþm

t f tð Þ

The fractional-order calculus (1) and its properties are essentially claimed in the
time domain. Therefore, it is generally difficult to handle these relations directly
and explicitly. To surmount such difficulties, the Laplace transform of (1) is
frequently used, which is given by

L 0Dr
t f tð Þ� � ¼

ð∞
0
e�st0Dr

t f tð Þdt ¼ srF sð Þ �
Xn�1

k¼0
sk0Dr

t f tð Þ
�����
t¼0

(2)

where F sð Þ ¼ L f tð Þf g and s is the Laplace transform variable. Under the
assumption that the initial conditions involved are zeros, it follows that
L 0Dr

t f tð Þ� � ¼ srF sð Þ. To simplify our notations, we denote 0Dr
t f tð ÞS byDr

t f tð Þ in the
following if nothing otherwise is meant.

2.2 Definition and features of FCO-LTI state-space equations

A scalar fractional-order linear time-invariant system can be described with a
fractional-order state-space equation in the form of

Dr
tx tð Þ ¼ Ax tð Þ þ Bu tð Þ

y tð Þ ¼ Cx tð Þ þDu tð Þ
�

(3)

where x tð Þ ¼ x1 tð Þ;⋯; xn tð Þ½ �T ∈Rn, u tð Þ∈R, and y tð Þ∈R are the state,
input, and output vectors, respectively. In accordance with x tð Þ, u tð Þ
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and y tð Þ, A∈Rn�n, B∈Rn�1, C∈R1�n, and D∈R1�1 are constant matrices. We
denote:

Dr
tx tð Þ ≕

Drn
t x1 tð Þ
⋮

Dr1
t xn tð Þ

2
64

3
75∈Rn

For simplicity, we employ r to stand for the fractional-order indices set rn;⋯; r1f g
with 0≤ ri < 1 with a little abuse of notations. The corresponding transfer function
follows as

G sð Þ ¼ C diag srn ;⋯; ; sr1½ � � Að Þ�1BþD ¼ bmsβm þ bm�1sβm�1 þ⋯þ b1sβ1

ansαn þ an�1sαn�1 þ⋯þ a1sα1
(4)

which is the fractional-order transfer function defined from U sð Þ to Y sð Þ. In (4),
diag srn ;⋯; sr1½ �∈ Cn�n stands for a diagonal matrix. Also, ak k ¼ 1;⋯; nð Þ and
bk k ¼ 1;⋯;mð Þ are constants, while αk k ¼ 1;⋯; nð Þ and βk k ¼ 1;⋯;mð Þ are
nonnegative real numbers satisfying

αn > αn�1 >⋯> α1 ≥0

βm > βm�1 >⋯> β1 ≥0

�

In the following, the fractional-order polynomial

Δ s; rn;⋯; r1ð Þ ¼ det diag srn ;⋯; sr1½ � � Að Þ ¼ ansαn þ an�1sαn�1 þ⋯þ a1sα1 (5)

is called the characteristic polynomial of the state-space equation (3).
We note by complex analysis ([16], p. 100) that sα is well-defined and satisfies

sα ¼ eα log s, ∀s∈ C\ 0f g, ∀α∈ C (6)

where log s is the principal branch of the complex logarithm of s or the principal
sheet of the Riemann surface in the sense of �π < args≤ π. In view of (6), we see
that Δ s; rn;⋯; r1ð Þ as fractional-order polynomial and G sð Þ as fractional-order frac-
tion are well-defined only on C\ 0f g for all ri, αi, βi ∈ C, whenever at least one of rif g,
αif g, and βif g is a fraction number. Both are well-defined on the whole complex

plane C, if all rif g, αif g, and βif g are integers.
Bearing (6) in mind, our questions are (i) under what conditions Δ s; rn;⋯; r0ð Þ is

holomorphic and has only isolated zeros and (ii) under what conditions G sð Þ is
meromorphic and has only isolated zeros and poles?

To address (i), let us return to (6) and observe for any s∈ C\0 and α∈ C that

d
ds

sα ¼ d
ds

eα log s ¼ d
ds

X∞

k¼0

1
k!

α log sð Þk
" #

¼
X∞

k¼0

1
k!

d
ds

α log sð Þk

¼
X∞

k¼0

1
k� 1ð Þ! α log sð Þk�1α d

ds
log s

¼ α
X∞

k¼1

1
k� 1ð Þ! α log sð Þk�1s�1

¼ αeα log ss�1 ¼ αeα log se� log s

¼ αe α�1ð Þ log s ¼ α e log s
� �α�1 ¼ αsα�1
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where we have used d
ds log s ¼ s�1 for any s 6¼ 0 (see [27], p. 36). The deductions

above actually say by the definition ([16], p. 8) that each term in Δ s; rn;⋯; r1ð Þ on
C\ 0f g is holomorphic. Thus, Δ s; rn;⋯; r1ð Þ is holomorphic on C\ 0f g.

To see under what conditions Δ s; rn;⋯; r1ð Þ (respectively, G sð Þ) possesses only
isolated zeros and poles, let us assume that there exists 0< r≤ 1 such that

αn ¼ knr> αn�1 ¼ kn�1r>⋯> α1 ¼ k1r

βm ¼ lmr> βm�1 ¼ lm�1r>⋯> β1 ¼ l1r

(
(7)

where kn > kn�1 >⋯> k1 ≥0, lm > lm�1 >⋯> l1 ≥0, and kn ≥ lm are integers.
Then, if we set z ¼ sr, then G sð Þ and Δ s; rn;⋯; r1ð Þ can be re-expressed as

G z; rð Þ ¼ bmzlm þ bm�1zlm�1 þ⋯þ b1zl1

anzkn þ an�1zkn�1 þ⋯þ a1zk1

Δ z; rð Þ ¼ anzkn þ an�1zkn�1 þ⋯þ a1zk1

8><
>:

(8)

Obviously, G z; rð Þ is a so-called rational function on the z-complex plane
and possesses only finitely many isolated zeros and poles. More precisely, G z; rð Þ is
a special meromorphic function that is determined up to a multiplicative constant
by prescribing the locations and multiplicities of its zeros and poles ([16], p. 87);
or equivalently it is in the form of a complex fraction with regular-order
polynomials as its nominator and denominator. Also, Δ z; rð Þ is a regular-order
polynomial that is holomorphic on the whole z-complex plane and
has finitely many isolated zeros. Thus, G z; rð Þ and Δ z; rð Þ can be written in the
form of

G z; rð Þ ¼ bm
Q

l zþ zlð Þμl
an
Q

k zþ pk
� �νk

Δ z; rð Þ ¼ an
Q

k zþ pk
� �νk

8><
>:

(9)

Under the assumption that (7) and suppose that G z; rð Þ and Δ z; rð Þ have no zero,
zeros, and zero singularities, it holds that zl 6¼ 0, pk 6¼ 0∈ C. In addition,
μl ≥ 1, νk ≥ 1 are integers such that

P
lμl ¼ lm and

P
kνk ¼ kn.

Based on (6) and (9), the s-domain relationships can be rewritten by

G sð Þ ¼ bm
Q

l s
r þ zlð Þμl

an
Q

k sr þ pk
� �νk

Δ s; rn;⋯; r1ð Þ ¼ an
Q

k sr þ pk
� �νk

8><
>:

(10)

By (10), it is not hard to see that G sð Þ ¼ 0 as sr ! zl (or equivalently by (6),

s! exp log zl
r

n o
) and ∣G sð Þ∣! ∞ as sr ! pk (or equivalently, s! exp log pk

r

n o
). The

latter says specifically by Corollary 3.2 of [16] that s ¼ exp log pk=r
� �

is a pole of
G sð Þ. Then, G sð Þ is holomorphic on C\ exp log pk=r

� �� �
k and has only finitely

many isolated zeros and poles. It follows by ([16], pp. 86–87) that G sð Þ is
meromorphic on C\ 0f g. Confined to the discussion of this paper, G sð Þmay or
may not be rational.

In the sequel, when the assumption (7) is true and Δ z; rð Þ and G z; rð Þ have no
zeros and poles at the origin, then Δ s; rn;⋯; r1ð Þ and G sð Þ are well-defined on C\ 0f g
with respect to fractional commensurate order r. Only fractional commensurate
systems are considered in this study.
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2.3 Closed-loop configuration with FCO-LTI systems

Consider the feedback system illustrated in Figure 1, in which we denote by ΣG
and ΣH, respectively, an FCO-LTI plant and an FCO-LTI feedback subsystem that
possess the following fractional-order state-space equations.

ΣG :
Dr

tx ¼ Axþ Be
y ¼ CxþDe

, ΣH :
Dq

t ζ ¼ Λζ þ Γμ

η ¼ Θζ þ Πμ

((
(11)

where A∈Rn�n, B∈Rn�m, C∈Rl�n, and D∈Rl�m, respectively, are constant
matrices, while Λ∈Rp�p, Γ∈Rp�l, Θ∈Rm�p, and Π∈Rm�l are constant.

Fractional-order transfer functions for ΣG and ΣH are given as follows:

G sð Þ ¼ C diag srn ;⋯; ; sr1½ � � Að Þ�1BþD

≕C In s; rð Þ � Að Þ�1BþD ≕ Ĝ sð Þ þD

≕
C adj In s; rð Þ � Að ÞBþ det In s; rð Þ � Að ÞD

det In s; rð Þ � Að Þ
≕ �G sð Þ=det In s; rð Þ � Að Þ

H sð Þ ¼ Θ diag sqp ;⋯; ; sq1½ � � Λð Þ�1Γþ Π

≕Θ Ip s; qð Þ � Λ
� ��1Γþ Π ≕ Ĥ sð Þ þ Π

≕
Θ adj Ip s; qð Þ � Λ

� �
Γþ det Ip s; qð Þ � Λ

� �
Π

det Ip s; qð Þ � Λ
� �

≕ �H sð Þ=det Ip s; qð Þ � Λ
� �

8>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>:

(12)

where Ĝ sð Þ, Ĥ sð Þ, �G sð Þ, and �H sð Þ are obvious and adj �ð Þ is the adjoint. Also

In s; rð Þ ¼ diag srn ;⋯; sr1½ �, Ip s; qð Þ ¼ diag sqp ;⋯; sq1½ �

Now we construct the state-space equations for the open- and closed-loop sys-
tems of Figure 1. The open-loop system can be expressed by the fractional-order
state-space equation:

ΣO :

Dr
tx

Dq
t ζ

" #
¼

A 0

ΓC Λ

" #
x

ζ

" #
þ

B

ΓD

" #
u

η ¼ ΠC Θ½ �
x

ζ

" #
þ ΠDu

8>>>>><
>>>>>:

(13)

Figure 1.
FCO-LTI feedback configuration.
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In the closed-loop system, we can write the closed-loop state-space equation as

ΣC :

Dr
tx

Dq
t ζ

" #
¼

A� BΞΠC �BΞΘ
ΓC� ΓDΞΠC Λ� ΓDΞΘ

" #
x

ζ

" #
þ

BΞ

ΓDΞ

" #
u

η ¼ ΞΠC ΞΘ½ �
x

ζ

" #
þ ΠDΞu

8>>>>><
>>>>>:

(14)

where Ξ ¼ Im þ ΠDð Þ�1. To explicate the Nyquist approach, we begin with the
conventional return difference equation in the feedback configuration ΣC.

By definition, the characteristic polynomial for the closed-loop system ΣC is

ΔC s; r; qð Þ ≔ det
In s; rð Þ 0

0 Ip s; qð Þ

" #
�

A� BΞΠC �BΞΘ

ΓC� ΓDΞΠC Λ� ΓDΞΘ

" # !

¼ det
In s; rð Þ � A 0

�ΓC Ip s; qð Þ � Λ

" # !

�det Inþp þ
In s; rð Þ � A 0

�ΓC Ip s; qð Þ � Λ

" #�1 BΞΠC BΞΘ

ΓDΞΠC ΓDΞΘ

" #0
@

1
A

¼ ΔO s; r; qð Þdet Inþp þ
In s; rð Þ � A 0

�ΓC Ip s; qð Þ � Λ

" #�1 BΞΠC BΞΘ

ΓDΞΠC ΓDΞΘ

" #0
@

1
A

(15)

where det �ð Þ means the determinant of �ð Þ and

ΔO s; r; qð Þ ≔ det
In s; rð Þ � A 0

�ΓC Ip s; qð Þ � Λ

" # !

¼ det In s; rð Þ � Að Þdet Ip s; qð Þ � Λ
� � ¼ ΔG s; rð ÞΔH s; qð Þ

(16)

with ΔG s; rð Þ ¼ det In s; rð Þ � Að Þ and ΔH s; qð Þ ¼ det Ip s; qð Þ � Λ
� �

. Clearly,
ΔO s; r; qð Þ is the characteristic polynomial for ΣO, while ΔG s; rð Þ and ΔH s; qð Þ are the
characteristic polynomials for the subsystems ΣG and ΣH, respectively, in the feed-
back configuration of Figure 1.

Let us return to (15) and continue to observe that

ΔC s; r; qð Þ

¼ ΔO s; r; qð Þdet Inþp þ
In s; rð Þ � Að Þ�1 0

Ip s; qð Þ � Λ
� ��1ΓC In s; rð Þ � Að Þ�1 Ip s; qð Þ � Λ

� ��1
" # 

� B 0

0 Γ

� �
ΞΠ Ξ
DΞΠ DΞ

� �
C 0

0 Θ

� �
Þ

¼ ΔO s; r; qð Þdet Ilþmð

þ C 0

0 Θ

� �
In s; rð Þ � Að Þ�1 0

Ip s; qð Þ � Λ
� ��1ΓC In s; rð Þ � Að Þ�1 Ip s; qð Þ � Λ

� ��1
" #
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Now we construct the state-space equations for the open- and closed-loop sys-
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Figure 1.
FCO-LTI feedback configuration.
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In the closed-loop system, we can write the closed-loop state-space equation as
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where Ξ ¼ Im þ ΠDð Þ�1. To explicate the Nyquist approach, we begin with the
conventional return difference equation in the feedback configuration ΣC.

By definition, the characteristic polynomial for the closed-loop system ΣC is
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where det �ð Þ means the determinant of �ð Þ and
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with ΔG s; rð Þ ¼ det In s; rð Þ � Að Þ and ΔH s; qð Þ ¼ det Ip s; qð Þ � Λ
� �

. Clearly,
ΔO s; r; qð Þ is the characteristic polynomial for ΣO, while ΔG s; rð Þ and ΔH s; qð Þ are the
characteristic polynomials for the subsystems ΣG and ΣH, respectively, in the feed-
back configuration of Figure 1.

Let us return to (15) and continue to observe that

ΔC s; r; qð Þ

¼ ΔO s; r; qð Þdet Inþp þ
In s; rð Þ � Að Þ�1 0

Ip s; qð Þ � Λ
� ��1ΓC In s; rð Þ � Að Þ�1 Ip s; qð Þ � Λ

� ��1
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ΞΠ Ξ
DΞΠ DΞ

� �
C 0
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� �
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� B 0

0 Γ

� �
ΞΠ Ξ
DΞΠ DΞ

� ��

¼ ΔO s; r; qð Þdet Ilþm þ Ĝ sð Þ 0

Ĥ sð ÞĜ sð Þ, Ĥ sð Þ

" #
ΞΠ Ξ
DΞΠ DΞ

� � !

¼ ΔO s; r; qð Þdet Im þ ΠĜ sð ÞΞ ΠĜ sð ÞΞ
Ĥ sð ÞG sð ÞΞ, Im þ Ĥ sð ÞG sð ÞΞ

" # !

¼ ΔO s; r; qð Þdet Im ΠĜ sð ÞΞ
�Im Im þ Ĥ sð ÞG sð ÞΞ

" # !

¼ ΔO s; r; qð Þdet Im ΠĜ sð ÞΞ
0 Im þ Ĥ sð ÞG sð ÞΞþ ΠĜ sð ÞΞ

" # !

¼ ΔO s; r; qð Þdet Im þ Ĥ sð ÞG sð ÞΞþ ΠĜ sð ÞΞ
� �

¼ ΔO s; r; qð Þdet Ξð Þdet Im þ ΠDþ Ĥ sð ÞG sð Þ þ ΠĜ sð Þ
� �

¼ ΔO s; r; qð Þdet Ξð Þdet Im þH sð ÞG sð Þð Þ (17)

In deriving (17), the determinant equivalence det I1 þ XYð Þ ¼ det I2 þ YXð Þ is
repeatedly used, where X and Y are matrices of compatible dimensions and I1 and I2
are identities of appropriate dimensions. By (17), we have

ΔC s; r; qð Þ
ΔO s; r; qð Þ ¼

ΔC s; r; qð Þ
ΔG s; rð ÞΔH s; qð Þ ¼

det Im þH sð ÞG sð Þð Þ
det Im þ ΠDð Þ (18)

which is nothing but the return difference relationship for the fractional-order
feedback system ΣC. By the definitions, it is clear that ΔO s; r; qð Þ, ΔO s; r; qð Þ, ΔG s; rð Þ,
and ΔH s; qð Þ are all fractional-order. It is based on (18) that Nyquist-like criteria will
be worked out. However, in order to get rid of any open-loop structure and spec-
trum, let us instead work with

ΔC s; r; qð Þ ¼ ΔG s; rð ÞΔH s; qð Þdet Im þH sð ÞG sð Þð Þ
det Im þ ΠDð Þ (19)

Remark 1. Recalling our discussion in Section 2.2 and assuming that there exists
a number 0< ρ≤ 1 such that ΣG and ΣH are fractionally commensurate with respect
to the same commensurate order ρ, it follows that G sð Þ and H sð Þ are meromorphic
on C\ 0f g, while ΔC s; r; qð Þ, ΔG s; rð Þ, and ΔH s; qð Þ are holomorphic on the whole
complex plane. These complex functional facts will play a key role for us to apply
the argument principle to (18) as well as (19).

3. Main results

3.1 Nyquist contours in the z-/s-domains

As another preparation for stability analysis in fractional-order systems by
means of the argument principle for meromorphic functions, we need to choose
appropriate Nyquist contours.
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Firstly, the simply closed curve defined on the z-domain as illustrated by the
dashed-line in Figure 2 is the standard contour for a Nyquist-like stability criterion
in terms of Δ z; rð Þ. The contour portions ofN z along the two slopes actually overlap
the slope lines. Clearly, the contour N z is actually the boundary of the sector region
encircled by the dashed-line. The radiuses of the two arcs in the sector are suffi-
ciently small and large, respectively, or simply γ ! 0 and R! ∞. The sector is
symmetric with respect to the real axis, whose half angle is π

2 r.
Secondly, the simply closed curve defined on the s-domain as illustrated by

Figure 3 presents the standard contour used for a Nyquist-like stability criterion in
terms of Δ s; rn;⋯; r1ð Þ. Again the contour is plotted with dashed-lines; in particular,
the contour portion along the imaginary axis is actually overlapping the imaginary
axis. More precisely, N s is the boundary of the open right-half complex plane
Cþ ¼ s∈ C : Re sð Þ>0f g in the sense that

N s ∪ Cþ ¼ s∈ C : Re sð Þ≥0f g, Int N sð Þ ¼ Cþ

where Int �ð Þ denotes the interior of a closed set. Similar to the contour N z, the
radiuses of the two half-circles in N s are sufficiently small and large, respectively,
namely, γ ! 0 and R! ∞.

Remarks about the contours N z and N s:

• In both cases, the origin of the complex plane is excluded from the contours
themselves and their interiors. The reason for these specific contours is that G sð Þ
and Δ s; rn;⋯; r1ð Þ (respectively, G z; rð Þ and Δ z; rð Þ) are well-defined merely on
C\ 0f g due to the relation (6) and z ¼ sr.

Figure 2.
The standard z-domain contour N z.

Figure 3.
The standard s-domain contour N s.
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Firstly, the simply closed curve defined on the z-domain as illustrated by the
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• One might suggest that in order to detour the origin, the small arc in N z and
the small half-circle in N s can also be taken from the left-hand side around the
origin so that possible sufficiency deficiency in the subsequent stability conditions
can be dropped. In fact, if the origin is in the interior of N s, G sð Þ and Δ s; rn;⋯; r1ð Þ
have no definition at the origin. Therefore, the argument principle does not apply
rigorously.

3.2 Stability conditions related to FCO-LTI systems

Stability conditions in terms of the zeros distribution of Δ s; rn;⋯; r1ð Þ ¼ 0 and
that of Δ z; rð Þ ¼ 0 are given by the following proposition [13, 15].

Proposition 1. Consider the fractionally commensurate system with commen-
surate order 0< r≤ 1 defined by the fractional-order differential equation (1) or
the fractional-order state-space equation (3). The system is stable if and only if all
the zeros of Δ s; rn;⋯; r1ð Þ ¼ 0, denoted by skf gk, have negative real parts or all the
zeros of Δ z; rð Þ ¼ 0, denoted by zlf gl, satisfy

∣Arg zlð Þ∣> π

2
r, ∀zl (20)

where Arg �ð Þ is the principal branch argument of �ð Þ on the Riemann surface.

3.3 Stability criterion in FCO-LTI systems

In what follows, a fractional-order polynomial β s; rð Þ is said to be commensu-
rately Hurwitz if β s; rð Þ is fractionally commensurate order r with some 0< r≤ 1 in
the sense that all the roots of β s; rð Þ ¼ 0 possess negative real parts. More specifi-
cally, we write

β s; rð Þ ¼ cpsrlp þ cp�1srlp�1 þ⋯þ c1erl1

where lp > lp�1 >⋯> l1 ≥0 are integers and Re sð Þ<0 for any β s; rð Þ ¼ 0. It is
straightforward to see by definition that a fractionally commensurate order
Hurwitz polynomial must be holomorphic on the whole complex plane.

Theorem 1. Consider the fractional-order system with commensurate order
0< r≤ 1 defined by the differential equation (1) or the state-space equation (3). The
concerned system is stable if and only if for any γ >0 sufficiently small and R>0
sufficiently large, any prescribed commensurate order Hurwitz polynomial β s; rð Þ,
the stability locus

f s; β s; rð Þð Þ s∈N s ≕
Δ s; rn;⋯; r1ð Þ

β s; rð Þ
����

����
s∈N s

(21)

vanishes nowhere over N s, namely, f s; β s; rð Þð Þ 6¼ 0 for all s∈N s; and the num-
ber of its clockwise encirclement around the origin is equal to that of its
counterclockwise ones, namely,

N f s; β s; rð Þð js∈N s

� �
¼ Nc f s; β s; rð Þð Þ s∈N s

�
�Nc

�
f s; β s; rð Þð Þ

���
���
s∈N s

� �
¼ 0

In the above, the clockwise/counterclockwise orientation of f s; β s; rð Þð Þjs∈N s
can

be self-defined.
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Proof of Theorem 1. By introducing any fractional-order commensurately
Hurwitz polynomial β s; rð Þ into Δ s; rn;⋯; r1ð Þ, we obtain

Δ s; rn;⋯; r1ð Þ
β s; rð Þ ¼ f s; β s; rð Þð Þ (22)

Under the given assumption about the concerned characteristic polynomial and
the fact that β s; rð Þ is holomorphic, we can assert that f s; β s; rð Þð Þ is well-defined in
the sense that it is meromorphic and without singularities at the origin. This says
in particular that the argument principle applies to (22) as long as f s; β s; rð Þð Þ 6¼ 0
over s∈N s. Apparently, Eq. (22) holds even if there are any factor cancelations
between Δ s; rn;⋯; r1ð Þ and β s; rð Þ. This says that all unstable poles in Int N sð Þ∪N s, if
any, remain in the left-hand side of (22).

Bearing these facts in mind, let us apply the argument principle to (22)
counterclockwisely with N s being the Cauchy integral contour, and then the
desired assertion in terms of (25) follows.

More precisely, since f s; β s; rð Þð Þjs∈N s
vanishes nowhere over s∈N s, we conclude

readily that

Nz Δ s; rn;⋯; r1ð Þð Þ �Nz β s; rð Þð Þ ¼ N f s; β s; rð Þð Þð js∈N s

�
(23)

where Nz �ð Þ denotes the zero number of �ð Þ in Int N sð Þ∪N s and N �ð Þ denotes the
net number of the locus encirclements around the origin.

Note that all the roots of β s; rð Þ are beyond Int N sð Þ. It follows that N β s; rð Þð Þ ¼ 0.
Together with N �ð Þ ¼ Nc �ð Þ �Nc �ð Þ, it follows by (17) that

Nz Δ s; rn;⋯; r1ð Þð Þ ¼ Nc f s; β s; rð Þð Þ s∈Cγ

�� ��Nc f s; β s; rð Þð Þð js∈Cγ

� �

The above equation says that Nz Δ s; rn;⋯; r1ð Þð Þ ¼ 0 if and only if

N f s; β s; rð Þð Þð js∈Cγ

�
¼ 0. The desired results are verified if we mention that

Nz Δ s; rn;⋯; r1ð Þð Þ ¼ 0 is equivalent to the assertion that Δ s; rn;⋯; r1ð Þ ¼ 0 has no
roots in Int N sð Þ∪N s. This says exactly that Δ s; rn;⋯; r1ð Þ ¼ 0 has no roots in
Int N sð Þ∪N s, and thus the concerned system is stable.

Several remarks about Theorem 1.

• Theorem 1 is independent of the contour and locus orientations; or the locus
orientations can be alternatively defined after the locus is already drawn. The
fractionally commensurate Hurwitz polynomial β s; rð Þ can be arbitrarily prescribed
so that no existence issues exist. In addition, the stability locus is not unique. The
polynomial β s; rð Þ actually provides us additional freedom in frequency-domain
analysis and synthesis.

•When the stability locus with respect to the infinite portion ofN s is concerned,
it is most appropriate to let the commensurate degree of β s; rð Þ, namely, c-
deg β s; rð Þð Þ ¼ lp, satisfy lp ¼ kn, although β s; rð Þ can be arbitrary as long as it is
fractionally commensurate Hurwitz. For example, in the sense of (25),
if c-deg β s; rð Þð Þ> kn, the stability locus approaches the origin 0; j0ð Þ as s! ∞. It
may be graphically hard to discern possible encirclements around 0; j0ð Þ; if
c-deg β s; rð Þð Þ< kn, the stability locus contains portions that are plotted infinitely far
from 0; j0ð Þ. When c-deg β s; rð Þð Þ ¼ kn and let β s; rð Þ ¼ Lβ0 s; rð Þ with L>0 be con-
stant and β0 s; rð Þ monic, it follows from (25) that
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• One might suggest that in order to detour the origin, the small arc in N z and
the small half-circle in N s can also be taken from the left-hand side around the
origin so that possible sufficiency deficiency in the subsequent stability conditions
can be dropped. In fact, if the origin is in the interior of N s, G sð Þ and Δ s; rn;⋯; r1ð Þ
have no definition at the origin. Therefore, the argument principle does not apply
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∣Arg zlð Þ∣> π

2
r, ∀zl (20)

where Arg �ð Þ is the principal branch argument of �ð Þ on the Riemann surface.

3.3 Stability criterion in FCO-LTI systems
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0< r≤ 1 defined by the differential equation (1) or the state-space equation (3). The
concerned system is stable if and only if for any γ >0 sufficiently small and R>0
sufficiently large, any prescribed commensurate order Hurwitz polynomial β s; rð Þ,
the stability locus

f s; β s; rð Þð Þ s∈N s ≕
Δ s; rn;⋯; r1ð Þ

β s; rð Þ
����

����
s∈N s

(21)

vanishes nowhere over N s, namely, f s; β s; rð Þð Þ 6¼ 0 for all s∈N s; and the num-
ber of its clockwise encirclement around the origin is equal to that of its
counterclockwise ones, namely,

N f s; β s; rð Þð js∈N s

� �
¼ Nc f s; β s; rð Þð Þ s∈N s

�
�Nc

�
f s; β s; rð Þð Þ

���
���
s∈N s

� �
¼ 0

In the above, the clockwise/counterclockwise orientation of f s; β s; rð Þð Þjs∈N s
can

be self-defined.
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Proof of Theorem 1. By introducing any fractional-order commensurately
Hurwitz polynomial β s; rð Þ into Δ s; rn;⋯; r1ð Þ, we obtain

Δ s; rn;⋯; r1ð Þ
β s; rð Þ ¼ f s; β s; rð Þð Þ (22)

Under the given assumption about the concerned characteristic polynomial and
the fact that β s; rð Þ is holomorphic, we can assert that f s; β s; rð Þð Þ is well-defined in
the sense that it is meromorphic and without singularities at the origin. This says
in particular that the argument principle applies to (22) as long as f s; β s; rð Þð Þ 6¼ 0
over s∈N s. Apparently, Eq. (22) holds even if there are any factor cancelations
between Δ s; rn;⋯; r1ð Þ and β s; rð Þ. This says that all unstable poles in Int N sð Þ∪N s, if
any, remain in the left-hand side of (22).

Bearing these facts in mind, let us apply the argument principle to (22)
counterclockwisely with N s being the Cauchy integral contour, and then the
desired assertion in terms of (25) follows.

More precisely, since f s; β s; rð Þð Þjs∈N s
vanishes nowhere over s∈N s, we conclude
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where Nz �ð Þ denotes the zero number of �ð Þ in Int N sð Þ∪N s and N �ð Þ denotes the
net number of the locus encirclements around the origin.

Note that all the roots of β s; rð Þ are beyond Int N sð Þ. It follows that N β s; rð Þð Þ ¼ 0.
Together with N �ð Þ ¼ Nc �ð Þ �Nc �ð Þ, it follows by (17) that
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The above equation says that Nz Δ s; rn;⋯; r1ð Þð Þ ¼ 0 if and only if
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¼ 0. The desired results are verified if we mention that

Nz Δ s; rn;⋯; r1ð Þð Þ ¼ 0 is equivalent to the assertion that Δ s; rn;⋯; r1ð Þ ¼ 0 has no
roots in Int N sð Þ∪N s. This says exactly that Δ s; rn;⋯; r1ð Þ ¼ 0 has no roots in
Int N sð Þ∪N s, and thus the concerned system is stable.

Several remarks about Theorem 1.

• Theorem 1 is independent of the contour and locus orientations; or the locus
orientations can be alternatively defined after the locus is already drawn. The
fractionally commensurate Hurwitz polynomial β s; rð Þ can be arbitrarily prescribed
so that no existence issues exist. In addition, the stability locus is not unique. The
polynomial β s; rð Þ actually provides us additional freedom in frequency-domain
analysis and synthesis.

•When the stability locus with respect to the infinite portion ofN s is concerned,
it is most appropriate to let the commensurate degree of β s; rð Þ, namely, c-
deg β s; rð Þð Þ ¼ lp, satisfy lp ¼ kn, although β s; rð Þ can be arbitrary as long as it is
fractionally commensurate Hurwitz. For example, in the sense of (25),
if c-deg β s; rð Þð Þ> kn, the stability locus approaches the origin 0; j0ð Þ as s! ∞. It
may be graphically hard to discern possible encirclements around 0; j0ð Þ; if
c-deg β s; rð Þð Þ< kn, the stability locus contains portions that are plotted infinitely far
from 0; j0ð Þ. When c-deg β s; rð Þð Þ ¼ kn and let β s; rð Þ ¼ Lβ0 s; rð Þ with L>0 be con-
stant and β0 s; rð Þ monic, it follows from (25) that
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lim
s!∞

f s; β s; rð Þð Þ ¼ lim
s!∞

Δ s; rn;⋯; r1ð Þ
Lβ

0
s; rð Þ ¼ 1=L<∞ (24)

Since f s; β s; rð Þð Þ is continuous in s, (27) says that ∣f s; β s; rð Þð Þ∣ ≤M over s∈N s for
some 0<M<∞ and f s; β s; rð Þð Þjs∈N s

can be plotted in a bounded region around the
origin. Thus, no prior frequency sweep is needed when dealing with the stability
locus (25).

• Each and all the conditions in Theorem 1 can be implemented only by numer-
ically integrating ∠f s; β s; rð Þð Þ for computing the argument incremental
∇∠f s; β s; rð Þð Þ along the Cauchy integral contour N s, and then checking if
∇∠f s; β s; rð Þð Þ=2π ¼ 0 holds. In this way, numerically implementing Theorem 1
entails no graphical locus plotting. This is also the case for the following results.

• The clockwise/counterclockwise orientation of f s; β s; rð Þð Þjs∈N s
can be self-

defined. This is also the case in all the subsequent results.

Next, a regular-order polynomial α z; rð Þ is said to be πr-sector Hurwitz if all the
roots of α z; rð Þ ¼ 0 satisfy (20). More specifically, we write

α z; rð Þ ¼ cpzlp þ cp�1zlp�1 þ⋯þ c1zl1

where lp > lp�1 >⋯> l1 ≥0 are integers and Arg zð Þ<0 for any α z; rð Þ ¼ 0. It is
easy to see that a πr-sector Hurwitz polynomial is holomorphic.

Theorem 2. Consider the fractional-order system with commensurate order
0< r≤ 1 of the differential equation (1) or the state-space equation (3). The system
is stable if and only if for any γ >0 small and R>0 large sufficiently, any prescribed
πr-sector Hurwitz polynomial α z; rð Þ, the stability locus

g z; α z; rð Þð Þ z∈N z ≕
Δ z; rð Þ
α z; rð Þ

����
����
z∈N z

(25)

vanishes nowhere over N z, namely, g z; α z; rð Þð Þ 6¼ 0 for all z∈N z; and the
number of its clockwise encirclement around the origin is equal to that of its

counterclockwise ones, namely, N g z; α z; rð Þð jz∈N z

� �
¼ 0.

Proof of Theorem 2. Repeating those for Theorem 1 but in terms of g z; α z; rð Þð Þ
rather with f s; β s; rð Þð Þ, while the contour N s is replaced with N z.

Remark 2. The proof arguments can also be understood by using the transfor-
mation z ¼ sr to (22) and then applying the argument principle to the resulting z-
domain relationship. Note that z ¼ sr is holomorphic on C\ 0f g. The angle preserving
property ([16], pp. 255–256) leads immediately that the stability conditions of
Theorem 2 are equivalent to those of Theorem 1.

3.4 Stability criteria for closed-loop FCO-LTI systems

Based on the return difference equation (31) claimed in the feedback configura-
tion of Figure 1, together with the argument principle, the following s-domain
criterion follows readily.

Theorem 3. Consider the feedback system as in Figure 1 with the fractional-
order subsystems ΣG and ΣH defined in (22). Assume that both subsystems are
fractionally commensurate with respect to a same commensurate order 0< ρ≤ 1.
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Then, the closed-loop system is stable if and only if for any s-domain contourN s � ϵ
with R>0 sufficiently large and γ >0, ϵ≥0 sufficiently small, any prescribed com-
mensurate order Hurwitz polynomial β s; rð Þ; the locus

f C s; β s; ρð Þð Þ s∈N s�ϵ ≕
ΔG s; ρð ÞΔH s; ρð Þ

β s; ρð Þ
det Im þH sð ÞG sð Þð Þ

det Im þ ΞDð Þ
����

����
s∈N s�ϵ

(26)

satisfies: (i) f C s; β s; ρð Þð Þ 6¼ 0 for all s∈N s � ϵ; (ii) N
�
f C s; β s; ρð Þð Þ

���
s∈N s�ϵ

�
¼ 0.

Here, N s � ϵ stands for the contour by shifting N s to its left with distance ϵ.
Proof of Theorem 3. Under the given assumptions, the return difference equation

(19) is well-defined on N s � ϵ and Int N s � ϵð Þ. Then, applying the argument
principle to (19) and repeating some arguments similar to those in the proof for
Theorem 1, the desired results follow readily.

To complete the proof, it remains to only show why we must work with the
contourN s � ϵ in general, rather than the standard contourN s itself directly. To see
this, we notice that the shifting factor ϵ≥0 is introduced for detouring possible open-
loop zeros and poles on the imaginary axis but excluding the origin. Since all zeros and
poles, if any, are isolated, ϵ≥0 is always available. Furthermore, we have by (12) that

ΔG s; ρð ÞΔH s; ρð Þdet Im þH sð ÞG sð Þð Þ
det Im þ ΞDð Þ

¼ ΔG s; ρð ÞΔH s; ρð Þ
det ΔG s; ρð ÞΔH s; ρð ÞIm þ �H sð Þ�G sð Þ
� �

Δm
G s; ρð ÞΔm

H s; ρð Þdet Im þ ΞDð Þ

which says clearly that if there are imaginary zeros of ΔG s; ρð ÞΔH s; ρð Þ, then
factor cancelation will happen between ΔG s; ρð ÞΔH s; ρð Þ and det Im þH sð ÞG sð Þð Þ.
Such factor cancelation, if any, can be revealed analytically as in the above algebras,
whereas it does bring us trouble in numerically computing the locus (obviously,
numerical computation cannot reflect any existence of factor cancelation rigor-
ously). Consequently, when the standard contour N s is adopted, if there do exist
imaginary open-loop poles, the corresponding stability locus cannot be well-defined
with respect to N s. When this happens, one need to know the exact positions of
imaginary zeros and/or poles and modify the contour accordingly to detour them
before computing the locus; in other words, working with N s brings sufficiency
deficiency when imaginary open-loop poles exist.

On the contrary, if there exist no imaginary open-loop poles, it is not hard to see
that working with N s � ϵ in numerically computing the locus yields no sufficiency
redundance as ε! 0, noting that ϵ≥0 always exists.

As a z-domain counterpart to Theorem 3, we have.
Theorem 4. Under the same assumptions of Theorem 3; the closed-loop system

is stable if and only if for any s-domain contour N z � ϵ with R>0 large sufficiently
and γ >0, ϵ≥0 sufficiently small, any prescribed πr-sector Hurwitz polynomial
α s; rð Þ; the stability locus

gC z; α z; ρð Þð Þ z∈N z�ϵ ≕
~ΔG z; ρð Þ~ΔH z; ρð Þ

α z; ρð Þ det
Im þ ~H zð Þ~G zð ÞÞ
det Im þ ΞDð Þ

 ����
z∈N z�ϵ

������
(27)

satisfies: (i) gC z; α z; ρð Þð Þ 6¼ 0 for all z∈N z � ϵ; (ii)

N
�
gC z; α z; ρð Þð Þ

���
z∈N z�ϵ

�
¼ 0. Here, we have
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lim
s!∞

f s; β s; rð Þð Þ ¼ lim
s!∞

Δ s; rn;⋯; r1ð Þ
Lβ

0
s; rð Þ ¼ 1=L<∞ (24)

Since f s; β s; rð Þð Þ is continuous in s, (27) says that ∣f s; β s; rð Þð Þ∣ ≤M over s∈N s for
some 0<M<∞ and f s; β s; rð Þð Þjs∈N s

can be plotted in a bounded region around the
origin. Thus, no prior frequency sweep is needed when dealing with the stability
locus (25).

• Each and all the conditions in Theorem 1 can be implemented only by numer-
ically integrating ∠f s; β s; rð Þð Þ for computing the argument incremental
∇∠f s; β s; rð Þð Þ along the Cauchy integral contour N s, and then checking if
∇∠f s; β s; rð Þð Þ=2π ¼ 0 holds. In this way, numerically implementing Theorem 1
entails no graphical locus plotting. This is also the case for the following results.

• The clockwise/counterclockwise orientation of f s; β s; rð Þð Þjs∈N s
can be self-

defined. This is also the case in all the subsequent results.

Next, a regular-order polynomial α z; rð Þ is said to be πr-sector Hurwitz if all the
roots of α z; rð Þ ¼ 0 satisfy (20). More specifically, we write

α z; rð Þ ¼ cpzlp þ cp�1zlp�1 þ⋯þ c1zl1

where lp > lp�1 >⋯> l1 ≥0 are integers and Arg zð Þ<0 for any α z; rð Þ ¼ 0. It is
easy to see that a πr-sector Hurwitz polynomial is holomorphic.

Theorem 2. Consider the fractional-order system with commensurate order
0< r≤ 1 of the differential equation (1) or the state-space equation (3). The system
is stable if and only if for any γ >0 small and R>0 large sufficiently, any prescribed
πr-sector Hurwitz polynomial α z; rð Þ, the stability locus

g z; α z; rð Þð Þ z∈N z ≕
Δ z; rð Þ
α z; rð Þ

����
����
z∈N z

(25)

vanishes nowhere over N z, namely, g z; α z; rð Þð Þ 6¼ 0 for all z∈N z; and the
number of its clockwise encirclement around the origin is equal to that of its

counterclockwise ones, namely, N g z; α z; rð Þð jz∈N z

� �
¼ 0.

Proof of Theorem 2. Repeating those for Theorem 1 but in terms of g z; α z; rð Þð Þ
rather with f s; β s; rð Þð Þ, while the contour N s is replaced with N z.

Remark 2. The proof arguments can also be understood by using the transfor-
mation z ¼ sr to (22) and then applying the argument principle to the resulting z-
domain relationship. Note that z ¼ sr is holomorphic on C\ 0f g. The angle preserving
property ([16], pp. 255–256) leads immediately that the stability conditions of
Theorem 2 are equivalent to those of Theorem 1.

3.4 Stability criteria for closed-loop FCO-LTI systems

Based on the return difference equation (31) claimed in the feedback configura-
tion of Figure 1, together with the argument principle, the following s-domain
criterion follows readily.

Theorem 3. Consider the feedback system as in Figure 1 with the fractional-
order subsystems ΣG and ΣH defined in (22). Assume that both subsystems are
fractionally commensurate with respect to a same commensurate order 0< ρ≤ 1.
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Then, the closed-loop system is stable if and only if for any s-domain contourN s � ϵ
with R>0 sufficiently large and γ >0, ϵ≥0 sufficiently small, any prescribed com-
mensurate order Hurwitz polynomial β s; rð Þ; the locus
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ΔG s; ρð ÞΔH s; ρð Þ

β s; ρð Þ
det Im þH sð ÞG sð Þð Þ

det Im þ ΞDð Þ
����

����
s∈N s�ϵ

(26)

satisfies: (i) f C s; β s; ρð Þð Þ 6¼ 0 for all s∈N s � ϵ; (ii) N
�
f C s; β s; ρð Þð Þ

���
s∈N s�ϵ

�
¼ 0.

Here, N s � ϵ stands for the contour by shifting N s to its left with distance ϵ.
Proof of Theorem 3. Under the given assumptions, the return difference equation

(19) is well-defined on N s � ϵ and Int N s � ϵð Þ. Then, applying the argument
principle to (19) and repeating some arguments similar to those in the proof for
Theorem 1, the desired results follow readily.

To complete the proof, it remains to only show why we must work with the
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det Im þ ΞDð Þ

¼ ΔG s; ρð ÞΔH s; ρð Þ
det ΔG s; ρð ÞΔH s; ρð ÞIm þ �H sð Þ�G sð Þ
� �

Δm
G s; ρð ÞΔm

H s; ρð Þdet Im þ ΞDð Þ

which says clearly that if there are imaginary zeros of ΔG s; ρð ÞΔH s; ρð Þ, then
factor cancelation will happen between ΔG s; ρð ÞΔH s; ρð Þ and det Im þH sð ÞG sð Þð Þ.
Such factor cancelation, if any, can be revealed analytically as in the above algebras,
whereas it does bring us trouble in numerically computing the locus (obviously,
numerical computation cannot reflect any existence of factor cancelation rigor-
ously). Consequently, when the standard contour N s is adopted, if there do exist
imaginary open-loop poles, the corresponding stability locus cannot be well-defined
with respect to N s. When this happens, one need to know the exact positions of
imaginary zeros and/or poles and modify the contour accordingly to detour them
before computing the locus; in other words, working with N s brings sufficiency
deficiency when imaginary open-loop poles exist.

On the contrary, if there exist no imaginary open-loop poles, it is not hard to see
that working with N s � ϵ in numerically computing the locus yields no sufficiency
redundance as ε! 0, noting that ϵ≥0 always exists.

As a z-domain counterpart to Theorem 3, we have.
Theorem 4. Under the same assumptions of Theorem 3; the closed-loop system

is stable if and only if for any s-domain contour N z � ϵ with R>0 large sufficiently
and γ >0, ϵ≥0 sufficiently small, any prescribed πr-sector Hurwitz polynomial
α s; rð Þ; the stability locus

gC z; α z; ρð Þð Þ z∈N z�ϵ ≕
~ΔG z; ρð Þ~ΔH z; ρð Þ

α z; ρð Þ det
Im þ ~H zð Þ~G zð ÞÞ
det Im þ ΞDð Þ

 ����
z∈N z�ϵ

������
(27)

satisfies: (i) gC z; α z; ρð Þð Þ 6¼ 0 for all z∈N z � ϵ; (ii)

N
�
gC z; α z; ρð Þð Þ

���
z∈N z�ϵ

�
¼ 0. Here, we have
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~ΔG z; ρð Þ ¼ ΔG s; ρð Þ sρ¼z; ~ΔHðz; ρÞ ¼ ΔHðs; ρÞ
�� ��

sρ¼z
~H zð Þ ¼ H sð Þ sρ¼z; ~G zð Þ ¼ G sð Þ�� ��

sρ¼z

(

In the above, N z � ϵ is the contour by shifting N z to its left with distance ϵ.
Several remarks about Theorems 3 and 4:

• The shifted contour N s � ϵ reduces to the standard contour N s when ϵ ¼ 0.
This is also the case for the shifted contour N z � ϵ and N z.

• Clearly, the detouring treatments in Theorems 3 and 4 do not exist in Theo-
rems 1 and 2, since the stability conditions in the latter ones are claimed directly on
the fractional-order characteristic polynomials, in which transfer functions are not
involved.

4. Numerical illustrations

4.1 Example description for Theorems 1 and 2

Consider a single fractional-order commensurate system [15] with the charac-
teristic polynomial

s2r þ 2asr þ b ¼ 0, a, b∈R

where the commensurate order 0< r ¼ k
m ≤ 1 with k, m, and k≤m being positive

integers as appropriately. In all the numerical simulations based on Theorem 1, the
fractionally commensurate Hurwitz polynomial β s; rð Þ ¼ sþ 1ð Þ2r is employed. In all
the numerical simulations based on Theorem 2, the πr-sector Hurwitz polynomial
α z; rð Þ ¼ zþ 0:1ð Þ2 is adopted.

In what follows, the s-domain contour N s is defined with γ ¼ 0:01 and
R ¼ 100000, while the z-domain contour N z is defined with γ ¼ 0:01 and
R ¼ 10000.

4.2 Numerical results for Theorems 1 and 2

The following cases are considered in terms of a and b. In each figure, the left-
hand sub-figure plots the stability locus in terms of f s; β s; rð Þð Þjs∈N s

, or simply the s-
locus, for some fixed a and , while the right-hand sub-figure presents the stability
locus in terms of g z; α z; rð Þð Þjz∈N z

, or simply the z-locus.

Figure 4.
Stability loci with a ¼ 2 and b ¼ 1.
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• a>0, b>0, and a2 ≥ b. By examining the s-loci of Figure 4 graphically, no
encirclements around the origin are counted in each case of

r∈ 0:2;0:4;0:6;0:8; 1:0f g; indeed, N
�
f s; β s; rð Þð Þ

���
s∈N s

�
¼ 0 for each

r∈ 0:2;0:4;0:6;0:8; 1:0f g can be verified numerically without locus plotting.
Therefore, the system is stable in each case.

The same conclusions can be drawn by examining the z-loci of Figure 4. More

precisely, we have N
�
f z; α z; rð Þð Þ

���
z∈N z

�
¼ 0 for each r∈ 0:2;0:4;0:6;0:8; 1:0f g

numerically.

• a>0, b>0, and a2 < b. By the s-loci of Figure 5, no encirclements around the
origin are counted in each case of r∈ 0:2;0:4;0:6;0:8; 1:0f g graphically; or
N
�
f
�
s; β s; rð Þ

����
s∈N s

�
¼ 0 for each r∈ 0:2;0:4;0:6;0:8; 1:0f g numerically. There-

fore, the system is stable in each case.
The same conclusions can be drawn by examining the z-loci of Figure 5. More

precisely, we have N
�
f
�
z; α z; rð Þ

����
z∈N z

�
¼ 0 for each r∈ 0:2;0:4;0:6;0:8; 1:0f g

numerically.

• a<0, b<0, and thus a2 ≥ b holds always. By the s-loci of Figure 6, one net
encirclement around the origin is counted in each case of r∈ 0:2;0:4;0:6;0:8; 1:0f g
graphically; alternatively, N

�
f
�
s; β s; rð Þ

����
���
s∈N s

�
∣ ¼ 1 for each

r∈ 0:2;0:4;0:6;0:8; 1:0f g numerically. Therefore, the system is unstable in each case.
The instability conclusions in each r∈ 0:2;0:4;0:6;0:8; 1:0f g can be revealed by

means of the z-loci of Figure 6. More precisely, we have N
�
f
�
z; α z; rð Þ

����
z∈N z

�
¼ 1

for each r∈ 0:2;0:4;0:6;0:8; 1:0f g numerically.

Figure 5.
Stability loci with a ¼ 1=2 and b ¼ 1.

Figure 6.
Stability loci with a = �1 and b = �1.
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�� ��

sρ¼z
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sρ¼z

(

In the above, N z � ϵ is the contour by shifting N z to its left with distance ϵ.
Several remarks about Theorems 3 and 4:

• The shifted contour N s � ϵ reduces to the standard contour N s when ϵ ¼ 0.
This is also the case for the shifted contour N z � ϵ and N z.
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rems 1 and 2, since the stability conditions in the latter ones are claimed directly on
the fractional-order characteristic polynomials, in which transfer functions are not
involved.

4. Numerical illustrations
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m ≤ 1 with k, m, and k≤m being positive

integers as appropriately. In all the numerical simulations based on Theorem 1, the
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the numerical simulations based on Theorem 2, the πr-sector Hurwitz polynomial
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• a>0, b>0, and a2 ≥ b. By examining the s-loci of Figure 4 graphically, no
encirclements around the origin are counted in each case of
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���
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¼ 0 for each
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¼ 0 for each r∈ 0:2;0:4;0:6;0:8; 1:0f g

numerically.

• a<0, b<0, and thus a2 ≥ b holds always. By the s-loci of Figure 6, one net
encirclement around the origin is counted in each case of r∈ 0:2;0:4;0:6;0:8; 1:0f g
graphically; alternatively, N
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����
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∣ ¼ 1 for each

r∈ 0:2;0:4;0:6;0:8; 1:0f g numerically. Therefore, the system is unstable in each case.
The instability conclusions in each r∈ 0:2;0:4;0:6;0:8; 1:0f g can be revealed by

means of the z-loci of Figure 6. More precisely, we have N
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• a>0, b<0, and thus a2 ≥ b holds always. By the s-loci of Figure 7, one net
encirclement around the origin is counted in each case of r∈ 0:2;0:4;0:6;0:8; 1:0f g
graphically; alternatively, N

�
f
�
s; β s; rð Þ

����
���
s∈N s

�
∣ ¼ 1 for each

r∈ 0:2;0:4;0:6;0:8; 1:0f g numerically. Therefore, the system is unstable in each case.
The instability conclusions in each r∈ 0:2;0:4;0:6;0:8; 1:0f g can be drawn again

by means of the z-loci of Figure 7. More precisely, we have

N
�
f
�
z; α z; rð Þ

����
z∈N z

�
¼ 1 for each r∈ 0:2;0:4;0:6;0:8; 1:0f g numerically.

• a<0, b>0, and a2 ≥ b. By the s-loci of Figure 8, one net encirclement around

the origin is counted in the case of r ¼ 0:2 graphically, or N
�
f
�
s; β s; rð Þ

����
���
s∈N s

�
∣ ¼ 1

for r ¼ 0:2 numerically; two net encirclements around the origin are counted in

each case of r∈ 0:4;0:6;0:8; 1:0f g, or N
�
f
�
s; β s; rð Þ

����
���
s∈N s

�
∣ ¼ 2 for each

r∈ 0:4;0:6;0:8; 1:0f g numerically. Therefore, the system is unstable in each case of
r∈ 0:2;0:4;0:6;0:8; 1:0f g.

The instability conclusions in each r∈ 0:2;0:4;0:6;0:8; 1:0f g can be drawn again
by means of the z-loci of Figure 8. More specifically, we have

N
�
f
�
z; α z; rð Þ

����
z∈N z

�
¼ 1 for r ¼ 0:2 and N

�
f
�
z; α z; rð Þ

����
z∈N z

�
¼ 2 for each

r∈ 0:4;0:6;0:8; 1:0f g numerically.

• a<0, b>0, and a2 < b. By the s-loci of Figure 9, no encirclements around the
origin are counted in each case of r∈ 0:2;0:4;0:6f g graphically, or
N
�
f
�
s; β s; rð Þ

����
���
s∈N s

�
∣ ¼ 0 for each r∈ 0:2;0:4;0:6f g numerically. Therefore, the

system is stable in each case of r∈ 0:2;0:4;0:6f g. However, two net encirclements
around the origin are counted in each case of r∈ 0:8; 1:0f g graphically or

Figure 7.
Stability loci with a = 1 and b = �1.

Figure 8.
Stability loci with a ¼ �2 and b ¼ 1.
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N
�
f
�
s; β s; rð Þ

����
���
s∈N s

�
∣ ¼ 2 for each r∈ 0:8; 1:0f g numerically. Therefore, the

system is unstable in either case of r∈ 0:8; 1:0f g.
Stability in each case of r∈ 0:2;0:4;0:6f g and instability for either case of

r∈ 0:8; 1:0f g can be verified by the z-loci of Figure 9 as appropriately. Indeed, we

have N
�
f
�
z; α z; rð Þ

����
z∈N z

�
¼ 0 for r∈ 0:2;0:4;0:6f g and

N
�
f
�
z; α z; rð Þ

����
z∈N z

�
¼ 2 for each r∈ 0:8; 1:0f g numerically.

Based on the numerical results, the stability/instability conclusions based on the
s-loci completely coincide with those drawn based on the z-loci. This reflects the
fact of Remark 2. These numerical results are also in accordance with those by [15]
about the same example, which are summarized by working with solving polyno-
mial roots. It is worth mentioning that polynomial roots are not always solvable in
general. Fortunately, the suggested Nyquist-like criteria can be implemented
graphically and numerically, independent of any polynomial root solution and
inter-complex-plane transformation. Hence, the suggested technique is applicable
more generally.

4.3 Example description for Theorem 3

Consider the feedback configuration of Figure 1 used for automatic voltage
regulator (AVR) in generators, which is formed by the subsystems [6]:

G sð Þ ¼ KP þ KI

sλ þ 0:0001
þ 100KDsμ

sμ þ 100

� �
10

1þ 0:1sð Þ 1þ 0:4sð Þ 1þ sð Þ , H sð Þ ¼ 1
1þ 0:01s

where H sð Þ is a regular-order sensor model and G sð Þ is a cascading model
consisting of a fractional-order PID in the form of
KP þ KI= sλ þ 0:0001

� �þ 100KDsμ= sμ þ 100ð Þ 1, an amplifier modeled as

Figure 9.
Stability loci with a ¼ �1=2 and b ¼ 1.

KP KI KD μ λ

Case 1 1.2623 0.5531 0.2382 1.2555 1.1827

Case 2 1.2623 0.5526 0.2381 1.2559 1.1832

Table 1.
PID controller parameters.

1
The fractional-order integral portion in the PID is approximated by KI= sλ þ 0:0001

� �
in order to avoid

definition problem at the origin when it is in the form of KI=sλ.
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• a>0, b<0, and thus a2 ≥ b holds always. By the s-loci of Figure 7, one net
encirclement around the origin is counted in each case of r∈ 0:2;0:4;0:6;0:8; 1:0f g
graphically; alternatively, N

�
f
�
s; β s; rð Þ

����
���
s∈N s

�
∣ ¼ 1 for each

r∈ 0:2;0:4;0:6;0:8; 1:0f g numerically. Therefore, the system is unstable in each case.
The instability conclusions in each r∈ 0:2;0:4;0:6;0:8; 1:0f g can be drawn again

by means of the z-loci of Figure 7. More precisely, we have

N
�
f
�
z; α z; rð Þ

����
z∈N z

�
¼ 1 for each r∈ 0:2;0:4;0:6;0:8; 1:0f g numerically.

• a<0, b>0, and a2 ≥ b. By the s-loci of Figure 8, one net encirclement around

the origin is counted in the case of r ¼ 0:2 graphically, or N
�
f
�
s; β s; rð Þ

����
���
s∈N s

�
∣ ¼ 1

for r ¼ 0:2 numerically; two net encirclements around the origin are counted in

each case of r∈ 0:4;0:6;0:8; 1:0f g, or N
�
f
�
s; β s; rð Þ

����
���
s∈N s

�
∣ ¼ 2 for each

r∈ 0:4;0:6;0:8; 1:0f g numerically. Therefore, the system is unstable in each case of
r∈ 0:2;0:4;0:6;0:8; 1:0f g.

The instability conclusions in each r∈ 0:2;0:4;0:6;0:8; 1:0f g can be drawn again
by means of the z-loci of Figure 8. More specifically, we have

N
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f
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z; α z; rð Þ

����
z∈N z

�
¼ 1 for r ¼ 0:2 and N

�
f
�
z; α z; rð Þ

����
z∈N z

�
¼ 2 for each

r∈ 0:4;0:6;0:8; 1:0f g numerically.

• a<0, b>0, and a2 < b. By the s-loci of Figure 9, no encirclements around the
origin are counted in each case of r∈ 0:2;0:4;0:6f g graphically, or
N
�
f
�
s; β s; rð Þ

����
���
s∈N s

�
∣ ¼ 0 for each r∈ 0:2;0:4;0:6f g numerically. Therefore, the

system is stable in each case of r∈ 0:2;0:4;0:6f g. However, two net encirclements
around the origin are counted in each case of r∈ 0:8; 1:0f g graphically or

Figure 7.
Stability loci with a = 1 and b = �1.

Figure 8.
Stability loci with a ¼ �2 and b ¼ 1.
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N
�
f
�
s; β s; rð Þ

����
���
s∈N s

�
∣ ¼ 2 for each r∈ 0:8; 1:0f g numerically. Therefore, the

system is unstable in either case of r∈ 0:8; 1:0f g.
Stability in each case of r∈ 0:2;0:4;0:6f g and instability for either case of

r∈ 0:8; 1:0f g can be verified by the z-loci of Figure 9 as appropriately. Indeed, we

have N
�
f
�
z; α z; rð Þ

����
z∈N z

�
¼ 0 for r∈ 0:2;0:4;0:6f g and

N
�
f
�
z; α z; rð Þ

����
z∈N z

�
¼ 2 for each r∈ 0:8; 1:0f g numerically.

Based on the numerical results, the stability/instability conclusions based on the
s-loci completely coincide with those drawn based on the z-loci. This reflects the
fact of Remark 2. These numerical results are also in accordance with those by [15]
about the same example, which are summarized by working with solving polyno-
mial roots. It is worth mentioning that polynomial roots are not always solvable in
general. Fortunately, the suggested Nyquist-like criteria can be implemented
graphically and numerically, independent of any polynomial root solution and
inter-complex-plane transformation. Hence, the suggested technique is applicable
more generally.

4.3 Example description for Theorem 3

Consider the feedback configuration of Figure 1 used for automatic voltage
regulator (AVR) in generators, which is formed by the subsystems [6]:

G sð Þ ¼ KP þ KI

sλ þ 0:0001
þ 100KDsμ

sμ þ 100

� �
10

1þ 0:1sð Þ 1þ 0:4sð Þ 1þ sð Þ , H sð Þ ¼ 1
1þ 0:01s

where H sð Þ is a regular-order sensor model and G sð Þ is a cascading model
consisting of a fractional-order PID in the form of
KP þ KI= sλ þ 0:0001

� �þ 100KDsμ= sμ þ 100ð Þ 1, an amplifier modeled as

Figure 9.
Stability loci with a ¼ �1=2 and b ¼ 1.

KP KI KD μ λ

Case 1 1.2623 0.5531 0.2382 1.2555 1.1827

Case 2 1.2623 0.5526 0.2381 1.2559 1.1832

Table 1.
PID controller parameters.

1
The fractional-order integral portion in the PID is approximated by KI= sλ þ 0:0001

� �
in order to avoid

definition problem at the origin when it is in the form of KI=sλ.
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10= 1þ 0:1sð Þ, an exciter modeled as 1= 1þ 0:4sð Þ, and a generator with model
1= 1þ sð Þ. Fractional-order PID parametrization is addressed in [6] by means of
particle swarm optimization.

In the following, we focus merely on verifying the closed-loop stability based on
Theorem 3, based on the parametrization results therein. To this end, the s-domain
shifting contour N s � ϵ is defined with R ¼ 100000, γ ¼ 0:1, and ε ¼ 0:01. To
utilize Theorem 3, the fractionally commensurate Hurwitz polynomial
β s; rð Þ ¼ sþ 1ð Þλþμþ4 is employed.

The so-called optimal controller parameters are listed in Table 1.

4.4 Numerical results for Theorem 3

Based on Table 1, the stability loci in the two cases are plotted in Figure 10.
The stability loci for the two cases cannot be distinguished from each other
graphically. By counting the outmost circle as one clockwise encirclement around
the origin, then one can count another counterclockwise encirclement after
zooming into the local region around the origin; it follows that the net encircle-
ments number is zero. Indeed, our numerical phase increment computations in

either case yields that N
�
f C
�
s; β s; ρð Þ

����
s∈N s�ε

�
¼ 0. From these facts, Theorem 3

ensures that the closed-loop fractional-order system is stable. This coincides with
the results in [6].

5. Conclusions

Stability is one of the imperative and thorny issues in analysis and synthesis of
various types of fractional-order systems. By the literature [28–30], the frequently
adopted approaches are through single/multiple complex transformation such that
fractional-order characteristic polynomials are transformed into standard regular-
order polynomials, and then stability testing of the concerned fractional-order
systems is completed by the root distribution of the corresponding regular-order
polynomials. In view of the root computation feature, such existing approaches are
direct in testing methodology.

In this paper, we claimed and proved an indirect approach that is meant also in
the s-complex domain but involves no root computation at all. What is more, the
main results can be interpreted and implemented graphically with locus plotting as
we do in the conventional Nyquist criteria, as well as numerically without any locus
plotting (or simply via complex function argument integration). This implies that
the complex scaling approach is numerically tractable so that is much more

Figure 10.
Stability loci for cases 1 and 2.
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applicable in fractional-order control design and parametrization. This point is
significant for practical control applications involving fractional-order plants,
which are our perspective topics in the future.
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Chapter 3

Algorithms for LQR via Static
Output Feedback for
Discrete-Time LTI Systems
Yossi Peretz

Abstract

Randomized and deterministic algorithms for the problem of LQR optimal
control via static-output-feedback (SOF) for discrete-time systems are suggested in
this chapter. The randomized algorithm is based on a recently introduced random-
ized optimization method named the Ray-Shooting Method that efficiently solves
the global minimization problem of continuous functions over compact non-convex
unconnected regions. The randomized algorithm presented here has a proof of
convergence in probability to the global optimum. The suggested deterministic
algorithm is based on the gradient method and thus can be proved to converge to
local optimum only. A comparison between the algorithms is provided as well as
the performance of the hybrid algorithm.

Keywords: control systems, optimal control, discrete-time systems,
state-space models, NP-hard control problems, randomized algorithms,
deterministic algorithms

1. Introduction

The application of static-output-feedbacks (SOFs) for linear-quadratic
regulators (LQR) is very attractive, since they are cheap and reliable and their
implementation is simple and direct, because their components has direct physical
interpretation in terms of sensors amplification rates and actuator activation power.
Moreover, the long-term memory of dynamic feedbacks is useless for systems
subject to random disturbances, to fast dynamic loadings or to random bursts and
impulses, and the application of state feedbacks is not always possible due to
unavailability of full-state measurements (see, e.g., [1]). Also, the use of SOF
avoids the need to reconstruct the state by Kalman filter or by any other state
reconstructor.

On the other hand, in practical applications, the entries of the needed SOFs are
bounded, and since the problem of SOFs with interval constrained entries is NP-
hard (see [2, 3]), one cannot expect the existence of a deterministic efficient (i.e.,
polynomial-time) algorithm to solve the problem. Randomized algorithms are thus
natural solutions to the problem. The probabilistic and randomized methods for the
constrained SOF problem and robust stabilization via SOFs (among other hard
problems) are discussed in [4–7]. For a survey of the SOF problem see [8], and for a
recent survey of the robust SOF problem see [9].
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The Ray-Shooting Method was recently introduced in [10], where it was used
to derive the Ray-Shooting (RS) randomized algorithm for the minimal-gain
SOF problem, with regional pole assignment, where the region can be non-convex
and unconnected. The Ray-Shooting Method was successfully applied recently
also to the following hard complexity control problems for continuous-time
systems:

• Structured and structured-sparse SOFs (see [11])

• LQR via SOF for continuous-time LTI systems (see [12])

• LQR optimal, H∞-optimal, and H2-optimal proportional-integral-differential
(PID) controllers (see [13])

• Robust control via SOF (see [14])

The contribution of the research presented in the current chapter is as follows:

1.The randomized algorithm presented here (which we call the RS algorithm) is
based on the Ray-Shooting Method (see [10]), which opposed to smooth
optimization methods, and has the potential of finding a global optimum of
continuous functions over compact non-convex and unconnected regions.

2.The RS algorithm has a proof of convergence in probability and explicit
complexity.

3.Experience with the algorithm shows good quality of controllers (in terms of
reduction of the LQR functional value with relatively small controller norms),
high percent of success, and good run-time, for real-life systems. Thus, the
suggested practical algorithm efficiently solves the problem of LQR via SOF
for discrete-time systems.

4.The RS algorithm does not need to solve any Riccati or quadratic matrix
equations (QMES) and thus can be applied to large systems.

5.The RS algorithm is one of the few, dealing with the problem of LQR via SOF
for discrete-time systems.

6.A deterministic algorithm for the problem that generalizes the algorithm of
Moerder and Calise [15], for discrete-time systems, is given (we call it the MC
algorithm). The MC algorithm has a proof of convergence to a local optimum
only, and it needs other algorithms for computing initial stabilizing SOF.

7.A comparison between the RS and the MC algorithms, as well as the
performance of the hybrid algorithm, for real-life systems, is provided.

The reminder of the chapter is organized as follows:
In Section 2 we formulate the problem and give some useful lemmas (without a

proof). In Section 3, we introduce the randomized algorithm for the problem of
LQR via SOF for discrete-time LTI systems. Section 4 is devoted to the
deterministic algorithm for the problem. In Section 5, we give the results of the
algorithms for some real-life systems. Finally, in Section 6 we conclude with
some remarks.
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2. Preliminaries

Let a discrete-time system be given by

xkþ1 ¼ Axk þ Buk, k ¼ 0, 1,…

yk ¼ Cxk

�
(1)

where A∈p�p,B∈p�q, C∈r�p, and x0 ∈p. Let the LQR cost functional be
defined by

J x0, uð Þ≔
X∞

k¼0
xTkQxk þ uTk Ruk
� �

, (2)

where Q >0 and R >0. Let uk ¼ �Kyk be the SOF, and let Acℓ Kð Þ≔A� BKC
denote the closed-loop matrix. Let  denote the open unit disk, let 0< α< 1, and let
α denote the set of all z∈ with zj j< 1� α (where zj j is the absolute value of z).
For a square matrix Z, we denote by σ Zð Þ its spectrum. For any rectangular matrix

Z, we denote by Zþ its Moore-Penrose pseudo-inverse. By Zk kF ¼ trace ZTZ
� �1

2 we

denote the Frobenius norm of Z, and by Zk k ¼ max σ ZTZ
� �� �� �1

2 we denote the
spectral norm of Z. By LZ and RZ, we denote the (left and right) orthogonal pro-
jections I � ZþZ and I � ZZþ on the spaces Ker Zð Þ and Ker Zþð Þ, respectively. For
a topological space X and a subset U ⊂X , we denote by int Uð Þ the interior of U,
i.e., the largest open set included in U. By U we denote the closure of U, i.e., the
smallest closed set containing U, and by ∂U ¼ U � int Uð Þ we denote the boundary
of U. Let Sq�r denote the set of all matrices K ∈q�r such that σ Acℓð Þ⊂ (i.e., stable
in the discrete-time sense), and let Sq�r denote the set of all matrices K ∈q�r such
that σ Acℓð Þ⊂α. If the last is nonempty, we say that Acℓ is α-stable and we call α the
degree of stability. Let K ∈Sq�rα be given. Substitution of the SOF uk ¼ �Kyk ¼
�KCxk into (2) yields:

J x0,Kð Þ ¼
X∞

k¼0
xTk Q þ CTKTRKC
� �

xk: (3)

Since Q þ CTKTRKC >0 and Acℓ Kð Þ is stable, it follows that the Stein equation

P� Acℓ Kð ÞTPAcℓ Kð Þ ¼ Q þ CTKTRKC (4)

has a unique solution P >0, given by

P Kð Þ ¼ mat Ip ⊗ Ip � Acℓ Kð ÞT ⊗Acℓ Kð ÞT
� ��1

� vec Q þ CTKTRKC
� �� �

: (5)

Substitution of (4) into (3) and using xk ¼ Acℓ Kð Þkx0 with the fact that Acℓ Kð Þ is
stable leads to

J x0,Kð Þ ¼
X∞

k¼0
xTk P� Acℓ Kð ÞTPAcℓ Kð Þ
� �

xk

¼
X∞

k¼0
xT0Acℓ Kð ÞTk P� Acℓ Kð ÞTPAcℓ Kð Þ

� �
Acℓ Kð Þkx0

¼ xT0P Kð Þx0 ¼ P Kð Þ12x0
���

���
2
:
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� �
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2
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Thus, when x0 is known, we search for K ∈Sq�rα that minimizes the functional

J x0,Kð Þ ¼ xT0P Kð Þx0: (6)

Let

σmax Kð Þ≔ max σ P Kð Þð Þð Þ: (7)

Now, since J x0,Kð Þ
x0k k2 ≤ σmax Kð Þ for any x0 6¼ 0, with equality in the worst case,

therefore

s upx0 6¼0
J x0,Kð Þ
x0k k2

 !
¼ s upx0 6¼0

P Kð Þ12x0
���

���
2

x0k k2

0
B@

1
CA ¼ P Kð Þ12

���
���
2
¼ P Kð Þk k ¼ σmax Kð Þ:

Thus, when x0 is unknown, we search for K ∈Sq�rα , such that σmax Kð Þ ¼ P Kð Þk k
is minimal. Note that if λ is an eigenvalue of Acℓ Kð Þ and v is a corresponding

eigenvector, then (4) yields 1� λj j2 ¼ v ∗ QþCTKTRKCð Þv
v ∗ P Kð Þv ≥ v ∗Qv

v ∗ P Kð Þv >0. Therefore,

λj j2 ≤ 1� v ∗Qv
v ∗ P Kð Þv < 1, and thus, minimizing σmax Kð Þ results in eigenvalues that are

getting closer to the boundary of . Since α, the degree of stability, is important
to get satisfactory decay rate of the state to 0, and for disturbance rejection, we
allow the user of the algorithms to determine α. Note that too high value of α might
result in nonexistence of any SOF for the system or in complicating the search for
a starting SOF. Higher values of α result in higher values of the optimal value of
the LQR functional, i.e., higher energy consumption for decaying the disturbance
x0 to 0.

The functionals J x0,Kð Þ and σmax Kð Þ are generally not convex since their
domain of definition Sq�rα (and therefore Sq�rα ) is generally non-convex. Necessary
conditions for optimality for continuous-time systems were given as three QMEs in
[15–18]. Necessary and sufficient conditions for optimality for continuous-time
systems, based on linear matrix inequalities (LMI), were given in [19–21].
However, algorithms based on these formulations are generally not guaranteed to
converge, seemingly because of the non-convexity of the coupled matrix equations
or inequalities, and when they converge, it is to a local optimum only.

In the sequel, we will use the following lemmas, given here without proofs.
Lemma 2.1. We have:

1.The equation AX ¼ B has solutions if and only if AAþB ¼ B or equivalently, if
and only if RAB ¼ 0. In this case, the set of all solutions is given by

X ¼ AþBþ LAZ,

where Z is arbitrary.

2.The equation XA ¼ B has solutions if and only if BAþA ¼ B or equivalently, if
and only if BLA ¼ 0. In this case, the set of all solutions is given by

X ¼ BAþ þ ZRA,

where Z is arbitrary.
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Lemma 2.2. We have:

1.Let A,B,X be matrices with sizes p� q, r� p, q� r, respectively. Then

∂

∂X
trace AXBð Þ ¼ ATBT :

2.Let A,B,C,X be matrices with sizes p� q, r� r, q� p, r� q, respectively.
Then

∂

∂X
trace AXTBXC

� � ¼ BTXATCT þ BXCA:

3. The randomized Ray-Shooting Method-based algorithm

The Ray-Shooting Method works as follows, for general function minimization:
let f xð Þ≥0 be a continuous function defined over some compact set X ⊂n. Let
ϵ >0 be given and assume that we want to compute x ∗ ∈X such that y ∗ ≔ f x ∗ð Þ ¼
min x∈Xf xð Þ up to ϵ, i.e., to find x, yð Þ in the set S ϵð Þ ¼ x, yð Þ x∈X, f x ∗ð Þjf
≤ y ¼ f xð Þ≤ f x ∗ð Þ þ ϵ:g. Let x0 ∈X be given, let y0 ≔ f x0ð Þ and let S 0ð Þ ¼
x, yð Þ x∈X, f xð Þ≤ y≤ y0

��� �
denote the search space, which is a subset of the epi-

graph of f . Let D 0ð Þ ¼ x, yð Þ x∈X , 0≤ y≤ y0
��� �

denote the cylinder enclosed

between X and the level y0. Let L 0ð Þ ¼ x, yð Þ x∈X , y ¼ 0jf or x∈ ∂X , 0≤ y≤ y0:g.
Let z0 ≔ x0, y0

� �
and note that z0 ∈S 0ð Þ. Then, we choose w0 in L 0ð Þ randomly,

according to some distribution, and we define the ray as z tð Þ≔ 1� tð Þz0þ
tw0, 0≤ t≤ 1. We scan the ray and choose the largest 0≤ t0 ≤ 1 such that 1� t0ð Þz0 þ
t0w0 ∈S 0ð Þ (actually, we scan the ray from t ¼ 1 in equal-spaced points and take the
first t for which this happens). We define z1 ≔ 1� t0ð Þz0 þ t0w0 and update sets
S 0ð Þ, D 0ð Þ, and L 0ð Þ by replacing y0 with y1, where x1, y1

� � ¼ z1. Let S 1ð Þ, D 1ð Þ, and
L 1ð Þ denote the updated sets. We continue the process similarly from z1 ∈S 1ð Þ, and
we define a sequence zn ∈S nð Þ, n ¼ 0, 1,…. Note that S ϵð Þ⊂S nþ1ð Þ ⊂S nð Þ for any
n ¼ 0, 1,…, unless we have zn ∈S ϵð Þ for some n (in which the process is ceased).
One can show that the sequence znf g∞n¼0 converges (in probability) to a point in
S εð Þ. Note that shooting rays from the points of local minimum have positive
probability to hit S εð Þ (under the following mild assumption), because any global
minimum is visible from any local minimum. Moreover, for a given level of
certainty, we hit S εð Þ in a finite number of iterations (see Remark 3.1 below).
Practically, we may stop the algorithm if no improvement is detected within a
window of 20% of the allowed number of iterations. The function need not be
smooth or even continuous. It only needs to be well defined and measurable over
the compact domain X , and S εð Þ should have non-negligible measure (i.e., should
have some positive volume). Obviously, global minimum points belong to the
boundary of the search space S 0ð Þ, and actually such points are where the distance
between the compact sets X � 0f g and S 0ð Þ in nþ1 is accepted. This is essential
for the efficiency of the Ray-Shooting Method, although we raised the search space
dimension from n to nþ 1.
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Thus, when x0 is known, we search for K ∈Sq�rα that minimizes the functional
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result in nonexistence of any SOF for the system or in complicating the search for
a starting SOF. Higher values of α result in higher values of the optimal value of
the LQR functional, i.e., higher energy consumption for decaying the disturbance
x0 to 0.

The functionals J x0,Kð Þ and σmax Kð Þ are generally not convex since their
domain of definition Sq�rα (and therefore Sq�rα ) is generally non-convex. Necessary
conditions for optimality for continuous-time systems were given as three QMEs in
[15–18]. Necessary and sufficient conditions for optimality for continuous-time
systems, based on linear matrix inequalities (LMI), were given in [19–21].
However, algorithms based on these formulations are generally not guaranteed to
converge, seemingly because of the non-convexity of the coupled matrix equations
or inequalities, and when they converge, it is to a local optimum only.

In the sequel, we will use the following lemmas, given here without proofs.
Lemma 2.1. We have:

1.The equation AX ¼ B has solutions if and only if AAþB ¼ B or equivalently, if
and only if RAB ¼ 0. In this case, the set of all solutions is given by

X ¼ AþBþ LAZ,

where Z is arbitrary.

2.The equation XA ¼ B has solutions if and only if BAþA ¼ B or equivalently, if
and only if BLA ¼ 0. In this case, the set of all solutions is given by
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Lemma 2.2. We have:
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2.Let A,B,C,X be matrices with sizes p� q, r� r, q� p, r� q, respectively.
Then

∂
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trace AXTBXC

� � ¼ BTXATCT þ BXCA:

3. The randomized Ray-Shooting Method-based algorithm

The Ray-Shooting Method works as follows, for general function minimization:
let f xð Þ≥0 be a continuous function defined over some compact set X ⊂n. Let
ϵ >0 be given and assume that we want to compute x ∗ ∈X such that y ∗ ≔ f x ∗ð Þ ¼
min x∈Xf xð Þ up to ϵ, i.e., to find x, yð Þ in the set S ϵð Þ ¼ x, yð Þ x∈X, f x ∗ð Þjf
≤ y ¼ f xð Þ≤ f x ∗ð Þ þ ϵ:g. Let x0 ∈X be given, let y0 ≔ f x0ð Þ and let S 0ð Þ ¼
x, yð Þ x∈X, f xð Þ≤ y≤ y0
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denote the search space, which is a subset of the epi-
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denote the cylinder enclosed

between X and the level y0. Let L 0ð Þ ¼ x, yð Þ x∈X , y ¼ 0jf or x∈ ∂X , 0≤ y≤ y0:g.
Let z0 ≔ x0, y0
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and note that z0 ∈S 0ð Þ. Then, we choose w0 in L 0ð Þ randomly,

according to some distribution, and we define the ray as z tð Þ≔ 1� tð Þz0þ
tw0, 0≤ t≤ 1. We scan the ray and choose the largest 0≤ t0 ≤ 1 such that 1� t0ð Þz0 þ
t0w0 ∈S 0ð Þ (actually, we scan the ray from t ¼ 1 in equal-spaced points and take the
first t for which this happens). We define z1 ≔ 1� t0ð Þz0 þ t0w0 and update sets
S 0ð Þ, D 0ð Þ, and L 0ð Þ by replacing y0 with y1, where x1, y1

� � ¼ z1. Let S 1ð Þ, D 1ð Þ, and
L 1ð Þ denote the updated sets. We continue the process similarly from z1 ∈S 1ð Þ, and
we define a sequence zn ∈S nð Þ, n ¼ 0, 1,…. Note that S ϵð Þ⊂S nþ1ð Þ ⊂S nð Þ for any
n ¼ 0, 1,…, unless we have zn ∈S ϵð Þ for some n (in which the process is ceased).
One can show that the sequence znf g∞n¼0 converges (in probability) to a point in
S εð Þ. Note that shooting rays from the points of local minimum have positive
probability to hit S εð Þ (under the following mild assumption), because any global
minimum is visible from any local minimum. Moreover, for a given level of
certainty, we hit S εð Þ in a finite number of iterations (see Remark 3.1 below).
Practically, we may stop the algorithm if no improvement is detected within a
window of 20% of the allowed number of iterations. The function need not be
smooth or even continuous. It only needs to be well defined and measurable over
the compact domain X , and S εð Þ should have non-negligible measure (i.e., should
have some positive volume). Obviously, global minimum points belong to the
boundary of the search space S 0ð Þ, and actually such points are where the distance
between the compact sets X � 0f g and S 0ð Þ in nþ1 is accepted. This is essential
for the efficiency of the Ray-Shooting Method, although we raised the search space
dimension from n to nþ 1.
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In order to apply the Ray-Shooting Method for the LQR via SOF problem, we
need the following definitions: assume that K 0ð Þ ∈ int Sαð Þ was found by the RS
algorithm (see [10]) or by any other method (see [22–24]). Let h >0 and let U 0ð Þ be
a unit vector (actually a matrix, but we consider here the space of matrices as a
normed vector space) with respect to the Frobenius norm, i.e., U 0ð Þ�� ��

F ¼ 1. Let

L 0ð Þ ¼ K 0ð Þ þ h � U 0ð Þ and let L be the hyperplane defined by L 0ð Þ þ V, where

〈V,U 0ð Þ〉F ¼ 0. Here L is the tangent space at L 0ð Þ to the closed ball  K 0ð Þ, h
� �

centered at K 0ð Þ with radius h, with respect to the Frobenius norm on q�r. Let
r∞ >0 and let R∞ denote the set of all F∈L, such that F � L 0ð Þ�� ��

F ≤ r∞. Let

R∞ ϵð Þ ¼ R∞ þ  0, ϵð Þ, where  0, ϵð Þ denotes the closed ball centered at 0 with
radius ϵ (0< ϵ≤ 1

2). Let D 0ð Þ ¼ chull K 0ð Þ,R∞ ϵð Þ� �
denote the convex hull of the

vertex K 0ð Þ with the basis R∞ ϵð Þ. Let S 0ð Þ
α ¼ Sα ∩D 0ð Þ and note that S 0ð Þ

α is
compact (but generally not convex). We wish to minimize the continuous
function σmax Kð Þ (or the continuous function J x0,Kð Þ, when x0 is known) over the

compact set Sα ∩ K 0ð Þ, h
� �

. Let K ∗ denote a point in Sα ∩ K 0ð Þ, h
� �

where the
minimum of σmax Kð Þ is accepted. Obviously, K ∗ ∈D 0ð Þ, for some direction U 0ð Þ

from K 0ð Þ.
The Ray-Shooting Algorithm 1 for the LQR via SOF problem, works as follows:

we start with a point K 0ð Þ ∈ int Sαð Þ, found by the RS algorithm (see [10]). Assum-
ing that K ∗ ∈D 0ð Þ, the inner loop ( j ¼ 1,…, n) uses the Ray-Shooting Method in
order to find an approximation of the global minimum of the function σmax Kð Þ over
S 0ð Þ
α —the portion of Sα bounded in the cone D 0ð Þ. The proof of convergence in

probability of the inner loop and its complexity (under the above-mentioned
assumption) can be found in [10] (see also [11]). In the inner loop, we choose a
search direction by choosing a point F inR∞ ϵð Þ—the base of the cone D 0ð Þ. Next, in
the most inner loop (k ¼ 0,…, s), we scan the ray K tð Þ≔ 1� tð ÞK 0ð Þ þ tF and record
the best controller on it. Repeating this sufficiently many times, we reach K ∗ (or an
ϵ neighborhood of it) with high probability, under the assumption that K ∗ ∈D 0ð Þ

(see Remark 3.1).
The reasoning of the Ray-Shooting Method is that sampling the whole

search space will lead to the probabilistic method that is doomed to the “curse of
dimensionality,” which the method tries to avoid. This is achieved by slicing the
search space into covering cones (m is the number of cones allowed), because any
point in the cone is visible from its vertex. At each cone we shoot rays (n is the
number of rays per cone) from its node toward its basis, where each ray is
sampled from its head toward its tail, while updating the best point found so far.
Note that the global minimum of σmax Kð Þ over any compact subset of Sα is
achieved on the boundary of the related portion of the epigraph of σmax Kð Þ.
Therefore, we can break the most inner loop; in the first moment, we find an
improvement in σmax Kð Þ. This bypasses the need to sample the whole search
space (although we raise by 1 the search space dimension) and explains the
efficiency of the Ray-Shooting Method in finding global optimum. Another
advantage of the Ray-Shooting Method which is specific to the problem of
LQR via SOF is that the search is concentrated to the parameter space (the
qr-dimension space where the K rests) and not to the certificate space (the
p2-dimension space where the Lyapunov matrices P rests). Thus, the method
avoids the need to solve any Riccati, LMI, and BMI equations, which might make
crucial difference for large-scale systems (i.e., where p2 > > qr).
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Algorithm 1. The Ray-Shooting Algorithm for LQR via SOF for discrete-time
systems.

Require: An algorithm for deciding α-stability, an algorithm for computing σmax Kð Þ
and algorithms for general linear algebra operations.
Input: 0< ϵ≤ 1

2 , 0< α< 1, h >0, r∞ >0, integers: m, n, s >0, controllable pairs
A,Bð Þ and AT,CT� �

, matrices Q >0,R >0 and K 0ð Þ ∈ int Sαð Þ.
Output: K ∈Sα close as possible to K ∗ .
1. compute P K 0ð Þ� �

as in (5)
2. P bestð Þ  P K 0ð Þ� �

3. σ bestð Þ
max  max σ P bestð Þ� �� �

4. υ 1
5. for i ¼ 1 to m do
6. choose U 0ð Þ such that U 0ð Þ�� ��

F ¼ 1, uniformly at random

7. L 0ð Þ  K 0ð Þ þ h � U 0ð Þ

8. for j ¼ 1 to n do
9. choose F∈R∞ ϵð Þ, uniformly at random
10. for k ¼ 0 downto s do
11. t k

s

12. K tð Þ  1� tð ÞK 0ð Þ þ tF
13. if K tð Þ∈Sα then
14. compute P K tð Þð Þ as in (5)
15. σmax K tð Þð Þ  max σ P K tð Þð Þð Þð Þ
16. if σmax K tð Þð Þ< σ bestð Þ

max

� �
then

17. K bestð Þ  K tð Þ
18. P bestð Þ  P K tð Þð Þ
19. σ bestð Þ

max  σmax K tð Þð Þ
20. end if
21. end if
22. end for
23. end for
24. if i > υ � ⌈ e ffiffiffiffiffiffiffiffiffiffiffi

2π qr
p

⌉ then
25. K 0ð Þ  K bestð Þ

26. υ υþ 1
27. end for
28. end for
29. return K bestð Þ,P bestð Þ, σ bestð Þ

max

Remark 3.1. In [12] it is shown that by takingm ¼ ⌈e � ffiffiffiffiffiffiffiffiffiffi
2πqr

p
⌉ iterations in the

outer loop, we have K ∗ ∈D 0ð Þ, for some direction U 0ð Þ, almost surely. Let S 0ð Þ
α ϵð Þ

denote the set K ∈S 0ð Þ
α σmax Kð Þ≤ σmax K ∗ð Þ þ ϵj

n o
. Then, the total number of

arithmetic operations of the RS algorithm that guarantees a probability of at least

1� β to hit S 0ð Þ
α ϵð Þ is given byO ln βð Þj jh

ϵ
r∞
rϵ

� �q0r0
max q, rð Þ3 þ p6
� �� �

, for systems with

q≤ q0, r≤ r0 for fixed q0, r0, where rϵ is the radius of the basis of a cone with height ϵ
that has the same volume as of S 0ð Þ

α ϵð Þ; see [10–12]. This is a polynomial-time

algorithm by restricting the input and by regarding r∞
rϵ

� �
as the size of the problem.
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In order to apply the Ray-Shooting Method for the LQR via SOF problem, we
need the following definitions: assume that K 0ð Þ ∈ int Sαð Þ was found by the RS
algorithm (see [10]) or by any other method (see [22–24]). Let h >0 and let U 0ð Þ be
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where the
minimum of σmax Kð Þ is accepted. Obviously, K ∗ ∈D 0ð Þ, for some direction U 0ð Þ

from K 0ð Þ.
The Ray-Shooting Algorithm 1 for the LQR via SOF problem, works as follows:

we start with a point K 0ð Þ ∈ int Sαð Þ, found by the RS algorithm (see [10]). Assum-
ing that K ∗ ∈D 0ð Þ, the inner loop ( j ¼ 1,…, n) uses the Ray-Shooting Method in
order to find an approximation of the global minimum of the function σmax Kð Þ over
S 0ð Þ
α —the portion of Sα bounded in the cone D 0ð Þ. The proof of convergence in

probability of the inner loop and its complexity (under the above-mentioned
assumption) can be found in [10] (see also [11]). In the inner loop, we choose a
search direction by choosing a point F inR∞ ϵð Þ—the base of the cone D 0ð Þ. Next, in
the most inner loop (k ¼ 0,…, s), we scan the ray K tð Þ≔ 1� tð ÞK 0ð Þ þ tF and record
the best controller on it. Repeating this sufficiently many times, we reach K ∗ (or an
ϵ neighborhood of it) with high probability, under the assumption that K ∗ ∈D 0ð Þ

(see Remark 3.1).
The reasoning of the Ray-Shooting Method is that sampling the whole

search space will lead to the probabilistic method that is doomed to the “curse of
dimensionality,” which the method tries to avoid. This is achieved by slicing the
search space into covering cones (m is the number of cones allowed), because any
point in the cone is visible from its vertex. At each cone we shoot rays (n is the
number of rays per cone) from its node toward its basis, where each ray is
sampled from its head toward its tail, while updating the best point found so far.
Note that the global minimum of σmax Kð Þ over any compact subset of Sα is
achieved on the boundary of the related portion of the epigraph of σmax Kð Þ.
Therefore, we can break the most inner loop; in the first moment, we find an
improvement in σmax Kð Þ. This bypasses the need to sample the whole search
space (although we raise by 1 the search space dimension) and explains the
efficiency of the Ray-Shooting Method in finding global optimum. Another
advantage of the Ray-Shooting Method which is specific to the problem of
LQR via SOF is that the search is concentrated to the parameter space (the
qr-dimension space where the K rests) and not to the certificate space (the
p2-dimension space where the Lyapunov matrices P rests). Thus, the method
avoids the need to solve any Riccati, LMI, and BMI equations, which might make
crucial difference for large-scale systems (i.e., where p2 > > qr).
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Algorithm 1. The Ray-Shooting Algorithm for LQR via SOF for discrete-time
systems.

Require: An algorithm for deciding α-stability, an algorithm for computing σmax Kð Þ
and algorithms for general linear algebra operations.
Input: 0< ϵ≤ 1

2 , 0< α< 1, h >0, r∞ >0, integers: m, n, s >0, controllable pairs
A,Bð Þ and AT,CT� �

, matrices Q >0,R >0 and K 0ð Þ ∈ int Sαð Þ.
Output: K ∈Sα close as possible to K ∗ .
1. compute P K 0ð Þ� �

as in (5)
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5. for i ¼ 1 to m do
6. choose U 0ð Þ such that U 0ð Þ�� ��

F ¼ 1, uniformly at random
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8. for j ¼ 1 to n do
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15. σmax K tð Þð Þ  max σ P K tð Þð Þð Þð Þ
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� �
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denote the set K ∈S 0ð Þ
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. Then, the total number of
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1� β to hit S 0ð Þ
α ϵð Þ is given byO ln βð Þj jh

ϵ
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q≤ q0, r≤ r0 for fixed q0, r0, where rϵ is the radius of the basis of a cone with height ϵ
that has the same volume as of S 0ð Þ

α ϵð Þ; see [10–12]. This is a polynomial-time

algorithm by restricting the input and by regarding r∞
rϵ

� �
as the size of the problem.
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4. The deterministic algorithm

The deterministic algorithm we introduce here as Algorithm 2 (which we call the
MC algorithm) generalizes the algorithm of Daniel D. Moerder and Anthony A.
Calise (see [15]) to the case of discrete-time systems. To the best of our knowledge,
this is the best algorithm for LQR via SOF published so far, in terms of rate of
convergence (to local minimum).

Here, we wish to minimize the LQR functional

J x0,Pð Þ ¼ xT0Px0, (8)

under the constraints

Y K,Pð Þ≔Q þ CTKTRKC� Pþ Acℓ Kð ÞTPAcℓ Kð Þ ¼ 0,P >0: (9)

Since YT ¼ Y, there exist orthogonal matrix U such that Ŷ ¼ UTYU is diagonal.
Now, minimizing (8) under the constraints (9) is equivalent to minimizing

L K,P, Sð Þ ¼ trace xT0Px0
� �þ

Xp

i¼1
Ŝi,iŶ i,i,

under the constraint P >0, where Ŝi,i are the Lagrange multipliers. We have

L K,P, Sð Þ¼ trace xT0Px0
� �þ

Xp

i¼1
Ŝi,iŶ i,i

¼ trace xT0Px0
� �þ trace ŜŶ

� �

¼ trace xT0Px0
� �þ trace ŜUTYU

� �

¼ trace xT0Px0
� �þ trace UŜUTY

� �

¼ trace xT0Px0
� �þ trace SYð Þ

where S ¼ UŜUT. Note that ST ¼ S. Let the Lagrangian be defined by

L K,P, Sð Þ ¼ trace xT0Px0
� �þ trace SY K,Pð Þð Þ, (10)

for any K any P >0 and any S such that ST ¼ S. The necessary conditions for
optimality are ∂L

∂K ¼ 0, ∂L
∂P ¼ 0, and ∂L

∂S ¼ YT ¼ Y ¼ 0.
Now, using Lemma 2.2, we have

∂L
∂P
¼ 0

⇔x0xT0 � ST þ AcℓSTAT
cℓ ¼ 0

⇔x0xT0 � Sþ AcℓSAT
cℓ ¼ 0

⇔S� AcℓSAT
cℓ ¼ x0xT0

⇔ Ip ⊗ Ip � Acℓ ⊗Acℓ
� �

vec Sð Þ ¼ vec x0xT0
� �

⇔S ¼ mat Ip ⊗ Ip � Acℓ ⊗Acℓ
� ��1vec x0xT0

� �� �
,

where the last passage is affordable because σ Acℓð Þ⊂. Note that the last with
the stability of Acℓ implies that S≥0.
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We also have

∂L
∂K

¼ ∂

∂K
trace SYð Þ

¼ ∂

∂K
trace S Q þ CTKTRKC� Pþ AT � CTKTBT� �

P A� BKCð Þ� �� �

¼ ∂

∂K
trace SCTKTRKC� SATPBKC� SCTKTBTPAþ SCTKTBTPBKC

� �

¼ ∂

∂K
trace SCTKTRKC� SATPBKC� ATPTBKCST þ SCTKTBTPBKC

� �

¼ RTKCSTCT þ RKCSCT � BTPTASTCT � BTPASCT

þBTPTBKCSTCT þ BTPBKCSCT

¼ 2RKCSCT � 2BTPASCT þ 2BTPBKCSCT:

Therefore,

∂L
∂K
¼ 0

⇔RKCSCT � BTPASCT þ BTPBKCSCT ¼ 0

⇔ Rþ BTPB
� �

KCSCT ¼ BTPASCT

⇔KCSCT ¼ Rþ BTPB
� ��1

BTPASCT:

Thus, if CSCT is invertible, then

K ¼ Rþ BTPB
� ��1

BTPASCT CSCT� ��1
: (11)

Otherwise, if

Rþ BTPB
� ��1

BTPASCT � LCSCT ¼ 0,

which is equivalent to

BTPASCT � LCSCT ¼ 0, (12)

then

K ¼ Rþ BTPB
� ��1

BTPASCT CSCT� �þ þ Z � RCSCT , (13)

where Z is arbitrary q� r matrix (and we may take Z ¼ 0, unless some other
constraints on K are needed). Note that if condition (12) does not happen, then
∂L
∂K 6¼ 0. We conclude with the following theorem:

Theorem 4.1. Assume that L K,P, Sð Þ given by (10) is minimized locally at some
point K ∗ , P ∗ >0, and S ∗ such that ST∗ ¼ S ∗ . Then

K ∗ ¼ Rþ BTP ∗B
� ��1

BTP ∗AS ∗CT CS ∗CT� �þ þ Z ∗ � RCSCT , for some q� r matrix Z ∗

P ∗ ¼ mat Ip ⊗ Ip � Acℓ K ∗ð ÞT ⊗Acℓ K ∗ð ÞT
� ��1

� vec Q þ CTKT
∗RK ∗C

� �� �

S ∗ ¼ mat Ip ⊗ Ip � Acℓ K ∗ð Þ⊗Acℓ K ∗ð Þ� ��1vec x0xT0
� �� �

,

8>>>>><
>>>>>:

(14)

where Acℓ K ∗ð Þ ¼ A� BK ∗C.
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Otherwise, if
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which is equivalent to
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then
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BTPASCT CSCT� �þ þ Z � RCSCT , (13)

where Z is arbitrary q� r matrix (and we may take Z ¼ 0, unless some other
constraints on K are needed). Note that if condition (12) does not happen, then
∂L
∂K 6¼ 0. We conclude with the following theorem:

Theorem 4.1. Assume that L K,P, Sð Þ given by (10) is minimized locally at some
point K ∗ , P ∗ >0, and S ∗ such that ST∗ ¼ S ∗ . Then

K ∗ ¼ Rþ BTP ∗B
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BTP ∗AS ∗CT CS ∗CT� �þ þ Z ∗ � RCSCT , for some q� r matrix Z ∗
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Proof:
Since L K ∗ ,P ∗ , S ∗ð Þ is minimal in some neighborhood of K ∗ ,P ∗ , S ∗ð Þ, it follows

that ∂L
∂K K ∗ ,P ∗ , S ∗ð Þ ¼ 0, ∂L

∂P K ∗ ,P ∗ , S ∗ð Þ ¼ 0, and
∂L
∂S K ∗ ,P ∗ , S ∗ð Þ ¼ YT K ∗ ,P ∗ð Þ ¼ Y K ∗ ,P ∗ð Þ ¼ 0.

The condition ∂L
∂S K ∗ ,P ∗ , S ∗ð Þ ¼ YT K ∗ ,P ∗ð Þ ¼ Y K ∗ ,P ∗ð Þ ¼ 0 is just

P ∗ � Acℓ K ∗ð ÞTP ∗Acℓ K ∗ð Þ ¼ Q þ CTKT
∗RK ∗C

which with P ∗ >0 and Q >0,R >0 implies that Acℓ K ∗ð Þ ¼ A� BK ∗C is stable.
Now, since σ Acℓ K ∗ð Þð Þ⊂, it follows that Ip ⊗ Ip � Acℓ K ∗ð ÞT ⊗Acℓ K ∗ð ÞT is invert-
ible, and therefore,

P ∗ ¼ mat Ip ⊗ Ip � Acℓ K ∗ð ÞT ⊗Acℓ K ∗ð ÞT
� ��1

� vec Q þ CTKT
∗RK ∗C

� �� �
:

Since Ip ⊗ Ip � Acℓ K ∗ð Þ⊗Acℓ K ∗ð Þ is invertible, ∂L
∂P K ∗ ,P ∗ , S ∗ð Þ ¼ 0 implies that

S ∗ ¼ mat Ip ⊗ Ip � Acℓ K ∗ð Þ⊗Acℓ K ∗ð Þ� ��1vec x0xT0
� �� �

:

Finally, ∂L
∂P K ∗ ,P ∗ , S ∗ð Þ ¼ 0 implies that K ∗CS ∗CT ¼ Rþ BTP ∗B

� ��1
BT

P ∗AS ∗CT, which in view of Lemma 2.1 implies Rþ BTP ∗B
� ��1

BTP ∗AS ∗CT �
LCS ∗CT ¼ 0 and

K ∗ ¼ Rþ BTP ∗B
� ��1

BTP ∗AS ∗CT CS ∗CT� �þ þ Z ∗ � RCS ∗CT ,

where Z ∗ is some q� r matrix. ■
Note that the equations are coupled tightly, in the sense that P ∗ and S ∗ need K ∗ ,

while K ∗ needs P ∗ and S ∗ . Note also the cubic dependencies (that can be made
quadratic by introducing new variables). These make the related QMEs non-convex
and, therefore, hard to compute.

Remark 4.1. When x0 is unknown, it is customary to assume that x0 is uniformly
distributed on the unit sphere, which implies that E x0xT0

� � ¼ Ip, where E •½ � is the
expectation operator. Thus, changing the problem to that of minimizing E J x0,Pð Þ½ �
amounts to replacing S ∗ with

E S ∗½ � ¼ mat Ip ⊗ Ip � Acℓ K ∗ð Þ⊗Acℓ K ∗ð Þ� ��1vec Ip
� �� �

>0:

Therefore, there is change in Algorithm 2.
Remark 4.2. The convergence of Algorithm 2 to local minimum can be proved

similarly to the proof appearing in [15], under the assumptions that Sq�rα is

nonempty and that Q
1
2,A

� �
is detectable (here, we do not need this condition

because of the assumption that Q >0). The convergence can actually be proved for
the more general problem that adds Kk k2F ¼ trace KTK

� �
to the LQR functional, thus

minimizing also the Frobenius norm of K. In this context, note that by adding
Kk k2 ¼ max σ KTK

� �� �
to the LQR functional will lose the argument, and there will

be a need to more general proof, because in the proof appearing in [15], the demand
is for C1 smooth function of K, while Kk k2 ¼ σmax KTK

� �
is continuous but not

Lipschitz continuous. The RS algorithm can use any continuous function of K and
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can deal also with sparse SOFs for LQR and with regional pole-placement SOFs
for LQR.

Example 4.1. In the following simple example, we illustrate the notions
appearing in the definition of the RS algorithm, and we demonstrate the operation
of the RS algorithm. Consider the unstable system

xkþ1 ¼
2 1

0 � 1
2

2
4

3
5xk þ

1

1

" #
uk, k ¼ 0, 1,…

yk ¼ xk,

8>><
>>:

where we look for SOF K stabilizing the system while reducing the LQR func-
tional (2) with Q ¼ I,R ¼ 1. Let K ¼ k1 k2½ � then

Acℓ Kð Þ ¼ A� BK ¼
2� k1 1� k2

�k1 � 1
2
� k2

2
4

3
5,

with characteristic polynomial z2 þ z k1 þ k2 � 3
2

� �þ 3
2 k1 � 2k2 � 1. Applying the Y.

Bistritz stability criterion (see [25]), we have

υ ¼ Var
5
2
k1 � k2 � 3

2
,� 3

2
k1 þ 2k2 þ 2,

1
2
k1 � 3k2 þ 3

2

� �
,

where υ is the number of sign variations in the set. According to the Bistritz
criterion, the system is stable if and only if υ ¼ 0. We conclude that S is the set of all
K such that 5

2 k1 � k2 � 3
2 >0, � 3

2 k1 þ 2k2 þ 2 >0, 1
2 k1 � 3k2 þ 3

2 >0 or
5
2 k1 � k2 � 3

2 <0, � 3
2 k1 þ 2k2 þ 2<0, 1

2 k1 � 3k2 þ 3
2 <0, where the last branch is

empty (which could have make the set non-convex). The set S appears in Figure 1
as the blue region, where the golden star is the analytic global optimal solution
K ∗ ¼ 1:09473459 0:36138828½ � (computed by the related discrete algebraic Riccati
equation).

Algorithm 2 The MC algorithm for LQR via SOF for discrete-time systems.

Require: An algorithm for deciding α-stability, an algorithm for computing σmax Kð Þ
and algorithms for general linear algebra operations.

Input: 0< ϵ≤ 1
2 , 0< α< 1, integers: m, s >0, controllable pairs A,Bð Þ and

AT,CT� �
, matrices Q >0,R >0 and K 0ð Þ ∈ int Sαð Þ.

Output: K ∈Sα that locally minimizes σmax Kð Þ.
1. j 0;A0  A� BK0C

2. P0  mat Ip ⊗ Ip � AT
0 ⊗AT

0

� ��1 � vec Q þ CTKT
0RK0C

� �� �

3. S0  mat Ip ⊗ Ip � A0 ⊗A0
� ��1 � vec Ip

� �� �
;σmax K0ð Þ  max σ P0ð Þð Þ

4. ΔK0  Rþ BTP0B
� ��1

BTP0AS0CT CS0Cð Þþ � K0

5. flag  0
6. for k ¼ 0 to s do
7. t k

s
8. K tð Þ  1� tð ÞK0 þ tΔK0

9. if K tð Þ∈Sα then
10. A tð Þ  A� BK tð ÞC
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Proof:
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11. P tð Þ  mat Ip ⊗ Ip � A tð ÞT ⊗A tð ÞT
� ��1

� vec Q þ CTK tð ÞTRK tð ÞC
� �� �

12. S tð Þ  mat Ip ⊗ Ip � A tð Þ⊗A tð Þ� ��1 � vec Ip
� �� �

;σmax K tð Þð Þ  
max σ P tð Þð Þð Þ

13. if σmax K tð Þð Þ< σmax K0ð Þ then
14. K1  K tð Þ;A1  A� BK1C;P1  P tð Þ;S1  S tð Þ;σmax K1ð Þ  

σmax K tð Þð Þ
15. flag  1
16. end if
17. end if
18. end for
19. if flag ¼¼ 1 then
20. while σmax K jþ1

� �� σmax K j
� ��� ��≥ ϵ

� �
and j<mð Þ do

21. ΔK j  Rþ BTP jB
� ��1

BTP jAS jCT CS jCT� �þ � K j

22. for k ¼ 0 to s do
23. t k

s
24. K tð Þ  1� tð ÞK j þ tΔK j

25. if K tð Þ∈Sα then
21. A tð Þ  A� BK tð ÞC
22. P tð Þ  mat Ip ⊗ Ip � A tð ÞT ⊗A tð ÞT

� ��1
� vec Q þ CTK tð ÞTRK tð ÞC

� �� �

23. S tð Þ  mat Ip ⊗ Ip � A tð Þ⊗A tð Þ� ��1 � vec Ip
� �� �

;σmax K tð Þð Þ  
max σ P tð Þð Þð Þ

29. if σmax K tð Þð Þ< σmax K j
� �

then
30. K jþ1  K tð Þ;Ajþ1  A� BK jþ1C;P jþ1  P tð Þ;S jþ1  

S tð Þ;σmax K jþ1
� � σmax K tð Þð Þ

31. end if
32. end if
33. end for
34. j jþ 1
35. end while
36. end if
37. return K bestð Þ  K j,P bestð Þ  P j, σ

bestð Þ
max  σmax K j

� �

In Figure 1, we can see how the RS algorithm works: we fix
α ¼ 10�3, ϵ ¼ 10�16, r∞ ¼ 2, h ¼ 2, and we set m ¼ 1, n ¼ 5, s ¼ 10 for a single iter-
ation, where the single cone is sampled along 5 rays and each ray is sampled 10
times. The sampled points are circled, where red circles indicate infeasible or non-
improving points and the black circles indicate improving points. The green star
point is the initial point K 0ð Þ found by the Ray-Shooting algorithm for minimal-

norm SOF. The bold black circle is the boundary of the closed circle  K 0ð Þ, h
� �

. We
choose U 0ð Þ randomly to define the search direction, and we set L 0ð Þ ¼ K 0ð Þ þ h � U 0ð Þ

to be the point where the direction meets the boundary of the circle. L is the tangent
line at L 0ð Þ to the circle, and R∞ ϵð Þ is the 2r∞ width segment on the line, inflated by
ϵ. The search cone D 0ð Þ ¼ chull K 0ð Þ,R∞ ϵð Þ� �

is the related black triangle. Here

S 0ð Þ
α ¼ Sα ∩D 0ð Þ is just the portion of the blue region inside the triangle, and we can

see that the assumption that K ∗ ∈D 0ð Þ is in force. For the current problem
⌈ e

ffiffiffiffiffiffiffiffiffiffiffi
2π qr

p
⌉ ¼ 10, and therefore, by making 10 iterations, K ∗ will be inside some

triangle almost surely.
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The algorithm chooses F in the basis of the triangle and defines K tð Þ to be the ray
from K0 to F. The ray is sampled at 10 equally spaced points, and the best feasible
point is recorded.

In Figure 2, we can see that 5 iterations suffice to include K ∗ in some triangle
and to find improving points very close to K ∗ . In Figure 3, we can see that when we
allow 20 iterations, after 10 iterations, the center K 0ð Þ is switched to the best point
found so far (see lines 24� 26 in Algorithm 1). This is done in order to raise the
probability to hit K ∗ or its ϵ-neighborhood, and as we can see, the final best point
(green star) is very close to K ∗ (Figure 4).

The results of the algorithm for 1, 5 and 20 iterations are the following. Note that
σmax K ∗ð Þ ¼ 5:9551, and note the “huge variations” the function σmax Kð Þ has.

For m ¼ 1 we had

K 0ð Þ ¼ 0:58739333 � 0:15823016½ �, σ 0ð Þ
max ¼ 25:7307,

RS : K bestð Þ ¼ 1:17786349 0:35034398½ �, σ bestð Þ
max ¼ 6:1391,

MC : K bestð Þ ¼ 0:58739333 � 0:15823016½ �, σ bestð Þ
max ¼ 25:7307,

RS þMC : K bestð Þ ¼ 1:05244278 0:31681948½ �, σ bestð Þ
max ¼ 6:0001:

Figure 2.
Single iteration of the RS algorithm.

Figure 1.
The stability region S.
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Note that in this case, the MC algorithm makes no improvement, while the RS
and RS + MC have very close values to the global optimal value, with slightly better
value for the RS + MC, over the RS algorithm.

For m ¼ 5 we had

K 0ð Þ ¼ 0:60478870 � 0:06023828½ �, σ 0ð Þ
max ¼ 36:4583,

RS : K bestð Þ ¼ 1:04166520 0:40826562½ �, σ bestð Þ
max ¼ 6:1655,

MC : K bestð Þ ¼ 0:60478870 � 0:06023828½ �, σ bestð Þ
max ¼ 36:4583,

RS þMC : K bestð Þ ¼ 1:04166520 0:40826562½ �, σ bestð Þ
max ¼ 6:16557843:

For m ¼ 20 we had

Figure 3.
Five iterations of the RS algorithm.

Figure 4.
Twenty iterations of the RS algorithm.
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K 0ð Þ ¼ 0:51029365 � 0:22521376½ �, σ 0ð Þ
max ¼ 3198:8196,

RS : K bestð Þ ¼ 1:11453066 0:33955607½ �, σ bestð Þ
max ¼ 5:9893,

MC : K bestð Þ ¼ 0:51029365 � 0:22521376½ �, σ bestð Þ
max ¼ 3198:8196,

RSþMC : K bestð Þ ¼ 1:11453066 0:33955607½ �, σ bestð Þ
max ¼ 5:9893:

In Figure 5, the initial condition response of the open-loop system is given. One
can see the unstable mode related to the unstable eigenvalue 2. In Figures 6–8, the

Figure 5.
The initial condition response of the open-loop system.

Figure 6.
The initial condition response of the closed-loop system with the SOF computed by the RS algorithm (blue)
compared with the global optimal response (red).
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can see the unstable mode related to the unstable eigenvalue 2. In Figures 6–8, the

Figure 5.
The initial condition response of the open-loop system.

Figure 6.
The initial condition response of the closed-loop system with the SOF computed by the RS algorithm (blue)
compared with the global optimal response (red).

69

Algorithms for LQR via Static Output Feedback for Discrete-Time LTI Systems
DOI: http://dx.doi.org/10.5772/intechopen.89319



initial condition responses of the closed-loop systems with the SOFs for m ¼ 20,
with x0 ¼ 3 1½ �T and sampling time Ts ¼ 0:01, are given. One can see that the
responses of the closed-loop systems with the SOFs computed by RS and RS + MC
are very close to the global optimal response, while the response of the closed-loop
system with the SOF computed by the MC algorithm (actually with the initial SOF),
although stable, is unacceptable.

Figure 8.
The initial condition response of the closed-loop system with the SOF computed by the RS + MC algorithm
(blue) compared with the global optimal response (red).

Figure 7.
The initial condition response of the closed-loop system with the SOF computed by the MC algorithm (blue)
compared with the global optimal response (red).
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5. Experiments

In the following experiments, we applied Algorithms 1 and 2, for systems taken
from the libraries [26–28]. The systems given in these libraries are real-life
continuous-time systems. In order to get related discrete-time systems, we sampled
the systems using the Tustin method with sampling rate Ts ¼ 0:01 sec½ �. We took
only the systems for which the RS algorithm succeeded in finding SOFs for the
continuous-time systems (see [10], Table 8, p. 231). In order to initialize the MC
Algorithm, we also used the RS algorithm to find a starting α-stabilizing SOF. In all
the experiments, we used m ¼ 2⌈ e

ffiffiffiffiffiffiffiffiffiffiffi
2π qr

p
⌉, n ¼ 100, s ¼ 100; h ¼ 100, r∞ ¼ 100,

ϵ ¼ 10�16, for the RS algorithm; and m ¼ 200⌈ e
ffiffiffiffiffiffiffiffiffiffiffi
2π qr

p
⌉, s ¼ 100, for the MC

Algorithm, in order to get the same number of total iterations and the same number
s ¼ 100 of iterations for the local search. We took Q ¼ Ip,R ¼ Iq in all the cases.

The stability margin column of Table 1 relates to 0< α< 1 for which the absolute
value of any eigenvalue of the closed loop is less than 1� α. The values of α in
Table 1 relates to the largest 0< α< 1 for which the RS algorithm succeeded in
finding a starting SOF K 0ð Þ. As we saw above, it is worth searching for a starting
point K 0ð Þ that maximizes 0< α< 1. This can be achieved efficiently by running a
binary search on the 0< α< 1 and using the RS algorithm as an oracle. Note that the
RS CPU time appearing in the fourth column of Table 1 relates to running the RS
algorithm for known optimal value of 0< α< 1. The RS algorithm is sufficiently fast
also for this purpose, but other algorithms such as the HIFOO (see [24]) and

System Size
p, q, r
� � Stab:

Mgn:
RS
CPU
time
sec½ �

σ 0ð Þ
max

for
A,B,Cð Þ

σmax F ∗ð Þ
for
A,Bð Þ

AC1 5, 3, 3ð Þ 0:01 2:6226 1:0701 � 104 1:3073 � 103

AC5 4, 2, 2ð Þ 0:001 1:5468 1:5888 � 109 8:4264 � 107

AC6 7, 2, 4ð Þ 0:001 0:7094 3:1767 � 103 5:9783 � 102

AC11 5, 2, 4ð Þ 0:01 1:0575 1:2968 � 104 5:8777 � 102

HE1 4, 2, 1ð Þ 0:001 0:0872 1:5040 � 103 3:0013 � 102

HE3 8, 4, 6ð Þ 0:001 2:6845 5:4064 � 106 6:1185 � 104

HE4 8, 4, 6ð Þ 0:001 2:5633 4:1660 � 106 2:2992 � 104

ROC1 9, 2, 2ð Þ 10�5 0:5279 1:5906 � 107 1:1207 � 105

ROC4 9, 2, 2ð Þ 10�5 0:4677 1:2273 � 106 8:5460 � 104

DIS4 8, 4, 6ð Þ 0:01 2:5074 4:5133 � 103 1:7556 � 102

DIS5 4, 2, 2ð Þ 0:001 1:2187 2:8686 � 108 9:0756 � 106

TF1 7, 2, 4ð Þ 10�4 0:8011 7:9884 � 105 5:8134 � 103

NN5 7, 1, 2ð Þ 10�4 0:4138 5:4066 � 106 2:8789 � 105

NN13 6, 2, 2ð Þ 0:01 0:4876 7:8402 � 102 63:5366

NN16 8, 4, 4ð Þ 10�4 3:5530 1:9688 � 103 2:3327 � 102

NN17 3, 2, 1ð Þ 0:001 0:0925 3:2733 � 104 3:1358 � 102

Table 1.
General information of the systems and initial values.
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initial condition responses of the closed-loop systems with the SOFs for m ¼ 20,
with x0 ¼ 3 1½ �T and sampling time Ts ¼ 0:01, are given. One can see that the
responses of the closed-loop systems with the SOFs computed by RS and RS + MC
are very close to the global optimal response, while the response of the closed-loop
system with the SOF computed by the MC algorithm (actually with the initial SOF),
although stable, is unacceptable.

Figure 8.
The initial condition response of the closed-loop system with the SOF computed by the RS + MC algorithm
(blue) compared with the global optimal response (red).

Figure 7.
The initial condition response of the closed-loop system with the SOF computed by the MC algorithm (blue)
compared with the global optimal response (red).
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HINFSTRUCT (see [29]) can be applied in order to get a starting SOF. The advan-
tage of the use of the RS is of finding starting SOF with relatively small norm.

Let σmax Fð Þ denote the functional (7) for the system A,B, Ip
� �

, whereA� BF is
stable, i.e., F∈Sq�p. Let P Fð Þ denote the Lyapunovmatrix (5) for the system A,B, Ip

� �
with F as above. Let σmax Kð Þ denote the functional (7) for the system A,B,Cð Þwith
K ∈Sq�r and related Lyapunov matrix P ¼ P Kð Þ given by (5). Now, ifA� BKC is
stable for some K, thenA� BF is stable for F ¼ KC (but there might exist F such that
A� BF is stable, which cannot be defined as KC for some q� rmatrix K). Therefore,

σmax F ∗ð Þ ¼ min
F∈Sq�p

σmax Fð Þ≤ min
K ∈Sfcurr;q�rα ∩ K 0ð Þ, hð Þ

σmax Kð Þ ¼ σmax K ∗ð Þ, (15)

where F ∗ is an optimal LQR state-feedback (SF) controller for the system
A,B, Ip
� �

. We conclude that σmax F ∗ð Þ≤ σmax K ∗ð Þ≤ σmax K bestð Þ� �
. Thus, σmax F ∗ð Þ is

a lower bound for σmax K bestð Þ� �
and can serve as a good estimator for it, in order to

quantify the convergence of the algorithm to the global minimum (as is evidently seen
from Table 1 in many cases) and in order to stop the algorithm earlier, since σmax F ∗ð Þ
can be calculated in advance. The lower bound appears in the last column of Table 1.

For all the systems, we had A,Bð Þ, AT,CT� �
controllable, except for ROC1 and

ROC2. All the systems are unstable, except for AC6, AC15, and NN16 which are
stable, but not α-stable, for α given in the stability margin column.

The experiments were executed on:
Computer: LAPTOP-GULIHG OV, ASUSeK COMPUTER, INC.
TUF GAMING FX504GM-FX80GM.
Processor: Intel(R) Core(TM) i7-8750H CPU@2.20GHz.
Platform: MATLAB, Version R2018b Win 64.

5.1 Conclusions from the experiments

Regarding the experimental results in Table 2 and the comparison between the
RS algorithm and the MC algorithm, we conclude:

1.The RS algorithm performs in magnitude better than the MC algorithm for the
systems: AC1, AC11, HE1, HE4, ROC1, ROC4, TF1, and NN5.

2.The MC algorithm performs in magnitude better than the RS algorithm for the
systems AC5 and DIS5.

3.The MC algorithm performs slightly better than the RS algorithm for systems
HE3 and NN16.

Regarding the experimental results in Table 2 and the performance of the
RS + MC algorithm, we conclude:

1.The RS + MC algorithm performs better than each algorithm separately, for
systems AC6, HE4, TF1, NN13, NN16, and NN17.

2.The RS + MC algorithm performs better than the RS algorithm for systems
AC5, HE3, and DIS5.

3.The RS + MC algorithm performs exactly as the RS algorithm for systems AC1,
AC11, DIS4, HE1, ROC1, ROC4, and NN5. This observation assesses the claim
for convergence of the RS algorithm to global optimum.
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4.The RS + MC algorithm performs exactly as the MC algorithm for systems AC5
and DIS5.

Regarding improvements over the starting point, we had:

1.The RS algorithm failed in finding any improvement over σmax K 0ð Þ� �
for

systems AC5 and DIS5.

2.The MC algorithm failed in finding any improvement over σmax K 0ð Þ� �
for

systems AC1, AC11, ROC1, and ROC4. This observation assesses the heuristic
that it is better to start with a SOF that brings the poles of the closed loop as
close as possible to the boundary of the disk α.

3.The RS + MC algorithm improved σmax K 0ð Þ� �
in any case.

Regarding the assessment of convergence to a global minimum, we had the
following results:

1.The RS algorithm and the RS + MC algorithm had very close values of
σmax K bestð Þ� �

(or exactly the same value) which is very close to the lower
bound, for systems AC1, AC6, HE1, HE3, HE4, ROC1, DIS4, NN5, and NN16.

System σ bestð Þ
max

for
A,B,Cð Þ
RS
Algo:

σ bestð Þ
max

for
A,B,Cð Þ
MC
Algo:

σ bestð Þ
max

for
A,B,Cð Þ
RSþMC
Algo:

RS
Algo:
CPU
time
sec½ �

MC
Algo:
CPU
time
sec½ �

RSþMC
Algo:
CPU
time
sec½ �

AC1 1:9207 � 103 1:0701 � 104 1:9207 � 103 2:9843 0:0468 3:0312

AC5 1:5888 � 109 2:5905 � 108 2:5905 � 108 2:0156 0:4062 2:2500

AC6 6:1449 � 102 6:5913 � 102 6:1389 � 102 5:1250 0:2500 5:1718

AC11 2:4234 � 103 1:2968 � 104 2:4234 � 103 2:9531 0:0468 3:0000

HE1 9:1253 � 102 1:0968 � 103 9:1253 � 102 2:2812 0:0468 2:3437

HE3 8:6808 � 104 7:1816 � 104 8:1737 � 104 13:4843 0:2343 13:7656

HE4 5:2247 � 104 1:1817 � 106 3:1783 � 104 10:9687 0:0468 11:2656

ROC1 6:6239 � 105 1:5906 � 107 6:6239 � 105 7:6250 0:1250 7:7500

ROC4 5:9923 � 105 1:2273 � 106 5:9923 � 105 5:3750 0:0625 5:4218

DIS4 1:7590 � 102 2:0376 � 102 1:7590 � 102 7:2187 0:1250 7:2656

DIS5 2:8686 � 108 3:2079 � 107 3:2079 � 107 1:8593 0:1562 1:9687

TF1 1:9289 � 104 1:1230 � 105 1:9270 � 104 5:0000 0:0625 5:0468

NN5 9:6780 � 105 1:3372 � 106 9:6780 � 105 1:2968 0:1718 1:3593

NN13 2:0521 � 102 2:6553 � 102 1:7953 � 102 2:3281 0:2656 2:4843

NN16 6:4416 � 102 6:0032 � 102 6:0030 � 102 6:4062 0:5468 6:7343

NN17 3:6805 � 103 4:9674 � 103 3:6787 � 103 0:9375 0:2812 1:1718

Table 2.
Experimental results.
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HINFSTRUCT (see [29]) can be applied in order to get a starting SOF. The advan-
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Let σmax Fð Þ denote the functional (7) for the system A,B, Ip
� �

, whereA� BF is
stable, i.e., F∈Sq�p. Let P Fð Þ denote the Lyapunovmatrix (5) for the system A,B, Ip

� �
with F as above. Let σmax Kð Þ denote the functional (7) for the system A,B,Cð Þwith
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σmax F ∗ð Þ ¼ min
F∈Sq�p

σmax Fð Þ≤ min
K ∈Sfcurr;q�rα ∩ K 0ð Þ, hð Þ

σmax Kð Þ ¼ σmax K ∗ð Þ, (15)

where F ∗ is an optimal LQR state-feedback (SF) controller for the system
A,B, Ip
� �

. We conclude that σmax F ∗ð Þ≤ σmax K ∗ð Þ≤ σmax K bestð Þ� �
. Thus, σmax F ∗ð Þ is

a lower bound for σmax K bestð Þ� �
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controllable, except for ROC1 and
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Computer: LAPTOP-GULIHG OV, ASUSeK COMPUTER, INC.
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Platform: MATLAB, Version R2018b Win 64.
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1.The RS algorithm performs in magnitude better than the MC algorithm for the
systems: AC1, AC11, HE1, HE4, ROC1, ROC4, TF1, and NN5.

2.The MC algorithm performs in magnitude better than the RS algorithm for the
systems AC5 and DIS5.

3.The MC algorithm performs slightly better than the RS algorithm for systems
HE3 and NN16.

Regarding the experimental results in Table 2 and the performance of the
RS + MC algorithm, we conclude:

1.The RS + MC algorithm performs better than each algorithm separately, for
systems AC6, HE4, TF1, NN13, NN16, and NN17.

2.The RS + MC algorithm performs better than the RS algorithm for systems
AC5, HE3, and DIS5.

3.The RS + MC algorithm performs exactly as the RS algorithm for systems AC1,
AC11, DIS4, HE1, ROC1, ROC4, and NN5. This observation assesses the claim
for convergence of the RS algorithm to global optimum.
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4.The RS + MC algorithm performs exactly as the MC algorithm for systems AC5
and DIS5.

Regarding improvements over the starting point, we had:

1.The RS algorithm failed in finding any improvement over σmax K 0ð Þ� �
for

systems AC5 and DIS5.

2.The MC algorithm failed in finding any improvement over σmax K 0ð Þ� �
for

systems AC1, AC11, ROC1, and ROC4. This observation assesses the heuristic
that it is better to start with a SOF that brings the poles of the closed loop as
close as possible to the boundary of the disk α.

3.The RS + MC algorithm improved σmax K 0ð Þ� �
in any case.

Regarding the assessment of convergence to a global minimum, we had the
following results:

1.The RS algorithm and the RS + MC algorithm had very close values of
σmax K bestð Þ� �

(or exactly the same value) which is very close to the lower
bound, for systems AC1, AC6, HE1, HE3, HE4, ROC1, DIS4, NN5, and NN16.

System σ bestð Þ
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for
A,B,Cð Þ
RS
Algo:

σ bestð Þ
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Algo:

σ bestð Þ
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for
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Algo:
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time
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ROC1 6:6239 � 105 1:5906 � 107 6:6239 � 105 7:6250 0:1250 7:7500

ROC4 5:9923 � 105 1:2273 � 106 5:9923 � 105 5:3750 0:0625 5:4218

DIS4 1:7590 � 102 2:0376 � 102 1:7590 � 102 7:2187 0:1250 7:2656

DIS5 2:8686 � 108 3:2079 � 107 3:2079 � 107 1:8593 0:1562 1:9687

TF1 1:9289 � 104 1:1230 � 105 1:9270 � 104 5:0000 0:0625 5:0468

NN5 9:6780 � 105 1:3372 � 106 9:6780 � 105 1:2968 0:1718 1:3593

NN13 2:0521 � 102 2:6553 � 102 1:7953 � 102 2:3281 0:2656 2:4843

NN16 6:4416 � 102 6:0032 � 102 6:0030 � 102 6:4062 0:5468 6:7343
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2.The MC algorithm achieved a very close value of σmax K bestð Þ� �
to the lower

bound, for the systems AC6, HE3, DIS5, NN5, and NN16.

As was expected, the MC algorithm seems to perform better locally, while the RS
algorithm seems to perform better globally. Thus, practically, the best approach is
to apply the RS algorithm in order to find a close neighborhood of a global mini-
mum and then to apply the MC algorithm on the result, for the local optimization,
as is evidently seen from the performance of the RS + MC algorithm.

5.2 Some specific results

Example 5.1. For the HE4 system with

A ¼ A1A2½ �, where

A1 ¼

0:99999985 0:00000014 0:00001538 0:00988556

�0:00000082 0:99999927 0:00944714 �0:00015179
�0:00016276 �0:00014358 0:89058607 �0:02380208
�0:00002661 0:00002887 0:00410983 0:98016538

�0:00002930 �0:00000576 �0:01923117 �0:00428369
�0:32100350 �0:00003189 �0:00471073 0:02122199

0:00098904 0:32051910 �0:02076100 �0:00474084
�0:01910442 0:01711196 0:00004146 �0:00066123

2
6666666666666666664

3
7777777777777777775

,

A2 ¼

0:00053188 0:00000088 0:00000089 �0:00000005
0:00059005 0:00000508 �0:00000451 0:00000034

�0:00060285 0:00100715 �0:00089937 0:00006730

�0:00000054 0:00016706 0:00018078 �0:00001158
0:99268256 0:00018120 �0:00003706 0:00002045

�0:00008474 0:99978709 �0:00020742 0:00015757

0:00841925 0:00020153 0:99963047 0:00000293

�0:00000005 0:00013964 �0:00000914 0:99709909

2
6666666666666666664

3
7777777777777777775

,

B ¼

�0:00000097 0:00002352 �0:00000082 �0:00000055
0:00000679 0:00000357 �0:00013147 �0:00000146
0:00117865 0:00072316 �0:02601681 �0:00016953
�0:00035692 0:00470509 0:00008442 �0:00000015
0:00302236 0:00013040 �0:00468257 �0:00205817
0:00286635 �0:00539604 �0:00009665 0:00000026

�0:00018970 0:00014386 �0:00517989 0:00234114

�0:04813606 �0:00000574 �0:00000060 �0:00000001

2
6666666666666666664

3
7777777777777777775

,
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C ¼ C1C2½ �, where

C1 ¼

�0:00000185 0:00001067 �0:00071398 0:00083459

0:99999992 0:00000007 0:00000769 0:00494278

�0:00000041 0:99999963 0:00472357 �0:00007589
�0:00001393 �0:00000365 �0:00972548 �0:05509146
�0:00008138 �0:00007179 0:94529303 �0:01190104
�0:00001330 0:00001443 0:00205491 0:99008269

2
666666666664

3
777777777775

,

C2 ¼

0:00022183 0:05942943 0:05327854 �0:99534942
0:00026594 0:00000044 0:00000044 �0:00000002
0:00029502 0:00000254 �0:00000225 0:00000017

0:99634129 0:00008613 �0:00002336 0:00001053

�0:00030142 0:00050357 �0:00044968 0:00003365

�0:00000027 0:00008353 0:00009039 �0:00000579

2
666666666664

3
777777777775

,

with

σ Að Þ ¼
0:638773652186517, 0:847768449750652

1:002501752901569, 0:960047795833900

0:990353602254223

8><
>:

9>=
>;
,

we had the following results:
by the RS algorithm for minimal-gain SOF (see [10])

K 0ð Þ ¼ K 0ð Þ
1 K 0ð Þ

2

h i
, where

K 0ð Þ
1 ¼

�0:05281866 0:30558099 �0:04123125
�0:74370605 �0:07272045 0:16180699

�0:34989799 �0:70937255 �0:03438071
0:36682921 �0:55329174 �0:42930790

2
666664

3
777775
,

K 0ð Þ
2 ¼

�0:07894070 �0:83106320 0:63513665

�0:57049060 0:02944824 0:03985277

0:01822942 �0:40097959 �0:32739026
�0:32035712 0:23550532 0:55239497

2
666664

3
777775
,

σ A� BK 0ð ÞC
� � ¼

0:88529956, 0:98303140,

0:99890558� 0:00709027i,

0:99895917 � 0:00548801i,

0:99648905, 0:99228590

8>>>>><
>>>>>:

9>>>>>=
>>>>>;
,

σ 0ð Þ
max ¼ 4:1660 � 106, K 0ð Þ�� �� ¼ 1:1052,

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

by the RS Algorithm1
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2.The MC algorithm achieved a very close value of σmax K bestð Þ� �
to the lower

bound, for the systems AC6, HE3, DIS5, NN5, and NN16.

As was expected, the MC algorithm seems to perform better locally, while the RS
algorithm seems to perform better globally. Thus, practically, the best approach is
to apply the RS algorithm in order to find a close neighborhood of a global mini-
mum and then to apply the MC algorithm on the result, for the local optimization,
as is evidently seen from the performance of the RS + MC algorithm.

5.2 Some specific results

Example 5.1. For the HE4 system with

A ¼ A1A2½ �, where

A1 ¼

0:99999985 0:00000014 0:00001538 0:00988556

�0:00000082 0:99999927 0:00944714 �0:00015179
�0:00016276 �0:00014358 0:89058607 �0:02380208
�0:00002661 0:00002887 0:00410983 0:98016538
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C ¼ C1C2½ �, where

C1 ¼

�0:00000185 0:00001067 �0:00071398 0:00083459

0:99999992 0:00000007 0:00000769 0:00494278

�0:00000041 0:99999963 0:00472357 �0:00007589
�0:00001393 �0:00000365 �0:00972548 �0:05509146
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2
666666666664

3
777777777775

,

C2 ¼

0:00022183 0:05942943 0:05327854 �0:99534942
0:00026594 0:00000044 0:00000044 �0:00000002
0:00029502 0:00000254 �0:00000225 0:00000017

0:99634129 0:00008613 �0:00002336 0:00001053

�0:00030142 0:00050357 �0:00044968 0:00003365

�0:00000027 0:00008353 0:00009039 �0:00000579

2
666666666664

3
777777777775

,

with

σ Að Þ ¼
0:638773652186517, 0:847768449750652

1:002501752901569, 0:960047795833900

0:990353602254223

8><
>:

9>=
>;
,

we had the following results:
by the RS algorithm for minimal-gain SOF (see [10])

K 0ð Þ ¼ K 0ð Þ
1 K 0ð Þ

2

h i
, where

K 0ð Þ
1 ¼

�0:05281866 0:30558099 �0:04123125
�0:74370605 �0:07272045 0:16180699

�0:34989799 �0:70937255 �0:03438071
0:36682921 �0:55329174 �0:42930790

2
666664

3
777775
,

K 0ð Þ
2 ¼

�0:07894070 �0:83106320 0:63513665

�0:57049060 0:02944824 0:03985277

0:01822942 �0:40097959 �0:32739026
�0:32035712 0:23550532 0:55239497

2
666664

3
777775
,

σ A� BK 0ð ÞC
� � ¼

0:88529956, 0:98303140,

0:99890558� 0:00709027i,

0:99895917 � 0:00548801i,

0:99648905, 0:99228590

8>>>>><
>>>>>:

9>>>>>=
>>>>>;
,

σ 0ð Þ
max ¼ 4:1660 � 106, K 0ð Þ�� �� ¼ 1:1052,

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

by the RS Algorithm1
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K bestð Þ ¼ K bestð Þ
1 K bestð Þ

2

h i
, where

K bestð Þ
1 ¼

2:60115550 0:71670943 1:38518242

�1:21472623 7:41955425 �2:28748737
0:08032866 �1:01678491 �3:50944968
0:88639191 �0:92895747 0:77107501

2
6666664

3
7777775
,

K bestð Þ
2 ¼

�0:43606038 �0:52797919 �1:91992615
�0:37181168 �0:49434738 �1:97765275
�0:43167652 2:40298411 �0:14274690
�1:34628983 �2:73288946 �0:19682963

2
6666664

3
7777775
,

σ A� BK bestð ÞC
� � ¼

0:86726666, 0:98939915,

0:99600356� 0:01886288i,

0:99670041� 0:00199237i,

0:97791267 � 0:01292326i,

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

,

σ bestð Þ
max ¼ 5:2247 � 104, K bestð Þ�� �� ¼ 8:1964,

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

by the MC Algorithm 2

K bestð Þ ¼ K bestð Þ
1 K bestð Þ

2

h i
, where

K bestð Þ
1 ¼

0:16219293 0:22685502 �1:41842788
0:10558055 0:04299252 �1:12924145
�0:01638169 �0:08184317 �0:14133958
�0:03859594 0:07947463 0:12534983

2
6666664

3
7777775
,

K bestð Þ
2 ¼

�0:23992446 �0:17536269 �0:44875450
�0:14481130 �0:18150136 �0:27764220
�0:04123859 0:04014410 0:05631322

�0:06158264 0:05048672 0:16208075

2
6666664

3
7777775
,

σ A� BK bestð ÞC
� � ¼

0:53091472, 0:95364142,

0:98741833, 0:99897830,

0:99717581� 0:00564301i,

0:95033459� 0:08956374i,

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

,

σ bestð Þ
max ¼ 1:1817 � 106, K bestð Þ�� �� ¼ 195:3621,

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

and by RS + MC Algorithms 1 and 2:
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K bestð Þ ¼ K bestð Þ
1 K bestð Þ

2

h i
, where

K bestð Þ
1 ¼

0:16101573 0:52768736 �1:99112247
�1:8453102 11:28218548 �3:45382160
0:45368113 �0:97316671 �6:96467764
0:57106266 �0:53606197 �0:45209883

2
6666664

3
7777775
,

K bestð Þ
2 ¼

�0:67588625 �0:18705486 �0:28941025
�0:69074912 �0:26655181 0:20004806

�0:83280356 3:20877857 �0:31860927
�3:09450298 �0:73194640 �0:07799223

2
6666664

3
7777775
,

σ A� BK bestð ÞC
� � ¼

0:98195937 � 0:03551664i,

0:99264852� 0:01953917i,

0:99354901� 0:00357529i,

0:99828371, 0:98490431

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

σ bestð Þ
max ¼ 3:1783 � 104, K bestð Þ�� �� ¼ 12:1029:

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

6. Concluding remarks

The Ray-Shooting Method is a powerful tool, since it practically solves the
problem of LQR via SOF, for real-life discrete-time LTI systems. The proposed
hybrid algorithm RS + MC has good performance in terms of run-time, in terms of
the quality of controllers (by reducing the starting point LQR functional value and
by reducing the controller norm) and in terms of the success rate in finding a
starting point feasible with respect to the needed α-stability. The RS + MC algorithm
has a proof of convergence in probability to a global minimum (as is evidently seen
from the experiments). This enlarges the practicality and scope of the Ray-Shooting
Method in solving hard complexity control problems, and we expect to receive
more results in this direction.
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K bestð Þ ¼ K bestð Þ
1 K bestð Þ

2

h i
, where

K bestð Þ
1 ¼

2:60115550 0:71670943 1:38518242

�1:21472623 7:41955425 �2:28748737
0:08032866 �1:01678491 �3:50944968
0:88639191 �0:92895747 0:77107501

2
6666664

3
7777775
,

K bestð Þ
2 ¼

�0:43606038 �0:52797919 �1:91992615
�0:37181168 �0:49434738 �1:97765275
�0:43167652 2:40298411 �0:14274690
�1:34628983 �2:73288946 �0:19682963

2
6666664

3
7777775
,

σ A� BK bestð ÞC
� � ¼

0:86726666, 0:98939915,

0:99600356� 0:01886288i,

0:99670041� 0:00199237i,

0:97791267 � 0:01292326i,

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

,

σ bestð Þ
max ¼ 5:2247 � 104, K bestð Þ�� �� ¼ 8:1964,

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

by the MC Algorithm 2

K bestð Þ ¼ K bestð Þ
1 K bestð Þ

2

h i
, where

K bestð Þ
1 ¼

0:16219293 0:22685502 �1:41842788
0:10558055 0:04299252 �1:12924145
�0:01638169 �0:08184317 �0:14133958
�0:03859594 0:07947463 0:12534983

2
6666664

3
7777775
,

K bestð Þ
2 ¼

�0:23992446 �0:17536269 �0:44875450
�0:14481130 �0:18150136 �0:27764220
�0:04123859 0:04014410 0:05631322

�0:06158264 0:05048672 0:16208075

2
6666664

3
7777775
,

σ A� BK bestð ÞC
� � ¼

0:53091472, 0:95364142,

0:98741833, 0:99897830,

0:99717581� 0:00564301i,

0:95033459� 0:08956374i,

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

,

σ bestð Þ
max ¼ 1:1817 � 106, K bestð Þ�� �� ¼ 195:3621,

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

and by RS + MC Algorithms 1 and 2:
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�3:09450298 �0:73194640 �0:07799223
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6666664

3
7777775
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8>>>>>><
>>>>>>:
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Discrete Time Optimal Control
Problems with Model-Reality
Differences
Sie Long Kek, Sy Yi Sim, Wah June Leong and Kok Lay Teo

Abstract

In this chapter, an efficient computation approach is proposed for solving a
general class of discrete-time optimal control problems. In our approach, a simpli-
fied optimal control model, which is adding the adjusted parameters into the model
used, is solved iteratively. In this way, the differences between the real plant and
the model used are calculated, in turn, to update the optimal solution of the model
used. During the computation procedure, the equivalent optimization problem is
formulated, where the conjugate gradient algorithm is applied in solving the opti-
mization problem. On this basis, the optimal solution of the modified model-based
optimal control problem is obtained repeatedly. Once the convergence is achieved,
the iterative solution approximates to the correct optimal solution of the original
optimal control problem, in spite of model-reality differences. For illustration, both
linear and nonlinear examples are demonstrated to show the performance of the
approach proposed. In conclusion, the efficiency of the approach proposed is highly
presented.

Keywords: optimal control, conjugate gradient, adjusted parameters,
iterative solution, model-reality differences

1. Introduction

Optimal control problems are existing in engineering and natural sciences for so
long, and the applications of the optimal control have been well defined in the
literature [1–4]. With the rapid evolution of computer technology, the development
of the optimal control techniques is reached a mature level, from classical control to
modern control, from proportional-integral-derivative (PID) control to feedback
control, and from adaptive control to intelligent control [5–8]. The studies in the
optimal control field are still progressing, and attract the interest of, not only
engineers and applied mathematicians but also biologists and financialists, to
investigate and contribute to the optimal control theory.

In particular, the optimal control algorithm, which integrates system optimiza-
tion and parameter estimation, gives a new insight into the control community. This
algorithm is known as the integrated system optimization and parameter estimation
(ISOPE), and its dynamic version is called the dynamic ISOPE (DISOPE). Both of
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Abstract

In this chapter, an efficient computation approach is proposed for solving a
general class of discrete-time optimal control problems. In our approach, a simpli-
fied optimal control model, which is adding the adjusted parameters into the model
used, is solved iteratively. In this way, the differences between the real plant and
the model used are calculated, in turn, to update the optimal solution of the model
used. During the computation procedure, the equivalent optimization problem is
formulated, where the conjugate gradient algorithm is applied in solving the opti-
mization problem. On this basis, the optimal solution of the modified model-based
optimal control problem is obtained repeatedly. Once the convergence is achieved,
the iterative solution approximates to the correct optimal solution of the original
optimal control problem, in spite of model-reality differences. For illustration, both
linear and nonlinear examples are demonstrated to show the performance of the
approach proposed. In conclusion, the efficiency of the approach proposed is highly
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1. Introduction

Optimal control problems are existing in engineering and natural sciences for so
long, and the applications of the optimal control have been well defined in the
literature [1–4]. With the rapid evolution of computer technology, the development
of the optimal control techniques is reached a mature level, from classical control to
modern control, from proportional-integral-derivative (PID) control to feedback
control, and from adaptive control to intelligent control [5–8]. The studies in the
optimal control field are still progressing, and attract the interest of, not only
engineers and applied mathematicians but also biologists and financialists, to
investigate and contribute to the optimal control theory.

In particular, the optimal control algorithm, which integrates system optimiza-
tion and parameter estimation, gives a new insight into the control community. This
algorithm is known as the integrated system optimization and parameter estimation
(ISOPE), and its dynamic version is called the dynamic ISOPE (DISOPE). Both of
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these algorithms were introduced by Robert [9–11], and Robert and Becerra
[12–14], respectively. The basic idea of DISOPE is applying the model-based opti-
mal control, which has different structures and parameters compared to the original
optimal control problem, to obtain the correct optimal solution of the original
optimal control problem, in spite of model-reality differences. Recently, this algo-
rithm has been extended to cover both deterministic and stochastic versions, and
it is known as an integrated optimal control and parameter estimation (IOCPE)
algorithm [15, 16]. On the other hand, the application of the optimization tech-
niques, particularly, using the conjugate gradient method for solving the optimal
control problem [17–19] has also been studied, where the open-loop control strategy
is concerned [3, 8].

In this chapter, the conjugate gradient approach [17, 19] is employed to solve the
linear model-based optimal control problem for obtaining the optimal solution of
the original optimal control problem. In our approach, the simplified model, which
is adding the adjusted parameters, is formulated initially. Then, an expanded opti-
mal control problem, which combines the system dynamic and the cost function
from the original optimal control problem into the simplified model, is introduced.
By defining the Hamiltonian function and the augmented cost function, the
corresponding necessary conditions for optimality are derived. Among these neces-
sary conditions, a set of necessary conditions is for the modified model-based
optimal control problem, a set of necessary conditions defines the parameter esti-
mation problem, and a set of necessary conditions calculates the multipliers [15].

By virtue of the modified model-based optimal control problem, an equivalence
optimization problem is defined, and the related gradient function is determined.
With an initial control sequence, the initial gradient and the initial search direction
are computed. Then, the control sequences are updated through the line search
technique, where the gradient and search direction would satisfy the conjugacy
condition [17, 18]. During the iteration, the state and the costate are updated by the
control sequence obtained from the conjugate gradient approach. When the con-
vergence is achieved within a tolerance given, the iterative solution approximates to
the correct optimal solution of the original optimal control problem, in spite of
model-reality differences. For illustration, examples of linear and nonlinear cases,
which are damped harmonic oscillator [7] and continuous stirred-tank chemical
tank [8], are studied.

The chapter is organized as follows. In Section 2, the problem statement is
described in detail, where the original optimal control problem and the simplified
model are discussed. In Section 3, the methodology used is further explained. The
necessary conditions for optimality are derived, and the use of the conjugate
gradient method is delivered in solving the equivalence optimization problem. In
Section 4, examples of a damped harmonic oscillator and a continuous stirred-tank
chemical reactor are studied. The results show the efficiency of the algorithm
proposed. Finally, concluding remarks are made.

2. Problem statement

Consider a general class of the discrete-time nonlinear optimal control problem,
given by

min
u kð Þ

J0 uð Þ ¼ φ x Nð Þ,Nð Þ þ
XN�1

k¼0
L x kð Þ, u kð Þ, kð Þ

subject to

x kþ 1ð Þ ¼ f x kð Þ, u kð Þ, kð Þ, x 0ð Þ ¼ x0

(1)
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where u kð Þ∈ℜm, k ¼ 0, 1,⋯,N � 1, and x kð Þ∈ℜn, k ¼ 0, 1,⋯,N, are the
control sequences and the state sequences, respectively, while f : ℜn �ℜm �ℜ!
ℜn represents the real plant, L : ℜn �ℜm �ℜ! ℜ is the cost under summation,
and φ : ℜn �ℜ! ℜ is the terminal cost. Here, J0 is the scalar cost function, and x0
is the known initial state vector. It is assumed that all functions in (1) are continu-
ously differentiable with respect to their respective arguments.

This problem, which is referred to as Problem (P), is regarded as the real optimal
control problem. Due on the complex and nonlinear structure, solving Problem (P)
actually requires the efficient computation techniques. For this reason, the simpli-
fied model of Problem (P) is identified to be solved such that the true optimal
solution of Problem (P) could be approximated. Hence, this simplified model-based
optimal control problem is defined as follows:

min
u kð Þ

J1 uð Þ ¼ 1
2
x Nð ÞTS Nð Þx Nð Þ þ γ Nð Þ þ

XN�1

k¼0

1
2

x kð ÞTQx kð Þ þ u kð ÞTRu kð Þ
� �

þ γ kð Þ

subject to

x kþ 1ð Þ ¼ Ax kð Þ þ Bu kð Þ þ α kð Þ, x 0ð Þ ¼ x0
(2)

where γ kð Þ, k ¼ 0, 1,⋯,N, and α kð Þ, k ¼ 0, 1,⋯,N � 1, are introduced as the
adjusted parameters, whereas A is an n� n transition matrix, and B is an n�m
control coefficient matrix. Besides, S Nð Þ and Q are n� n positive semi-definite
matrices, and R is am�m positive definite matrix. Here, J1 is the scalar cost function.

Let this problem is referred to as Problem (M). It can be seen that, because of the
different structures and parameters, only solving Problem (M) would not obtain the
optimal solution of Problem (P) for not taking the adjusted parameters into
account. Notice, adding the adjusted parameters into Problem (M) could let us
calculate the differences between the real plant and the model used. On this basis,
Problem (M) would be solved iteratively to give the correct optimal solution of
Problem (P), in spite of model-reality differences.

3. System optimization with parameter estimation

Now, an expanded optimal control problem, which combines the real plant and
the cost function in Problem (P) into Problem (M) and is referred to as Problem
(E), is introduced by

min
u kð Þ

J2 uð Þ ¼ 1
2
x Nð ÞTS Nð Þx Nð Þ þ γ Nð Þ þ

XN�1

k¼0

1
2

x kð ÞTQx kð Þ þ u kð ÞTRu kð Þ
� �

þ γ kð Þ

þ 1
2
r1 u kð Þ � v kð Þk k2 þ 1

2
r2 x kð Þ � z kð Þk k2

subject to

x kþ 1ð Þ ¼ Ax kð Þ þ Bu kð Þ þ α kð Þ, x 0ð Þ ¼ x0
1
2
z Nð ÞTS Nð Þz Nð Þ þ γ Nð Þ ¼ φ z Nð Þ,Nð Þ

1
2

z kð ÞTQz kð Þ þ v kð ÞTRv kð Þ
� �

þ γ kð Þ ¼ L z kð Þ, v kð Þ, kð Þ
Az kð Þ þ Bv kð Þ þ α kð Þ ¼ f z kð Þ, v kð Þ, kð Þ
v kð Þ ¼ u kð Þ
z kð Þ ¼ x kð Þ

(3)
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these algorithms were introduced by Robert [9–11], and Robert and Becerra
[12–14], respectively. The basic idea of DISOPE is applying the model-based opti-
mal control, which has different structures and parameters compared to the original
optimal control problem, to obtain the correct optimal solution of the original
optimal control problem, in spite of model-reality differences. Recently, this algo-
rithm has been extended to cover both deterministic and stochastic versions, and
it is known as an integrated optimal control and parameter estimation (IOCPE)
algorithm [15, 16]. On the other hand, the application of the optimization tech-
niques, particularly, using the conjugate gradient method for solving the optimal
control problem [17–19] has also been studied, where the open-loop control strategy
is concerned [3, 8].

In this chapter, the conjugate gradient approach [17, 19] is employed to solve the
linear model-based optimal control problem for obtaining the optimal solution of
the original optimal control problem. In our approach, the simplified model, which
is adding the adjusted parameters, is formulated initially. Then, an expanded opti-
mal control problem, which combines the system dynamic and the cost function
from the original optimal control problem into the simplified model, is introduced.
By defining the Hamiltonian function and the augmented cost function, the
corresponding necessary conditions for optimality are derived. Among these neces-
sary conditions, a set of necessary conditions is for the modified model-based
optimal control problem, a set of necessary conditions defines the parameter esti-
mation problem, and a set of necessary conditions calculates the multipliers [15].

By virtue of the modified model-based optimal control problem, an equivalence
optimization problem is defined, and the related gradient function is determined.
With an initial control sequence, the initial gradient and the initial search direction
are computed. Then, the control sequences are updated through the line search
technique, where the gradient and search direction would satisfy the conjugacy
condition [17, 18]. During the iteration, the state and the costate are updated by the
control sequence obtained from the conjugate gradient approach. When the con-
vergence is achieved within a tolerance given, the iterative solution approximates to
the correct optimal solution of the original optimal control problem, in spite of
model-reality differences. For illustration, examples of linear and nonlinear cases,
which are damped harmonic oscillator [7] and continuous stirred-tank chemical
tank [8], are studied.

The chapter is organized as follows. In Section 2, the problem statement is
described in detail, where the original optimal control problem and the simplified
model are discussed. In Section 3, the methodology used is further explained. The
necessary conditions for optimality are derived, and the use of the conjugate
gradient method is delivered in solving the equivalence optimization problem. In
Section 4, examples of a damped harmonic oscillator and a continuous stirred-tank
chemical reactor are studied. The results show the efficiency of the algorithm
proposed. Finally, concluding remarks are made.

2. Problem statement

Consider a general class of the discrete-time nonlinear optimal control problem,
given by

min
u kð Þ

J0 uð Þ ¼ φ x Nð Þ,Nð Þ þ
XN�1

k¼0
L x kð Þ, u kð Þ, kð Þ

subject to

x kþ 1ð Þ ¼ f x kð Þ, u kð Þ, kð Þ, x 0ð Þ ¼ x0

(1)
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where u kð Þ∈ℜm, k ¼ 0, 1,⋯,N � 1, and x kð Þ∈ℜn, k ¼ 0, 1,⋯,N, are the
control sequences and the state sequences, respectively, while f : ℜn �ℜm �ℜ!
ℜn represents the real plant, L : ℜn �ℜm �ℜ! ℜ is the cost under summation,
and φ : ℜn �ℜ! ℜ is the terminal cost. Here, J0 is the scalar cost function, and x0
is the known initial state vector. It is assumed that all functions in (1) are continu-
ously differentiable with respect to their respective arguments.

This problem, which is referred to as Problem (P), is regarded as the real optimal
control problem. Due on the complex and nonlinear structure, solving Problem (P)
actually requires the efficient computation techniques. For this reason, the simpli-
fied model of Problem (P) is identified to be solved such that the true optimal
solution of Problem (P) could be approximated. Hence, this simplified model-based
optimal control problem is defined as follows:

min
u kð Þ

J1 uð Þ ¼ 1
2
x Nð ÞTS Nð Þx Nð Þ þ γ Nð Þ þ

XN�1

k¼0

1
2

x kð ÞTQx kð Þ þ u kð ÞTRu kð Þ
� �

þ γ kð Þ

subject to

x kþ 1ð Þ ¼ Ax kð Þ þ Bu kð Þ þ α kð Þ, x 0ð Þ ¼ x0
(2)

where γ kð Þ, k ¼ 0, 1,⋯,N, and α kð Þ, k ¼ 0, 1,⋯,N � 1, are introduced as the
adjusted parameters, whereas A is an n� n transition matrix, and B is an n�m
control coefficient matrix. Besides, S Nð Þ and Q are n� n positive semi-definite
matrices, and R is am�m positive definite matrix. Here, J1 is the scalar cost function.

Let this problem is referred to as Problem (M). It can be seen that, because of the
different structures and parameters, only solving Problem (M) would not obtain the
optimal solution of Problem (P) for not taking the adjusted parameters into
account. Notice, adding the adjusted parameters into Problem (M) could let us
calculate the differences between the real plant and the model used. On this basis,
Problem (M) would be solved iteratively to give the correct optimal solution of
Problem (P), in spite of model-reality differences.

3. System optimization with parameter estimation

Now, an expanded optimal control problem, which combines the real plant and
the cost function in Problem (P) into Problem (M) and is referred to as Problem
(E), is introduced by

min
u kð Þ

J2 uð Þ ¼ 1
2
x Nð ÞTS Nð Þx Nð Þ þ γ Nð Þ þ

XN�1

k¼0

1
2

x kð ÞTQx kð Þ þ u kð ÞTRu kð Þ
� �

þ γ kð Þ

þ 1
2
r1 u kð Þ � v kð Þk k2 þ 1

2
r2 x kð Þ � z kð Þk k2

subject to

x kþ 1ð Þ ¼ Ax kð Þ þ Bu kð Þ þ α kð Þ, x 0ð Þ ¼ x0
1
2
z Nð ÞTS Nð Þz Nð Þ þ γ Nð Þ ¼ φ z Nð Þ,Nð Þ

1
2

z kð ÞTQz kð Þ þ v kð ÞTRv kð Þ
� �

þ γ kð Þ ¼ L z kð Þ, v kð Þ, kð Þ
Az kð Þ þ Bv kð Þ þ α kð Þ ¼ f z kð Þ, v kð Þ, kð Þ
v kð Þ ¼ u kð Þ
z kð Þ ¼ x kð Þ

(3)
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where v kð Þ∈ℜm, k ¼ 0, 1,⋯,N � 1, and z kð Þ∈ℜn, k ¼ 0, 1,⋯,N, are intro-
duced to separate the sequences of control and state in the optimization problem
from the respective signals in the parameter estimation problem, and k � k denotes
the usual Euclidean norm. The terms 1

2 r1 u kð Þ � v kð Þk k2 and 1
2 r2 x kð Þ � z kð Þk k2 with

r1, r2 ∈ℜ are introduced to improve the convexity and to facilitate the convergence
of the resulting iterative algorithm. Here, we clarify that the algorithm is designed
such that the constraints v kð Þ ¼ u kð Þ and z kð Þ ¼ x kð Þ are satisfied upon termination
of the iterations, assuming that convergence is achieved. Moreover, the state con-
straint z kð Þ and the control constraint v kð Þ are used for the computation of the
parameter estimation and matching scheme, while the corresponding state con-
straint x kð Þ and control constraint u kð Þ are reserved for optimizing the model-based
optimal control problem. Therefore, system optimization and parameter estimation
are declared and mutually integrated.

3.1 Necessary conditions for optimality

Define the Hamiltonian function for Problem (E), given by:

H2 kð Þ ¼ 1
2

x kð ÞTQx kð Þ þ u kð ÞTRu kð Þ
� �

þ γ kð Þ þ 1
2
r1 u kð Þ � v kð Þk k2

þ 1
2
r2 x kð Þ � z kð Þk k2 þ p kþ 1ð ÞT Ax kð Þ þ Bu kð Þ þ α kð Þð Þ � λ kð ÞTu kð Þ

� β kð ÞTx kð Þ
(4)

where λ kð Þ∈ℜm, k ¼ 0, 1,⋯,N � 1, β kð Þ∈ℜn, k ¼ 0, 1,⋯,N, and
p kð Þ∈ℜn, k ¼ 0, 1,⋯,N, are modifiers. Using this Hamiltonian function in (4),
write the cost function in (3) to be the augmented cost function, that is,

J02 uð Þ ¼ 1
2
x Nð ÞTS Nð Þx Nð Þ þ γ Nð Þ þ p 0ð ÞTx 0ð Þ � p Nð ÞTx Nð Þ

þ ξ Nð Þ φ z Nð Þ,Nð Þ � 1
2
z Nð ÞTS Nð Þz Nð Þ � γ Nð Þ

� �
þ ΓT x Nð Þ � z Nð Þð Þ

þ
XN�1

k¼0
H2 kð Þ � p kð ÞTx kð Þ þ λ kð ÞTv kð Þ þ β kð ÞTz kð Þ

þ ξ kð Þ L z kð Þ, v kð Þ, kð Þ � 1
2

z kð ÞTQz kð Þ þ v kð ÞTRv kð Þ
� �

� γ kð Þ
� �

þ μ kð ÞT f z kð Þ, v kð Þ, kð Þ � Az kð Þ � Bv kð Þ � α kð Þð Þ
(5)

where p kð Þ, ξ kð Þ, λ kð Þ, β kð Þ, μ kð Þ and Γ are the appropriate multipliers to be
determined later.

Applying the calculus of variation [7, 9, 11, 13, 15] to the augmented cost
function in (5), the following necessary conditions for optimality are obtained:

(a) Stationary condition:

Ru kð Þ þ BTp kþ 1ð Þ � λ kð Þ þ r1 u kð Þ � v kð Þð Þ ¼ 0 (6)

(b) Co-state equation:

p kð Þ ¼ Qx kð Þ þ ATp kþ 1ð Þ � β kð Þ þ r2 x kð Þ � z kð Þð Þ (7)
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(c) State equation:

x kþ 1ð Þ ¼ Ax kð Þ þ Bu kð Þ þ α kð Þ (8)

(d) Boundary conditions:

p Nð Þ ¼ S Nð Þx Nð Þ þ Γ and x 0ð Þ ¼ x0 (9)

(e) Adjusted parameter equations:

φ z Nð Þ,Nð Þ ¼ 1
2
z Nð ÞTS Nð Þz Nð Þ þ γ Nð Þ (10)

L z kð Þ, v kð Þ, kð Þ ¼ 1
2

z kð ÞTQz kð Þ þ v kð ÞTRv kð Þ
� �

þ γ kð Þ (11)

f z kð Þ, v kð Þ, kð Þ ¼ Az kð Þ þ Bv kð Þ þ α kð Þ (12)

(f) Modifier equations:

Γ ¼ ∇z Nð Þφ� S Nð Þz Nð Þ (13)

λ kð Þ ¼ � ∇v kð ÞL� Rv kð Þ� �� ∂ f
∂v kð Þ � B
� �T

p̂ kþ 1ð Þ (14)

β kð Þ ¼ � ∇z kð ÞL� Qz kð Þ� �� ∂ f
∂z kð Þ � A
� �T

p̂ kþ 1ð Þ (15)

with ξ kð Þ ¼ 1 and μ kð Þ ¼ p̂ kþ 1ð Þ.
(g) Separable variables:

v kð Þ ¼ u kð Þ, z kð Þ ¼ x kð Þ, p̂ kð Þ ¼ p kð Þ: (16)

Notice that for the optimality necessary conditions obtained above, they are
divided into three sets of necessary conditions. The first set of necessary conditions
in (6)–(9) is the necessary conditions for the system optimization problem. The
second set of necessary conditions in (10)–(12) defines the parameter estimation
problem. The third set of necessary conditions in (13)–(15) provides the computa-
tion of multipliers. In fact, the necessary conditions, which are defined in (6)–(9),
are the optimality for the modified model-based optimal control problem, and
the adjusted parameters, which are calculated from the necessary conditions in
(10)–(12), measure the differences between the real plant and the model used.

3.2 Modified model-based optimal control problem

As a consequence, the modified model-based optimal control problem, which is
referred to as Problem (MM), is defined by

min
u kð Þ

J3 uð Þ ¼ 1
2
x Nð ÞTS Nð Þx Nð Þ þ ΓTx Nð Þ þ γ Nð Þ þ

XN�1

k¼0

1
2

x kð ÞTQx kð Þ þ u kð ÞTRu kð Þ
� �

þγ kð Þ þ 1
2
r1 u kð Þ � v kð Þk k2 þ 1

2
r2 x kð Þ � z kð Þk k2 � λ kð ÞTu kð Þ � β kð ÞTx kð Þ

subject to

x kþ 1ð Þ ¼ Ax kð Þ þ Bu kð Þ þ α kð Þ, x 0ð Þ ¼ x0
(17)
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where v kð Þ∈ℜm, k ¼ 0, 1,⋯,N � 1, and z kð Þ∈ℜn, k ¼ 0, 1,⋯,N, are intro-
duced to separate the sequences of control and state in the optimization problem
from the respective signals in the parameter estimation problem, and k � k denotes
the usual Euclidean norm. The terms 1

2 r1 u kð Þ � v kð Þk k2 and 1
2 r2 x kð Þ � z kð Þk k2 with

r1, r2 ∈ℜ are introduced to improve the convexity and to facilitate the convergence
of the resulting iterative algorithm. Here, we clarify that the algorithm is designed
such that the constraints v kð Þ ¼ u kð Þ and z kð Þ ¼ x kð Þ are satisfied upon termination
of the iterations, assuming that convergence is achieved. Moreover, the state con-
straint z kð Þ and the control constraint v kð Þ are used for the computation of the
parameter estimation and matching scheme, while the corresponding state con-
straint x kð Þ and control constraint u kð Þ are reserved for optimizing the model-based
optimal control problem. Therefore, system optimization and parameter estimation
are declared and mutually integrated.

3.1 Necessary conditions for optimality

Define the Hamiltonian function for Problem (E), given by:

H2 kð Þ ¼ 1
2

x kð ÞTQx kð Þ þ u kð ÞTRu kð Þ
� �

þ γ kð Þ þ 1
2
r1 u kð Þ � v kð Þk k2

þ 1
2
r2 x kð Þ � z kð Þk k2 þ p kþ 1ð ÞT Ax kð Þ þ Bu kð Þ þ α kð Þð Þ � λ kð ÞTu kð Þ

� β kð ÞTx kð Þ
(4)

where λ kð Þ∈ℜm, k ¼ 0, 1,⋯,N � 1, β kð Þ∈ℜn, k ¼ 0, 1,⋯,N, and
p kð Þ∈ℜn, k ¼ 0, 1,⋯,N, are modifiers. Using this Hamiltonian function in (4),
write the cost function in (3) to be the augmented cost function, that is,

J02 uð Þ ¼ 1
2
x Nð ÞTS Nð Þx Nð Þ þ γ Nð Þ þ p 0ð ÞTx 0ð Þ � p Nð ÞTx Nð Þ

þ ξ Nð Þ φ z Nð Þ,Nð Þ � 1
2
z Nð ÞTS Nð Þz Nð Þ � γ Nð Þ

� �
þ ΓT x Nð Þ � z Nð Þð Þ

þ
XN�1

k¼0
H2 kð Þ � p kð ÞTx kð Þ þ λ kð ÞTv kð Þ þ β kð ÞTz kð Þ

þ ξ kð Þ L z kð Þ, v kð Þ, kð Þ � 1
2

z kð ÞTQz kð Þ þ v kð ÞTRv kð Þ
� �

� γ kð Þ
� �

þ μ kð ÞT f z kð Þ, v kð Þ, kð Þ � Az kð Þ � Bv kð Þ � α kð Þð Þ
(5)

where p kð Þ, ξ kð Þ, λ kð Þ, β kð Þ, μ kð Þ and Γ are the appropriate multipliers to be
determined later.

Applying the calculus of variation [7, 9, 11, 13, 15] to the augmented cost
function in (5), the following necessary conditions for optimality are obtained:

(a) Stationary condition:

Ru kð Þ þ BTp kþ 1ð Þ � λ kð Þ þ r1 u kð Þ � v kð Þð Þ ¼ 0 (6)

(b) Co-state equation:

p kð Þ ¼ Qx kð Þ þ ATp kþ 1ð Þ � β kð Þ þ r2 x kð Þ � z kð Þð Þ (7)

84

Control Theory in Engineering

(c) State equation:

x kþ 1ð Þ ¼ Ax kð Þ þ Bu kð Þ þ α kð Þ (8)

(d) Boundary conditions:

p Nð Þ ¼ S Nð Þx Nð Þ þ Γ and x 0ð Þ ¼ x0 (9)

(e) Adjusted parameter equations:

φ z Nð Þ,Nð Þ ¼ 1
2
z Nð ÞTS Nð Þz Nð Þ þ γ Nð Þ (10)

L z kð Þ, v kð Þ, kð Þ ¼ 1
2

z kð ÞTQz kð Þ þ v kð ÞTRv kð Þ
� �

þ γ kð Þ (11)

f z kð Þ, v kð Þ, kð Þ ¼ Az kð Þ þ Bv kð Þ þ α kð Þ (12)

(f) Modifier equations:

Γ ¼ ∇z Nð Þφ� S Nð Þz Nð Þ (13)

λ kð Þ ¼ � ∇v kð ÞL� Rv kð Þ� �� ∂ f
∂v kð Þ � B
� �T

p̂ kþ 1ð Þ (14)

β kð Þ ¼ � ∇z kð ÞL� Qz kð Þ� �� ∂ f
∂z kð Þ � A
� �T

p̂ kþ 1ð Þ (15)

with ξ kð Þ ¼ 1 and μ kð Þ ¼ p̂ kþ 1ð Þ.
(g) Separable variables:

v kð Þ ¼ u kð Þ, z kð Þ ¼ x kð Þ, p̂ kð Þ ¼ p kð Þ: (16)

Notice that for the optimality necessary conditions obtained above, they are
divided into three sets of necessary conditions. The first set of necessary conditions
in (6)–(9) is the necessary conditions for the system optimization problem. The
second set of necessary conditions in (10)–(12) defines the parameter estimation
problem. The third set of necessary conditions in (13)–(15) provides the computa-
tion of multipliers. In fact, the necessary conditions, which are defined in (6)–(9),
are the optimality for the modified model-based optimal control problem, and
the adjusted parameters, which are calculated from the necessary conditions in
(10)–(12), measure the differences between the real plant and the model used.

3.2 Modified model-based optimal control problem

As a consequence, the modified model-based optimal control problem, which is
referred to as Problem (MM), is defined by

min
u kð Þ

J3 uð Þ ¼ 1
2
x Nð ÞTS Nð Þx Nð Þ þ ΓTx Nð Þ þ γ Nð Þ þ

XN�1

k¼0

1
2

x kð ÞTQx kð Þ þ u kð ÞTRu kð Þ
� �

þγ kð Þ þ 1
2
r1 u kð Þ � v kð Þk k2 þ 1

2
r2 x kð Þ � z kð Þk k2 � λ kð ÞTu kð Þ � β kð ÞTx kð Þ

subject to

x kþ 1ð Þ ¼ Ax kð Þ þ Bu kð Þ þ α kð Þ, x 0ð Þ ¼ x0
(17)
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with the specified α kð Þ, γ kð Þ, λ kð Þ, β kð Þ, Γ, v kð Þ and z kð Þ, where the boundary
conditions are given by x0 and p Nð Þ with the specified multiplier Γ.

It is obvious that Problem (MM), which is derived from Problem (E), is a
modification of optimal control problem and is also known as a modified linear
quadratic regular problem. Importantly, the set of the necessary conditions in
(6)–(9) for Problem (E) is the necessary conditions that are satisfied by Problem
(MM). In addition, due to the quadratic criterion feature of the objective function,
the conjugate gradient method [17, 18], which is one of the numerical optimization
techniques, could be applied to solve Problem (MM).

3.3 Conjugate gradient algorithm

For simplicity [19], establish Problem (MM) as a nonlinear optimization prob-
lem with the initial control given by u 0ð Þ ¼ u kð Þ0 as follows:

min
u kð Þ

J3 uð Þ subject to u ¼ u kð Þ∈ℜm for k ¼ 0, 1,⋯,N � 1 (18)

Let this problem as Problem (Q). Moreover, the Hamiltonian function defined in
(4) is taken into consideration as an equivalent objective function. Hence, this
Hamiltonian function allows the evaluation of the gradient function, which is the
stationary condition in (6), and by using the iterative solution u ið Þ ¼ u kð Þi to satisfy
the state Eq. (8), which is solved forward in time, and the co-state Eq. (7), which is
solved backward in time.

Define the gradient function g : ℜm ! ℜm as

g ui
� � ¼ ∇uJ3 ui

� �
(19)

which is represented by the stationary condition in (6). For arbitrary initial
control u 0ð Þ ∈ℜm, the initial gradient and the initial search direction are calculated
from

g 0ð Þ ¼ g u 0ð Þ
� �

(20)

d 0ð Þ ¼ �g 0ð Þ: (21)

The following line search equation is applied to update the control sequence:

u iþ1ð Þ ¼ u ið Þ þ ai � d ið Þ (22)

where ai ∈ℜ is the step size, and its value can be determined from

ai ¼ argmin
a≥0

J3 u ið Þ þ a � d ið Þ
� �

: (23)

After that, the gradient and the search direction are updated by

g iþ1ð Þ ¼ g u iþ1ð Þ
� �

(24)

d iþ1ð Þ ¼ �g iþ1ð Þ þ bi � d ið Þ (25)

with
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bi ¼ g iþ1ð ÞT � g iþ1ð Þ

g ið ÞT � g ið Þ (26)

for i = 0, 1, 2, … represents the iteration numbers.
From the discussion above, we present the result as a proposition given as follows:
Proposition 1.Consider Problem (Q). The control sequence u ið Þ, which is defined in (22)

and is represented by

u ið Þ ¼ u 0ð Þð ÞT, u 1ð Þð ÞT,⋯, u N � 1ð Þð ÞT
h i

,

is generated through a set of the search direction vector d ið Þ whose components are
linearly independent. Also, the direction d ið Þ is conjugacy.

The conjugate gradient algorithm is summarized below:
Conjugate gradient algorithm
Data: Choose the arbitrary initial control u 0ð Þ and the tolerance ε.
Step 0: Compute the initial gradient g 0ð Þ from (20) and the initial search direc-

tion d 0ð Þ from (21), respectively. Set i ¼ 0:
Step 1: Solve the state Eq. (8) forward in time from k ¼ 0 to k ¼ N with the

initial condition (9) to obtain x kð Þi, k ¼ 0, 1,⋯,N:
Step 2: Solve the costate Eq. (7) backward in time from k ¼ N to k ¼ 0 with the

boundary condition (9), where p kð Þi is the solution obtained.
Step 3: Calculate the value of the cost functional J3 u ið Þ� �

from (17).
Step 4: Solve (23) to obtain the step size ai.
Step 5: Calculate the control u iþ1ð Þ from (22).
Step 6: Evaluate the gradient g iþ1ð Þ and the search direction d iþ1ð Þ, respectively,

from (24) and (25) with computing bi from (26). If the gradient g iþ1ð Þ ¼ g ið Þ, within
a given tolerance, stop, else set i ¼ iþ 1, go to Step 1.

Remark 1:

a. Step 0 is the preliminary step for setting the initial search direction based on
the gradient direction in using the conjugate gradient algorithm.

b. Steps 1, 2, and 3 are performed to solve the system optimization by using the
corresponding control sequence u ið Þ.

c. Steps 4, 5, and 6 are the computation steps in implementing the conjugate
direction.

3.4 Iterative calculation procedure

Accordingly, Problem (Q) is solved by using the conjugate gradient algorithm.
Indeed, the solution procedure for system optimization with parameter estimation
could be described by joining the conjugate gradient algorithm with the parameters
estimated. A summary of the calculation procedure including the principle of
model-reality differences is listed as follows:

Iterative algorithm based on model-reality differences
Data: A, B, Q, R, S Nð Þ, N, x0, r1, r2, kv, kz, kp, f , L: Note that A and B could

be determined based on the linearization of f at x0 or from the linear terms of f .
Step 0: Compute a nominal solution. Assume that α kð Þ ¼ 0, k ¼ 0, 1,⋯,N � 1,

and r1 ¼ r2 ¼ 0: Solve Problem (M) defined by (2) to obtain u kð Þ0,
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with the specified α kð Þ, γ kð Þ, λ kð Þ, β kð Þ, Γ, v kð Þ and z kð Þ, where the boundary
conditions are given by x0 and p Nð Þ with the specified multiplier Γ.

It is obvious that Problem (MM), which is derived from Problem (E), is a
modification of optimal control problem and is also known as a modified linear
quadratic regular problem. Importantly, the set of the necessary conditions in
(6)–(9) for Problem (E) is the necessary conditions that are satisfied by Problem
(MM). In addition, due to the quadratic criterion feature of the objective function,
the conjugate gradient method [17, 18], which is one of the numerical optimization
techniques, could be applied to solve Problem (MM).

3.3 Conjugate gradient algorithm

For simplicity [19], establish Problem (MM) as a nonlinear optimization prob-
lem with the initial control given by u 0ð Þ ¼ u kð Þ0 as follows:

min
u kð Þ

J3 uð Þ subject to u ¼ u kð Þ∈ℜm for k ¼ 0, 1,⋯,N � 1 (18)

Let this problem as Problem (Q). Moreover, the Hamiltonian function defined in
(4) is taken into consideration as an equivalent objective function. Hence, this
Hamiltonian function allows the evaluation of the gradient function, which is the
stationary condition in (6), and by using the iterative solution u ið Þ ¼ u kð Þi to satisfy
the state Eq. (8), which is solved forward in time, and the co-state Eq. (7), which is
solved backward in time.

Define the gradient function g : ℜm ! ℜm as

g ui
� � ¼ ∇uJ3 ui

� �
(19)

which is represented by the stationary condition in (6). For arbitrary initial
control u 0ð Þ ∈ℜm, the initial gradient and the initial search direction are calculated
from

g 0ð Þ ¼ g u 0ð Þ
� �

(20)

d 0ð Þ ¼ �g 0ð Þ: (21)

The following line search equation is applied to update the control sequence:

u iþ1ð Þ ¼ u ið Þ þ ai � d ið Þ (22)

where ai ∈ℜ is the step size, and its value can be determined from

ai ¼ argmin
a≥0

J3 u ið Þ þ a � d ið Þ
� �

: (23)

After that, the gradient and the search direction are updated by

g iþ1ð Þ ¼ g u iþ1ð Þ
� �

(24)

d iþ1ð Þ ¼ �g iþ1ð Þ þ bi � d ið Þ (25)

with
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bi ¼ g iþ1ð ÞT � g iþ1ð Þ

g ið ÞT � g ið Þ (26)

for i = 0, 1, 2, … represents the iteration numbers.
From the discussion above, we present the result as a proposition given as follows:
Proposition 1.Consider Problem (Q). The control sequence u ið Þ, which is defined in (22)

and is represented by

u ið Þ ¼ u 0ð Þð ÞT, u 1ð Þð ÞT,⋯, u N � 1ð Þð ÞT
h i

,

is generated through a set of the search direction vector d ið Þ whose components are
linearly independent. Also, the direction d ið Þ is conjugacy.

The conjugate gradient algorithm is summarized below:
Conjugate gradient algorithm
Data: Choose the arbitrary initial control u 0ð Þ and the tolerance ε.
Step 0: Compute the initial gradient g 0ð Þ from (20) and the initial search direc-

tion d 0ð Þ from (21), respectively. Set i ¼ 0:
Step 1: Solve the state Eq. (8) forward in time from k ¼ 0 to k ¼ N with the

initial condition (9) to obtain x kð Þi, k ¼ 0, 1,⋯,N:
Step 2: Solve the costate Eq. (7) backward in time from k ¼ N to k ¼ 0 with the

boundary condition (9), where p kð Þi is the solution obtained.
Step 3: Calculate the value of the cost functional J3 u ið Þ� �

from (17).
Step 4: Solve (23) to obtain the step size ai.
Step 5: Calculate the control u iþ1ð Þ from (22).
Step 6: Evaluate the gradient g iþ1ð Þ and the search direction d iþ1ð Þ, respectively,

from (24) and (25) with computing bi from (26). If the gradient g iþ1ð Þ ¼ g ið Þ, within
a given tolerance, stop, else set i ¼ iþ 1, go to Step 1.

Remark 1:

a. Step 0 is the preliminary step for setting the initial search direction based on
the gradient direction in using the conjugate gradient algorithm.

b. Steps 1, 2, and 3 are performed to solve the system optimization by using the
corresponding control sequence u ið Þ.

c. Steps 4, 5, and 6 are the computation steps in implementing the conjugate
direction.

3.4 Iterative calculation procedure

Accordingly, Problem (Q) is solved by using the conjugate gradient algorithm.
Indeed, the solution procedure for system optimization with parameter estimation
could be described by joining the conjugate gradient algorithm with the parameters
estimated. A summary of the calculation procedure including the principle of
model-reality differences is listed as follows:

Iterative algorithm based on model-reality differences
Data: A, B, Q, R, S Nð Þ, N, x0, r1, r2, kv, kz, kp, f , L: Note that A and B could

be determined based on the linearization of f at x0 or from the linear terms of f .
Step 0: Compute a nominal solution. Assume that α kð Þ ¼ 0, k ¼ 0, 1,⋯,N � 1,

and r1 ¼ r2 ¼ 0: Solve Problem (M) defined by (2) to obtain u kð Þ0,
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k ¼ 0, 1,⋯,N � 1, and x kð Þ0, p kð Þ0, k ¼ 0, 1,⋯,N: Then, with α kð Þ ¼ 0, k ¼
0, 1,⋯,N � 1, and using r1, r2 from the data. Set i ¼ 0, v kð Þ0 ¼ u kð Þ0, z kð Þ0 ¼
x kð Þ0 and p̂ kð Þ0 ¼ p kð Þ0:

Step 1: Compute the parameters γ kð Þi, k ¼ 0, 1,⋯,N, and α kð Þi, k ¼
0, 1,⋯,N � 1, from (10)–(12). This is called the parameter estimation step.

Step 2: Compute the modifiers Γi, λ kð Þi and β kð Þi, k ¼ 0, 1,⋯,N � 1, from (13)–
(15). Notice that this step requires taking the derivatives of f and L with respect to
v kð Þi and z kð Þi:

Step 3: With γ kð Þi, α kð Þi, Γi, λ kð Þi, β kð Þi, v kð Þi, and z kð Þi, solve Problem (Q)
using the conjugate gradient algorithm. This is called the system optimization step.

Step 4: Test the convergence and update the optimal solution of Problem (P). In
order to provide a mechanism for regulating convergence, a simple relaxation
method is employed:

v kð Þiþ1 ¼ v kð Þi þ kv u kð Þi � v kð Þi
� �

(27)

z kð Þiþ1 ¼ z kð Þi þ kz x kð Þi � z kð Þi
� �

(28)

p̂ kð Þiþ1 ¼ p̂ kð Þi þ kp p kð Þi � p̂ kð Þi
� �

(29)

where kv, kz, kp ∈ 0, 1ð � are scalar gains. If v kð Þiþ1 ¼ v kð Þi, k ¼ 0, 1,⋯,N � 1,
and z kð Þiþ1 ¼ z kð Þi, k ¼ 0, 1,⋯,N, within a given tolerance, stop; else set i ¼ iþ 1,
and repeat the procedure starting from Step 1.

Remark 2:

a. In Step 0, the nominal solution could be obtained by using the standard
procedure of the linear quadratic regulator approach, where the feedback
gain and the Riccati equation are calculated offline.

b. In Step 3, applying the conjugate gradient algorithm to obtain the new control
sequence will give a good effect if the conjugacy of the search direction is
satisfied.

c. In Step 4, the simple relaxation method in (27)–(29) is used, so that the
matching scheme for the parameters and the optimal solution can be
established.

4. Illustrative examples

In this section, two examples are studied. The first example is for optimizing and
controlling a damped harmonic oscillator [7], and the second example is related to
optimal control of a continuous stirred-tank chemical reactor [8]. The mathematical
models of these examples are discussed, and their optimal solution is obtained by
using the algorithm discussed in Section 3. Here, the algorithm is implemented in
the Octave 5.1.0 environment.

4.1 Example 1: a damped harmonic oscillator

Consider a damped harmonic oscillator [7] given by
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_x ¼ 0 1

�ω2 �2δω
� �

xþ 0

1

� �
u (30)

with the natural frequency ω = 0.8, the damping ratio δ = 0.1, and the initial state
x0 ¼ 10 10ð ÞT: Define the state x ¼ x1 x2ð ÞT, where x1 is the displacement and x2 is
the velocity. For the purpose of controlling this oscillator, the following objective
function

J 0ð Þ ¼ 1
2

ð9:4
0:0

x1 tð Þð Þ2 þ x2 tð Þð Þ2 þ u tð Þð Þ2
� �

dt (31)

is minimized. This problem is a continuous-time linear optimal control problem,
and the equivalence discrete time optimal control problem, which is regarded as
Problem (P), is given by:

min
u

J uð Þ ¼
X10

k¼0

1
2
Δt x1 kð Þ2 þ x2 kð Þ2 þ u kð Þ2
� �

subject to

x kþ 1ð Þ ¼
1:00 0:94

�0:60 0:85

 !
x kð Þ þ

0:00

0:94

 !
u kð Þ

(32)

with the initial state x0 ¼ 10 10ð ÞT: and the sampling time Δt ¼ 0:94 s is taken
for the discretization transform.

Consider the model-based optimal control problem, which is regarded as Prob-
lem (M), given by:

min
u

J uð Þ ¼
X10

k¼0

1
2

x1 kð Þ2 þ x2 kð Þ2 þ u kð Þ2
� �

þ γ kð Þ
� �

Δt

subject to

x kþ 1ð Þ ¼
1 0

0 1

 !
x kð Þ þ

1

0

 !
u kð Þ þ α kð Þ

(33)

with the initial state x0 ¼ 10 10ð ÞT, and the adjusted parameters γ kð Þ,
k ¼ 0, 1,⋯,N, and α kð Þ, k ¼ 0, 1,⋯,N � 1, are supplied to the model used.

By using the algorithm proposed, the simulation result is shown in Table 1.
Notice that the minimum cost for Problem (M) is 546.05 units without adding the
adjusted parameters. Once the adjusted parameters are taken into consideration, the
iterative solution approximates to the true optimal solution of the original optimal
control problem, in spite of model-reality differences. It is highlighted that there is a
99% of the cost reduction to obtain the final cost of 128.50 units.

Figures 1 and 2 show the trajectories of control and state, respectively. With this
control effort, the state reaches at the steady state after 4 units of time, which
presents the oscillator stopped from moving. Figure 3 shows the changes of the

Number of iteration Initial cost Final cost Elapsed time (s)

20 17053.11 128.50 1.38021

Table 1.
Simulation result, Example 1.
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using the conjugate gradient algorithm. This is called the system optimization step.

Step 4: Test the convergence and update the optimal solution of Problem (P). In
order to provide a mechanism for regulating convergence, a simple relaxation
method is employed:
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p̂ kð Þiþ1 ¼ p̂ kð Þi þ kp p kð Þi � p̂ kð Þi
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(29)

where kv, kz, kp ∈ 0, 1ð � are scalar gains. If v kð Þiþ1 ¼ v kð Þi, k ¼ 0, 1,⋯,N � 1,
and z kð Þiþ1 ¼ z kð Þi, k ¼ 0, 1,⋯,N, within a given tolerance, stop; else set i ¼ iþ 1,
and repeat the procedure starting from Step 1.

Remark 2:

a. In Step 0, the nominal solution could be obtained by using the standard
procedure of the linear quadratic regulator approach, where the feedback
gain and the Riccati equation are calculated offline.

b. In Step 3, applying the conjugate gradient algorithm to obtain the new control
sequence will give a good effect if the conjugacy of the search direction is
satisfied.

c. In Step 4, the simple relaxation method in (27)–(29) is used, so that the
matching scheme for the parameters and the optimal solution can be
established.

4. Illustrative examples

In this section, two examples are studied. The first example is for optimizing and
controlling a damped harmonic oscillator [7], and the second example is related to
optimal control of a continuous stirred-tank chemical reactor [8]. The mathematical
models of these examples are discussed, and their optimal solution is obtained by
using the algorithm discussed in Section 3. Here, the algorithm is implemented in
the Octave 5.1.0 environment.

4.1 Example 1: a damped harmonic oscillator

Consider a damped harmonic oscillator [7] given by
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_x ¼ 0 1

�ω2 �2δω
� �

xþ 0

1

� �
u (30)

with the natural frequency ω = 0.8, the damping ratio δ = 0.1, and the initial state
x0 ¼ 10 10ð ÞT: Define the state x ¼ x1 x2ð ÞT, where x1 is the displacement and x2 is
the velocity. For the purpose of controlling this oscillator, the following objective
function

J 0ð Þ ¼ 1
2

ð9:4
0:0

x1 tð Þð Þ2 þ x2 tð Þð Þ2 þ u tð Þð Þ2
� �

dt (31)

is minimized. This problem is a continuous-time linear optimal control problem,
and the equivalence discrete time optimal control problem, which is regarded as
Problem (P), is given by:

min
u

J uð Þ ¼
X10

k¼0

1
2
Δt x1 kð Þ2 þ x2 kð Þ2 þ u kð Þ2
� �

subject to

x kþ 1ð Þ ¼
1:00 0:94

�0:60 0:85

 !
x kð Þ þ

0:00

0:94

 !
u kð Þ

(32)

with the initial state x0 ¼ 10 10ð ÞT: and the sampling time Δt ¼ 0:94 s is taken
for the discretization transform.

Consider the model-based optimal control problem, which is regarded as Prob-
lem (M), given by:

min
u

J uð Þ ¼
X10

k¼0

1
2

x1 kð Þ2 þ x2 kð Þ2 þ u kð Þ2
� �

þ γ kð Þ
� �

Δt

subject to

x kþ 1ð Þ ¼
1 0

0 1

 !
x kð Þ þ

1

0

 !
u kð Þ þ α kð Þ

(33)

with the initial state x0 ¼ 10 10ð ÞT, and the adjusted parameters γ kð Þ,
k ¼ 0, 1,⋯,N, and α kð Þ, k ¼ 0, 1,⋯,N � 1, are supplied to the model used.

By using the algorithm proposed, the simulation result is shown in Table 1.
Notice that the minimum cost for Problem (M) is 546.05 units without adding the
adjusted parameters. Once the adjusted parameters are taken into consideration, the
iterative solution approximates to the true optimal solution of the original optimal
control problem, in spite of model-reality differences. It is highlighted that there is a
99% of the cost reduction to obtain the final cost of 128.50 units.

Figures 1 and 2 show the trajectories of control and state, respectively. With this
control effort, the state reaches at the steady state after 4 units of time, which
presents the oscillator stopped from moving. Figure 3 shows the changes of the

Number of iteration Initial cost Final cost Elapsed time (s)

20 17053.11 128.50 1.38021

Table 1.
Simulation result, Example 1.

89

Conjugate Gradient Approach for Discrete Time Optimal Control Problems with Model-Reality…
DOI: http://dx.doi.org/10.5772/intechopen.89711



costate at the first 2 units of time. The optimal solution obtained is verified by
satisfying the stationary condition as shown in Figure 4. Figures 5 and 6 show the
adjusted parameters after the convergence is achieved, where the model-reality
differences are measured during the iterative procedure.

Figure 1.
Final control u(k), Example 1.

Figure 2.
Final state x(k), Example 1.

Figure 3.
Final costate p(k), Example 1.
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Figure 4.
Stationary Hu(k), Example 1.

Figure 5.
Adjusted parameter α(k), Example 1.

Figure 6.
Adjusted parameter γ(k), Example 1.
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Therefore, this damped harmonic oscillator is controlled, and the cost function is
minimized as desired.

4.2 Example 2: a continuous stirred-tank chemical reactor

Consider a continuous stirred-tank chemical reactor, which consists of two state
equations [8]. The flow of a coolant through a coil inserted in the reactor is to
control the first order, irreversible exothermic reaction taking place in the reactor.
Assume that x1 tð Þ is the deviation from the steady-state temperature, x2 tð Þ is the
deviation from the steady-state concentration, and u tð Þ is the normalized control
variable that represents the effect of coolant flow on the chemical reaction. The
corresponding state equations are given by

_x1 tð Þ ¼ �2 x1 tð Þ þ 0:25ð Þ þ x2 tð Þ þ 0:5ð Þexp 25x1 tð Þ
x1 tð Þ þ 2

� �
� x1 tð Þ þ 0:25ð Þu tð Þ

(34)

_x2 tð Þ ¼ 0:5� x2 tð Þ � x2 tð Þ þ 0:5ð Þexp 25x1 tð Þ
x1 tð Þ þ 2

� �
(35)

with the initial state x0 ¼ 0:05 0:00ð ÞT. The cost function to be minimized is
given by

J 0ð Þ ¼
ð0:8
0:0

x1 tð Þð Þ2 þ x2 tð Þð Þ2 þ 0:1 u tð Þð Þ2
� �

dt: (36)

Here, the desired objective is to maintain the temperature and the concentration
close to their respective steady-state values without expending large amounts of the
control effort.

This problem is a continuous time nonlinear optimal control problem. For doing
the discretization transform, the sampling time Δt ¼ 0:0057 s is used to formulate
the equivalence discrete-time optimal control problem, which is referred to as
Problem (P), given by:

min
u

J uð Þ ¼
X80

k¼0

1
2

2x1 kð Þ2 þ 2x2 kð Þ2 þ 0:2u kð Þ2
� �

Δt

subject to

x1 kþ 1ð Þ ¼ x1 kð Þ � 2 x1 kð Þ þ 0:25ð ÞΔtþ x2 kð Þ þ 0:5ð ÞΔtexp 25x1 kð Þ
x1 kð Þ þ 2

� �

� x1 kð Þ þ 0:25ð Þu kð ÞΔtÞ
x2 kþ 1ð Þ ¼ x2 kð Þ þ 0:5� x2 kð Þð ÞΔt� x2 kð Þ þ 0:5ð ÞΔtexp 25x1 kð Þ

x1 kð Þ þ 2

� �

(37)

with the initial state x0 ¼ 0:05 0:00ð ÞT.
By applying the algorithm proposed to obtain the optimal solution for Problem

(P), the following model, which is referred to as Problem (M), is introduced,

min
u

J uð Þ ¼
X80

k¼0

1
2

2x1 kð Þ2 þ 2x2 kð Þ2 þ 0:2u kð Þ2
� �

Δt

subject to

x kþ 1ð Þ ¼
1:048 0:010

�0:062 0:984

 !
x kð Þ þ

�0:002
0:000

 !
u kð Þ þ α kð Þ

(38)
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with the initial state x0 ¼ 0:05 0:00ð ÞT, and the adjusted parameters γ kð Þ, k ¼
0, 1,⋯,N, and α kð Þ, k ¼ 0, 1,⋯,N � 1, are added into the model.

Table 2 shows the simulation result obtained by using the algorithm proposed. It
is mentioned that the minimum cost for the linear model-based optimal control
problem is 5.9589 units. At the beginning of the iteration calculation procedure, the
initial cost is 0.147463 unit, and a 90% of cost reduction is addressed to give the
final cost of 0.014167 unit.

The trajectories of the final control and the final state are, respectively, shown in
Figures 7 and 8. It is noted that the state reaches to the steady state after 40 units of
time by associating the control effort taken. This situation indicates that the tem-
perature and the concentration are maintained at their steady state. Thus, the
desired objective is confirmed. Figure 9 shows the costate behavior, which is

Number of iteration Initial cost Final cost Elapsed time (s)

9 0.147463 0.014167 4.60934

Table 2.
Simulation result, Example 2.

Figure 7.
Final control u(k), Example 2.

Figure 8.
Final state x(k), Example 2.
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0:0
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Here, the desired objective is to maintain the temperature and the concentration
close to their respective steady-state values without expending large amounts of the
control effort.

This problem is a continuous time nonlinear optimal control problem. For doing
the discretization transform, the sampling time Δt ¼ 0:0057 s is used to formulate
the equivalence discrete-time optimal control problem, which is referred to as
Problem (P), given by:

min
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1
2
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with the initial state x0 ¼ 0:05 0:00ð ÞT.
By applying the algorithm proposed to obtain the optimal solution for Problem

(P), the following model, which is referred to as Problem (M), is introduced,

min
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J uð Þ ¼
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1
2

2x1 kð Þ2 þ 2x2 kð Þ2 þ 0:2u kð Þ2
� �
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subject to

x kþ 1ð Þ ¼
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 !
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�0:002
0:000

 !
u kð Þ þ α kð Þ
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with the initial state x0 ¼ 0:05 0:00ð ÞT, and the adjusted parameters γ kð Þ, k ¼
0, 1,⋯,N, and α kð Þ, k ¼ 0, 1,⋯,N � 1, are added into the model.

Table 2 shows the simulation result obtained by using the algorithm proposed. It
is mentioned that the minimum cost for the linear model-based optimal control
problem is 5.9589 units. At the beginning of the iteration calculation procedure, the
initial cost is 0.147463 unit, and a 90% of cost reduction is addressed to give the
final cost of 0.014167 unit.

The trajectories of the final control and the final state are, respectively, shown in
Figures 7 and 8. It is noted that the state reaches to the steady state after 40 units of
time by associating the control effort taken. This situation indicates that the tem-
perature and the concentration are maintained at their steady state. Thus, the
desired objective is confirmed. Figure 9 shows the costate behavior, which is
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Simulation result, Example 2.
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Figure 9.
Final costate p(k), Example 2.

Figure 10.
Stationary Hu(k), Example 2.

Figure 11.
Adjusted parameter α(k), Example 2.
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reduced gradually to zero at the terminal time, and Figure 10 shows the stationary
condition, which examines the existing of the optimal solution. The adjusted
parameters, which are shown in Figures 11 and 12, respectively, measure the
differences between the model used and the real plant.

Hence, the correct optimal solution of Problem (P) is approximated successfully
by solving the model in Problem (M), and the efficiency of the algorithm proposed
is demonstrated.

5. Concluding remarks

The approach, which integrates system optimization and parameter estimation,
was discussed in this chapter. The use of the conjugate gradient method in solving
the model-based optimal control problem has been examined, and the applicability
of the conjugate gradient approach in associating the principle of model-reality
differences was identified. Definitely, many computational approaches could be
used to solve the model-based optimal control; however, the algorithm proposed in
this chapter gives a tractable solution procedure for handling the optimal control
problems with different structures and parameters, especially for obtaining the
optimal solution for the nonlinear optimal control problem. In conclusion, the
efficiency of the algorithm is highly recommended. In future research, it is strongly
suggested to investigate the application of optimization techniques in stochastic
optimization and control.
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Chapter 5

Discrete Time Sliding Mode
Control
Jagannath Samantaray and Sohom Chakrabarty

Abstract

This chapter discusses the concept of discrete-time sliding mode control
(DTSMC) and its design procedure. It also covers how the states are brought to a
predefined sliding surface mathematically and kept in a region near to the surface
within a small band. This band is termed as an ultimate band in the field of DTSMC,
which denotes the degree of robustness. Researchers have been working to find out
different approaches to reach to that surface, but the most promising and well-
defined way is reaching law approach. The idea of reaching law is discussed briefly
in this chapter with examples for better understanding of the design procedure. In
this chapter, a small introduction of continuous time sliding mode control
(CTSMC) is given. Finally, the current state of the art is presented.

Keywords: sliding mode control, variable structure control, chattering,
reaching law, robustness, quasi-sliding band, relative degree, ultimate band

1. Introduction

The elevator statement about sliding mode control (SMC) is that it is one of the
robust control design techniques which is mathematically well-structured and
assures performance in the presence of certain class of disturbance and uncer-
tainties. Due to this it is used for controlling practical uncertain systems. It is
originated from the concept of variable structure control (VSC). The name VSC
itself describes that there is more than one structure defining a system which
describes the complete behavior of the variable structure systems. In VSC, the
control input is logically so chosen that the final closed-loop system behavior
becomes stable regardless of the natures of the substructures (stable or unstable).
This gives rise to a new system behavior not a part of any of the substructures. This
phenomenon of getting a new system behavior is called sliding mode in the domain
of variable structure control [1–4].

The design procedure of SMC consists of two steps. The first step is to design a
sliding surface appropriately which decides the behavior of the system during
sliding. Then a control action is designed so that all the state trajectories are steered
to the sliding surface in finite time and then forced to stay on the surface. Once the
sliding is established, i.e., the trajectories are on the sliding surface, the system
becomes invariant to modelling inaccuracies and exogenous disturbances. The term
“invariant” is stronger than robustness as it satisfies certain conditions additionally.
The whole design procedure can be observed in three modes or phases, i.e., reaching
mode, sliding mode, and steady-state mode. Reaching mode is the phase where the
state trajectories are driven to the sliding surface. It is also known as hitting mode or

101



Chapter 5

Discrete Time Sliding Mode
Control
Jagannath Samantaray and Sohom Chakrabarty

Abstract

This chapter discusses the concept of discrete-time sliding mode control
(DTSMC) and its design procedure. It also covers how the states are brought to a
predefined sliding surface mathematically and kept in a region near to the surface
within a small band. This band is termed as an ultimate band in the field of DTSMC,
which denotes the degree of robustness. Researchers have been working to find out
different approaches to reach to that surface, but the most promising and well-
defined way is reaching law approach. The idea of reaching law is discussed briefly
in this chapter with examples for better understanding of the design procedure. In
this chapter, a small introduction of continuous time sliding mode control
(CTSMC) is given. Finally, the current state of the art is presented.

Keywords: sliding mode control, variable structure control, chattering,
reaching law, robustness, quasi-sliding band, relative degree, ultimate band

1. Introduction

The elevator statement about sliding mode control (SMC) is that it is one of the
robust control design techniques which is mathematically well-structured and
assures performance in the presence of certain class of disturbance and uncer-
tainties. Due to this it is used for controlling practical uncertain systems. It is
originated from the concept of variable structure control (VSC). The name VSC
itself describes that there is more than one structure defining a system which
describes the complete behavior of the variable structure systems. In VSC, the
control input is logically so chosen that the final closed-loop system behavior
becomes stable regardless of the natures of the substructures (stable or unstable).
This gives rise to a new system behavior not a part of any of the substructures. This
phenomenon of getting a new system behavior is called sliding mode in the domain
of variable structure control [1–4].

The design procedure of SMC consists of two steps. The first step is to design a
sliding surface appropriately which decides the behavior of the system during
sliding. Then a control action is designed so that all the state trajectories are steered
to the sliding surface in finite time and then forced to stay on the surface. Once the
sliding is established, i.e., the trajectories are on the sliding surface, the system
becomes invariant to modelling inaccuracies and exogenous disturbances. The term
“invariant” is stronger than robustness as it satisfies certain conditions additionally.
The whole design procedure can be observed in three modes or phases, i.e., reaching
mode, sliding mode, and steady-state mode. Reaching mode is the phase where the
state trajectories are driven to the sliding surface. It is also known as hitting mode or

101



non-sliding mode. In sliding mode, the trajectories are restrained and kept moving
along the surface towards the equilibrium point or reference point. Finally, in
steady-state mode, the system reaches its final state, which would be zero-error
state, constant offset state, or limit-cycle state. Different modes of VSC are shown
in Figures 1 and 2.

SMC is always being judged by its steady-state mode, more specifically for
chattering. Chattering is a high-frequency oscillation around the equilibrium point
which arises due to the discontinuous nature of the control action. Due to this, the
well-designed control action stands unsuitable for many practical applications. This
behavior creates a problem of wear and tears in the mechanical parts, vibrations in
the machines or flapping of wing vanes in aerospace, hitting effect, etc. Hence, it is
unwanted in the light of implementation. The discontinuous nature demanded by
the control action cannot be delivered by any real physical actuator due to its finite
bandwidth. The numerical computation done by a computer is also limited by

Figure 1.
Trajectories of ideal variable structure systems.

Figure 2.
Trajectories of practical variable structure systems.
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certain clock cycles. A lot of works have been done in the field of chattering
elimination and reduction. Schemes like continuous approximation around the
sliding surface (quasi-sliding mode) [1–3], higher-order sliding mode [5–8],
discrete-time sliding modes are a few way outs for the process of chattering. Here in
this chapter, the concept of discrete-time sliding mode (DTSM) design is discussed.
Readers can explore more in the field of continuous time higher-order sliding mode
whose theory is rich and well-structured.

2. Discrete-time sliding mode control

Control system designs are streaming from continuous to discrete design with the
invention of digital circuitry. High-performance computing devices, portablemicropro-
cessors, and plug and play features make the sophisticated design easy to implement.
Discrete-time slidingmode control is the obvious transformation from the continuous
time slidingmode control for the real-time application. Like continuous time sliding
mode control, DTSMC is also easy to design and also well-suited for implementation.

3. Control problem formulation

Consider an uncertain discrete-time system:

x kþ 1ð Þ ¼ Ax kð Þ þ B u kð Þ þ f kð Þ½ � (1)

where the states x kð Þ∈n, control input u∈m, f ∈m, and the output y∈.
f kð Þ is the disturbance coming from an exogenous system and is upper bounded
by fm. A, B are system matrix and input matrix, respectively, and are having
appropriate dimensions. Here the problem is either to stabilize the system, i.e.,
lim k!∞x kð Þ ¼ 0, or to track a time-varying trajectory, i.e., lim k!∞x kð Þ ¼ xd kð Þ,
where xd kð Þ is the desired trajectory. But tracking can be treated as error stabiliza-
tion mathematically, i.e., by making lim k!∞e kð Þ ¼ 0 where e kð Þ ¼ x kð Þ � xd kð Þ.
The system (1) will be transferred to error space e kþ 1ð Þ ¼ Ae kð Þ þ Bu kð Þ þ f kð Þ þ
Axd kð Þ � xd kþ 1ð Þ. So here in this chapter, only stabilization is addressed for single-
input single-output system.

3.1 Controller design by Gao’s reaching law

3.1.1 Design procedure

Here the aim is to design a control law u kð Þ such that lim k!∞x kð Þ ¼ 0. The first
step is to choose a sliding variable as

s kð Þ ¼ cTx kð Þ (2)

where c is a sliding variable design parameter. Next step is to choose Gao’s
reaching law [9].

s kþ 1ð Þ ¼ αs kð Þ � βsign s kð Þ þ d kð Þð (3)

where α∈ 0, 1ð Þ and β>0 and d kð Þ are assumed to be the same as the uncertain
quantity cTBf kð Þ and are bounded by dm ¼ ∣cTBfm∣. A detailed selection procedure
of α and β is given in the next section. Using Eqs. (1)–(3), one can write
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s kþ 1ð Þ ¼ cTx kþ 1ð Þ ¼ cTAx kð Þ þ cTB u kð Þ þ f kð Þ½ � (4)

cTAx kð Þ þ cTB u kð Þ þ f kð Þ½ � ¼ αs kð Þ � βsign s kð Þ þ d kð Þð (5)

and control input can be derived as

u kð Þ ¼ � cTB
� ��1

cTAx kð Þ � αs kð Þ þ βsign s kð Þð ��
(6)

By applying this control input (6), states are brought to a band around the
sliding surface s kð Þ ¼ 0 by assuming cTB to be non-singular.

3.1.2 Procedure to choose the sliding variable parameter

The system (1) can be transformed to regular from by using QR factorization
method [10]. There exists an invertible linear operator, T, which transforms system
(1)–(7):

x1 kþ 1ð Þ ¼ a11x1 kð Þ þ a12x2 kð Þ
x2 kþ 1ð Þ ¼ a21x1 kð Þ þ a22x2 kð Þ þ b2 u kð Þ þ f kð Þ½ � (7)

where a11 ∈ n�mð Þ� n�mð Þ, a12 ∈ n�mð Þ�m, a21 ∈m� n�mð Þ, a22 ∈m�m, and
b2 ∈m�m. b2 is assumed to be non-singular.

cT ¼ c1 Im½ � should be chosen such that the nominal closed loop system (i.e.,
without disturbance) should be stable. The sliding variable is chosen as

s kð Þ ¼ c1x1 kð Þ þ Imx2 kð Þ (8)

where c1 ∈m� n�mð Þ and Im are a unity matrix of order m. During the period of
ideal sliding,

c1x1 kð Þ þ Imx2 kð Þ ¼ 0

) x2 kð Þ ¼ �c1x1 kð Þ
(9)

Then the system in closed loop is described by

x1 kþ 1ð Þ ¼ a11 � a12c1ð Þx1 kð Þ (10)

which guarantees the asymptotic stability by choosing negative real value of the
spectrum of a11 � a12c1ð Þ, i.e., Re σ a11 � a12c1ð Þ½ �<0.

3.1.3 Analysis of reaching law

Reaching law for a continuous plant is given by

_s tð Þ ¼ �μs tð Þ � ksign s tð Þð Þ (11)

The discrete version of Eq. (11) is proposed by Gao [9] as

s kþ 1ð Þ � s kð Þ ¼ �μτs kð Þ � kτsign s kð Þð Þ
s kþ 1ð Þ ¼ 1� μτð Þs kð Þ � kτsign s kð Þð Þ (12)

s kþ 1ð Þ ¼ αs kð Þ � βsign s kð Þð Þ (13)

where τ>0 is the sampling time. μ>0 and k>0. α ¼ 1� μτ and β ¼ kτ>0.
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He proposed few attributes of discrete-time variable structure control to get the
trajectories of satisfactory nature. The following attributes are the basis of discrete-
time reaching law. If the following conditions are satisfied by the control law, then
it is said to achieve the discrete-time sliding mode.

1.The discrete-time control drives the state trajectories monotonically towards
the sliding surface from anywhere in the state space and crosses the surface in
finite time.

2.From the point of crossing the surface, trajectories will cross the surface in
each sampling time, which makes a zigzag motion around the surface.

3.The amplitude of the zigzag oscillation about the surface is non-increasing and
restrained the trajectories within a priori band.

The motion of the system is said to be quasi-sliding mode if it satisfies the
attributes (2) and (3). Ultimate band denotes the steady-state behavior of the
system where the trajectories stay within it for all time in future. If the arithmetic
value of the ultimate band is zero, then it is called the ideal quasi-sliding mode.

These attributes are fundamental basis on which the concept of DTSMC stands,
but many researchers have already designed it in several other ways.

Remark 1: The value of α and β should be chosen such that all the attributes
should be satisfied. To satisfy those attributes, α∈ 0, 1ð Þ must be chosen. For exam-
ple, for ∣α∣> 1, monotonic nature catered by first attribute may be violated. Simi-
larly, for α ¼ 0, the sliding variable oscillates in a constant band of β which again
violates the first attribute.

Remark 2: The sign term in Eq. (13) confirms the satisfaction of the second and
third attributes. But β should be chosen appropriately; otherwise the third attribute
may not be satisfied. This reaching law is also known as switching reaching law as the
sliding variable switches around the sliding surface s kð Þ ¼ 0, i.e., from positive to
negative or vice versa. With higher sampling rate, the control input (6) may create a
problem during implementation as the actuator cannot be pushed for such oscillation.

Remark3: For reaching law(3),βmust be chosenmore than 1þα
1�α dmwhered kð Þ≤ dm.

The explanation is given below.
As per the second and third attributes, if s kð Þ>0, then s kþ 1ð Þ<0 and

s kþ 2ð Þ>0 must hold. If by applying control input derived in Eq. (6), s kð Þ becomes
approximately zero and considering the system is affected by maximum value of
disturbance, i.e., dm, then one finds from Eq. (3)

s kþ 2ð Þ ¼ α2s kð Þ � αβsign s kð Þð Þ � βsign s kþ 1ð Þð Þ þ αd kð Þ þ d kþ 1ð Þ (14)

For positive and small value of s kð Þ, further from Eq. (14)
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or, � αβ þ β � αdm � dm >0

) β 1� αð Þ � 1þ αð Þdm >0

) β>
1þ α

1� α
dm

(16)
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s kþ 1ð Þ ¼ cTx kþ 1ð Þ ¼ cTAx kð Þ þ cTB u kð Þ þ f kð Þ½ � (4)
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He proposed few attributes of discrete-time variable structure control to get the
trajectories of satisfactory nature. The following attributes are the basis of discrete-
time reaching law. If the following conditions are satisfied by the control law, then
it is said to achieve the discrete-time sliding mode.

1.The discrete-time control drives the state trajectories monotonically towards
the sliding surface from anywhere in the state space and crosses the surface in
finite time.

2.From the point of crossing the surface, trajectories will cross the surface in
each sampling time, which makes a zigzag motion around the surface.

3.The amplitude of the zigzag oscillation about the surface is non-increasing and
restrained the trajectories within a priori band.

The motion of the system is said to be quasi-sliding mode if it satisfies the
attributes (2) and (3). Ultimate band denotes the steady-state behavior of the
system where the trajectories stay within it for all time in future. If the arithmetic
value of the ultimate band is zero, then it is called the ideal quasi-sliding mode.

These attributes are fundamental basis on which the concept of DTSMC stands,
but many researchers have already designed it in several other ways.
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The value of β comes out same for the case s kð Þ<0, when s kþ 1ð Þ>0 and
s kþ 2ð Þ<0 must hold.

Remark 4: The ultimate band (δ) for the reaching law (13) is given by
δ ¼ β

1þα [10].
By applying the control input, the sliding variable s kð Þ becomes a very less value,

i.e., δ; then for positive value of s kð Þ and dm, one finds from Eq. (13)

�δ ¼ αδ� β

) �δ 1þ αð Þ ¼ �β
) δ ¼ β

1þ α

(17)

Similarly, the ultimate band for the reaching law (3) can be derived as δ ¼
β þ dm by taking s kð Þ ¼ 0.

Remark 5: For nominal system (without disturbance) with the reaching law
(13), states are converged to zero asymptotically, but the sliding variable is
converged to zero in finite time.

Justification: By choosing an appropriate value of α and very small value of β and
with the control input in Eq. (6), finite time convergence is achieved. Once it is
achieved, then s kþ 1ð Þ ¼ s kð Þ ¼ 0:

s kþ 1ð Þ ¼ cTAx kð Þ þ cTBu kð Þ ¼ 0 (18)

Equivalent control is found as

ueqv kð Þ ¼ � cTB
� ��1

cTAx kð Þ (19)

Substituting Eq. (19) in system (1), one gets

x kþ 1ð Þ ¼ I � B cTB
� ��1

cT
h i

Ax kð Þ (20)

The value of c should be chosen such that the eigenvalues of should lie within a
unit circle. Once this is satisfied, the asymptotic convergence is guaranteed.

Example 1: Let us take a discrete-time state space model:

x kþ 1ð Þ ¼ 0 1

�1 �2

� �
x kð Þ þ 0

2

� �
u kð Þ þ f kð Þ½ � (21)

Here the aim is to stabilize the states by using discrete-time sliding mode con-
trol. f kð Þ is the disturbance which is upper bounded by 0:01. The value of cT is
chosen as 0:1 � 1½ �. The value of α is chosen as 0:1, and the value of β is taken as
0:2544 as per Remark 3. The value of ultimate band is found to be 0:4544. Simula-
tion is done in MATLAB/Simulink in discrete setting with sampling time 1 ms. With
the control input derived in Eq. (6), stabilization is done within an ultimate band.
Initial value of states is taken as �1 1½ �. The amount of control effort is calculated
by taking

PT
k¼0∣u kð Þ∣, where simulation is run for T seconds.

From Figures 3 and 4, it is clear that the sliding variable cross-recrosses the
s kð Þ ¼ 0 in each sampling time and reaches the sliding surface in finite time and
stays within a band. It can also be seen that it is bounded by the calculated ultimate
band. States of the system are within a band and can be seen in Figure 5. The
control input is shown in Figure 6 and the control effort is found to be 0.2642 when
the simulation is run for 2 s.
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3.2 Controller design by Utkin’s reaching law

Prof. Drakunov and Prof. Utkin proposed a non-switching reaching law where
the sliding variable s kð Þ reaches to the sliding surface s kð Þ ¼ 0 in one time step
rather than in finite time suggested in [9]. It is motivated by the concept of dead-
beat control in discrete-time concept where the steady-state output is attained by
the minimal use of control law [11]. Reaching law is given as

s kþ 1ð Þ ¼ 0 (22)

For uncertain disturbance affected system, reaching law is given as

s kþ 1ð Þ ¼ d kð Þ (23)

For the system (1) and using the reaching law (23), the control law is modified as

u kð Þ ¼ � cTB
� ��1

cTAx kð Þ (24)

Figure 3.
Sliding variable s(k) evolution for Gao’s reaching law.

Figure 4.
Magnified part of sliding variable s(k) of Figure 3
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Remark 6: The ultimate band for Eq. (23) is dm which is lesser than that of
ultimate band found from Gao’s reaching law.

Remark 7: More control effort may be required as it steers the trajectories to
zero in a single step rather than in finite number of steps.

Remark 8: There is no switching demanded across the sliding surface. Hence the
control input derived in Eq. (24) becomes more feasible in higher sampling rate.

To reduce the control effort, following control input umod kð Þ can be given to the
system:

umod kð Þ ¼
u kð Þ if u kð Þ≤ um

um
u kð Þ
∣u kð Þ∣ if u kð Þ> um

8<
: (25)

where um >0 is the maximum value of control that can be given to the system
and u kð Þ is the control input derived in Eq. (24). In this case the system does not
converge to the ultimate band in a single step.

System (21) is considered with the control input derived in Eq. (24) with the
same parameters. Ultimate band is calculated as 0:02. From Figure 7, it can be

Figure 5.
Evolution of states of the system using Gao’s reaching law.

Figure 6.
Control input for Gao’s reaching law.
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noticed that the sliding variable does not have zigzag motion in each sampling time
like the sliding variable found in Figure 4 which shows the non-switching type.
Trajectories of states are shown in Figure 8. Control input is also non-switching
type which makes it more practically implementable and is shown in Figure 9. The
control effort is numerically found to be 0.0243 which is lesser than that of the
Gao’s control effort for this case. But it should be noted that the control effort may
be higher for other systems. This is explicitly mentioned in the Remark section.

3.3 Controller design by Bartoszewicz’s reaching law

Prof. Andrzej Bartoszewicz in [12] suggested a non-switching type reaching law
which is linear in nature. Reaching law conditions is given as

s kð Þ> ν) �ν≤ s kþ 1ð Þ< s kð Þ
s kð Þ< � ν) s kð Þ< s kþ 1ð Þ< ν

or, ∣s kð Þ∣< ν) ∣s kþ 1ð Þ∣ ≤ ν

(26)

Figure 7.
Sliding variable s(k) evolution for Utkin’s reaching law.

Figure 8.
States of the system using Utkin’s reaching law.
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for ν>0. Reaching law is proposed by considering a priori function P f kð Þ and is
given as

s kþ 1ð Þ ¼ P f kþ 1ð Þ þ d kð Þ

P f kð Þ ¼
l ∗ � k
l ∗

s 0ð Þ for k< l ∗

0 for k≥ l ∗

8<
:

(27)

where l ∗ is a positive integer and must satisfy the condition l ∗ < s 0ð Þ
2dm

.
Control input required to stabilize the states in system (1) with this reaching law
is derived as

u kð Þ ¼ � cTB
� ��1

cTAx kð Þ � P f kþ 1ð Þ� �
(28)

Remark 1: The ultimate band for the reaching law (27) is dm.
Remark 2: Here the states may or may not hit the sliding surface s kð Þ ¼ 0.
Remark 3: Due to the linear control input derived in Eq. (28), the implementa-

tion becomes easy for higher sampling rate.

Figure 9.
Control input for Utkin’s reaching law.

Figure 10.
Sliding variable s(k) evolution for Bartoszewicz’s reaching law.
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Remark 4: The term l ∗ shows the rate of decay and is a tuning parameter which
does a control bargain in terms of amount of control effort and faster convergence.
Lesser the value of l ∗ , more the control input and vice versa.

By taking the same example as in Eq. (21), control input derived in Eq. (28) is
used for stabilization. l ∗ is chosen as 0:1. Sliding variable is shown in Figure 10.
Ultimate band is found to be 0:02 which is clearly visible in the magnified part of
sliding variable shown in Figure 11. States stay within a band near to zero and the
trajectories are shown in Figure 12. Control input is shown in Figure 13 and the
control effort is found to be 0:037. The remark 2 explanation can be seen in
Figure 11. If we take l ∗ ¼ 0:1, then control effort will be 0:14. Hence the designer
should take a good care before choosing the value of l ∗ .

4. Relative degree two discrete-time sliding variable

Higher relative degree-based reaching laws are explored in the search for better
robustness in terms of ultimate band and finding the benefits of using the delayed

Figure 11.
Magnified part of sliding variable s(k) of Figure 10.

Figure 12.
Evolution of states of the system using Bartoszewicz’s reaching law.
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output instead of using the current output of interest. Many advancements are done
in this domain [13–17]. But here only the relative degree two (RD2) is explained
briefly. Readers are encouraged to study the advancement in this domain (from the
reference citations above).

The concept of reaching law discussed in the Section 3 is of relative degree one
(RD1) as the control input appears at the unit delay of the output. Similarly, in RD2
the control input and output are just two steps far. In general, relative degree r of an
output means that the control input u kð Þ appears first time at the rth delay of the
output. Here the sliding variable is denoted as s2 kð Þ to signify the relative degree
two. The sliding variable is considered as s2 kð Þ ¼ cT2 x kð Þ, where c2 is chosen such
that cT2 B ¼ 0 but cT2AB 6¼ 0. With this sliding variable, control input does not appear
on the kþ 1ð Þth instant but appears first time in the kþ 2ð Þth instant of s2 kð Þ.
Reaching law for the sliding variable is suggested in [13]. Using the system (1) and
with sliding variable s2 kð Þ ¼ cT2 x kð Þ, one can get

s2 kþ 1ð Þ ¼ cT2 x kþ 1ð Þ ¼ cT2Ax kð Þ þ cT2 B u kð Þ þ f kð Þ½ � ¼ cT2Ax kð Þ (29)

Here the control input does not appear in s2 kþ 1ð Þ but appears in s2 kþ 2ð Þ.
Hence we should check for s2 kþ 2ð Þ:

s2 kþ 2ð Þ ¼ cT2Ax kþ 1ð Þ ¼ cT2A
2x kð Þ þ cT2AB u kð Þ þ f kð Þ½ � (30)

Here the control input appears in the dynamics of s2 kþ 2ð Þ, so it is RD2:

s2 kþ 2ð Þ ¼ α2s2 kð Þ � αβ2sign s2 kð Þð Þ
�β2sign s2 kþ 1ð Þð Þ þ d2 kð Þ (31)

where ∣d2 kð Þ∣ ≤ d2m ¼ ∣cT2AB∣fm. The reaching law (31) is analyzed, and the
dynamics of states during reaching and at steady-state are explained via the follow-
ing lemmas [13], and estimate of robustness is given by the calculation of ultimate
band:

Lemma 1 [13]: If β2 >
d2m
1þα and sign s2 kþ 1ð Þð Þ ¼ sign s2 kð Þð Þ, then ∣s2 kþ 2ð Þ∣ is

strictly smaller than ∣s2 kð Þ∣ or s2 kþ 2ð Þ crosses the hyperplane s2 kð Þ ¼ 0.
Proof: For sign s2 kþ 1ð Þð Þ ¼ sign s2 kð Þð Þ ¼ 1, from Eq. (31) we find

Figure 13.
Control input for Bartoszewicz’s reaching law.
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s2 kþ 2ð Þ≤ α2s2 kð Þ � 1þ αð Þβ2 þ d2m < s2 kð Þ (32)

since β2 >
d2m
1þαð Þ.

For sign s2 kþ 1ð Þð Þ ¼ sign s2 kð Þð Þ ¼ �1, from Eq. (31) we find

s2 kþ 2ð Þ≥ α2s2 kð Þ þ 1þ αð Þβ2 � d2m > s2 kð Þ (33)

From the above two inequalities, it is clear that ∣s2 kþ 2ð Þ∣< ∣s2 kð Þ∣ or
sign s2 kþ 2ð Þð Þ ¼ �sign s2 kþ 1ð Þð Þ ¼ �sign s2 kð Þð Þ, meaning that s2 kþ 2ð Þ crosses the
hyperplane.

The above lemma signifies that if both x kð Þ and x kþ 1ð Þ lie on the same side of
the sliding hyperplane, then the state at the next sample instant, i.e., x kþ 2ð Þ, is
either on the same side and nearer to the surface or lies on the opposite side of the
sliding hyperplane. With increasing k, there exists an instant where the states will
cross the sliding hyperplane, s2 kð Þ ¼ 0 for a finite value of k.

Lemma 2 [13]: If β2 >
d2m
1�α and sign s2 kþ 1ð Þð Þ ¼ �sign s2 kð Þð Þ, then

sign s2 kþ 2ð Þð Þ ¼ sign s2 kð Þð Þ.
Proof: With sign s2 kþ 1ð Þð Þ ¼ �sign s2 kð Þð Þ, from Eq. (31), we get

s2 kþ 2ð Þ ¼ α2s2 kð Þ � αβ2sign s2 kð Þð Þ
� β2sign s2 kþ 1ð Þð Þ þ d2 kð Þ
¼ α2s2 kð Þ � αβ2sign s2 kð Þð Þ þ β2sign s2 kð Þð Þ þ d2 kð Þ
¼ α2s2 kð Þ þ 1� αð Þβ2sign s2 kð Þð Þ þ d2 kð Þ

(34)

Since β2 >
d2m
1�α, then for any ∣d2 kð Þ∣< d2m, we get sign s2 kþ 2ð Þð Þ ¼ sign s2 kð Þð Þ.

This lemma shows that β2 >
d2m
1�α is the necessary and sufficient condition for

crossing and recrossing the sliding hyperplane at each successive instant, i.e.,
achieving the quasi-sliding mode as defined in [9]. This is because the condition on
β2 in Lemma 1 is already covered by β2 in Lemma 2.

The ultimate band δ2 for the sliding surface s2 kð Þ indicates the robustness of the
system. It is the maximum value that s2 kð Þ can attain on either side of s2 kð Þ ¼ 0 and
can be calculated by putting s2 kð Þ ¼ δ2 and maximizing the disturbance in a bid to
maximize the value of s2 kþ 2ð Þ. Hence

δ2 ¼ α2δ2 � αβ2 þ β2 þ d2m (35)

This leads to

δ2 ¼ 1� αð Þβ2 þ d2m
1� α2ð Þ (36)

4.1 Design procedure

Here the aim is to design a control law u kð Þ such that lim k!∞x kð Þ ¼ 0. Initially a
sliding variable is chosen as

s2 kð Þ ¼ cT2 x kð Þ (37)

where c2 is a design parameter. The next step is to choose the RD2 reaching law [13]:
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output instead of using the current output of interest. Many advancements are done
in this domain [13–17]. But here only the relative degree two (RD2) is explained
briefly. Readers are encouraged to study the advancement in this domain (from the
reference citations above).
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Figure 13.
Control input for Bartoszewicz’s reaching law.
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s2 kþ 2ð Þ≤ α2s2 kð Þ � 1þ αð Þβ2 þ d2m < s2 kð Þ (32)

since β2 >
d2m
1þαð Þ.
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s2 kþ 2ð Þ ¼ α2s2 kð Þ � αβ2sign s2 kð Þð Þ � β2sign s2 kþ 1ð Þð Þ þ d2 kð Þ (38)

where α∈ 0, 1ð Þ and β2 >
d2m
1�α and d2 kð Þ are assumed to be the same as cTABf kð Þ

and are bounded by dm ¼ ∣cTABfm∣. Using Eqs. (1), (37), and (38), one can write

s2 kþ 1ð Þ ¼ cT2 x kþ 1ð Þ ¼ cT2Ax kð Þ þ cT2 B u kð Þ þ f kð Þ½ � ¼ cT2Ax kð Þ (39)

s2 kþ 2ð Þ ¼ cT2Ax kþ 1ð Þ ¼ cT2A
2x kð Þ þ cT2AB u kð Þ þ f kð Þ½ � (40)

cT2A
2x kð Þ þ cT2AB u kð Þ þ f kð Þ½ � ¼ α2s2 kð Þ � αβ2sign s2 kð Þð Þ

�β2sign s2 kþ 1ð Þð Þ þ d2 kð Þ (41)

Control input is derived as

u kð Þ ¼ � cTAB
� ��1

cT2A
2x kð Þ � α2s2 kð Þ þ αβ2sign s2 kð Þð Þþβ2sign s2 kþ 1ð Þð Þ��

(42)

By applying this control input (42), states are brought to zero by assuming cTB is
non-singular.

Remark 1: Once the sliding happens, s2 kð Þ becomes zero. This guarantees
x1 kð Þ ¼ 0 and x2 kð Þ ¼ 0 in the same time instant. This is shown in [13]. In the
presence of disturbance, finite time bounded stability is achieved instead of finite
time stability [13].

Remark 2: The ultimate band δ2 found in case of RD2 for the reaching law (12)
is always smaller than the ultimate band δ1 found in case of RD1 for the
reaching law (13).

This can be shown mathematically with the help of Eqs. (16), (17) and (36):

δ1 ¼ β þ dm1 >
2dm1

1� α
(43)

where dm1 ¼ kcTBkfm.

δ2 ¼ 1� αð Þβ2 þ dm1

1� α2ð Þ >
2dm2

1� α2
(44)

where dm2 ¼ kcTABkfm. By multiplying ρ> 1 in the right-hand side of inequal-
ities (43) and (44), relationships can be transformed to equalities:

δ1 ¼ ρ
2dm1

1� α
(45)

δ2 ¼ ρ
2dm2

1� α2
(46)

δ2
δ1
¼ 2dm2

2dm1 1þ αð Þ ≤
p

1þ αð Þ (47)

where p ¼ kcA12k>0, it is proved that δ2 < δ1. Detailed proof is explained in [8].

4.2 Results and discussions

System (21) is again taken for showing the results of RD2 reaching law-based
design. Here cT2 ¼ 1 0½ � is chosen. α and β are taken as 0:1 and 0:02544, respec-
tively. The ultimate band is calculated as 0:04131 shown in Figure 15 which is very
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Figure 15.
Magnified part of sliding variable s(k) of Figure 14.

Figure 14.
Sliding variable s(k) evolution for RD2.

Figure 16.
States of the system using RD2 sliding variable.
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Figure 15.
Magnified part of sliding variable s(k) of Figure 14.

Figure 14.
Sliding variable s(k) evolution for RD2.

Figure 16.
States of the system using RD2 sliding variable.
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less than ultimate band found in the case of Gao’s reaching law as 0:4544 shown in
Figure 4. Time series data of RD2 sliding variable is shown in Figure 14, and the
magnified part is shown in Figure 15. The states are finite-time bounded within a
band too which is shown in Figure 16. The control input required to stabilize is
given in Figure 17, and the amount of control effort is found to be 0:0225.

5. Conclusions

In this chapter, three most popular reaching laws, i.e., Gao’s, Utkin’s, and
Bartoszewicz’s reaching law in relative degree one, are discussed. In addition to that
state-of-the-art research in relative degree two sliding variable for Gao’s is
discussed. Comparison shows better performance in terms of finite time ultimate
boundedness of states and reduced ultimate band of state variable in case of RD2.
The concept of ultimate band, finite-time bounded stability and requirement of
control effort for all the reaching laws are briefly explained. Examples are given
with simulation results for all the cases which show the behavior of the closed-loop
system.
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Chapter 6

Chattering-Free Robust Adaptive
Sliding Mode Speed Control for
Switched Reluctance Motor
Mohammad Masoud Namazi, Hamid Reza Koofigar
and Jin-Woo Ahn

Abstract

This study describes an adaptive sliding mode control (ASMC) for the control of
switched reluctance motor (SRM). The main objective is to minimize torque ripples
with controller effort smoothness while the system is under perturbation by struc-
tured uncertainties, unknown parameters, and external disturbances. The control
algorithm employs an adaptive approach to remove the need for prior knowledge
within the bound of perturbations. This is suitable for tackling the chattering
problem in the sliding motion of ASMC. In order to achieve control effort smooth-
ness and more effective elimination of chattering, the algorithm then incorporates
proper modifications in order to build a chattering-free robust adaptive sliding
mode control (RASMC) using Lyapunov stability theory. A final advantage of the
algorithm is that system stability and error convergence are guaranteed. The
effectiveness of the proposed controller in improving robustness and minimizing
ripples is demonstrated by numerical simulation. Experimental validation is used to
demonstrate the efficiency of the proposed scheme. The results indicate that
RASMC provides a superior performance with respect to speed tracking and
disturbance rejection over the conventional sliding mode control (CASMC) in
the face of uncertainties in model and dynamic loads.

Keywords: switched reluctance motor, ripple minimization, robust adaptive
sliding mode control, chattering elimination, automotive application

1. Introduction

The past two decades witnessed a unique interest in using switched reluctance
motors fueled by their several advantages over other motors. Therefore, one can
expect them to play a more crucial role in the industry in the future. The rotor of
switched reluctance motor (SRM) has no winding, which gives more preference to
the machine, including smaller size, lower costs, higher speeds, and high-power
density and reliability [1].

Double saliency structure, inherent magnetic saturation, and time variation of
parameters induce nonlinear complexity and high uncertainties in the dynamic
model. Furthermore, the load torque uncertainties in many applications such as
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This study describes an adaptive sliding mode control (ASMC) for the control of
switched reluctance motor (SRM). The main objective is to minimize torque ripples
with controller effort smoothness while the system is under perturbation by struc-
tured uncertainties, unknown parameters, and external disturbances. The control
algorithm employs an adaptive approach to remove the need for prior knowledge
within the bound of perturbations. This is suitable for tackling the chattering
problem in the sliding motion of ASMC. In order to achieve control effort smooth-
ness and more effective elimination of chattering, the algorithm then incorporates
proper modifications in order to build a chattering-free robust adaptive sliding
mode control (RASMC) using Lyapunov stability theory. A final advantage of the
algorithm is that system stability and error convergence are guaranteed. The
effectiveness of the proposed controller in improving robustness and minimizing
ripples is demonstrated by numerical simulation. Experimental validation is used to
demonstrate the efficiency of the proposed scheme. The results indicate that
RASMC provides a superior performance with respect to speed tracking and
disturbance rejection over the conventional sliding mode control (CASMC) in
the face of uncertainties in model and dynamic loads.

Keywords: switched reluctance motor, ripple minimization, robust adaptive
sliding mode control, chattering elimination, automotive application

1. Introduction

The past two decades witnessed a unique interest in using switched reluctance
motors fueled by their several advantages over other motors. Therefore, one can
expect them to play a more crucial role in the industry in the future. The rotor of
switched reluctance motor (SRM) has no winding, which gives more preference to
the machine, including smaller size, lower costs, higher speeds, and high-power
density and reliability [1].

Double saliency structure, inherent magnetic saturation, and time variation of
parameters induce nonlinear complexity and high uncertainties in the dynamic
model. Furthermore, the load torque uncertainties in many applications such as
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variable payloads are inevitable. One biggest challenge in SRM drives is torque
ripples. Therefore, compared with other methods like magnetic structure design to
achieve minimized torque ripple performance, advanced control methods have
been considered further, including model predictive control [2], fuzzy logic con-
troller [3], internal model control [4], Lyapunov function-based robust controller
[5], and H-infinity robust technique [6, 7]. Moreover, applications of nonlinear
robust adaptive algorithms for SRM control have been proposed in [8, 9]. However,
the sophisticated design of these methods is their disadvantage. Hence, appropriate
simple nonlinear control design regarding uncertainties is necessary.

Recently, designing controllers based on variable structure system and sliding
mode control (SMC) thanks to its features such as simplicity, high-speed feedback
control that could be easily used along with motor switching circuit, and inherent
robustness against nonlinear complex uncertain dynamic systems has been the
focus of many researchers. Conventional SMC (CSMC) design for torque control
considering ripple reduction is used in [10–14], but these methods unfortunately
suffer from the chattering phenomenon. To solve this problem, several attempts are
reported for SRM control that is briefly mentioned as follows.

Ref. [15] introduced robust variable structure control causing reduced torque
ripple operation. However, the magnetic saturation is neglected. Ref. [16] proposed
SMC-based flux linkage controller for switched reluctance motor. Advantage of
chattering reduction is achieved by using boundary layer around the switch surface.
However, this method creates a finite steady-state error [17]. The idea of using
continuous sliding mode function is also presented in [18]. Fuzzy discontinuous
SMC for this purpose is developed in [19], but the results show that chattering
exists. Ref. [20] uses a dynamic sliding mode controller in the input of the speed
controller instead of sign function, but external disturbance and system uncer-
tainties are not considered. Ref. [21] developed chattering-free nonlinear sliding
mode controller; however, it focused on permanent magnet synchronous motor.
Higher order sliding mode control (HOSMC) is also proposed for alleviating the
chattering problem [22, 23]. For example, [24] proposed second-order sliding mode
control (SOSM) with super-twisting algorithm for speed control of SRM but unfor-
tunately it only contains simulation results. Application of second-order sliding
mode control with the focus on dynamic improvement of phase currents is also
proposed in [25].

The deficiency of most designed controllers based on sliding mode is a result of the
requirement of prior knowledge about upper bound of uncertainties and unmodeled
dynamics. In other words, the regular SMC estimates upper bound of perturbations
through calculation of switching gain to compensate their undesired effect. The gain
increases with higher value of upper bound and leads to chattering phenomenon and
control effort intensification. This may excite high frequency, which causes problems
for hardware implementing. Chattering-free approaches for design SMC are classified
in two major categories: interaction with switching gain selection and dynamic mod-
ification in sliding function [26]. In the case of switching gain selection, one useful
approach is adaptive-based sliding mode controls (ASMC) [27, 28].

In this paper, it is further attempted to develop a SRM drive speed control
aiming to torque ripple minimization. In doing so, a robust adaptive-based scheme
was applied to overcome the uncertainties of model and load torque. The main idea
lies in estimation of desired switching gain to reduce chattering. To make this, there
is no need to know the upper bound of uncertainties. On the other hand, control
gain is tried to be maintained as small as possible that is sufficient to counteract the
uncertainties. The method is used successfully in AC electric drive [29, 30].

In recent years, there is a growing concern to integrate the chattering
reduction techniques for building a unified effective method to yield chattering-free
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performance. For example, [31, 32] integrate HOSMC with gain adaptation tech-
niques. RASMC, which replaces discontinuous sign function by continuous tanh
function with incorporation of ASMC, is introduced in [33, 34]. Reference [35]
proposed modified robust adaptive control, while the modification occurred in error
dynamic definition not in switching function.

A robust adaptive controller by incorporating exponential function instead of
discontinuous function is proposed in [36, 37]. Some changes are applied to the
control law so that signals of closed-loop system would finally become uniformly
bounded. This method is effective in reducing and smoothing the control effort by
developing simple estimation of sliding gain despite unknown time-varying pertur-
bations. The approach benefits from the low computational process.

This paper tries to employ RASMC for chattering-free speed control of SRM
with high-accuracy robust tracking performance under structured uncertainties and
perturbations. The proposed scheme can reject any applied unknown bounded,
time-varying disturbances. Torque ripple minimization and transient response
improvement are also tried to be achieved. Additionally, the presented method
demonstrates control effort considerable smoothness. Asymptotic stability is
retained by Lyapunov theory, and it is shown that states of the closed-loop system
are bounded and asymptotically converge on zero. The validity and effectiveness of
the proposed algorithm have been demonstrated by simulation and experiment. The
implementation is presented using a 4KW, four-phase, DSP-based SRM drive sys-
tem. The results verify the desired performance of proposed strategy by comparing
with CASMC.

2. The dynamic model of SRM

The SRM possesses a simple design with salient poles on both the rotor and
stator but without windings on its rotor. Operation is based on the tendency to
stand in alignment with the rotor and stator poles which yields a stable position, and
consequently, the reluctance is minimized. Torque production is due to the sequen-
tial excitation of diametrically opposite stator poles by a switching algorithm [25].
The basic sets of electrical and mechanical differential equations are used
for dynamic modeling of SRM. The motor state–space dynamic model can be
stated as

_θ ¼ ω,

J _ω ¼ Te � TL � Bω,

v ¼ riþ dλ θ, ið Þ
dt

(1)

where v is the voltage, i denotes the current, λ is the flux linkage, and r stands for
the phase resistance. Moreover, J is the inertia of the motor, B denotes the motor
load friction, Te is the electromagnetic torque, and TL shows the load torque.

3. Conventional adaptive sliding mode control design

In the conventional SMC, the upper bound of uncertainties is needed in con-
troller design, whereas adaptive sliding mode method may estimate the bound of
perturbations. By taking the uncertainties into account in the mechanical part of
SRM dynamic model (1), one can write
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control that could be easily used along with motor switching circuit, and inherent
robustness against nonlinear complex uncertain dynamic systems has been the
focus of many researchers. Conventional SMC (CSMC) design for torque control
considering ripple reduction is used in [10–14], but these methods unfortunately
suffer from the chattering phenomenon. To solve this problem, several attempts are
reported for SRM control that is briefly mentioned as follows.

Ref. [15] introduced robust variable structure control causing reduced torque
ripple operation. However, the magnetic saturation is neglected. Ref. [16] proposed
SMC-based flux linkage controller for switched reluctance motor. Advantage of
chattering reduction is achieved by using boundary layer around the switch surface.
However, this method creates a finite steady-state error [17]. The idea of using
continuous sliding mode function is also presented in [18]. Fuzzy discontinuous
SMC for this purpose is developed in [19], but the results show that chattering
exists. Ref. [20] uses a dynamic sliding mode controller in the input of the speed
controller instead of sign function, but external disturbance and system uncer-
tainties are not considered. Ref. [21] developed chattering-free nonlinear sliding
mode controller; however, it focused on permanent magnet synchronous motor.
Higher order sliding mode control (HOSMC) is also proposed for alleviating the
chattering problem [22, 23]. For example, [24] proposed second-order sliding mode
control (SOSM) with super-twisting algorithm for speed control of SRM but unfor-
tunately it only contains simulation results. Application of second-order sliding
mode control with the focus on dynamic improvement of phase currents is also
proposed in [25].

The deficiency of most designed controllers based on sliding mode is a result of the
requirement of prior knowledge about upper bound of uncertainties and unmodeled
dynamics. In other words, the regular SMC estimates upper bound of perturbations
through calculation of switching gain to compensate their undesired effect. The gain
increases with higher value of upper bound and leads to chattering phenomenon and
control effort intensification. This may excite high frequency, which causes problems
for hardware implementing. Chattering-free approaches for design SMC are classified
in two major categories: interaction with switching gain selection and dynamic mod-
ification in sliding function [26]. In the case of switching gain selection, one useful
approach is adaptive-based sliding mode controls (ASMC) [27, 28].

In this paper, it is further attempted to develop a SRM drive speed control
aiming to torque ripple minimization. In doing so, a robust adaptive-based scheme
was applied to overcome the uncertainties of model and load torque. The main idea
lies in estimation of desired switching gain to reduce chattering. To make this, there
is no need to know the upper bound of uncertainties. On the other hand, control
gain is tried to be maintained as small as possible that is sufficient to counteract the
uncertainties. The method is used successfully in AC electric drive [29, 30].

In recent years, there is a growing concern to integrate the chattering
reduction techniques for building a unified effective method to yield chattering-free
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performance. For example, [31, 32] integrate HOSMC with gain adaptation tech-
niques. RASMC, which replaces discontinuous sign function by continuous tanh
function with incorporation of ASMC, is introduced in [33, 34]. Reference [35]
proposed modified robust adaptive control, while the modification occurred in error
dynamic definition not in switching function.

A robust adaptive controller by incorporating exponential function instead of
discontinuous function is proposed in [36, 37]. Some changes are applied to the
control law so that signals of closed-loop system would finally become uniformly
bounded. This method is effective in reducing and smoothing the control effort by
developing simple estimation of sliding gain despite unknown time-varying pertur-
bations. The approach benefits from the low computational process.

This paper tries to employ RASMC for chattering-free speed control of SRM
with high-accuracy robust tracking performance under structured uncertainties and
perturbations. The proposed scheme can reject any applied unknown bounded,
time-varying disturbances. Torque ripple minimization and transient response
improvement are also tried to be achieved. Additionally, the presented method
demonstrates control effort considerable smoothness. Asymptotic stability is
retained by Lyapunov theory, and it is shown that states of the closed-loop system
are bounded and asymptotically converge on zero. The validity and effectiveness of
the proposed algorithm have been demonstrated by simulation and experiment. The
implementation is presented using a 4KW, four-phase, DSP-based SRM drive sys-
tem. The results verify the desired performance of proposed strategy by comparing
with CASMC.

2. The dynamic model of SRM

The SRM possesses a simple design with salient poles on both the rotor and
stator but without windings on its rotor. Operation is based on the tendency to
stand in alignment with the rotor and stator poles which yields a stable position, and
consequently, the reluctance is minimized. Torque production is due to the sequen-
tial excitation of diametrically opposite stator poles by a switching algorithm [25].
The basic sets of electrical and mechanical differential equations are used
for dynamic modeling of SRM. The motor state–space dynamic model can be
stated as

_θ ¼ ω,

J _ω ¼ Te � TL � Bω,

v ¼ riþ dλ θ, ið Þ
dt

(1)

where v is the voltage, i denotes the current, λ is the flux linkage, and r stands for
the phase resistance. Moreover, J is the inertia of the motor, B denotes the motor
load friction, Te is the electromagnetic torque, and TL shows the load torque.

3. Conventional adaptive sliding mode control design

In the conventional SMC, the upper bound of uncertainties is needed in con-
troller design, whereas adaptive sliding mode method may estimate the bound of
perturbations. By taking the uncertainties into account in the mechanical part of
SRM dynamic model (1), one can write
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_ω ¼ aþ Δað Þωþ bþ Δbð Þ Te � TLð Þ (2)

where a ¼ �B=J and b ¼ 1=J denote the nominal parameters and Δa and Δb are
unknown parts. Defining the speed error as e ¼ ωref � ω, where ωref is a reference
speed, the sliding surface may be adopted as S ¼ σeþ _e, σ >0. Therefore,

_S ¼ σ _eþ €e ¼ σ _ωref � _ω
� �þ €ωref � €ω

� � ¼ σ � _ωð Þ � €ω (3)

Substituting the derivative of _ω from (1) into (3), one obtains

_S ¼ σ � _ωð Þ � B
J
_ωþ 1

J
_Te � _TL
� �� �

¼ σ � _ωð Þ � a _ωþ b _Te � _TL
� �� �

(4)

Incorporating the uncertainties in (4) yields

_S ¼ σ � _ωð Þ � aþ Δað Þ _ω� bþ Δbð Þ _Te � _TL
� �

¼ � σ þ að Þ _ω� b _Te þ b _TL � b
1
b

_ωΔaþ Δb _Te � _TL
� �� �� � (5)

By defining P ¼ 1
b _ωΔaþ Δb _Te � _TL

� �� �
as the lumped uncertainty, the sliding

dynamic (5) can be rewritten as

_S ¼ � σ þ að Þ _ω� b _Te þ b _TL � bP (6)

The instantaneous torque Te θ, ið Þ can be expressed as

Te θ, ið Þ ¼ 1
2
i2
dL θð Þ
dθ

! Te θ, ið Þ ¼ 1
2
La � Lu

θ2 � θ1
i2 ¼ 1

2
Ci2 ! _Te ¼ Cidi! _Te ∝ i ¼ u

where Lu is the inductance at unaligned position, La is the inductance at aligned
position, and constant C is the slope of the inductance corresponding to rotor
position [26]. The approximated inductance profile of the SRM, by neglecting
magnetic saturation, is shown in Figure 1. Thus, the dynamic Eq. (6) can be
written as

_S ¼ � σ þ að Þ _ω� buþ b _TL � bP (7)

Figure 1.
Linear inductance profile of SRM [25].
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Now, define the Lyapunov function candidate

V ¼ 1
2
S2 þ 1

2ρ
~P
2

(8)

in which ρ is a positive constant and ~P ¼ P� P̂ is the error between the actual
value of the lumped uncertainty P and its estimated value P̂. The derivative of (8) is
obtained as (the detailed manipulations are given in Appendix A)

_V ¼ �K1S2 þ S � σ þ að Þ _ω� b uþ P̂
� �þ b _TL þ K1S

� �� ~P
1
ρ
_̂Pþ bS

� �
(9)

where K1 is a positive constant. By choosing the control input u as

u ¼ 1
b
� σ þ að Þ _ω� bP̂þ b _TL þ K1S
� �

(10)

and substitution in (9), one can obtain

_V ¼ �K1S2 � ~P
1
ρ
_̂Pþ bS

� �
(11)

Hence, adopting the adaptation law

_̂P ¼ �ρbS (12)

in (11) gives

_V2 ¼ �K1S2 ≤0 (13)

and the speed error e! 0 as t! ∞ can be concluded, by using the Lyapunov
stability theorem [22, 27].

4. The proposed robust adaptive speed control for SRM

The previous section focused on using an adaptive scheme to estimate the upper
bound of model uncertainties. However, the linear model of SRM is used, and only
the mechanical uncertainties are considered.

This section proposes an effective solution for eliminating chattering by intro-
ducing the RASMC, with incorporating the exponential functions as an effective
strategy to smoothen the control effort and reduce chattering. This algorithm is
introduced to overcome both the mechanical and electrical uncertainties in the SRM
model and the time-varying load torque disturbances. The upper bound of uncer-
tainties is not required in the design procedure and is estimated by an adaptation
mechanism to make the control gain small enough. The current dynamics can be
written as [28]

dij
dt
¼ ∂λj θ, ij

� �
∂ ij

� ��1
�rij �

∂λj θ, ij
� �
∂θ

ωþ vj

� �
(14)
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speed, the sliding surface may be adopted as S ¼ σeþ _e, σ >0. Therefore,
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where Lu is the inductance at unaligned position, La is the inductance at aligned
position, and constant C is the slope of the inductance corresponding to rotor
position [26]. The approximated inductance profile of the SRM, by neglecting
magnetic saturation, is shown in Figure 1. Thus, the dynamic Eq. (6) can be
written as

_S ¼ � σ þ að Þ _ω� buþ b _TL � bP (7)
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Linear inductance profile of SRM [25].
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Now, define the Lyapunov function candidate

V ¼ 1
2
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(8)

in which ρ is a positive constant and ~P ¼ P� P̂ is the error between the actual
value of the lumped uncertainty P and its estimated value P̂. The derivative of (8) is
obtained as (the detailed manipulations are given in Appendix A)
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where K1 is a positive constant. By choosing the control input u as
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and substitution in (9), one can obtain
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Hence, adopting the adaptation law

_̂P ¼ �ρbS (12)

in (11) gives

_V2 ¼ �K1S2 ≤0 (13)

and the speed error e! 0 as t! ∞ can be concluded, by using the Lyapunov
stability theorem [22, 27].

4. The proposed robust adaptive speed control for SRM

The previous section focused on using an adaptive scheme to estimate the upper
bound of model uncertainties. However, the linear model of SRM is used, and only
the mechanical uncertainties are considered.

This section proposes an effective solution for eliminating chattering by intro-
ducing the RASMC, with incorporating the exponential functions as an effective
strategy to smoothen the control effort and reduce chattering. This algorithm is
introduced to overcome both the mechanical and electrical uncertainties in the SRM
model and the time-varying load torque disturbances. The upper bound of uncer-
tainties is not required in the design procedure and is estimated by an adaptation
mechanism to make the control gain small enough. The current dynamics can be
written as [28]

dij
dt
¼ ∂λj θ, ij

� �
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� ��1
�rij �
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∂θ

ωþ vj

� �
(14)
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where j ¼ 1, 2, 3, 4 stands for each phases of the machine. The SRM dynamic
model can be described in an affine form as [28]

_x1 ¼ x2,
_x2 ¼ f x, tð Þ þ g x, tð Þu (15)

where x ¼ x1 x2½ �T ¼ ω _ω½ �T and u, respectively, represent the state vector
and control input. Defining y ¼ x1 ¼ ω as the output, the dynamic model can be
represented in the second-order compact affine form

€y ¼ f x, tð Þ þ g x, tð Þu (16)

where the nonlinear functions f x, tð Þ and g x, tð Þ are specified by [18, 29]

f x; tð Þ ¼ 1
J

X4
j¼1

∂ Tej θ; ij
� �
∂ ij

� �
∂λj θ; ij
� �
∂ ij

� ��1
�rij �

∂λj θ; ij
� �
∂θ

ω

� �8<
:

þω
X4
j¼1

∂ Tej θ; ij
� �
∂ θ

� �
� B _ω

9=
;�

Tu tð Þ
J

g x; tð Þ ¼ 1
J

∂Tej θ; ij
� �
∂ ij

� �
∂ λj θ; ij
� �
∂ ij

� ��1

(17)

in which Tu tð Þ denotes the rate of variations in load torque, assumed here as a
time-varying disturbance with unknown bound. In (17), the partial derivatives of
flux and torque with respect to current and position are calculated by using the
electromagnetic characteristics, achieved by the finite element method and verified

Figure 2.
Data measuring experimental layout.
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by experimental measurement. The layout of experimental test setup and the mea-
sured flux linkage curves are shown in Figures 2 and 3.

As a preliminary step to design procedure, rewrite (16) despite the time-varying
external disturbance d tð Þ as

€y ¼ f x, tð Þ þ g x, tð Þ uþ d tð Þ (18)

The uncertain nonlinear term f x, tð Þ is decomposed as [29]

f x, tð Þ ¼ f 0 x, tð Þ þ Δf x, tð Þ (19)

where f 0 x, tð Þ is the known part and Δ f x, tð Þ represents the model uncertainty
with unknown bound. By augmenting the unknown uncertainty Δ f x, tð Þ and the
external disturbance d tð Þ, an unknown time-varying uncertainty is defined as

h tð Þ ¼ Δ f x, tð Þ þ d tð Þ (20)

Hence, the SRM nonlinear dynamic model (18) takes the form

€y ¼ f 0 x, tð Þ þ g x, tð Þuþ h tð Þ (21)

The goal is to design a controller that adaptively tunes the controller gain while
all the closed-loop signals are bounded.

Assumption 1. The time-varying augmented parameter h tð Þ is bounded by the
unknown parameter α>0, i.e., h tð Þk k≤ α.

Assumption 2. Without loss of generality, assume g x, tð Þ>0, to derive the
control law. However, this assumption is always satisfied for SRM, as the expres-
sions ∂λ θ, ið Þ=∂ i and ∂T θ, ið Þ=∂ i are shown to be positive.

Considering λ θ, ið Þ ¼ L θ, ið Þ i one obtains

∂ λ θ, ið Þ
∂ i

¼ L θ, ið Þ þ i
∂ L θ, ið Þ

∂ i
(22)

Figure 3.
Flux linkage vs. current vs. rotor position characteristics of prototype 8/6 SRM.
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where j ¼ 1, 2, 3, 4 stands for each phases of the machine. The SRM dynamic
model can be described in an affine form as [28]

_x1 ¼ x2,
_x2 ¼ f x, tð Þ þ g x, tð Þu (15)

where x ¼ x1 x2½ �T ¼ ω _ω½ �T and u, respectively, represent the state vector
and control input. Defining y ¼ x1 ¼ ω as the output, the dynamic model can be
represented in the second-order compact affine form

€y ¼ f x, tð Þ þ g x, tð Þu (16)

where the nonlinear functions f x, tð Þ and g x, tð Þ are specified by [18, 29]

f x; tð Þ ¼ 1
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� ��1
�rij �
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ω

� �8<
:

þω
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∂ θ

� �
� B _ω

9=
;�
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� �
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� �
∂ ij

� ��1

(17)

in which Tu tð Þ denotes the rate of variations in load torque, assumed here as a
time-varying disturbance with unknown bound. In (17), the partial derivatives of
flux and torque with respect to current and position are calculated by using the
electromagnetic characteristics, achieved by the finite element method and verified

Figure 2.
Data measuring experimental layout.
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by experimental measurement. The layout of experimental test setup and the mea-
sured flux linkage curves are shown in Figures 2 and 3.
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€y ¼ f x, tð Þ þ g x, tð Þ uþ d tð Þ (18)
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Assumption 2. Without loss of generality, assume g x, tð Þ>0, to derive the
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sions ∂λ θ, ið Þ=∂ i and ∂T θ, ið Þ=∂ i are shown to be positive.

Considering λ θ, ið Þ ¼ L θ, ið Þ i one obtains

∂ λ θ, ið Þ
∂ i

¼ L θ, ið Þ þ i
∂ L θ, ið Þ

∂ i
(22)

Figure 3.
Flux linkage vs. current vs. rotor position characteristics of prototype 8/6 SRM.
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From a physical viewpoint, it is true to assume the positivity of (22) in the range
of operation [10], i.e.,

L θ, ið Þ þ i
∂ L θ, ið Þ

∂ i
> μ>0

Moreover, consider the fact that the rotor pole arc of the used SRM is larger than
its stator pole arc, and the inductance profile does not contain the flatness charac-
teristic. Hence, the coefficient of partial derivative of inductance to position in the
produced electromagnetic torque

Te θ, ið Þ ¼ 1
2
∂L θ, ið Þ

∂θ
i2

is always positive.
Theorem. Consider the uncertain, nonlinear SRM dynamic model (21). The

reference speed tracking, without any steady-state error, is ensured by using the
control law

u ¼ � 1
g

Keþ f 0 x, tð Þ � €ωref
� �2e

f 0 x, tð Þ � €ωref
� �

e
�� ��þ δ1 exp �σ1tð Þ þ

α̂2e
ej jα̂þ δ2 exp �σ2tð Þ

" #
, (23)

where K >0 is the state feedback gain and e ¼ _ωref � _ω denotes the error. For
notational consistency, the arguments of f 0 x, tð Þ and g x, tð Þ, i.e., x and t, are omitted
during the proof procedures. Exponential parameters δ1, δ2, σ1, σ2 are some positive
constants, selected by the designer, and α̂ is the estimation of α, updated by the
adaptation mechanism

_̂α ¼ γ ej j, α̂ 0ð Þ ¼ 0 (24)

where γ >0 is a positive constant.
Proof. Choosing the Lyapunov function

V ¼ 1
2
e2 þ 1

2
1
γ
~α2 (25)

where ~α ¼ α� α̂ denotes the estimation error. The time derivative of Vis

_V ¼ e_eþ 1
γ
~α _~α ¼ e_e� 1

γ
~α _̂α (26)

By Eq. (21), the error dynamics may be written as

_e ¼ €ω� €ωref ¼ f 0 � €ωref þ h tð Þ þ gu tð Þ (27)

Substituting the error dynamics (27) in (26), one obtains

_V ¼ f 0 � €ωref
� �

eþ h tð Þeþ gu tð Þe� 1
γ
~α _̂α (28)

By assumption 1, _V is bounded as

_V ≤ f 0 � €ωref
� �

e
�� ��þ α ej j þ gu tð Þe� 1

γ
~α _̂α (29)
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Substituting control law (23) in (29) yields

_V ≤ f 0 � €ωref
� �

e
�� ��þ α ej j � Ke2

� f 0 � €ωref
� �2e2

f 0 � €ωref
� �

e
�� ��þ δ1 exp �σ1tð Þ þ

α̂2e2

ej jα̂þ δ2 exp �σ2tð Þ �
1
γ
~α _̂α

(30)

It is straightforward to prove that the inequality � p2= pþ qð Þð Þ< � pþ q holds
for nonnegative real values p and q where p2 þ q2 6¼ 0. Hence, manipulating (30)
yields

_V ≤ f 0 � €ωref
� �

e
�� ��þ α ej j � Ke2 � f 0 � €ωref

� �
e

�� ��

þδ1 exp �σ1tð Þ � α̂ ej j � δ2 exp �σ2tð Þ � 1
γ
~α _̂α

(31)

which can be rewritten as

_V ≤ � Ke2 þ δ1 exp �σ1tð Þ þ δ2 exp �σ2tð Þ þ α� α̂ð Þ ej j � 1
γ
~α _̂α (32)

Replacing the update law (24) in (32) gives

_V ≤ � Ke2 þ δ1 exp �σ1tð Þ þ δ2 exp �σ2tð Þ (33)

Now, integrating (33) in 0≤T <∞ yields

V e Tð Þ, ~α Tð Þð Þ � V e 0ð Þ, ~α 0ð Þð Þ≤ � K
ðT
0

e tð Þk k2dtþ δ1
σ1

1� exp �σ1Tð Þð Þ

þ δ2
σ2

1� exp �σ2Tð Þð Þ
(34)

and consequently

K
ðT
0

e tð Þk k2dtþ V e Tð Þ, ~α Tð Þð Þ≤V e 0ð Þ, ~α 0ð Þð Þ þ δ1
σ1

1� exp �σ1Tð Þð Þ

þ δ2
σ2

1� exp �σ2Tð Þð Þ
(35)

which implies that
Ð T
0 e tð Þk k2dt<∞, i.e., e∈L2. On the other hand, by (33), one

can conclude

_V ≤ � Ke2 þ δ1 þ δ2 (36)

For any small (near zero) bound ε>0, the inequality (36) shows that by choos-
ing K > δ1 þ δ2ð Þ=ε2, there exists a κ>0 such that when ej j> ε the time derivative of
Lyapunov function becomes negative, i.e.,

_V ≤ � κe2 ≤0 (37)

So, the tracking error is bounded, i.e., e∈L∞. As all of the signals on the right-
hand side of error dynamic Eq. (27) is bounded, the boundedness of _e is ensured,
i.e., _e∈L∞. Thus, by the Barbalat’s lemma [26], the error signal is converged to zero,
i.e., lim

t!∞
e tð Þ ¼ 0. The boundedness of control law can be also concluded by (37).
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Remark 1. The exponential terms, formed by δ1, δ2, σ1, and σ2 in (23), are used to
prevent chattering in the control signal. The greater value of such parameters pro-
vides the smaller chattering in control signal. On the other hand, there is a trade-off
between the smoothness of control effort and the speed of tracking error conver-
gence.

Remark 2. From a theoretical viewpoint, choosing any K > δ1 þ δ2ð Þ=ε2 ensures
holding (37), for any ε>0, even if K is very large. In practice, selecting an
arbitrarily large K may not be possible, and a certain error bound is allowed in
controller design.

5. Simulation results

Simulation results are presented here for a SRM with the parameters, given in
Appendix B using MATLAB/Simulink. The block diagram of the closed-loop drive
control system, using the proposed RASMC, is shown in Figure 4. In the following,
the system performance is evaluated despite the variation of load torque, as an
external disturbance, and compared with that of CASMC. To this end, the CASMC
parameters are selected as K1 ¼ 20, σ ¼ 8, and ρ ¼ 1. The RASMC parameters are
K ¼ 10, γ ¼ 1 and exponential terms are δ1 ¼ δ2 ¼ 5 and σ1 ¼ σ2 ¼ 1.Moreover, the
turn-on and turnoff angles are assumed to be constant and equal to 56∘ and 33∘,
respectively.

5.1 Tracking performance and disturbance rejection study

To demonstrate the performance of the SRM drive with the proposed control
scheme, the load torque is abruptly increased from 5 to 10 Nm at 0.05 sec, as an
external disturbance, while the reference speed is 200 rpm. The performance of
CASMC and RASMC is compared in Figure 5. The chattering phenomenon in
control effort is completely removed by the RASMC, as depicted in Figure 5(b).

To demonstrate the effectiveness of using acceleration error in control method, a
trapezoidal reference including accelerated part is also used to test the controllers.
Figure 6 shows the response of the system to a four-quadrant trapezoidal reference
speed profile. It is shown that the speed response with the proposed RASMC is more
precise and smoother than CASMC, obtained by adopting the acceleration closed-
loop control.

Figure 4.
Overview of the proposed RASMC system for speed control.
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Figure 5.
Performance comparison of controllers, when the motor load increases at 0.05 s from 5 to 10 nm, (a) speed
convergence, (b) control effort.

Figure 6.
Four-quadrant speed response of SRM.
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The capability of RASMC in external load disturbance rejection, demonstrated in
Figure 7, shows that a considerable robustness against the external load is achieved,
compared with the CASMC. Due to the increased uncertainties of the system caused
by the increase in the load torque, there is a speed error at 0.05 sec. Figure 8 shows
the adaptation of the procedure of the proposed adaptive-based controllers, to
overcome such system perturbations.

5.2 Robustness against parametric uncertainty

To investigate the behavior of RASMC under parametric variations, the inertia
of the motor J, the motor load friction B, and the stator resistance are increased by
100% of the nominal values. Such variations are effectively compensated by the
proposed RASMC, as illustrated in Figure 9.

Figure 7.
Performance comparison of the methods in external load disturbance rejection.

Figure 8.
The sliding gain P̂ for CASMC and α̂ for RASMC.

132

Control Theory in Engineering

5.3 Rejection of time-varying load perturbations

Applying the load torque with the mean torque values of 10 Nm in 200 RPM
and 7 Nm in 500 RPM is shown in Figures 10 and 11, respectively. In both cases, the
load torque, applied to the motor, is perturbed by a Gaussian noise with variance

Figure 9.
Speed responses despite the 100% variation in (a) rotational inertia J, (b) viscous friction B, and (c) stator
resistance R.
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of 1 Nm. These kinds of load torque perturbations are selected to emulate the
electric vehicle driving torque condition [30]. The results show only a small ripple
remains in the steady state by applying the RASMC.

6. Experimental study

A SRM with same parameters of Appendix B is implemented to experimentally
verify the proposed control scheme. The experimental setup is based on a

Figure 10.
(a) Torque estimation in the presence of a Gaussian perturbation with a mean of 10 nm and a variance of 1 nm
in 200 RPM and (b) applied time-varying load perturbation.

Figure 11.
(a) Torque estimation in the presence of a Gaussian perturbation with a mean of 7 nm and a variance of 1 nm
in 500 RPM and (b) applied time-varying load perturbation.
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fixed-point TMS320F2812 DSP, which is compatible with Simulink [31]. Such
platform includes four dual pulse-width-modulation (PWM) channels (eight chan-
nels total), four analog-to-digital converters (ADCs), and a speed encoder input.

Figures 12 and 13 illustrate the laboratory setup and the general layout of the
DSP-based drive system, respectively. The experimental hardware, used for
evaluating the 8/6 SRM drive, consists of the following sections:

(i) The asymmetrical converter, implemented by using IXSH 35N120A IGBT
with a gate driver TLP250 and fast power diodes DSEI 20-12A with a reverse
recovery time, less than 40 nanoseconds. (ii) Hall-type galvanic isolation
CSNE151–104 Honeywell sensors for measuring the phase currents. A ten-bit
absolute encoder Autonics EP50S8, used to determine the rotor position with
high accuracy. (iii) The results are obtained under the speed loop switching fre-
quency of 10 kHz and the current loop of 1 kHz. The DC link voltage is kept
constant at 280 V.

Some experimental results are presented here by implementing the RASMC and
CASMC, from a comparison viewpoint. The numerical values of the parameters,

Figure 12.
The laboratory setup for experimental study.

Figure 13.
Block diagram of the experimental platform.
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obtained in the simulation studies by trial and error, are used here in the experi-
mental investigations. Figures 14(a) and 15(a) demonstrate the speed response,
respectively, under an abrupt external load change from 5 to 10 Nm at 0.05 sec and
under a step change in the reference speed from 100 to 200 RPM. Since a torque
sensor was not available, for the electromagnetic torque, only armature current of
DC generator as a load is depicted in Figure 14(a). Stepping the armature current

Figure 14.
Performance of the proposed RASMC in experiment under abrupt load change, compared with that of CASMC
(a) speed response and load current and (b) control effort.
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from 2.7 to 5.2 A is equal to stepping load torque from 5 to 10 Nm. The results show
that the RASMC significantly improves the robustness performance. As expected,
the RASMC successfully eliminates the chattering in the control efforts, as shown in
Figures 14(b) and 15(b). By comparing the results of experimental work with those
of the simulation study, the demonstration in Figure 5 is confirmed. Briefly
discussing, the results of implementing RASMC not only confirm the better perfor-
mance in smoothing the control effort but also demonstrate the disturbance atten-
uation property. As a confirmatory data, Figure 16(a) and (b) depicts the
waveforms of experimental current and voltage of two phases for CASMC and
RASMC, respectively. It is obvious that the current and voltage signals are smoother
by using the RASMC.

Figure 15.
Performance of the RASMC in experiment, under step increment of reference speed, compared with that of
CASMC (a) speed response in steady state and (b) control effort.
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waveforms of experimental current and voltage of two phases for CASMC and
RASMC, respectively. It is obvious that the current and voltage signals are smoother
by using the RASMC.

Figure 15.
Performance of the RASMC in experiment, under step increment of reference speed, compared with that of
CASMC (a) speed response in steady state and (b) control effort.
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7. Conclusion

Two nonlinear adaptive sliding mode control algorithms are developed for speed
control of SRM in the application of EVs, especially in urban areas that the speed is
low and the driving torque is highly fluctuated. This condition is emulated by
applying a Gaussian noise to perturb the load torque. First, a conventional adaptive
sliding mode control is designed to yield a chattering-free control algorithm. How-
ever, linearized SRM model is used, and only mechanical uncertainty of SRM
dynamic model is considered.

To implement a high-performance control algorithm for removing these draw-
backs, a robust adaptive sliding mode control, namely, RASMC, is proposed. An
augmented time-varying uncertainty is defined taking into account the SRM full
nonlinear dynamic model and the system uncertainties as well as time-varying load
perturbation.

The upper bound of defined augmented uncertainty is not required to be known
to make the control gain small enough in order to decrease the chattering and
efforts of the controller. Moreover, the exponential terms in sliding function are
used to prevent chattering in the control signal. The proposed controller is capable
of achieving torque ripple minimization with reduced smooth control effort. The
simulation and experimental results also confirm the robustness properties against
model uncertainties and time-varying load torque disturbances with significant
improvement in speed control loop transient response.

Figure 16.
Two phase currents and voltages for (a) CASMC and (b) RASMC.
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Appendix A. Derivation of Eq. (9) in detail

As stated in Section 3, the Lyapunov function is defined in (8) as

V ¼ 1
2
S2 þ 1

2ρ
~P
2 ! _V ¼ S _Sþ 1

ρ
~P _~P (A.1)

where ~P ¼ P� P̂ and P ¼ 1
b _ωΔaþ Δb _Te � _TL

� �� �
defined from (5) are assumed

to be constant during the sampling period. Hence, it can be concluded that _~P ¼ � _̂P.
By substituting (7) into (A.1), and adding and subtracting K1S2, the derivative of
Lyapunov function can be written as

_V ¼ S _S� 1
ρ
~P _̂P ¼ �K1S2 þ K1S2 þ S � σ þ að Þ _ω� buþ b _TL � b ~Pþ P̂

� �� �� 1
ρ
~P _̂P

(A.2)

Finally it can be simplified as

_V ¼ �K1S2 þ S � σ þ að Þ _ω� b uþ P̂
� �þ b _TL þ K1S

� �� ~P
1
ρ
_̂Pþ bS

� �
(A.3)

B. Numerical values of the SRM parameters

Parameters Value

Rated power 4 kW

RMS rated phase current 9 A

Rated DC link 280 V

Number of poles 8/6

Phase stator resistance 0.75 Ω

Rotational inertia (J) 0.008 Nms2

Viscous friction (B) 0.00078 Nms

Aligned inductance 0.114 mH

Unaligned inductance 0.0136 mH
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Chapter 7

Synchronous Machine Nonlinear
Control System Based on Feedback
Linearization and Deterministic
Observers
Marijo Šundrica

Abstract

A classical linear control system of the SM is based on PI current controllers. Due
to SM nonlinearity, with such control system, it is not possible to obtain indepen-
dent torque and flux control. To overcome this obstacle, a nonlinear control system
can be used. Due to unknown damper winding state variables, an observer has to be
made. In this work, observers for damper winding currents and damper winding
fluxes are presented. Then, based on nonlinear theory, control law with feedback
linearization method is obtained. Also, a comparison of the proposed and classical
control system is done. For the classical control system, field-oriented control with
internal model and symmetrical optimum principles is used. To verify the proposed
algorithm, extensive simulation analysis of voltage source inverter drive is made.
Processor in the loop testing has been also done.

Keywords: synchronous machine, observers, damper winding, nonlinear control,
feedback linearization, voltage source inverter, processor in the loop

1. Introduction

For synchronous machine (SM) with damper winding and separate excitation
winding, it is not unusual to operate as an AC drive system.

In hydropower generation, sometimes, there is demand for SM to work in
compensating or pumping operation mode. Then, at least motor starting of the SM
has to be assured. The most sophisticated starting process is synchronous starting
also called variable speed operation. It is obtained by frequency converter, whether
by current source inverter (CSI) or voltage source inverter (VSI). In wind power
generation, SM could be also used. Then, it is also used for variable speed operation.

Except from SM used in power generation, SM could be also used as AC drive
systems in industrial applications with high power demand such as coal mines,
metal and cement industries. It is also used for ship propulsion.

AC drive system for SM is traditionally done by CSI topology with thyristors.
Although CSI has some advantages, VSI topology has been also used lately. It is
mainly due to development of fully controllable switches (IGBT, GTO, etc.) that are
nowadays also used for high power demands. Due to its controllability, PWM could
be easily applied on VSI topology.
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also called variable speed operation. It is obtained by frequency converter, whether
by current source inverter (CSI) or voltage source inverter (VSI). In wind power
generation, SM could be also used. Then, it is also used for variable speed operation.

Except from SM used in power generation, SM could be also used as AC drive
systems in industrial applications with high power demand such as coal mines,
metal and cement industries. It is also used for ship propulsion.

AC drive system for SM is traditionally done by CSI topology with thyristors.
Although CSI has some advantages, VSI topology has been also used lately. It is
mainly due to development of fully controllable switches (IGBT, GTO, etc.) that are
nowadays also used for high power demands. Due to its controllability, PWM could
be easily applied on VSI topology.
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Because of the salient poles, a large number of coupled variables and high
nonlinearity, the SM is a complex dynamic system with a number of unknown state
variables. To obtain its control, classical system uses PI controllers for stator dq
current components control. But due to SM’s complexity, it is not possible to obtain
fully decoupled torque and flux control. Namely, change of any current component
necessary changes both; torque and flux. Another difficulty is unknown damper
winding current.

This work examines a novel control method for variable speed operation of a
SM. To overcome mentioned obstacles arisen from SM complexity, novel control
will be nonlinear. VSI topology is suitable to be used with this novel control. The
goal of the control system is to obtain high performance speed tracking system. To
achieve this, it is necessary to have an adequate observer for damper winding states,
as is similarly done in induction motor drive system [1].

There are not many studies regarding SMs AC drive system; whether with linear
or nonlinear control. Classical vector control is rotor field oriented control used with
the following assumption: if the flux is constant, the q-current component can
control electromagnetic torque. For induction motor drives this assumption holds,
but if this method is used for SM control, the q-current component will essentially
change the flux [2]. It is said that control is coupled and this is why SM vector
control is not efficient enough. There are few ideas on how to solve this problem. In
[3] stator flux orientation control is used. With this orientation, through excitation
current compensation, better flux control is obtained. Unfortunately, a control
system with many calculations (coordinate transformations, PI controllers, and
other) has to be used. Also, damper winding current affect has not been taken into
account.

Regarding nonlinear control SM applications, a few methods are used:
backstepping [4], passivity [5] and adaptive Lyapunov based [6]. The passive
method [5] fails to give better results and the backstepping [4] method fails to take
damper windings into consideration. In [6] new algorithms are proposed, but
besides of their complexity, a control in excitation system also has to be used.

The aim of this work is to find deterministic observer for a SM and to use it by
nonlinear control law. Parameter adaptivity and load torque estimation is also
considered. Finally, high performance VSI drive system without excitation system
control is thus obtained.

2. Observers

In this section observers for SM are presented. Starting from the SM dynamic
system, damper winding deterministic observers are made. At first, an observer
with damper winding currents is given. Then, full order and reduced order
observers for damper winding fluxes are presented. Observability analysis
for the full order observer is given. Stability is approved with Lyapunov stability
theory.

Finally, load torque estimation system is presented. Observability of the
expanded system is analyzed and the model reference adaptive system is given.

2.1 Damper winding current observers

Synchronous machine can be described as a dynamic system of six state
variables. If five of them are set to be SM currents and the sixth is rotor speed, SM
dynamic system is:
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To obtain high performance drive all SM states should be known. Since damper
winding currents are normally not measured, to make all states available, an
observer has to be made. In Eq. (2) is an expression of the SM deterministic
observer with damper winding currents.
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Observed values are noted with “b”; ex are errors, differences between measured
and observed value; while kxy are adaptive coefficients used to obtain the convergence.

If the observer in Eq. (2) is made only with observed values and errors [7],
damper current observer Eq. (3) is obtained.
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Because of the salient poles, a large number of coupled variables and high
nonlinearity, the SM is a complex dynamic system with a number of unknown state
variables. To obtain its control, classical system uses PI controllers for stator dq
current components control. But due to SM’s complexity, it is not possible to obtain
fully decoupled torque and flux control. Namely, change of any current component
necessary changes both; torque and flux. Another difficulty is unknown damper
winding current.

This work examines a novel control method for variable speed operation of a
SM. To overcome mentioned obstacles arisen from SM complexity, novel control
will be nonlinear. VSI topology is suitable to be used with this novel control. The
goal of the control system is to obtain high performance speed tracking system. To
achieve this, it is necessary to have an adequate observer for damper winding states,
as is similarly done in induction motor drive system [1].

There are not many studies regarding SMs AC drive system; whether with linear
or nonlinear control. Classical vector control is rotor field oriented control used with
the following assumption: if the flux is constant, the q-current component can
control electromagnetic torque. For induction motor drives this assumption holds,
but if this method is used for SM control, the q-current component will essentially
change the flux [2]. It is said that control is coupled and this is why SM vector
control is not efficient enough. There are few ideas on how to solve this problem. In
[3] stator flux orientation control is used. With this orientation, through excitation
current compensation, better flux control is obtained. Unfortunately, a control
system with many calculations (coordinate transformations, PI controllers, and
other) has to be used. Also, damper winding current affect has not been taken into
account.

Regarding nonlinear control SM applications, a few methods are used:
backstepping [4], passivity [5] and adaptive Lyapunov based [6]. The passive
method [5] fails to give better results and the backstepping [4] method fails to take
damper windings into consideration. In [6] new algorithms are proposed, but
besides of their complexity, a control in excitation system also has to be used.

The aim of this work is to find deterministic observer for a SM and to use it by
nonlinear control law. Parameter adaptivity and load torque estimation is also
considered. Finally, high performance VSI drive system without excitation system
control is thus obtained.

2. Observers

In this section observers for SM are presented. Starting from the SM dynamic
system, damper winding deterministic observers are made. At first, an observer
with damper winding currents is given. Then, full order and reduced order
observers for damper winding fluxes are presented. Observability analysis
for the full order observer is given. Stability is approved with Lyapunov stability
theory.

Finally, load torque estimation system is presented. Observability of the
expanded system is analyzed and the model reference adaptive system is given.

2.1 Damper winding current observers

Synchronous machine can be described as a dynamic system of six state
variables. If five of them are set to be SM currents and the sixth is rotor speed, SM
dynamic system is:
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To obtain high performance drive all SM states should be known. Since damper
winding currents are normally not measured, to make all states available, an
observer has to be made. In Eq. (2) is an expression of the SM deterministic
observer with damper winding currents.
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Observed values are noted with “b”; ex are errors, differences between measured
and observed value; while kxy are adaptive coefficients used to obtain the convergence.

If the observer in Eq. (2) is made only with observed values and errors [7],
damper current observer Eq. (3) is obtained.
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There is a way to define adaptive coefficients in each one of the observers given
in Eqs. (2) and (3) to prove their stability according to Lyapunov theory. The proof
is extensive and is given in [8].

2.2 Damper winding full order flux observer

If the SM dynamics given in Eq. (1) is changed in a way that damper currents
states are replaced with damper fluxes states, its dynamic system will become:
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Using dynamic system given in Eq. (4) it is easier to obtain an observer. As it is
shown in Eq. (5), full order observer with damper fluxes is:
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The analysis of the observability is based on nonlinear system weak observability
concept [9]. According to reference [9], rank of the observability matrix O has to
be checked.

Regarding the measured outputs, determinant of the arbitrarily chosen observ-
ability criterion matrices has to be calculated. The first criterion matrix O1 is chosen:
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After each matrix member of Eq. (6) is calculated [8], its determinant
calculation gives:

Det O1ð Þ ¼ �
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3� � (7)

The second criterion matrix O2 is chosen:
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After each matrix member of Eq. (8) is calculated [8], its determinant
calculation gives:
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(9)

While observing both determinants (Eqs. (7) and (9)):
Det O1 6¼ 0, for ω 6¼ 0, while Det O2 6¼ 0, for ω = 0 it is easy to see that:
Det (O1) 6¼ 0 U Det (O2) 6¼ 0 = > rank {O} = 6.
Matrix O is full rank matrix and it could be concluded that the system is weakly

locally observable.
To make a proof of observer Eq. (5) stability, Lyapunov function Eq. (10) is

proposed:

V1 ¼ e21
2
þ e22

2
þ e23

2
þ e24

2
þ e25

2
þ e26

2
(10)

Equation (10) is positive definite function of the error variables: e1, e2, e3, e4, e5,
e6. Error dynamic system is obtained by Eqs. (4) and (5), and the result is:

149

Synchronous Machine Nonlinear Control System Based on Feedback Linearization…
DOI: http://dx.doi.org/10.5772/intechopen.89420



There is a way to define adaptive coefficients in each one of the observers given
in Eqs. (2) and (3) to prove their stability according to Lyapunov theory. The proof
is extensive and is given in [8].

2.2 Damper winding full order flux observer

If the SM dynamics given in Eq. (1) is changed in a way that damper currents
states are replaced with damper fluxes states, its dynamic system will become:
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Using dynamic system given in Eq. (4) it is easier to obtain an observer. As it is
shown in Eq. (5), full order observer with damper fluxes is:
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ability criterion matrices has to be calculated. The first criterion matrix O1 is chosen:

O1 ¼

did

dif

diq

dω

d Lf id
� �

d Lf if
� �

2
66666666664

3
77777777775

¼ pt

∂L0
f id

∂id

∂L0
f id

∂if

∂L0
f id

∂φD

∂L0
f id

∂iq

∂L0
f id

∂φQ

∂L0
f id

∂ω

∂L0
f if

∂id

∂L0
f if

∂if

∂L0
f if

∂φD

∂L0
f if

∂iq

∂L0
f if

∂φQ

∂L0
f if

∂ω

∂L0
f iq

∂id

∂L0
f iq

∂if

∂L0
f iq

∂φD

∂L0
f iq

∂iq

∂L0
f iq

∂φQ

∂L0
f iq

∂ω

∂L0
f ω

∂id

∂L0
f ω

∂if

∂L0
f ω

∂φD

∂L0
f ω

∂iq

∂L0
f ω

∂φQ

∂L0
f ω

∂ω

∂L1
f id

∂id

∂L1
f id

∂if

∂L1
f id

∂φD

∂L1
f id

∂iq

∂L1
f id

∂φQ

∂L1
f id

∂ω

∂L1
f if

∂id

∂L1
f if

∂if

∂L1
f if

∂φD

∂L1
f if

∂iq

∂L1
f if

∂φQ

∂L1
f if

∂ω

2
666666666666666666666666664

3
777777777777777777777777775

(6)
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After each matrix member of Eq. (6) is calculated [8], its determinant
calculation gives:

Det O1ð Þ ¼ �
ωLmdLmqRD

LDLQ LdLDLf � LdLmd
2 � LDLmd

2 � LfLmd
2 þ 2Lmd

3� � (7)

The second criterion matrix O2 is chosen:

O2 ¼

did

dif

diq

dω

d Lf id
� �

d Lf iq
� �

2
666666666666664

3
777777777777775

¼

∂L0
f id

∂id

∂L0
f id

∂if

∂L0
f id

∂φD

∂L0
f id

∂iq

∂L0
f id

∂φQ

∂L0
f id

∂ω

∂L0
f if

∂id

∂L0
f if

∂if

∂L0
f if

∂φD

∂L0
f if

∂iq

∂L0
f if

∂φQ

∂L0
f if

∂ω

∂L0
f iq

∂id

∂L0
f iq

∂if

∂L0
f iq

∂φD

∂L0
f iq

∂iq

∂L0
f iq

∂φQ

∂L0
f iq

∂ω

∂L0
f ω

∂id

∂L0
f ω

∂if

∂L0
f ω

∂φD

∂L0
f ω

∂iq

∂L0
f ω

∂φQ

∂L0
f ω

∂ω

∂L1
f id

∂id

∂L1
f id

∂if

∂L1
f id

∂φD

∂L1
f id

∂iq

∂L1
f id

∂φQ

∂L1
f id

∂ω

∂L1
f iq

∂id

∂L1
f iq

∂if

∂L1
f iq

∂φD

∂L1
f iq

∂iq

∂L1
f iq

∂φQ

∂L1
f iq

∂ω

2
6666666666666666666666666666666664

3
7777777777777777777777777777777775

(8)

After each matrix member of Eq. (8) is calculated [8], its determinant
calculation gives:

Det O2ð Þ ¼ � ω2Lmd �LD
2LfLmq þ LDLmd

2Lmq
� �

LD
2 �LdLDLf þ LdLmd

2 þ LDLmd
2 þ LfLmd

2 � 2Lmd
3� � �Lmq

2 þ LqLQ
� ��

� LmqRQ �LfLmdLQRD þ Lmd
2LQRD

� �

LDLQ
2 �LdLDLf þ LdLmd

2 þ LDLmd
2 þ LfLmd

2 � 2Lmd
3� � �Lmq

2 þ LqLQ
� �

(9)

While observing both determinants (Eqs. (7) and (9)):
Det O1 6¼ 0, for ω 6¼ 0, while Det O2 6¼ 0, for ω = 0 it is easy to see that:
Det (O1) 6¼ 0 U Det (O2) 6¼ 0 = > rank {O} = 6.
Matrix O is full rank matrix and it could be concluded that the system is weakly

locally observable.
To make a proof of observer Eq. (5) stability, Lyapunov function Eq. (10) is

proposed:

V1 ¼ e21
2
þ e22

2
þ e23

2
þ e24

2
þ e25

2
þ e26

2
(10)

Equation (10) is positive definite function of the error variables: e1, e2, e3, e4, e5,
e6. Error dynamic system is obtained by Eqs. (4) and (5), and the result is:
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_e1

_e2

_e3

_e4

_e5

_e6

2
6666666666664

3
7777777777775

¼

a4e3 þ a5ωe5 � k11e1

b4e3 þ b5ωe5 � k22e1

c3e3 � k31e1 � k32e2 þ k33e4 þ k34e6

d4ωe3 þ d5e5 � k43e4

f 2e5 � k51e1 � k52e2 � k53e4 � k54e6

g3iqe3 þ g4ide5 � k64e6

2
66666666666664

3
77777777777775

(11)

Then, derivation of the Lyapunov function Eq. (10) is done. Using substitution
of the Eq. (11), the results is:

_V1 ¼ a4e1e3 þ a5ωe1e5 � k11e21 þ b4e2e3 þ b5ωe2e5 � k22e22þ
þc3e23 � k31e1e3 � k32e2e3 � k33e3e4 � k34e3e6 þ d4ωe3e4þ
þd5e4e5 � k43e24 þþf2e25 � k51e1e5 � k52e2e5 � k53e4e5

�k54e5e6 þþg3iqe3e6 þ g4ide5e6 � k64e26 (12)

If the coefficients kxy are defined as stated:

k31 ¼ a4;k32 ¼ b4;k33 ¼ d4ω;k34 ¼ g3iq;k51 ¼ a5ω;k52 ¼ b5ω;

k53 ¼ d5;k54 ¼ g4id;k11, k22, k43, k64>0

Derivation of the Lyapunov function becomes:

_V1 ¼ �k11e21 � k22e22 þ c3e23 � k43e24 þ f 2e
2
5 � k64e26 (13)

Due to the character of the damper winding, the parameters c3 and f2 are
negative for each SM. That is why it is easy to make Eq. (13) to be negative definite.
When _V1 <0 is achieved, a global asymptotic stability of the observer is proved.

2.3 Damper winding reduced order flux observer

To obtain full order observer it is necessary for the stator and rotor voltages to be
known. Knowledge of the load torque is also needed. Therefore, simpler observer
has been found reference [10]. If the stator and rotor current dynamics equations
from the dynamic system Eq. (4) are omitted, reduced order observer could be
defined:

_cψD

_dψQ

_bω

2
664

3
775 ¼

c1id þ c2if þ c3cψD þ k31e6
f 1iq þ f 2dψQ þ k51e6

g1idiq þ g2if iq þ g3iqcψD þ g4iddψQ þ g5TL þ k61e6

2
64

3
75 (14)

It is easy to see that to obtain an observer Eq. (14) it is not needed to know the
stator and rotor voltages.

Stability can be proved by the following Lyapunov function:

V ¼ e23
2
þ e25

2
þ e26

2
(15)

150

Control Theory in Engineering

Error dynamics are obtained in similar way as for the full order observer. If the
coefficients kxy are defined as stated: k31 = g3 iq, k51 = g4 id, k61 > 0, derivation of the
Lyapunov function is negative definite and stability of the observer is proved:

_V ¼ c3e23 þ f 2e
2
5 � k61e26 (16)

If the motion dynamics equation from the dynamic system is omitted, the
simplest observer can be defined:

_cψD

_dψQ

" #
¼ c1id þ c2if þ c3cψD

f 1iq þ f 2dψQ

" #
(17)

This observer includes only damper winding dynamic equations, and for its
operation only rotor and stator current components are needed.

Stability can be proved in the same way as for the previous observers. If a
positive definite Lyapunov function Eq. (18) is considered:

V ¼ e23
2
þ e25

2
(18)

It has negative definite derivation Eq. (19) and stability is proved.

_V ¼ c3e23 þ f 2e
2
5 (19)

2.4 Damper winding flux observer with adaptation of resistance

Full order observer can be also used for the adaptation of the stator and rotor
resistances. Firstly, dynamic system Eq. (4) has to be expanded:

_id
_if
_ψD
_iq
_ψQ

_ω

2
666666664

3
777777775
¼

a1id þ a2if þ a3iqωþ a4ψD þ a5ψQωþ a6if Rf þ a7idRS þ a8ud þ a9uf
b1id þ b2if þ b3iqωþ b4ψD þ b5ψQωþ b6if Rf þ b7idRS þ b8ud þ b9uf

c1id þ c2if þ c3ψD

d1iq þ d2idωþ d3ifωþ d4ωψD þ d5ψQ þ d6iqRS þ d7uq
f 1iq þ f 2ψQ

g1idiq þ g2if iq þ g3iqψD þ g4idψQ þ g5MT

2
666666664

3
777777775

(20)

In a similar way as for the full order observer Eq. (5), an observer for adaptation
could be defined:

_bid
_bif
_cψD

_biq
_dψQ

_bω

2
666666666664

3
777777777775

¼

a1id þ a2if þ a3iqωþ a4cψD þ a5dψQωþ a6if bRf þ a7id bRs þ a8ud þ a9uf þ k11e1

b1id þ b2if þ b3iqωþ b4cψD þ b5dψQωþ b6if bRf þ b7id bRs þ b8ud þ b9uf þ k22e2
c1id þ c2if þ c3cψD þ k31e1 þ k32e2 þ k33e4 þ k34e6

d1iq þ d2idωþ d3ifωþ d4ωcψD þ d5dψQ þ d6iq bRs þ d7uq þ k43e4
f 1iq þ f 2dψQ þ k51e1 þ k52e2 þ k53e4 þ k54e6

g1idiq þ g2if iq þ g3iqcψD þ g4iddψQ þ g5MT þ k64e6

2
66666666664

3
77777777775

(21)
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_e1

_e2

_e3

_e4

_e5

_e6

2
6666666666664

3
7777777777775

¼

a4e3 þ a5ωe5 � k11e1

b4e3 þ b5ωe5 � k22e1

c3e3 � k31e1 � k32e2 þ k33e4 þ k34e6

d4ωe3 þ d5e5 � k43e4

f 2e5 � k51e1 � k52e2 � k53e4 � k54e6

g3iqe3 þ g4ide5 � k64e6

2
66666666666664

3
77777777777775

(11)

Then, derivation of the Lyapunov function Eq. (10) is done. Using substitution
of the Eq. (11), the results is:

_V1 ¼ a4e1e3 þ a5ωe1e5 � k11e21 þ b4e2e3 þ b5ωe2e5 � k22e22þ
þc3e23 � k31e1e3 � k32e2e3 � k33e3e4 � k34e3e6 þ d4ωe3e4þ
þd5e4e5 � k43e24 þþf2e25 � k51e1e5 � k52e2e5 � k53e4e5

�k54e5e6 þþg3iqe3e6 þ g4ide5e6 � k64e26 (12)

If the coefficients kxy are defined as stated:

k31 ¼ a4;k32 ¼ b4;k33 ¼ d4ω;k34 ¼ g3iq;k51 ¼ a5ω;k52 ¼ b5ω;

k53 ¼ d5;k54 ¼ g4id;k11, k22, k43, k64>0

Derivation of the Lyapunov function becomes:

_V1 ¼ �k11e21 � k22e22 þ c3e23 � k43e24 þ f 2e
2
5 � k64e26 (13)

Due to the character of the damper winding, the parameters c3 and f2 are
negative for each SM. That is why it is easy to make Eq. (13) to be negative definite.
When _V1 <0 is achieved, a global asymptotic stability of the observer is proved.

2.3 Damper winding reduced order flux observer

To obtain full order observer it is necessary for the stator and rotor voltages to be
known. Knowledge of the load torque is also needed. Therefore, simpler observer
has been found reference [10]. If the stator and rotor current dynamics equations
from the dynamic system Eq. (4) are omitted, reduced order observer could be
defined:

_cψD

_dψQ

_bω

2
664

3
775 ¼

c1id þ c2if þ c3cψD þ k31e6
f 1iq þ f 2dψQ þ k51e6

g1idiq þ g2if iq þ g3iqcψD þ g4iddψQ þ g5TL þ k61e6

2
64

3
75 (14)

It is easy to see that to obtain an observer Eq. (14) it is not needed to know the
stator and rotor voltages.

Stability can be proved by the following Lyapunov function:

V ¼ e23
2
þ e25

2
þ e26

2
(15)
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Error dynamics are obtained in similar way as for the full order observer. If the
coefficients kxy are defined as stated: k31 = g3 iq, k51 = g4 id, k61 > 0, derivation of the
Lyapunov function is negative definite and stability of the observer is proved:

_V ¼ c3e23 þ f 2e
2
5 � k61e26 (16)

If the motion dynamics equation from the dynamic system is omitted, the
simplest observer can be defined:

_cψD

_dψQ

" #
¼ c1id þ c2if þ c3cψD

f 1iq þ f 2dψQ

" #
(17)

This observer includes only damper winding dynamic equations, and for its
operation only rotor and stator current components are needed.

Stability can be proved in the same way as for the previous observers. If a
positive definite Lyapunov function Eq. (18) is considered:

V ¼ e23
2
þ e25

2
(18)

It has negative definite derivation Eq. (19) and stability is proved.

_V ¼ c3e23 þ f 2e
2
5 (19)

2.4 Damper winding flux observer with adaptation of resistance

Full order observer can be also used for the adaptation of the stator and rotor
resistances. Firstly, dynamic system Eq. (4) has to be expanded:

_id
_if
_ψD
_iq
_ψQ

_ω

2
666666664

3
777777775
¼

a1id þ a2if þ a3iqωþ a4ψD þ a5ψQωþ a6if Rf þ a7idRS þ a8ud þ a9uf
b1id þ b2if þ b3iqωþ b4ψD þ b5ψQωþ b6if Rf þ b7idRS þ b8ud þ b9uf

c1id þ c2if þ c3ψD

d1iq þ d2idωþ d3ifωþ d4ωψD þ d5ψQ þ d6iqRS þ d7uq
f 1iq þ f 2ψQ

g1idiq þ g2if iq þ g3iqψD þ g4idψQ þ g5MT

2
666666664

3
777777775

(20)

In a similar way as for the full order observer Eq. (5), an observer for adaptation
could be defined:

_bid
_bif
_cψD

_biq
_dψQ

_bω

2
666666666664

3
777777777775

¼

a1id þ a2if þ a3iqωþ a4cψD þ a5dψQωþ a6if bRf þ a7id bRs þ a8ud þ a9uf þ k11e1

b1id þ b2if þ b3iqωþ b4cψD þ b5dψQωþ b6if bRf þ b7id bRs þ b8ud þ b9uf þ k22e2
c1id þ c2if þ c3cψD þ k31e1 þ k32e2 þ k33e4 þ k34e6

d1iq þ d2idωþ d3ifωþ d4ωcψD þ d5dψQ þ d6iq bRs þ d7uq þ k43e4
f 1iq þ f 2dψQ þ k51e1 þ k52e2 þ k53e4 þ k54e6

g1idiq þ g2if iq þ g3iqcψD þ g4iddψQ þ g5MT þ k64e6

2
66666666664

3
77777777775

(21)
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Its error dynamics Eqs. (20) and (21) are obtained:

_e1
_e2
_e3
_e4
_e5
_e6

2
666666664

3
777777775
¼

a4e3 þ a5ωe5 þ a6ifΔRf þ a7idΔRs � k11e1
b4e3 þ b5ωe5 þ b6ifΔRf þ b7idΔRs � k22e1

c3e3 � k31e1 � k32e2 þ k33e4 þ k34e6
d4ωe3 þ d5e5 þ d6iqΔRs � k43e4

f 2e5 � k51e1 � k52e2 � k53e4 � k54e6
g3iqe3 þ g4ide5 � k64e6

2
666666664

3
777777775

(22)

For the positive definite Lyapunov function:

V1 ¼ e21
2
þ e22

2
þ e23

2
þ e24

2
þ e25

2
þ e26

2
þ ΔR2

f

2
þ ΔR2

s

2
(23)

under the assumption that the changes of the rotor and stator resistances are much
slower than the changes of electromagnetic states, derivation of the Eq. (23) is:

_V1 ¼ a4e1e3 þ a5ωe1e5 þ a6ife1ΔRf þ a7ide1ΔRs � k11e21 þ b4e2e3 þ b5ωe2e5þ

þb6if e2ΔRf þ b7ide1ΔRs � k22e22 þ c3e23 � k31e1e3 � k32e2e3 � k33e3e4

�k34e3e6 þ d4ωe3e4 þ d5e4e5 þ d6iqe4ΔRs � k43e24 þ f2e25 � k51e1e5

�k52e2e5 � k53e4e5 ��k54e5e6 þ g3iqe3e4 þ g4ide5e6 � k64e26 � ΔRs
_cRs � ΔRf

_cRf

(24)

If the rules for resistance adaptation are given as stated:

_cRf ¼ a6if e1 þ b6if e2 (25)

_cRs ¼ a7ide1 þ b7ide2 þ d6iqe4 (26)

Derivation of the Lyapunov function in Eq. (24) becomes the same as the one
given in Eq. (12), and stability of the observer Eq. (21) is proved.

2.5 Load torque estimation

To accomplish the SM speed tracking control, except from damper winding
observer, load torque estimation is also necessary to be done. SM dynamic system given
in Eq. (4) is expended with more state variables. One of them is rotor angle (γ) which is
measured state variable. Another is load torque (TL) that is not measured. Although
load torque dynamic is not known, according to reference [11] it could be added as a
state variable with the first derivation equal to zero. Expended dynamic system is:

_id
_if
_ψD
_iq
_ψQ

_ω

_γ
_TL

2
66666666666664

3
77777777777775

¼

a1id þ a2if þ a3iqωþ a4ψD þ a5ψQωþ a6ud þ a7uf
b1id þ b2if þ b3iqωþ b4ψD þ b5ψQωþ b6ud þ b7uf

c1id þ c2if þ c3ψD

d1iq þ d2idωþ d3ifωþ d4ωψD þ d5ψQ þ d6uq
f 1iq þ f 2ψQ

g1idiq þ g2if iq þ g3iqψD þ g4idψQ þ g5TL

ω

0

2
66666666666664

3
77777777777775

(27)
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Observability analysis of the Eq. (27) is obtained according to the nonlinear
system weak observability concept [9]. Observability criterion matrix O1 (28) has
been chosen:

O1 ¼

did
dif
diq
dγ

d Lf id
� �

d Lf iq
� �

d Lf γ
� �

d L2
f γ

� �

2
6666666666666664

3
7777777777777775

¼

∂L0
f id

∂id

∂L0
f id

∂if

∂L0
f id

∂φD

∂L0
f id

∂iq

∂L0
f id

∂φQ

∂L0
f id

∂ω

∂L0
f id
∂γ

∂L0
f id

∂TL

∂L0
f if

∂id

∂L0
f if

∂if

∂L0
f if

∂φD

∂L0
f if

∂iq

∂L0
f if

∂φQ

∂L0
f if

∂ω

∂L0
f if
∂γ

∂L0
f if

∂TL

∂L0
f iq

∂id

∂L0
f iq

∂if

∂L0
f iq

∂φD

∂L0
f iq

∂iq

∂L0
f iq

∂φQ

∂L0
f iq

∂ω

∂L0
f iq
∂γ

∂L0
f iq

∂TL

∂L0
f γ

∂id

∂L0
f γ

∂if

∂L0
f γ

∂φD

∂L0
f γ

∂iq

∂L0
f γ

∂φQ

∂L0
f γ

∂ω

∂L0
f γ

∂γ

∂L0
f γ

∂TL

∂L1
f id

∂id

∂L1
f id

∂if

∂L1
f id

∂φD

∂L1
f id

∂iq

∂L1
f id

∂φQ

∂L1
f id

∂ω

∂L1
f id
∂γ

∂L1
f id

∂TL

∂L1
f iq

∂id

∂L1
f iq

∂if

∂L1
f iq

∂φD

∂L1
f iq

∂iq

∂L1
f iq

∂φQ

∂L1
f iq

∂ω

∂L0
f iq
∂γ

∂L0
f iq

∂TL

∂L1
f γ

∂id

∂L1
f γ

∂if

∂L1
f γ

∂φD

∂L1
f γ

∂iq

∂L1
f γ

∂φQ

∂L1
f γ

∂ω

∂L0
f γ

∂γ

∂L0
f γ

∂TL

∂L2
f γ

∂id

∂L2
f γ

∂if

∂L2
f γ

∂φD

∂L2
f γ

∂iq

∂L2
f γ

∂φQ

∂L2
f γ

∂ω

∂L2
f γ

∂γ

∂L2
f γ

∂TL

2
6666666666666666666666666666666666664

3
7777777777777777777777777777777777775

(28)

After each matrix member of Eq. (28) is calculated [8], its determinant calcula-
tion gives:

Det O1ð Þ ¼ �
ω2LmdLQ �LDLf Lmq þ Lmd

2Lmq
� �

2HLDLQ �LdLDLf þ LdLmd
2 þ LDLmd

2 þ LfLmd
2 � 2Lmd

3� � �Lmq
2 þ LqLQ

� ��

� LmqRQ �LfLmdRD þ Lmd
2RD

� �

2HLDLQ �LdLDLf þ LdLmd
2 þ LDLmd

2 þ LfLmd
2 � 2Lmd

3� � �Lmq
2 þ LqLQ

� �

(29)

Observability criterion matrix O2 has been chosen:

O2 ¼

did
dif
diq
dγ

d Lf id
� �

d Lf if
� �

d Lf γ
� �

d L2
f γ

� �

2
6666666666666664

3
7777777777777775

¼

∂L0
f id

∂id

∂L0
f id

∂if

∂L0
f id

∂φD

∂L0
f id

∂iq

∂L0
f id

∂φQ

∂L0
f id

∂ω

∂L0
f id
∂γ

∂L0
f id

∂TL

∂L0
f if

∂id

∂L0
f if

∂if

∂L0
f if

∂φD

∂L0
f if

∂iq

∂L0
f if

∂φQ

∂L0
f if

∂ω

∂L0
f if
∂γ

∂L0
f if

∂TL

∂L0
f iq

∂id

∂L0
f iq

∂if

∂L0
f iq

∂φD

∂L0
f iq

∂iq

∂L0
f iq

∂φQ

∂L0
f iq

∂ω

∂L0
f iq
∂γ

∂L0
f iq

∂TL

∂L0
f γ

∂id

∂L0
f γ

∂if

∂L0
f γ

∂φD

∂L0
f γ

∂iq

∂L0
f γ

∂φQ

∂L0
f γ

∂ω

∂L0
f γ

∂γ

∂L0
f γ

∂TL

∂L1
f id

∂id

∂L1
f id

∂if

∂L1
f id

∂φD

∂L1
f id

∂iq

∂L1
f id

∂φQ

∂L1
f id

∂ω

∂L1
f id
∂γ

∂L1
f id

∂TL

∂L1
f if

∂id

∂L1
f if

∂if

∂L1
f if

∂φD

∂L1
f if

∂iq

∂L1
f if

∂φQ

∂L1
f if

∂ω

∂L0
f if
∂γ

∂L0
f if

∂TL

∂L1
f γ

∂id

∂L1
f γ

∂if

∂L1
f γ

∂φD

∂L1
f γ

∂iq

∂L1
f γ

∂φQ

∂L1
f γ

∂ω

∂L0
f γ

∂γ

∂L0
f γ

∂TL

∂L2
f γ

∂id

∂L2
f γ

∂if

∂L2
f γ

∂φD

∂L2
f γ

∂iq

∂L2
f γ

∂φQ

∂L2
f γ

∂ω

∂L2
f γ

∂γ

∂L2
f γ

∂TL

2
66666666666666666666666666666666664

3
77777777777777777777777777777777775

(30)
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Its error dynamics Eqs. (20) and (21) are obtained:

_e1
_e2
_e3
_e4
_e5
_e6

2
666666664

3
777777775
¼

a4e3 þ a5ωe5 þ a6ifΔRf þ a7idΔRs � k11e1
b4e3 þ b5ωe5 þ b6ifΔRf þ b7idΔRs � k22e1

c3e3 � k31e1 � k32e2 þ k33e4 þ k34e6
d4ωe3 þ d5e5 þ d6iqΔRs � k43e4

f 2e5 � k51e1 � k52e2 � k53e4 � k54e6
g3iqe3 þ g4ide5 � k64e6

2
666666664

3
777777775

(22)

For the positive definite Lyapunov function:

V1 ¼ e21
2
þ e22

2
þ e23

2
þ e24

2
þ e25

2
þ e26

2
þ ΔR2

f

2
þ ΔR2

s

2
(23)

under the assumption that the changes of the rotor and stator resistances are much
slower than the changes of electromagnetic states, derivation of the Eq. (23) is:

_V1 ¼ a4e1e3 þ a5ωe1e5 þ a6ife1ΔRf þ a7ide1ΔRs � k11e21 þ b4e2e3 þ b5ωe2e5þ

þb6if e2ΔRf þ b7ide1ΔRs � k22e22 þ c3e23 � k31e1e3 � k32e2e3 � k33e3e4

�k34e3e6 þ d4ωe3e4 þ d5e4e5 þ d6iqe4ΔRs � k43e24 þ f2e25 � k51e1e5

�k52e2e5 � k53e4e5 ��k54e5e6 þ g3iqe3e4 þ g4ide5e6 � k64e26 � ΔRs
_cRs � ΔRf

_cRf

(24)

If the rules for resistance adaptation are given as stated:

_cRf ¼ a6if e1 þ b6if e2 (25)

_cRs ¼ a7ide1 þ b7ide2 þ d6iqe4 (26)

Derivation of the Lyapunov function in Eq. (24) becomes the same as the one
given in Eq. (12), and stability of the observer Eq. (21) is proved.

2.5 Load torque estimation

To accomplish the SM speed tracking control, except from damper winding
observer, load torque estimation is also necessary to be done. SM dynamic system given
in Eq. (4) is expended with more state variables. One of them is rotor angle (γ) which is
measured state variable. Another is load torque (TL) that is not measured. Although
load torque dynamic is not known, according to reference [11] it could be added as a
state variable with the first derivation equal to zero. Expended dynamic system is:

_id
_if
_ψD
_iq
_ψQ

_ω

_γ
_TL

2
66666666666664

3
77777777777775

¼

a1id þ a2if þ a3iqωþ a4ψD þ a5ψQωþ a6ud þ a7uf
b1id þ b2if þ b3iqωþ b4ψD þ b5ψQωþ b6ud þ b7uf

c1id þ c2if þ c3ψD

d1iq þ d2idωþ d3ifωþ d4ωψD þ d5ψQ þ d6uq
f 1iq þ f 2ψQ

g1idiq þ g2if iq þ g3iqψD þ g4idψQ þ g5TL

ω

0

2
66666666666664

3
77777777777775

(27)
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Observability analysis of the Eq. (27) is obtained according to the nonlinear
system weak observability concept [9]. Observability criterion matrix O1 (28) has
been chosen:

O1 ¼

did
dif
diq
dγ

d Lf id
� �

d Lf iq
� �

d Lf γ
� �

d L2
f γ

� �

2
6666666666666664

3
7777777777777775

¼

∂L0
f id

∂id

∂L0
f id

∂if

∂L0
f id

∂φD

∂L0
f id

∂iq

∂L0
f id

∂φQ

∂L0
f id

∂ω

∂L0
f id
∂γ

∂L0
f id

∂TL

∂L0
f if

∂id

∂L0
f if

∂if

∂L0
f if

∂φD

∂L0
f if

∂iq

∂L0
f if

∂φQ

∂L0
f if

∂ω

∂L0
f if
∂γ

∂L0
f if

∂TL

∂L0
f iq

∂id

∂L0
f iq

∂if

∂L0
f iq

∂φD

∂L0
f iq

∂iq

∂L0
f iq

∂φQ

∂L0
f iq

∂ω

∂L0
f iq
∂γ

∂L0
f iq

∂TL

∂L0
f γ

∂id

∂L0
f γ

∂if

∂L0
f γ

∂φD

∂L0
f γ

∂iq

∂L0
f γ

∂φQ

∂L0
f γ

∂ω

∂L0
f γ

∂γ

∂L0
f γ

∂TL

∂L1
f id

∂id

∂L1
f id

∂if

∂L1
f id

∂φD

∂L1
f id

∂iq

∂L1
f id

∂φQ

∂L1
f id

∂ω

∂L1
f id
∂γ

∂L1
f id

∂TL

∂L1
f iq

∂id

∂L1
f iq

∂if

∂L1
f iq

∂φD

∂L1
f iq

∂iq

∂L1
f iq

∂φQ

∂L1
f iq

∂ω

∂L0
f iq
∂γ

∂L0
f iq

∂TL

∂L1
f γ

∂id

∂L1
f γ

∂if

∂L1
f γ

∂φD

∂L1
f γ

∂iq

∂L1
f γ

∂φQ

∂L1
f γ

∂ω

∂L0
f γ

∂γ

∂L0
f γ

∂TL

∂L2
f γ

∂id

∂L2
f γ

∂if

∂L2
f γ

∂φD

∂L2
f γ

∂iq

∂L2
f γ

∂φQ

∂L2
f γ

∂ω

∂L2
f γ

∂γ

∂L2
f γ

∂TL

2
6666666666666666666666666666666666664

3
7777777777777777777777777777777777775

(28)

After each matrix member of Eq. (28) is calculated [8], its determinant calcula-
tion gives:

Det O1ð Þ ¼ �
ω2LmdLQ �LDLf Lmq þ Lmd

2Lmq
� �

2HLDLQ �LdLDLf þ LdLmd
2 þ LDLmd

2 þ LfLmd
2 � 2Lmd

3� � �Lmq
2 þ LqLQ

� ��

� LmqRQ �LfLmdRD þ Lmd
2RD

� �

2HLDLQ �LdLDLf þ LdLmd
2 þ LDLmd

2 þ LfLmd
2 � 2Lmd

3� � �Lmq
2 þ LqLQ

� �

(29)

Observability criterion matrix O2 has been chosen:

O2 ¼

did
dif
diq
dγ

d Lf id
� �

d Lf if
� �

d Lf γ
� �

d L2
f γ

� �

2
6666666666666664

3
7777777777777775

¼

∂L0
f id

∂id

∂L0
f id

∂if

∂L0
f id

∂φD

∂L0
f id

∂iq

∂L0
f id

∂φQ

∂L0
f id

∂ω

∂L0
f id
∂γ

∂L0
f id

∂TL

∂L0
f if

∂id

∂L0
f if

∂if

∂L0
f if

∂φD

∂L0
f if

∂iq

∂L0
f if

∂φQ

∂L0
f if

∂ω

∂L0
f if
∂γ

∂L0
f if

∂TL

∂L0
f iq

∂id

∂L0
f iq

∂if

∂L0
f iq

∂φD

∂L0
f iq

∂iq

∂L0
f iq

∂φQ

∂L0
f iq

∂ω

∂L0
f iq
∂γ

∂L0
f iq

∂TL

∂L0
f γ

∂id

∂L0
f γ

∂if

∂L0
f γ

∂φD

∂L0
f γ

∂iq

∂L0
f γ

∂φQ

∂L0
f γ

∂ω

∂L0
f γ

∂γ

∂L0
f γ

∂TL

∂L1
f id

∂id

∂L1
f id

∂if

∂L1
f id

∂φD

∂L1
f id

∂iq

∂L1
f id

∂φQ

∂L1
f id

∂ω

∂L1
f id
∂γ

∂L1
f id

∂TL

∂L1
f if

∂id

∂L1
f if

∂if

∂L1
f if

∂φD

∂L1
f if

∂iq

∂L1
f if

∂φQ

∂L1
f if

∂ω

∂L0
f if
∂γ

∂L0
f if

∂TL

∂L1
f γ

∂id

∂L1
f γ

∂if

∂L1
f γ

∂φD

∂L1
f γ

∂iq

∂L1
f γ

∂φQ

∂L1
f γ

∂ω

∂L0
f γ

∂γ

∂L0
f γ

∂TL

∂L2
f γ

∂id

∂L2
f γ

∂if

∂L2
f γ

∂φD

∂L2
f γ

∂iq

∂L2
f γ

∂φQ

∂L2
f γ

∂ω

∂L2
f γ

∂γ

∂L2
f γ

∂TL

2
66666666666666666666666666666666664

3
77777777777777777777777777777777775

(30)
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After each matrix member of Eq. (30) is calculated [8], its determinant calcula-
tion gives:

Det O2ð Þ ¼ ωLmdLmqRD

2HLDLQ �LdLDLf þ LdLmd
2 þ LDLmd

2 þ LfLmd
2 � 2Lmd

3� � (31)

While observing both Eqs. (29) and (31):

Det O1 6¼ 0, for ω ¼ 0,while Det O2 6¼ 0, for ω 6¼ 0

It is easy to see that: Det (O1) 6¼ 0 U Det (O2) 6¼ 0 = > rank {O} = 8.
Matrix O is full rank matrix and it could be concluded that the system in Eq. (27)

is weakly locally observable. After it is concluded that the system is observable, a
load torque estimator has to be made.

Using comparison between measured and calculated rotor speed values, a model
reference adaptive system (MRAS) has been made.

Starting from the system that includes only rotor angle and rotor speed
dynamics Eq. (32), the stability analysis of the proposed MRAS estimation has
been made.

_γ

_ω

� �
¼

ω

g5TL þ 1
2H

Te

" #
(32)

where Te states for electromagnetic torque.
Then, an observer is proposed:

_bγ
_bω

" #
¼

bω
g5cTL þ 1

2H
Te

" #
(33)

Both, reference Eq. (32) and observed Eq. (33) systems can be noted in the form
of linear systems as is given respectively in Eqs. (34) and (35):

_X
� � ¼ A½ � X½ � þ B½ � U½ � þ D½ �; (34)

_bX
h i
¼ A½ � bX

h i
þ B½ � U½ � þ bD

h i
; (35)

where:

A ¼ 0 1

0 0

� �
; BU ¼

0
1
2H

Te

" #
; D ¼ 0

g5TL:

� �

Error dynamics is obtained by Eqs. (34) and (35):

_ε½ � ¼ A½ � ε½ � � W½ � (36)

where:

ε ¼
εγ

εω

" #
¼ γ � bγ

ω� bω
� �

; W ¼ 0

g5

� �
TL � cTL

� �

154

Control Theory in Engineering

Expression in Eq. (36) can be noted as:

_εγ

_εω

" #
¼ 0 1

0 0

� � εγ

εω

" #
�

0

g5 TL � cTL

� �
" #

(37)

According to the Popov stability criterion, stability will be proved by achieving
the condition:

ðt

0

ε½ �T W½ �dt≥ � γ20 (38)

when t ≥ 0,γ0 ≥ 0.
With further expansion of the Eq. (38), stability condition becomes:

ðt

0

εγεω
� � 0

g5 TL � cTL

� �
" #

≥ � γ20 (39)

ðt

0

εωg5 TL � cTL

� �
≥ � γ20 (40)

According to the literature reference [12] it is obvious that inequality Eq. (40) is
satisfied if:

cTL ¼ cTL 0ð Þ þ kp εω
1
2H

� �
þ ki

ðt
0
εω

1
2H

� �
dt (41)

According to [12] stability of the load torque estimation Eq. (41) is achieved for
each positive value of the proportional kp and integral ki coefficients.

3. Control law

Nonlinear control system is made by feedback linearization technique. It is not
possible to obtain exact linearization for the SM system, so partial input output
linearization has been applied. Using Lie algebra, the decoupled control system has
been made. Control demand is to make a tracking of two outputs: rotor speed, and
square of stator magnetic flux: cω , bψ2

s ¼ bψ2
d þ bψ2

q.
According to the feedback linearization technique, output should be derived

until in its expressions an input variable appears.
After the first derivation of the rotor speed Eq. (42), output variable has not

appeared.

_bω ¼ g1idiq þ g2if iq þ g3iqcφD þ g4idcφQ þ g5TL þ k64e6 (42)

Equation (42) could be noted as:

_bω ¼ bh11 þ g5TL þ Δ (43)

where:
bh11 ¼ g1idiq þ g2if iq þ g3iqcφD þ g4idcφQ (44)
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After each matrix member of Eq. (30) is calculated [8], its determinant calcula-
tion gives:

Det O2ð Þ ¼ ωLmdLmqRD

2HLDLQ �LdLDLf þ LdLmd
2 þ LDLmd

2 þ LfLmd
2 � 2Lmd

3� � (31)

While observing both Eqs. (29) and (31):

Det O1 6¼ 0, for ω ¼ 0,while Det O2 6¼ 0, for ω 6¼ 0

It is easy to see that: Det (O1) 6¼ 0 U Det (O2) 6¼ 0 = > rank {O} = 8.
Matrix O is full rank matrix and it could be concluded that the system in Eq. (27)

is weakly locally observable. After it is concluded that the system is observable, a
load torque estimator has to be made.

Using comparison between measured and calculated rotor speed values, a model
reference adaptive system (MRAS) has been made.

Starting from the system that includes only rotor angle and rotor speed
dynamics Eq. (32), the stability analysis of the proposed MRAS estimation has
been made.

_γ

_ω

� �
¼

ω

g5TL þ 1
2H

Te

" #
(32)

where Te states for electromagnetic torque.
Then, an observer is proposed:

_bγ
_bω

" #
¼

bω
g5cTL þ 1

2H
Te

" #
(33)

Both, reference Eq. (32) and observed Eq. (33) systems can be noted in the form
of linear systems as is given respectively in Eqs. (34) and (35):

_X
� � ¼ A½ � X½ � þ B½ � U½ � þ D½ �; (34)

_bX
h i
¼ A½ � bX

h i
þ B½ � U½ � þ bD

h i
; (35)

where:

A ¼ 0 1

0 0

� �
; BU ¼

0
1
2H

Te

" #
; D ¼ 0

g5TL:

� �

Error dynamics is obtained by Eqs. (34) and (35):

_ε½ � ¼ A½ � ε½ � � W½ � (36)

where:

ε ¼
εγ

εω

" #
¼ γ � bγ

ω� bω
� �

; W ¼ 0

g5

� �
TL � cTL

� �
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Expression in Eq. (36) can be noted as:

_εγ

_εω

" #
¼ 0 1

0 0

� � εγ

εω

" #
�

0

g5 TL � cTL

� �
" #

(37)

According to the Popov stability criterion, stability will be proved by achieving
the condition:

ðt

0

ε½ �T W½ �dt≥ � γ20 (38)

when t ≥ 0,γ0 ≥ 0.
With further expansion of the Eq. (38), stability condition becomes:

ðt

0

εγεω
� � 0

g5 TL � cTL

� �
" #

≥ � γ20 (39)

ðt

0

εωg5 TL � cTL

� �
≥ � γ20 (40)

According to the literature reference [12] it is obvious that inequality Eq. (40) is
satisfied if:

cTL ¼ cTL 0ð Þ þ kp εω
1
2H

� �
þ ki

ðt
0
εω

1
2H

� �
dt (41)

According to [12] stability of the load torque estimation Eq. (41) is achieved for
each positive value of the proportional kp and integral ki coefficients.

3. Control law

Nonlinear control system is made by feedback linearization technique. It is not
possible to obtain exact linearization for the SM system, so partial input output
linearization has been applied. Using Lie algebra, the decoupled control system has
been made. Control demand is to make a tracking of two outputs: rotor speed, and
square of stator magnetic flux: cω , bψ2

s ¼ bψ2
d þ bψ2

q.
According to the feedback linearization technique, output should be derived

until in its expressions an input variable appears.
After the first derivation of the rotor speed Eq. (42), output variable has not

appeared.

_bω ¼ g1idiq þ g2if iq þ g3iqcφD þ g4idcφQ þ g5TL þ k64e6 (42)

Equation (42) could be noted as:

_bω ¼ bh11 þ g5TL þ Δ (43)

where:
bh11 ¼ g1idiq þ g2if iq þ g3iqcφD þ g4idcφQ (44)
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Δ ¼ k64e4 (45)

Since the output variable has not appeared yet, derivation of the additional
output variable h11 has been done. After the derivation of h11, that is actually an
electromagnetic torque, output variables appear. Derivation of h11 is given in
Eq. (46), and derivation of the second output variable in Eq. (47).

_bh11 ¼ Lf̂
bh11 þ Lg1

bh11ud þ Lg2
bh11uq (46)

_cψ2
s ¼ Lf̂

cψ2
s þ Lg1

cψ2
sud þ Lg2

cψ2
suq (47)

Dynamical system of the output variables is:

_bω
_ch11
_cψ2
s

2
664

3
775 ¼

bh11 þ g5TL þ Δ

Lf̂
bh11 þ Lg1

bh11ud þ Lg2
bh11uq

Lf̂
cψ2
s þ Lg1

cψ2
sud þ Lg2

cψ2
s uq

2
6664

3
7775 (48)

It is possible to obtain the control of the last two variables, as stated:

_ch11

_cψ2
s

2
4

3
5 ¼

Lf̂
bh11

Lf̂
cψ2
s

2
4

3
5þG

ud

uq

" #
(49)

where G is decoupling matrix:

G ¼ Lg1
bh11 Lg2

bh11
Lg1
cψ2
s Lg2

cψ2
s

" #
(50)

Now it is possible to define the control law:

ud

uq

� �
¼ G�1
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where difference form the reference values are:

e7 ¼ bω� ωref ; e8 ¼ bh11 � h11ref ; e9 ¼ cψ2
s � ψ2

sref

If h11ref is defined given:

h11ref ¼ _ωref � g5TL � kp0e7 � Δ (52)

Using (51) and (52), further expansion of Eq. (49) gives:
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sref

2
4

3
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� �
(55)

In Eq. (55) error dynamics of e8 and e9 are obtained. It is left to obtain error
dynamic of the e7. Using Eqs. (43) and (52) error dynamic of e7 is obtained and its
expression is given:

_ω� _ωref ¼ bh11 þ g5TL þ Δ� h11ref � g5TL � kp0e7 � Δ (56)

_ω� _ωref ¼ e8 � kp0e7 (57)

Using Eqs. (55) and (57) the complete error dynamics system is obtained:

_e7
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2
664

3
775 ¼

_ω� _ωref

_ch11 � _h11ref

_cψ2
s � _ψ2

sref

2
66664

3
77775
¼

e8 � kp0e7

�kp1e8 � e7

�kp2e9

2
664

3
775 (58)

From the Eq. (58) it is easily seen that convergence of the rotor speed (electro-
magnetic torque) is independent of convergence of the magnetic flux. It could be
said that completely decoupled control system is achieved.

Stability of the control system can be proved by the following positive definite
Lyapunov function:

V ¼ e27
2
þ e28

2
þ e29

2
(59)

Derivation of the Eq. (59) Lyapunov function is:

_V ¼ e7 _e7 þ e8 _e8 þ e9 _e9 (60)

Using Eq. (58), derivation Eq. (60) could be expanded as given:

_V ¼ e7e8 � kp0e27 � kp1e28 � e7e8 � kp2e29 (61)

_V ¼ �kp0e27 � kp1e28 � kp2e29 (62)

If the coefficients kp0, kp1 and kp2 are positive, derivation of the Lyapunov
function Eq. (60) is negative definite and stability of the control law is proved.

4. Comparison of nonlinear and linear control systems

4.1 Control law for linear control system

Linear control system is based on stator field orientation control principle. It is
cascaded control system with inner and outer control loops. Outer control loops are
made for rotor speed and magnetic flux control, while inner control loops are made
for current components control.

At first, current components control in inner loops will be defined.
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If dynamics of the damper winding are neglected, equations of the SM system
could be simplified. Then, the equation in the stator d-axis is:

ud ¼ Rsid þ did
dt

Ld � Lmd
2

Lf

 !
þ ed (63)

where

ed ¼ Lmd

Lf
�if Rf þ uf
� �� φqω (64)

If the additional variable cud ¼ ud � ed is introduced, Eq. (63) becomes linear
differential equation of the first order for the current componentid:

cud ¼ Rsid þ did
dt

Ld � Lmd
2

Lf

 !
(65)

Similar algebra could be done with the stator q-axis equation. Using additional
variable cuq ¼ uq � eq and Eq. (66)

eq ¼ �
LmqRQ

LQ
iQ þ ωφd (66)

a linear differential equation of the first order for the current component iq is
obtained:

cuq ¼ Rsiq �
Lmq

2 � LqLQ

LQ

diq
dt

(67)

Components ed, eq will be incorporated into the control system as decoupling.
When the Eqs. (65) and (67) are transformed into Laplace domain, the following

transfer functions are obtained:

G sð Þ ¼ Idq sð Þ
Udq sð Þ ¼

1
Rs

τcc,dq sþ 1
(68)

where:

Lcc,d ¼ Ld � Lmd
2

Lf

Lcc,q ¼ Lq �
Lmq

2

LQ

τcc,d ¼ Lcc,d

Rs

τcc,q ¼
Lcc,q

Rs

It is easy to see that Eq. (68) can be controlled in a closed loop by simple PI
controller:
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CPI sð Þ ¼ KP þ KI

s
(69)

Tuning of the PI controllers is done according to Internal model control
reference [13] (IMC) method as is given:

KP ¼ accLcc,d (70)

Ki ¼ accRs (71)

where acc for the first order system is defined as:

acc ¼ ln 9ð Þ
tr,cc

(72)

and tr,cc is stator current response time that is for most of the industrial applica-
tions [14] set at 5 ms.

Outer loop for speed control is then analyzed.
The transfer function of the current control closed loop Gcc(s) is:

Gcc,cl sð Þ ¼ CPI sð ÞG sð Þ
1þ CPI sð ÞG sð Þ (73)

After some algebra Eq. (73) could written as:

Gcc,cl sð Þ ¼ acc
sþ acc

(74)

Outer control loops will be also controlled by PI controllers. In that case, the
complete control loop for the rotor speed is given in Figure 1.

Open loop transfer function of the rotor speed control is:

Gω,ol sð Þ ¼
Kpω Tiωsþ 1ð Þ

Tiωs
acc

sþ acc

1
Js

(75)

According to the Eq. (75), stability analysis of the SM1 speed control loop has
been done. In Figure 2, root locus diagram is given. It shows that, due to damping
factor, values of Kpω should not exceed 14.

According to the Bode diagram, given in Figure 3, the stability phase margin is
almost 60 degrees for Kpω higher than 10.

According to Figure 1, torque load could be analyzed as an input disturbance.
Load sensitivity transfer function is obtained:

Gdy sð Þ ¼ P sð Þ
1þ P sð ÞC sð Þ (76)

Figure 1.
Control loop of the rotor speed.
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where sð Þ ¼ 1
Js; C sð Þ ¼ Kpω Tiωsþ1ð Þ

Tiωs
acc

sþacc
Step response for the torque disturbance is given in Figure 4. It could be seen

that peek response for Kpω higher than 10 is acceptable.
Then, Kiω is to be defined. Firstly, time constant of the inner control loop is

defined as:

Ti,cc ¼ Lcc

Rs
(77)

According to the symmetrical optimum method [13] integration time constant
of the outer loop circuit should be:

Tiω ¼ 4Ti,cc (78)

Figure 2.
Root locus for speed control.

Figure 3.
Bode diagram for speed control.
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Finally, Kiω can be defined as:

Kiω ¼
Kpω

Tiω
(79)

Transfer function of the open loop flux control could be obtained:

Gψ ,ol sð Þ ¼
Kpψ Tiψ sþ 1

� �
Tiψ s

acc
sþ acc

1
s

(80)

It could be seen that the only difference between speed Eq. (75) and flux
Eq. (80) transfer functions is in the inertia factor J. That is why the flux control
stability is analyzed in a similar way as it is done for the speed control loop.

4.2 Simulation

Tomake a comparison between nonlinear and linear control systems, simulation
studies have been done. Starting process of lower power (8.1 kVA) SM1 and higher
power (1.56MVA) SM2 synchronousmachines have been simulated. Simulations have
been obtained in the same file under the same circumstances. Machines were con-
trolled only through the inverter that was connected to the statorwinding. On the rotor
winding constant nominal voltage was applied. Nonlinear control system have used
reduced order observer, while linear control system have used damper winding cur-
rents directly from the SMmodel. Therefore, some advantage was given to the linear
control system. Parameters of the synchronousmachines have been given inAppendix.

4.2.1 Results for SM1

In Figure 5, results for the starting of the SM1 have been given. It includes rotor
speed, electromagnetic torque, rotor speed error and stator flux error. It could be
seen that rotor speed error is significantly higher for the linear control system.

4.2.2 Results for SM2

In Figure 6, results for the starting of the SM2 have been given. Rotor speed
error for the linear control system is again significantly higher. Electromagnetic

Figure 4.
Step response for input disturbance.
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torque in linear control has some oscillations at the beginning and at reaching of the
nominal speed.

5. Processor in the loop testing

Model based development is an approach that can handle complexities of vari-
ous range of products. It is primarily used for early error detection. Using that
approach, control system can be tested in phases. The first phase is called model in
the loop (MiL) testing, the second one is processor in the loop (PiL) and finally
there is hardware in the loop (HiL). In this work except from MiL, also PiL testing
has been done. The testing equipment consists of:

Figure 5.
SM1 comparison.

Figure 6.
SM2 comparison.
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• Matlab Simulink R2015a, OS Windows 7

• Code Composer Studio CCSv5

• TI C2000, C2834x control card

• TMS320C2000 XDSv1 docking station

Data exchange between Simulink model and C2834x control card has been done
in real time by serial RS232 communication. During the PiL testing, data precision
has to be reduced from double to single. For this reason some error in performance
is expected.

5.1 Testing scheme

In Figure 7, the scheme of PiL testing system is given. In the Simulink model
energetic part (SM, inverter and DC source) has been running, while the complete
control system has been running on the processor.

Figure 7.
PiL testing scheme.

Figure 8.
Starting of SM1-PiL.
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To check the novel control algorithm PiL, testing of both (SM1 and SM2)
machines have been done. Testing included starting process, reversing of the speed
and load step changes.

5.2 PiL testing of SM1

In Figure 8, results for the starting of the SM1 have been given. Tracking of the
reference speed is precise.

In Figure 9, results for the reversing of the speed of the SM1 have been given.
Tracking of the reference speed is again obtained precisely.

Figure 9.
Reversing of the speed of SM1-PiL.

Figure 10.
Load step changes of SM1-PiL.
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Figure 11.
Starting of SM2-PiL.

Figure 12.
Reversing of the speed of SM2-PiL.

Figure 13.
Load step changes of SM2-PiL.
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In Figure 10, results for the load step changes of the SM1 have been given. The
step change is from no load to 100% of the nominal load. Except from rotor speed
and electromagnetic torque, results of damper flux observer and load torque esti-
mation are also given.

There is an error of about 10% in observer operation, and an error in load torque
estimator of about 5%. This is due to reduction in data precision during PiL testing.
In spite of that, an error in speed tracking exists only during the step change and it
is about 3%.

5.3 PiL testing of SM2

In Figure 11, results for the starting of the SM2 have been given. Tracking of the
reference speed is precise.

In Figure 12, results for the reversing of the speed of the SM2 have been given.
Tracking of the reference speed is again obtained precisely.

In Figure 13, results for the load step changes of the SM2 have been given. The
step change is from no load to 100% of the nominal load. Except from rotor speed
and electromagnetic torque, results of damper flux observer and load torque esti-
mation has been also given.

There is an error of about 15% in observer operation, and an error in load torque
estimator of about 3%. This is due to reduction in data precision during PiL testing.
In spite of that, an error in speed tracking exist only during the step change and it is
about 2%.

6. Conclusion

Dynamical system of SM is characterized with high nonlinearity, variable cou-
pling and unknown damper winding variables. If the control of the SM is done by
the classical linear control system, its complexity has to be simplified. Usually,
dynamics of the damper winding are neglected. Besides, classical control use cur-
rents components controllers to obtain torque and flux control. Coupling in the SM
dynamical system makes that change of any current component necessary changes
both; torque and flux. Due to these reasons, classical system cannot provide effi-
cient control system with good dynamic performance.

Using nonlinear techniques, fully decoupled torque and flux control could be
obtained. To make it applicable, damper windings states should be known. In this
work, using damper winding observers and nonlinear control law, a high perfor-
mance rotor speed tracking system is obtained. Full order and reduced order deter-
ministic observers of damper winding currents and damper winding fluxes are
presented. Nonlinear control law is obtained using feedback linearization method.

A comparison between classical linear system and novel control system has been
done. At the beginning of the starting as well as at reaching of the nominal speed
classical control system exhibits oscillations, while the novel control keeps tracking
precisely.

Processor in the loop testing of the novel control system has been also done.
Except from damper winding flux observer, load torque estimation has been also
used. The system performance during starting, reversing of the speed and during
load step changes has been tested. Due to reduction in data precision, some error of
the damper flux observer and load torque estimator appears. In spite of that,
performance of the rotor speed tracking system is precise.

It could be concluded that proposed control system has advantages over classical
and gives some new opportunities.
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Synchronous machine SM 1 parameters:
Power Sn: 8.1 (kVA), Voltage Un: 400 (V), pole pairs p: 2, frequency fn: 50 (Hz),

stator winding resistance Rs: 0.082 (p.u.), stator winding leakage inductance Lσs:
0.072 (p.u.), mutual inductance d-axes Lmd: 1.728 (p.u.), mutual inductance q-axes
Lmq: 0.823 (p.u.), rotor winding resistance Rf: 0.0612 (p.u.), rotor winding leakage
inductance Lσf: 0.18 (p.u.), damper winding resistance d-axes RD: 0.159 (p.u.),
damper winding leakage inductance d-axes LσD: 0.117 (p.u.), damper winding
resistance q-axes RQ: 0.242 (p.u.), damper winding leakage inductance q-axes LσQ:
0.162 (p.u.), Inertia constant H: 0.14 (s).
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Lσs: 0.148 (p.u.), mutual inductance d-axes Lmd: 1.177 (p.u.), mutual inductance
q-axes Lmq: 0.622 (p.u.), rotor winding resistance Rf: 0.0017 (p.u.), rotor winding
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(p.u.), damper winding leakage inductance d-axes LσD: 0.096 (p.u.), damper
winding resistance q-axes RQ: 0.0256 (p.u.), damper winding leakage inductance
q-axes LσQ: 0.0509 (p.u.), Inertia constant H: 2.2 (s).
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In Figure 10, results for the load step changes of the SM1 have been given. The
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Chapter 8
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and Correction Techniques
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Abstract

The results of theoretical and practical research studies most widely used in the
industry of variable frequency drives (VFD) are presented in this manuscript. Such
objects are characterized by dynamic nonlinearities that are difficult to take into
account in the mathematical description for the development of control algorithms.
Accounting for these nonlinearities leads to equations that are very problematic to
solve. Therefore, the equations of the mathematical model on which the vector
control system is based are compiled with the assumption of the sinusoidality of the
processes occurring in the control object. Comparative results of the analysis of
dynamic of VFD with two types of sensorless control, vector and scalar, show the
problems that these assumptions lead to.. For identification of nonlinearities,
dynamic formulas of transfer functions of torque generator in VFD are proposed,
taking into account slip and stator voltage frequency The nonlinear transfer func-
tions obtained in this work made it possible to substantiate structural solutions that
linearize the VFD and substantially increase their efficiency. The use of dynamic
feedback on the stator current allowed to significantly increase the dynamics and
efficiency of a more stable scalar control.

Keywords: electric motors, asynchronous electric motors, nonlinear control
systems, rotor and stator currents, spectral composition, stability criterion,
linearization of a nonlinear system, mathematical modeling,
nonlinear transfer functions

1. Introduction

1.1 About asynchronous electric drives

Asynchronous electric motors (AEM) are the most common electromechanical
converters in the industry. Invented more than 150 years ago, they very quickly
became integral elements in all technical systems due to their manufacturability, low
price, good weight, and size characteristics. At the same time, for more than
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became integral elements in all technical systems due to their manufacturability, low
price, good weight, and size characteristics. At the same time, for more than
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100 years, they have been used in mechanisms with virtually no control over the
speed of rotation or the mechanical moment developed. Only in the 1980s of the
twentieth century, that is, 100 years after the invention, with the start of production
of powerful controlled semiconductor switches, it became possible to effectively
control the stator frequency and, along with it, almost any AED coordinates. There
was a very interesting situation. The principles of frequency control were developed
at the beginning of the twentieth century, but not having a wide practical application,
they largely remained a theory. Developed in the 1970s, the principles of
“transvector” control were immediately recognized as “reducing” the AED to a DC
drive, that is, practically to a linear stationary system. The use of AED with frequency
converters in a wide practice has encountered a number of problems. It turned out
that AEDs are a substantially nonlinear link and the existing control methods (scalar
control (SC), space vector control (SVC)) do not remedy this situation too much. At
present, the following situation is “generally accepted”: scalar control preserves the
nonlinearity of the AED, but is not intended for dynamic mechanisms and does not
require dynamic analysis, and vector control reduces the AED to a DC drive; there-
fore, complex nonlinear methods are not applied to anything. Everything is compli-
cated by the fact that both linear and nonlinear equations of electromechanical
complexes are only an approximation to real technical systems.

1.2 About mathematical models and linear stationary systems

Reality is more complicated than anymathematical model. At the same time, strict
solutions exist only in the area of linear stationary systems (LSS), which are described
by linear differential equations with constant coefficients in the “left” part of the
equations—the one that describes the control object itself—in our case, the electric
drive. For such systems, you can highlight a number of important features:

• LSS equations have strict solutions, the qualities of which - stability, static and
dynamic errors and the time of transient processes do not depend on the
“right” part of the equations, which, as a rule, describe external perturbations
or job signals.

• The most important of the estimates is the assessment of sustainability which is
made by sufficiently accurate, for example, criteria Nyquist.

• Systems and individual blocks are identified by transfer functions and
frequency characteristics strictly defined by differential equations.

• If in the “right” part of the equation, that is, at any input of the system, there is
a harmonic signal of a certain frequency, then all blocks will have harmonic
input and output signals of only this frequency, different in amplitude about
the phase.

Naturally, real electric drives can be identified by LSS with only very large
approximations. In direct-current drives with independent excitation, these
approximations are insignificant; they mostly relate to mechanical structures with
stiffness and gaps. In asynchronous electric drives, the reduction to LSS is associ-
ated with much larger errors. The equations of a generalized AC motor, even with
significant assumptions, can be reduced to linear equations with variable coeffi-
cients or to nonlinear control systems. For engineering calculations, the differences
between these systems are very conditional. If variable coefficients depend on the
same coordinates of the electric drive (rotational speed, stator current, etc.), the
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system with variable coefficients should be considered rather nonlinear. Moreover,
for a system with variable coefficients, transfer functions, stability criteria, and
dynamic characteristics will not be as accurate and strict as for LSS.

Engineers need to solve the problem of whether to use rigorous calculation
methods, reducing the actual system of the electric drive to LSS, very far from the
original one, or describe the electric drive with a closer nonlinear system and use much
less rigorous methods of calculation in its analysis. This work is aimed at finding a
compromise of identification and calculationmethods for asynchronous electric drives.

2. Problem statement

2.1 Asynchronous electric drives and linear stationary systems

Linear stationary systems, which we will further call simply linear, have one big
advantage over reality. These equations have exact solutions. But nonlinear equa-
tions are either very difficult to solve or not at all. But this is not the biggest problem
in the interaction of linear and nonlinear systems. Linear cybernetic systems, and
electric drives in particular, have processes whose quality—stability, transient time,
and the magnitude of the static and dynamic errors of the drive—do not depend on
the input “master” signals and on external influences and disturbances, since they
are determined only by parameters of the control system itself. Thus, such system is
predictable. To identify it, it is not necessary to test it with signals of different
magnitudes and rates; it should not allow unexpected operating modes and all the
more emergency ones. In addition, it is quite simply adjusted by regulators and
feedbacks. For nonlinear control systems, all these are just dreams and desires.
Systems behave differently at different speeds and under different loads, stable at
nominal speed, and they become oscillatory at low speeds, etc. But probably the
biggest problem is that they cannot be adjusted by the usual methods—PI and PID
regulators behave completely unpredictable. Paraphrasing the classic, one can say:
“All linear systems are the same, and nonlinear ones are each nonlinear in their own
way.” From the foregoing, it is clear that any engineer would prefer to deal with
linear control systems and electric drives, or at least with the systems closer to linear
with those tasks and disturbances that this system is experiencing. Nonlinear compo-
nents can be very different—inevitable “imperfections,” restrictions, dead zones,
backlashes, etc. But there are also “fundamental” nonlinearities in electric drives; this
is the moment formation—the operation of multiplying two variable functions—
current and magnetic flux. In asynchronous motors, these are periodic functions; as
a result, this drive even has a mechanical characteristic that is strictly nonlinear. It is
obvious and follows from the Kloss formula and the equivalent scheme, in which
there is an element, dependent on slip. Those nonlinearities of asynchronous electric
drives are known, but adjusting themwith simple means (IR, compensation) does not
work. The electric drives becomes ineffective. To overcome this, a special “vector”
control is applied, which also turns out to lead to new nonlinearities and problems,
including unexpected ones. In this way, to bring an automatic system closer to a
linear one is to make it predictable, adjustable, reliable, and efficient. In the proposed
paper, some methods of such an approximation are given. We called them lineariza-
tion methods. Usually, this term is called the simplification of the original nonlinear
equations of the system. But we left this term unchanged. In our opinion, this term
reflects too well the goals and results of this work to replace it with another.

In modern high-tech industrial mechanisms, electric actuators play a very
important role. The quality of technical complexes and their competitiveness
depend on their ability to “fend off” disturbances, for example, change in air
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cients or to nonlinear control systems. For engineering calculations, the differences
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for a system with variable coefficients, transfer functions, stability criteria, and
dynamic characteristics will not be as accurate and strict as for LSS.

Engineers need to solve the problem of whether to use rigorous calculation
methods, reducing the actual system of the electric drive to LSS, very far from the
original one, or describe the electric drive with a closer nonlinear system and use much
less rigorous methods of calculation in its analysis. This work is aimed at finding a
compromise of identification and calculationmethods for asynchronous electric drives.

2. Problem statement

2.1 Asynchronous electric drives and linear stationary systems

Linear stationary systems, which we will further call simply linear, have one big
advantage over reality. These equations have exact solutions. But nonlinear equa-
tions are either very difficult to solve or not at all. But this is not the biggest problem
in the interaction of linear and nonlinear systems. Linear cybernetic systems, and
electric drives in particular, have processes whose quality—stability, transient time,
and the magnitude of the static and dynamic errors of the drive—do not depend on
the input “master” signals and on external influences and disturbances, since they
are determined only by parameters of the control system itself. Thus, such system is
predictable. To identify it, it is not necessary to test it with signals of different
magnitudes and rates; it should not allow unexpected operating modes and all the
more emergency ones. In addition, it is quite simply adjusted by regulators and
feedbacks. For nonlinear control systems, all these are just dreams and desires.
Systems behave differently at different speeds and under different loads, stable at
nominal speed, and they become oscillatory at low speeds, etc. But probably the
biggest problem is that they cannot be adjusted by the usual methods—PI and PID
regulators behave completely unpredictable. Paraphrasing the classic, one can say:
“All linear systems are the same, and nonlinear ones are each nonlinear in their own
way.” From the foregoing, it is clear that any engineer would prefer to deal with
linear control systems and electric drives, or at least with the systems closer to linear
with those tasks and disturbances that this system is experiencing. Nonlinear compo-
nents can be very different—inevitable “imperfections,” restrictions, dead zones,
backlashes, etc. But there are also “fundamental” nonlinearities in electric drives; this
is the moment formation—the operation of multiplying two variable functions—
current and magnetic flux. In asynchronous motors, these are periodic functions; as
a result, this drive even has a mechanical characteristic that is strictly nonlinear. It is
obvious and follows from the Kloss formula and the equivalent scheme, in which
there is an element, dependent on slip. Those nonlinearities of asynchronous electric
drives are known, but adjusting themwith simple means (IR, compensation) does not
work. The electric drives becomes ineffective. To overcome this, a special “vector”
control is applied, which also turns out to lead to new nonlinearities and problems,
including unexpected ones. In this way, to bring an automatic system closer to a
linear one is to make it predictable, adjustable, reliable, and efficient. In the proposed
paper, some methods of such an approximation are given. We called them lineariza-
tion methods. Usually, this term is called the simplification of the original nonlinear
equations of the system. But we left this term unchanged. In our opinion, this term
reflects too well the goals and results of this work to replace it with another.
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depend on their ability to “fend off” disturbances, for example, change in air
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temperature, “dips” and “surge” of power voltage, wear of mechanical parts, and,
most importantly, external loads.

AC drives with asynchronous and synchronous electric motors have signifi-
cantly better “robustness” properties, the latter, as a rule, differing from brushless
DC motor only by the control method. But control problems are the reason why AC
drives are still rarely used in complex technological mechanisms. These problems
are connected with essentially nonlinear equations, which describe the processes of
formation of a mechanical torque in an asynchronous electric motor. Neglecting
them leads to the fact that the simplified formulas do not at all reflect the processes
occurring in AC drives. Accounting for these nonlinearities leads to equations that
are very difficult to solve. Even for assessing sustainability, it is difficult to choose
the appropriate mathematical apparatus. This state of affairs requires the creation of
a new engineering calculation method and the synthesis of AED control system.

Engineering calculation is a solution that determines the technical and economic
development; it is limited not only by the conditions of the task itself. It is necessary
to solve it so that the result could be effective and useful. These are significant
limitations that theoretical science sometimes does not have.

In this regard, when developing new electric drives based on an asynchronous
motor and frequency converter (FC), great attention should be paid to the meth-
odology of experimental studies. The authors have been working on these problems
for about 15 years.

The first few years were devoted to theoretical studies, namely, the analysis of
the dynamics (primarily stability) of systems with variable carrying signals [1].

A major project was the project of introducing frequency-controlled drives to
self-propelled wagons for the mining industry in 2008–2010 [2, 3]. As a result of the
modernized control algorithm introduction, it was possible to increase the loading
capacity of the car by 1.5 times.

In subsequent years, numerous experimental studies were carried out, the
results of which are reflected in publications [4–8] and patents [9–11], introduced
in industry and energy. The algorithms of sensorless correction with frequency
control were significantly refined, the existing algorithms were investigated in
detail, and the problems of these algorithms were identified. This work was carried
out in collaboration with representatives of Schneider Electric in Russia, who pro-
vided equipment for the experiments. The authors thank the company. In this
regard, the starting materials for research were experiments. Their goal was to
clarify the advantages of vector control over scalar ones and find a convenient way
to identify the dynamics of such drives. However, the results of the experiments
forced to significantly adjust the research plan.

2.2 On the existing control methodologies and assumptions

A lot of books have been written about the problems of AED vector control. The
original structures of the model built into the regulator contain many mathematical
inaccuracies. To assess these inaccuracies, we consider the block diagram of a
current-controlled drive, given in the monograph by Usoltsev (Figure 1).

The desired linearization occurs, if several conditions are met:

1.Exactly coincides the rotor rotation speed and the rotation speed of the vectors
of the stator current. In fact, in the sensorless circuit, this condition cannot
always be satisfied, especially in dynamic modes. As a result, the connection
between the model and the motor becomes a very complex link with floating
frequency characteristics; as a result the control inevitably falls apart.
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2.The transfer functions of the rotor circuit and its models must be exactly the
same. This is also not always the case. Moreover, the structure of the model
does not take into account the initial conditions, which are determined by
external disturbances. Therefore, processes at zero initial conditions (drive
acceleration) usually occur “correctly” but react to the external load much
worse and in accordance with other dynamic characteristics.

3.The basic equations of the processes for the vector control of the stator current
projections are obtained by representing the operator image of the product of
functions by the product of a function by the reference image of another
factor, that is, Parseval’s integral is simplified significantly, but the errors of
this simplification are not specified in any work.

4.All equations allow sinusoidal processes: currents, EMF, and voltages. Really,
after all, “vector control” controls the current or voltage vector, and what if
the signals are not harmonic? Who controls other harmonics? What are the
projections of other harmonics? The question is rhetorical.

5. In the calculations it is assumed that the rotor flow does not change, which of
course does not correspond to reality. But the price of this assumption is also
not known.

6.And the last question. In the scheme there is no link reflecting the dynamics of
the converter itself, that is, systems with a switch, delay links, and filters. This
link can be very conditionally considered an inertia-free link.

To evaluate all these errors, especially to show the modes in which they will be
significant, no engineering technique is trying to do. Moreover, “as time passes,”
the assumptions are forgotten, and on the basis of these “new” ideas, vector control
is constructed, which inverse operators “linearize” the drive, turning it into a
similarity to a DC drive. These algorithms fundamentally contain errors, which are
especially pronounced in dynamic modes and in the countering of external torque
perturbations. In this case, as mentioned above, in the dynamic links of a real
electric motor appear initial conditions, which cannot be in the links opposite to the
dynamic links of the electric motor. These links become different. In conventional
control schemes, external disturbances lead to a shift in the equilibrium state. In the
scheme with direct linearization (Figure 1), it destroys that. The same is true for
other assumptions. Analytically it is very difficult to take into account their

Figure 1.
Block diagram of space vector control.
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influence. Therefore, an engineering technique is proposed that combines a quali-
tative analysis of the equations, transfer functions, and frequency characteristics
with modeling and experiments. In contrast to the usual starting and braking modes
at one average speed, the conditions for them are formed, taking into account all the
above features, namely, at different frequencies, load surges, and accelerations.

Thus, the nonlinearity of the equations of AED is well known and does not cause
doubts. But there are no techniques that would allow to evaluate the effect of these
unaccounted nonlinearities on the drive final characteristics. One can only assume a
violation of stability under complex torque loads and complex reference signals.
Since nonlinearity is preserved for all known most widely used control methods
(scalar, vector, direct torque control), it is advisable to identify the dynamics of
adjustable electric drives with detailed modeling and experiments in a variety of
modes: start-up brakes and modes of different torque loads. So, vector control, in
order to reduce AED to DC systems, tries to linearize AD with nonlinear trans-
formations. With these inaccuracies nonlinearity only increases.

2.3 Problems of AED practice

As mentioned above, the research was based on experiments and modeling. A
model diagram is shown in Figure 2. The electric drive was subsequently acceler-
ated to speeds of 30, 60, 90, 120, and 150 rad/s corresponding to the frequencies of
the supply voltage of 10 – 20 – 30 – 40 – 50 Hz, and a load was drawn at each speed
of rotation (Figure 3). The load was set by stepwise action equal to the nominal
value of the motor torque. The oscilloscope displays the speed, electromagnetic
torque, and other necessary variables of the drive.

A stand was made for experiments (Figure 4). It consists of two asynchronous
motors (M1, with a squirrel-cage rotor; M2, with a wound rotor) with a rated power
of 370 W, synchronous speed of rotation 1500 rpm, nominal speed of rotation of
1370 rpm, and rated voltage of 380 V, controlled by two FC ATV32 (UZ1) and
ATV71 (UZ2) by Schneider Electric. Interconnected motor shafts are connected to a
speed sensor (encoder), information from which is transmitted to the FC UZ2. Used
in the stand frequency converters belong to the middle technical-economic class.
They have a relatively low cost, which allows them to be widely used at enterprises

Figure 2.
Diagram of AED model.
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of various levels (including small businesses), and at the same time, they have a
broad functionality, including all standard, well-developed control algorithms,
which makes them universal in terms of application in various technical systems.

The first results of the experiments were the operation of the drive with load
surges. These results were poorly explained from the point of view of the absolute
advantages of vector control and the proximity of this drive to DC drives. The
parallel movement of the mechanical characteristics under the frequency control of
the drive should lead to the same absolute speed drops with the same loading
torques. Instead, the “dip” speeds turned out to be different both in absolute and
relative values, both for scalar and vector control. If different processes were
expected for scalar control, the results for the vector were unexpected (Figures 5
and 6). The dynamics of acceleration processes up to speeds of 10, 20 rad/s, and so
on in a scalar control are somewhat different, as in the vector one. In case of load
surges, the processes differ both in dynamics (transient time) and in static speed
dip. Moreover, at speeds of 60 rad/s (i.e., at a frequency of 10 Hz) and below, both

Figure 3.
Modeling processes in an asynchronous electric drive.

Figure 4.
Schematic circuit of the stand for the study of the dynamic characteristics of the drive.
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scalar and vector controls behave almost exactly the same. It should be noted that in
the drive equations, there are no prerequisites for this state of affairs.

It should be noted that maintaining the speed under shock torque perturbations
is one of the most difficult tasks of automated electric drives. Even DC motors,
closed in speed or angular position, with very good control characteristics cannot
avoid significant dynamic failures and complex speed recovery processes during
load gain. But the processes of working out such loads are the most important
characteristics of complex control systems.

When the speed sensor is installed and the PI regulator is turned on, the pro-
cesses in the drive with vector control also do not match the expected ones. In the
AED with the PI speed regulator, the two-time changes in the regulator parameters
do not completely change the process (Figure 7). Attention should be paid to the
duration of the process, which is substantially longer than the process time in an
open-ended drive. Similar results were obtained in the simulation.

Experiments with periodically varying loads were carried out using a similar
technique. Since various properties of the drive are evident at different frequencies
of the stator voltage, the drive under study accelerates to different speeds,
corresponding to the frequencies of the stator voltage—10, 20, 30, 40, and 50 Hz,
respectively. A constant reference signal was summed up with a periodic sinusoidal
signal with varying amplitude and frequency. This sum signal was fed to the analog

Figure 5.
Step loading response of AED with scalar control (ω1 = 30 rad/s; ω2 = 90 rad/s; ω3 = 150 rad/s).

Figure 6.
Step loading response of AED with vector control (ω1 = 30 rad/s; ω2 = 90 rad/s; ω3 = 150 rad/s).
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inputs of the FC of the test drive (Figure 8). In this case, the higher the amplitude
of the oscillation, the more effective the drive. The same sine-wave reference
signals were applied to the input of the load drive converter (Figure 9). The ability
of the drive to maintain a given speed was investigated. The efficiency of the drive
is higher in the case in which the amplitude of the speed oscillations is lower.

As follows from Table 1, the drive efficiency with vector control is not the best,
including and with speed feedback. These results required a different theoretical
approach to the problem.

Figure 7.
Step loading response of AED with vector control with speed feedback (ω1 = ω2 = 30 rad/s; PI-regulator
settings: Кt1 = 40%; Кt2 = 20%).

Figure 8.
Speed diagrams with harmonic (sinusoidal) speed reference signal.

Figure 9.
Speed diagrams for harmonic torque perturbation testing.
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2.4 Instability systems AED with vector control

Dynamic properties of the electric drive are best evaluated by frequency char-
acteristics. For their registration, we carried out the experiments in which a con-
stant reference signal and a periodic sinusoidal signal with varying amplitude and
frequency were fed to the analog inputs of the FC. The effective value of the stator
current was selected as an output signal. This signal is selected as the most reliable
of the signals computed by the inverter, since the models for calculating the speed
and torque of the motor are not known. Most often, the stator current signals are
close to harmonic and indicate a “correct” system response to input signals
(Figure 10).

At certain values of the amplitude (A) and frequency (f), “disruptions” of
control characterized by a mismatch between the frequency of the input signal and

Drive control system Test the periodic reference
signal

Test of periodic torque
perturbation

Δω, rad/s Δφ, el. deg. Δω, rad/s Δφ, el. deg.

Open system (scalar control) �5.0 87 �2.38 245

Open system (vector control) �5.03 84 �2.19 270

Speed feedback system �4.99 84 �3.31 230

Table 1.
Results of experiments for periodic signals.

Figure 10.
The stator current diagrams during the development of variable tasks 1 and 8 Hz (a), during the “control
failure” (b) and the dependence of the reference signal frequency on the speed on the same signal amplitude, at
which the “breakdown” of control in the FC occurs (c).
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the frequency of the output signal occurred. The process of disruption is also
accompanied by a significant increase in current. The point of control failures did
not change when the parameters of the controller built into the inverter were
changed, the mechanical part of the electric drive changed, and the load changed. It
was found that the frequency of disruptions depends only on the amplitude of the
input signal. The dependence of the disruption frequency on the amplitude is
determined experimentally. It can be assumed that the cause of failures is the
disregard of the initial conditions by the motor model; the parameters of the sine
wave determine these conditions.

It should be noted that in AED studies with later models of converters (ATV71
and ATV32) with open vector control, these failures are not present, but they occur
under other conditions. It is important to note that the possibility of such control
failures under certain external conditions is not mentioned at all by any documents.
And the dangers of resonance processes in mechanisms with such drives are very
high and can have very serious consequences.

2.5 Performance identification of the asynchronous electric drives by the
spectrum of rotor currents

As mentioned above, an asynchronous electric drive is a nonlinear control sys-
tem, moreover, “on a carrier” harmonic signal. The equations describing it, most
often, are reduced to vector interpretations of all signals—rotor and stator currents,
EMF, voltages, etc. Both vector and scalar controls are constructed using these
equations. At the same time, everyone is well aware that the real variables of the
coordinates and signals contain the harmonics of other frequencies, the presence of
which “collapses” most of the provisions of these theories. For example, widely
used transformations of coordinates in d and q will not make sense if the current
signals contain harmonics of frequencies other than the main one.

It remains to find out the “share” of high (or other) harmonics in the signals of
an asynchronous electric drive. During the experiments, it was decided to analyze
the spectra of rotor currents in asynchronous electric drives with different control
methods—scalar (Figure 11), vector sensorless (Figure 12), and vector speed feed-
back (Figure 13). These experiments are described in detail in a number of articles.
This paper presents the results of modeling and experiments and new comments on
these results.

As noted in [6, 8] in the case of vector control, especially when the speed loop is
closed, the proportion of other harmonics, as compared with the main one, is

Figure 11.
The diagram of the speed and current of the rotor of an asynchronous drive with vector control. Spectrum of the
rotor current signal.
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the frequency of the output signal occurred. The process of disruption is also
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was found that the frequency of disruptions depends only on the amplitude of the
input signal. The dependence of the disruption frequency on the amplitude is
determined experimentally. It can be assumed that the cause of failures is the
disregard of the initial conditions by the motor model; the parameters of the sine
wave determine these conditions.

It should be noted that in AED studies with later models of converters (ATV71
and ATV32) with open vector control, these failures are not present, but they occur
under other conditions. It is important to note that the possibility of such control
failures under certain external conditions is not mentioned at all by any documents.
And the dangers of resonance processes in mechanisms with such drives are very
high and can have very serious consequences.

2.5 Performance identification of the asynchronous electric drives by the
spectrum of rotor currents

As mentioned above, an asynchronous electric drive is a nonlinear control sys-
tem, moreover, “on a carrier” harmonic signal. The equations describing it, most
often, are reduced to vector interpretations of all signals—rotor and stator currents,
EMF, voltages, etc. Both vector and scalar controls are constructed using these
equations. At the same time, everyone is well aware that the real variables of the
coordinates and signals contain the harmonics of other frequencies, the presence of
which “collapses” most of the provisions of these theories. For example, widely
used transformations of coordinates in d and q will not make sense if the current
signals contain harmonics of frequencies other than the main one.

It remains to find out the “share” of high (or other) harmonics in the signals of
an asynchronous electric drive. During the experiments, it was decided to analyze
the spectra of rotor currents in asynchronous electric drives with different control
methods—scalar (Figure 11), vector sensorless (Figure 12), and vector speed feed-
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Figure 11.
The diagram of the speed and current of the rotor of an asynchronous drive with vector control. Spectrum of the
rotor current signal.
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significantly higher than with scalar control. At the same time, the frequencies of
rotor currents with the same load are the highest for a system with a speed loop.
Since, in an asynchronous electric drive, the mechanical moment is formed when
the rotor rotates at the speed of rotation of the electromagnetic field, it is natural to
evaluate the efficiency of the formation of the moment by this error rate or, as it is
called in the electric drive, by slip. The greater the slip for the formation of the
moment, the less effective way of its formation is applied. As it is known, the
frequency of the rotor current in an asynchronous electric drive is rigidly connected
with the slip. Experiments show that with vector control the efficiency of the
formation of the moment, at least in the converters of the frequency of the middle
technical-economic class, is lower than with scalar control. This is also confirmed by
the simulation of asynchronous electric drive systems (Figures 14 and 15).

The frequency of the rotor current under load (at a speed of 90 rps) with vector
control is 10.6 Hz, scalar without feedback—2.72 Hz.

Analysis of the spectra of rotor currents convincingly shows that the formation
of the necessary torque in a vector-controlled electric drive, even when the speed
loop is closed, is not the most effective; the reason for this is probably the presence
of significant harmonics at a frequency of 3–8 Hz (Figures 12 and 13). Table 2
shows the experimental values of the main frequencies of the rotor currents, which
cast doubt on the generally accepted opinion about the high efficiency of the
formation of the torque in vector control.

Figure 12.
The diagram of the speed and current of the rotor of an asynchronous drive with closed-loop vector control.
Spectrum of the rotor current signal.

Figure 13.
Diagram of the speed and current of the rotor of an asynchronous drive with scalar control. Spectrum of the
rotor current signal.
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Another conclusion from these experiments is that the components of the signals
of other harmonics are very significant, which makes the errors of the generalized
equations, expansions on the d and q axes, and other transformations very essential.
Since nonlinear operations are carried out in vector control in models of a control
unit of frequency converters, these errors increase, as evidenced by higher fre-
quencies of rotor currents under identical loads compared to scalar control.

Thus, multiple nonlinear operations are the reason for the appearance of non-
fundamental harmonics in the electric motor currents and, as a result, the ineffi-
ciency of control methods.

Figure 14.
Modeling processes in an asynchronous electric drive with vector control system.

Figure 15.
Modeling processes in an asynchronous electric drive with scalar control.

Control system No-load Under load

Vector control 2.1 Hz 6.25 Hz

Vector speed feedback control 2.1 Hz 8.75 Hz

Scalar control without feedback 1.69 Hz 4.75 Hz

Table 2.
Frequency of the fundamental harmonic for various control algorithms.
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2.6 AED nonlinearity is the main cause of “complex”dynamics

The main nonlinear operation in the drive is the multiplication operation, which
is very difficult to transfer to the Laplace transform domain and frequency trans-
formations. In AC drives, the multiplication operation is performed, usually with
harmonic or close to them variables. It is very important to consider that multiply-
ing the original harmonic signal by a harmonic signal with a “carrier” frequency
shifts the frequency of the original signal to the carrier frequency. In AED, this
multiplication occurs twice.

The system can thus be represented as a symmetrical three-phase system with
modulating and demodulating links (Figure 16).

As a result of the transformations, the transfer function of the torque shaping
circuit will take the form

Wft ¼ 3
2
ReW pþ jfð Þ (1)

for W pð Þ ¼ 1
TΣpþ1ð Þ:

Wft ¼ 3
2

TΣpþ 1

TΣpþ 1ð Þ2 þ TΣfð Þ2 (2)

High-frequency signals obtained as a result of modulation and demodulation
form a symmetrical system upon addition and do not form a high-frequency com-
ponent in the electromagnetic and mechanical torques, and the shift from the
carrier frequency remains in the low-frequency components. This shift in the fre-
quency response of the dynamic link characterizing the electromagnetic processes
—in the stator and rotor under frequency control—is variable and largely affects
the dynamics of the drive.

From this transfer function, it can be assumed how these transfer functions,
which vary with frequency ω and slip β, “work” in vector and scalar controls.

With vector control, the modulating units are energized, the amplitude and phase
of which are “modeled” in the control unit so as to linearize this transfer function,
and such linearization potentially contains many errors. If there is no-load measure-
ment (β) in the inverter, then the linearization procedure will be the same for any
loads, which naturally leads to regulation errors that we observe in experiments.

With scalar control and the effect of IR and S compensations, local positive
feedback is included in the structure. If this connection is “hard,” it breaks the

Figure 16.
Structural scheme for the analysis of nonlinearities of AED.
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stability in a system “prone” to oscillation, as can be seen from the frequency
characteristics of the structure.

The possibilities of effective correction will be discussed below.
Formulas (1) and (2) describe families of frequency characteristics of asynchro-

nous electric drives and explain the differences in drive dynamics at different
speeds and complexity when closing the speed loop, described above. It should be
noted that the representation of the torque shaping loop in the drive of the AC drive
by a family of frequency characteristics, each of which corresponds to its carrier
frequency, is not quite a strict solution, but other methods are even more compli-
cated and also contain errors. Figure 17 shows the frequency characteristics of the
structure corresponding to the scheme shown in Figure 16 at frequencies of 5 and
50 Hz. The differences are very significant, as well as the problematic synthesis of
the control system, which should stabilize the acceleration process from 15.7 to
157.08 rad/s with changes in the frequency characteristic of the torque-forming
unit.

The above results lead to the need to form amethod for identifying AED dynamics.
Another mathematical operation that allows to obtain transfer functions of such

a structure can be a multidimensional Laplace transform with transitions to one
variable using the method described in [12, 13]. The transfer function of the equiv-
alent link after two multiplication operations is as follows, which is very similar to
the formula (2).

All this allows to proceed to the following mathematical transformations.

3. Identification of AED dynamics by frequency characteristics

3.1 Modeling of processes in AED

Both process modeling (Figure 3) and experimental research (Figures 5–9)
show that at different speeds and with different loads on the drive, the processes are

Figure 17.
Amplitude and phase frequency characteristics of the AED at different frequencies of the supply voltage (W1
(f1 = 50 Hz), W2 (f2 = 5 Hz)).
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qualitatively different. Therefore, they should be described by different frequency
characteristics. The task that should be solved first of all is the formation of the
frequency characteristics of the asynchronous drive for each specific mode.

3.1.1 The proposed solution

The basis for choosing the method for calculating the dynamic mechanical
characteristic, propose in the same monograph by Usoltsev ([14], p. 135).

The resulting formula connects the electromagnetic torque with the critical slip
and the current slip; all of these values depend on the frequency of the stator voltage:

m ¼ 2Mk

1þ T2
0pð Þ Sk

β 1þ T02p
� �h i

þ β
Sk

, (3)

where T02 ¼ Lk
R2
is the rotary time constant and β ¼ ω2

ω1
is the relative slip.

Usoltsev calls this formula a dynamic mechanical characteristic and simplifies it
to a first-order dynamic link that cannot be described by the processes presented in
Figure 3.

The refinement of the linearization conditions allows us to obtain a different
formula for the dynamic link connecting the torque developed by the induction
motor with the rotational speed (Kloss dynamic formula), while some of the coef-
ficients of the formula depend on the frequency of the supply voltage and slip:

m ¼ 2Mk T02pþ 1
� �

1þ T2
0pð Þ2 Sk

β þ β
Sk

(4)

Then, the equation of the connecting torque (m), the relative slip (β), and the
motor parameters (T02,Mk, Sk) will take the form:

m ¼ 2Mk T02pþ 1
� �

Skβ

1þ T2
0pð Þ2S2k þ β2

, (5)

and the transfer function connecting the absolute slip and the torque will take
the form:

W pð Þ ¼ 2Mk T02pþ 1
� �

Sk

ω1 1þ T2
0pð Þ2S2k þ β2

h i (6)

where ω1 is the frequency of the stator voltage.
The block diagram of the drive in the work area will take the form shown in

Figure 18.

Figure 18.
Structural diagram of an asynchronous motor in the working area of mechanical characteristics.
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The transfer function of the torque driver changes as the stator voltage and slip
frequency changes, that is, it is essentially nonlinear.

It should be noted that at β = 0, the transfer function, as well as the structural
diagram, exactly coincides with the linear transfer function and structural diagram

Figure 19.
Amplitude and phase frequency characteristics of the AED at different frequencies of the supply voltage (10 Hz
(a) and 50 Hz (b)) and slips corresponding to small (ω1) and nominal (ω2) loads.
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The transfer function of the torque driver changes as the stator voltage and slip
frequency changes, that is, it is essentially nonlinear.

It should be noted that at β = 0, the transfer function, as well as the structural
diagram, exactly coincides with the linear transfer function and structural diagram

Figure 19.
Amplitude and phase frequency characteristics of the AED at different frequencies of the supply voltage (10 Hz
(a) and 50 Hz (b)) and slips corresponding to small (ω1) and nominal (ω2) loads.
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for the asynchronous drive, given in the monograph by Usoltsev [14]. In the pro-
posed nonlinear interpretation, formula (5) and the block diagram (Figure 18)
explain some of the problems of an asynchronous electric drive. To this end, it is
proposed to consider the transfer functions and the corresponding frequency char-
acteristics at “frozen” (fixed) but different values of the frequency of the stator
voltage and slip. In this case, instead of the traditional characteristics of the control
object, it will be necessary to consider “families” grouped by varying stator voltage
(its frequency) or slip.

The frequency characteristics of an asynchronous electric drive with frequency
control based on an asynchronous motor with a squirrel-cage induction motor used
in the research stand (Figure 4) are shown in Figure 19. They are built using the
Matlab Simulink© application.

The amplitude and phase frequency characteristics of an electric motor at a
stator voltage frequency of 10 Hz and slip corresponding to small and nominal loads
are shown in Figure 19a. Figure 19b shows similar characteristics for a stator
voltage frequency of 50 Hz.

The given frequency characteristics well explain some of the problems of AED.
When operating at low frequencies of the stator voltage, the phase shifts with
changing load (and slip) change significantly, which leads to instability and ineffi-
cient operation at low speeds. It is necessary to pay attention to the change in
frequency characteristics when changing the frequency of the stator voltage; this
affects the acceleration processes. Thus, the nonlinearity of the transfer functions of
the torque driver requires linearization to improve the efficiency of the electric
drive. One of the widely used methods of linearization are various types of so-called
“transvector” control. With this control, the dynamic links of the reverse dynamic
links of the motor are formed in the control device. These links are adapted to
different motor operation modes.

It should be noted that in a real drive, a perfect adaptation is impossible. The
transfer functions incorporated in the software of the frequency converter and the
real asynchronous motor may vary for several reasons (some parameters are diffi-
cult to measure, the structure of the real electric motor is much more complicated
than the model, and some parameters may change during operation). Dynamic
links are quite complex. This leads to the fact that the equivalent transfer functions
of AED may in some modes contain resonant links that lead to control failures,
high-frequency harmonics, and differences in dynamics at different speeds noted
during the experiments [15, 16]. The stability analysis of such systems presents a
known complexity. Moreover, the classical stability criteria for nonlinear systems
do not apply to systems with dynamic nonlinearities. It is advisable to consider
some of the “offshoots” of one of these criteria—Popov’s criterion.

4. Analysis of stability of electric drives as nonlinear systems

4.1 Popov’s criterion for nonlinear systems

Stability theory is a modern mathematical field which is probably the most
widely used in the modern engineering for the last 100 years. Moreover, multiple
research works on this theory were inspired or conditioned by practical problems of
cybernetics and electromechanical systems. The similar mathematical field is defi-
nitely the theory of stability of nonlinear systems conceived by Romanian mathe-
matician Popov [17]. This theory, once known as absolute stability theory and later
as hyperstability theory, describes conditions of stability for automatic control
systems which may reduce to the simplest structure given in Figure 20.
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There can be distinguished linear element with frequency characteristic WLF

and nonlinear element (NE) that has an upper bound—static, for static nonlinear-
ities (7), or integral (8).

X Yð Þ≤KY (7)

ðt

0

X tð Þdt≤KY (8)

Popov obtained stability criteria by frequency characteristics of linear elements
and boundary characteristics of nonlinear element. However, the practical applica-
tion of the criterion for electric drives remained only limited. Plotting modified
hodographs needed for the criterion was not very convenient. It was difficult to
distinguish “weak” elements and suggest their adjustment. Real electric drives can
hardly reduce to structures shown in Figure 20 due to multiple cross couples, so the
Nyquist criterion is still used even if results are not sufficiently accurate.

It is commonly believed that modern electric drives do not have a stability
problem. All conventional systems use Pc, PI, and PID controllers as it is assumed
that the whole system is close to a second-order linear system where these control-
lers are the most efficient. As a result, the wider application is being found by
methods for building automatic systems based on stability criterion for linear
systems—the Nyquist criterion.

There are several known formulations of this criterion.

1.For the closed-loop system, it is necessary and sufficient that for frequencies
where a Bode magnitude plot is positive (i.e., L(ω) > 0), the phase frequency
characteristic of the open-loop system should not cross the axis �180° or
should cross it even a number of times (Figure 21).

In practice, most often this variant of the criterion is formulated as a limitation
of a phase shift of the logarithmic frequency characteristic of the open-loop system
at the cutoff frequency (i.e., at L(ω) = 0) with a lower bound value (�180°).

Let us consider one of the most important features of the criterion—when it is
used, only a certain range of frequency is taken into account, namely, the cutoff
frequency of the system or some region around it. This results in a large number of
practical consequences—criteria of negligibility of elasticity of servo drive gears,
requirements for parameters of actuating motors and information systems, methods
for separate, etc. Phase shift at the cutoff frequency may be used for assessment of
stability “margin” of the control system (the difference between the phase shift and
the critical value �180°). Along with that, results of experiments are often gravely
inconsistent with a theory, but it is normally assumed that this inconsistence is
within tolerable limits.

Figure 20.
Nonlinear automatic control system block diagram.
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In any case, attempts to question the very possibility of constructing electric
drives, as something close to the desired linear systems, were extremely rare.
Despite the fact that the presence of highly essential nonlinearities in them is not
disputed by anyone. But their influence is not considered to be sufficient to aban-
don the usual methods of building electric drives.

The peak of research in this theory fell on the 1970s–1980s of the twentieth
century and, at present, is considered irrelevant. This is due to many reasons. Let
us discuss some of them more thoroughly. The first obvious reason is that many
problems have already been solved over the years. The second is that due to
technological progress in related areas of technology (in electronics, in engineer-
ing, especially in computing), the problem of sustainability has become “routine”
for many cases. Since the characteristics of almost all elements of the systems
become such that they do not affect the stability with modern requirements on
accuracy and speed. However, in recent years, a class of systems has appeared, or
rather “manifested,” in which in the near future, a stability analysis will become
extremely important. At the same time, the nonlinearity of these systems is
obvious, and modern means and methods with which these nonlinearities are
trying to compensate, according to many researchers, can lead not only to ineffi-
cient modes of operation but also to the emergence of critical and even emergency
situations.

The authors conducted a whole range of experiments with these systems, and
they concluded that it was necessary to analyze control systems from the point of
view of stability and take into account their essential nonlinearities. These non-
linearities are such that linearization is quite difficult to carry out, and simplifica-
tions lead to the “emasculation” of any complexity in these tasks, while in practice
all the difficulties remain. So Usoltsev [14] forcedly reduces the nonlinear asyn-
chronous electric drive to a linear system II or even I order.

We assume that the widespread introduction of frequency control systems is a
sufficient reason to return to the formulation and solution of problems of analyzing
the nonlinear system stability. In our opinion, there are two main reasons for the
rare use of Popov criterion in electric drives. One of them, purely technical, is that
the criterion operates with frequency loci. Engineers are accustomed to working
with amplitude and phase frequency characteristics, on which the influence of each
link and any of its features is very clear. According to these characteristics, it is
convenient to apply the Nyquist criterion and evaluate the effect on the stability of

Figure 21.
Nyquist criterion by the Bode magnitude plot (1, instable system; 2, stable system).
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a particular link. According to the hodograph, such an analysis is possible only if
this feature is singled out in a separate link. The calculation of the frequency locus
of the entire system is a rather cumbersome process, and its automation makes it
difficult to solve synthesis problems. The second is that in a frequency drive, it is
impossible without simplification to divide the system into a purely linear link and
a nonlinear structure, as is necessary in the Popov criterion. Hence, the first task is
to formulate the Popov criterion in the categories of amplitude and phase frequency
characteristics, to make it look like the Nyquist criterion.

4.2 Popov’s sustainability criterion for systems with nonlinear dynamics

Analytically, the Popov criterion is as follows: the closed-loop automatic control
system as in Figure 20 is stable if there is a real positive q such that for linear and
nonlinear elements of the system, the following condition is met:

Re 1þ jωqð ÞWLF þ 1
K
>0 (9)

This condition is equivalent to the following one (as K is real):

Re 1þ jωqð ÞWLF þ 1
K

� �
>0 (10)

This condition is met if the phase shift of the combination of elements given in
Figure 22 is over (�90°).

Let us consider the elements of this diagram:

1. linear element with frequency characteristic WLF of the linear part of the
initial system

2.arbitrary lead element determined by q

3. instantaneous element where К is an upper bound of the nonlinear element
like in the Popov criterion for the initial system

When this equivalent circuit is introduced into consideration, the Popov crite-
rion may be formulated as follows: nonlinear system reduced to the circuit
presented in Figure 20 is stable if the phase shift of the equivalent circuit given
in Figure 22 is �90° minimum, which is equivalent to positivity of the real part
of the frequency characteristic of this equivalent circuit.

This condition may be easily checked by frequency characteristics and analyzed
using methods close to synthesis methods according to the Nyquist criterion. In
contrast with this latter, the whole frequency range should be analyzed like in the
Popov criterion, and not only the cutoff frequency like in the Nyquist criterion. The
phase shift may be assessed using methods for building equivalent frequency char-
acteristics. Here, two elements—linear and arbitrary lead—are series-connected,
and the instantaneous element is paralleled. The analysis may be based on the rule
of “positive limiting” of paralleled elements (Figure 22).

It may be assumed that this approach is also applicable for control systems
where the dynamic element may be assessed by the family of frequency character-
istics, that is, for all systems for which, without a serious error, it is impossible to
distinguish linear dynamic element from nonlinear one having a static upper bound
(Figure 20). Here, the condition will be analytical:
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Re 1þ jωqð ÞW� þ 1
K

� �
>0 (11)

or according to the equivalent circuit, for the phase shift:

φ 1þ jωqð ÞW� þ 1
K

� �
>� 90° (12)

Stability requires the positivity of a real part of the complex transfer function of
the equivalent circuit (Figure 23) or the limitation of the phase shift of the same
complex of elements at a level of �90° for all possible frequency characteristics.
Phase margin may be estimated by the difference between the actual phase and
�90°. Values of frequencies where the phase is below �90° allow the assessment of
frequency of self-oscillations in the system.

Figure 22.
Equivalent circuit of nonlinear automatic control system and its frequency responses.

Figure 23.
Conditions of stability for control systems with dynamic nonlinear elements.
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4.3 Correction for servo drive with elastic element

The difference between the suggested criterion (the suggested formulation of
the Popov criterion, to be exact) and the Nyquist criterion is well seen considering
the example of stability of a servo drive with a finite rigidity of gears. According to
the Nyquist criterion, it is enough to “move the cutoff frequency away” from the
frequency of elastic oscillations to “forget” about it. However, in practice it does
not work like that. Stability testing by the means of suggested method proves it
(Figures 24 and 25).

As can be seen from Figures 19 and 20, the link describing the gearbox, taking
into account backlash and friction, can only be represented by a family of high-
order dynamic links that will not allow an acceptable phase shift of an equivalent
combination of links to satisfy the stability condition in the entire frequency range
from 0 to ∞ Hz.

Effect of stabilization (or a fine stability margin) may be reached via introduc-
tion of actuating motor rate feedback which allows the adjustment of the combina-
tion of elements (Figure 26) and fulfillment of stability conditions for the whole
system (or sufficient stability margin) (Figure 27). At the same time, it is necessary
to pay special attention to the fact that this connection “works” in the entire
frequency range—from 0 to +∞ Hz. The use of differentiating channels in PID
regulators is always limited to the cutoff zone or slightly larger frequency range,
because at high frequencies this channel enhances the influence of interference.
And for the stability of the drive when the “shifted” frequency response of the
elastic link, D-channel of regulator is not enough. Thus, the proposed interpretation
of the stability criterion makes it possible to substantiate the advantages of struc-
tural correction before the generally accepted variant.

Figure 24.
Stability assessment for servo drive with elastic element according to the Nyquist criterion (satisfied).
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Figure 25.
Stability assessment for servo drive according to the Popov criterion (not satisfied).

Figure 26.
Block diagram of servo drive with stabilizing rate feedback.

Figure 27.
Stability assessment for servo drive with stabilizing rate feedback according to the Popov criterion (satisfied).
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4.4 Corrections of asynchronous electric drive

It is interesting to analyze the stability of AED, the block diagram of which
contains several nonlinear dynamic links described above. As shown in Figure 1,
vector control “linearizes” the drive converting it to a linear structure. As was
shown above, this linearization is very conditional and not too accurate mathemat-
ically. However, even if we make assumptions about Laplace transformations with
variable coefficients, it is impossible to avoid discrepancies in the parameters (and
structure) of the model and the real motor. This will lead to the fact that their serial
connection will produce a disproportionate linear link and a floating dynamic link
that will be close to the resonant link. Even if we assume that this link is close to
linear, for stability it is necessary to apply the stability criterion for nonlinear
systems (a variant of the Popov criterion) and, therefore, to consider the entire
frequency range, and not just the cutoff frequency. Figures 28 and 29 show how
applying the Nyquist criterion gives an incorrect result (and the Popov criterion is
not satisfied) for a vector-controlled drive closed in speed with a PID controller. As
the experiments showed, the applied algorithms are not very effective, and the hard
positive feedback on the stator current breaks the stability. In works [6, 15, 18] the
positive dynamic connection on current is described. Without compromising

Figure 28.
Assessment of stability in the AC drive according to the Popov criterion (not satisfied).

Figure 29.
Stabilization of the drive by positive feedback of the stator current with a first-order filter. Verification by
Popov criterion.
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stability (and in some cases improving it), this relationship provides full compen-
sation for the load torque and not only in statics. The effect of such a relationship is
described in [5, 6] and the patent [9, 11] and also confirmed by numerous experi-
ments. The effectiveness of this connection is also confirmed by the calculation of
the transfer function and frequency characteristics of the link for the formation of
the torque with a positive feedback of the stator current (PDF—positive dynamic
feedback).

4.5 Justification of PDF for transfer functions of AED

According to the formulas, it is possible to explain the efficiency of the positive
feedback on the current of the stator of the electric motor, described in the articles
[6, 15, 18]. Consider the option of applying local feedback on the electromagnetic
torque in this structure. The structural diagram is shown in Figure 30.

In this case, the transfer function of the torque driver will take the form:

Weq ¼
2Mk T02pþ1ð ÞSk

ω1 1þT2
0pð Þ2S2kþβ2½ �

1þ 2MkSk T02pþ1ð ÞWDF

ω1 1þT2
0pð Þ2S2kþβ2½ �

¼ 2MkSk T02pþ 1
� �

ω1 1þ T2
0pð Þ2S2k þ β2

h i
þ 2MkSk T02pþ 1

� �
WDF

(13)

Under the following conditions,

ω1β
2 ¼ �2MkSk T02pþ 1

� �
WDF (14)

those, if the corrective link has the following transfer function,

WDF ¼ � ω1β
2

2MkSk T02pþ 1
� � (15)

the transfer function of the torque driver takes the form:

Weq ¼
2MkSk T02pþ 1

� �

ω1 1þ T2
0pð Þ2S2k

h i ¼ 2Mk

ω1Sk 1þ T2
0pð Þ (16)

Becomes a linear link, independent of the slip (load) and fully coinciding with
the transfer function given in the Usoltsev monograph for small loads [14]. Pay
attention to formula (15). A dynamic link is a first-order inertia with a coefficient
that ultimately depends on the frequency of the stator voltage and on the absolute

Figure 30.
Structural diagram of AED with a local feedback electromagnetic torque.
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slip. The sign (�) in front of the formula means that the relationship must be
positive. We call this relationship positive dynamic feedback (PDF). It should be
noted that the correction of the coefficient from the frequency is very easy to
implement in frequency converters; several options for partial (indirect) adaptation
of the connection to the load will be discussed below. Thus, the proposed positive
feedback, selected by condition (15), makes it possible to compensate for the effect
of the external load and the nonlinearity of the AED, spreading the transfer func-
tion of the motor as a link of the first order for any values of β. In addition, the block
diagram (Figure 13) and the transfer function of the torque formation link (6)
connecting the torque and slip allow us to offer an estimate of the efficiency of the
torque formation algorithm: the algorithm that generates the necessary torque with
the smallest absolute slip will be more effective.

Next, we consider the correction of the AED with the parameters corresponding
to the frequencies of the supply voltage of 10 and 50 Hz. The initial frequency
characteristics are shown in Figure 19. The transfer functions of the original AED
with such parameters and the transfer functions of the corrective units are given in
Table 3, and the initial and corrected frequency characteristics of the AED are
shown in Figures 31 and 32 for the frequencies of the supply voltage of 10 and
50 Hz, respectively.

As expected, the frequency characteristics of the AED with the structural cor-
rection proposed in the work are close to the frequency characteristics of the first-
order linear link.

In widely used AEDs, it is very difficult to realize the mechanical torque feed-
back. Given that the electromagnetic torque is equal to I1*Ψ2 and in almost all
calculations it is assumed that the rotor flux linkage is constant, you can replace the
original signal in this local connection with the effective value of the stator current
or its active component, which is calculated in all the inverters.

To communicate with the stator current, the linearization conditions will vary
somewhat:

ω1β
2 ¼ �2MkSk T02pþ 1

� �WDF

Ψ 2
(17)

This expression shows that when controlling the flux linkage, the linearization
conditions can be refined, thereby providing high-quality regulation.

On the other hand, it is easy to show that with some inaccuracy in the fulfillment
of the linearization condition, that is,

β

Sk
� 2Mk T02pþ 1

� � �W1

Ψ2
6¼ 0 ¼ Δ, (18)

Frequency,
Hz

Slip* Electromagnetic torque transfer function,
W pð Þ

Dynamic feedback transfer
function, WDF

10 β1 0:038pþ0:226
0:0002p2þ0:0229pþ1:38

3:128
0:017pþ1

β2 0:038pþ0:226
0:0002p2þ0:0229pþ4:52

16:99
0:017pþ1

50 β1 0:027pþ1:548
0:006p2þ0:628pþ20:56

0:09
0:017pþ1

β2 0:027pþ1:548
0:006p2þ0:628pþ21:19

0:497
0:017pþ1

*β1 corresponds to slip at low load, and β2 corresponds to slip at nominal load.

Table 3.
The transfer functions of the channel of formation of the electromagnetic torque and dynamic feedback for
different values of the frequency of the stator voltage and slip.
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Figure 30.
Structural diagram of AED with a local feedback electromagnetic torque.
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Figure 31.
Frequency characteristics of the formation of the torque: the original (W1, W2) and adjusted (W3, W4) for the
frequency of the supply voltage 10 Hz.

Figure 32.
Frequency characteristics of the formation of the torque: the original (W1, W2) and adjusted (W3, W4) for the
frequency of the supply voltage 50 Hz.
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the transfer function (TF) and frequency characteristic (FC) of the torque driver
will differ slightly from the TF and FC of the first-order linear link.

Consider the case of the deviation of the parameters of the corrective element by
5% for the frequencies of the supply voltage of 10 and 50 Hz. The frequency
characteristics of the torque driver link with accurate correction (W1, W2) and the
correction factor transfer coefficient deviation of �5% (W3, W4) are presented in
Figures 33 and 34.

It was previously shown that when the signal of the motor rotation speed devi-
ates by 5%, the vector control at some speeds “falls apart.” Thus, the proposed
method of analyzing processes in an asynchronous drive with frequency control
according to varying frequency characteristics (“families” of characteristics with
frozen frequency and slip parameters) made it possible to offer effective, from the
point of view of theoretical analysis, correction without speed sensors, which allows
linearizing a substantially nonlinear structure.

In the future, the effectiveness of the proposed relationship is confirmed by
modeling and experiment.

Comparative speed diagrams (static and dynamic characteristics) for an open-
loop system, speed closed system, and stator current closed system are shown in
Figure 35. The results of studies of the frequency properties of AED are presented
in Table 4.

The formulas of the frequency characteristics of the electric drive with positive
feedback on the stator current shown in Figure 36 have significantly less variability
in frequency characteristics due to changes in frequency (f) and slip (S). This

Figure 33.
Frequency characteristics of the torque driver and transfer functions of the corrective element for the frequency of
the stator voltage of 10 Hz, accurate (W1) and with a deviation of the transmission coefficient of the corrective
element by 5% (W2).
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explains the stability of transients during acceleration and load buildup at various
speeds of rotation. This also explains the significantly smaller differences in pro-
cesses at different speeds of rotation. These frequency characteristics are close to
the frequency characteristics of DC drives, which open up prospects for their use in
complex mechanisms, including in drives of complex industrial mechanisms.

Spectral analysis of rotor currents also showed a higher efficiency of the pro-
posed correction—both the model and experimental studies showed significantly
lower frequencies of rotor currents and the absence of a spectrum below the
fundamental frequency.

Particular attention should be paid to the same frequency of rotor currents in the
model when the load is loaded at different speeds of rotation. This indicates the
stabilization of the rotor flux linkage, which will be confirmed by special modeling.
Attention should be paid to smaller values of stator currents, both in models
(Figure 37) and in experiments (Figure 36).

The frequency of the rotor current under load (at a speed of 90 rad/s) with
vector control, scalar without feedback, and scalar with feedback on the stator
current is 10.6, 2.72, and 1.74 Hz, respectively.

The frequency of the rotor currents is the lowest in the model of the system with
a positive feedback on the stator current, which indicates a more efficient algorithm
for the formation of a mechanical torque. At that, in comparison with the scalar
control in an electric drive with a positive stator current connection, work at low
speeds is stabilized, and, in practice, there are no speed dips in the case of load
surges, and in comparison with the vector, there are significantly lower frequencies
of the rotor current and, accordingly, the frequency of real slip. Analytic way to
explain and, even more so, to predict this situation is almost impossible, so let us

Figure 34.
Frequency characteristics of the torque driver and transfer functions of the corrective element for the frequency of
the stator voltage of 50 Hz, accurate (W3) and with a deviation of the transmission coefficient of the corrective
element by 5% (W4).
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turn to experiments. The values of the fundamental frequencies under load and no-
load are shown in Table 5.

Attention should be paid to the possibilities of further improvement of control
algorithms, which are opened using the rotor current signal, for example:

1.You can get accurate information about the speed of electric motor rotor
rotation.

Figure 35.
Comparative speed diagrams (static (a) and dynamic (b, c) characteristics) for an open-loop system, speed
closed system, and stator current closed system.

Electric drive control system Static load Periodic speed
reference

Periodic load

Δω,
rad/s

Ttp, s Δω,
rad/s

Δφ, el.
deg

Δω,
rad/s

Δφ, el.
deg

Open-loop system 10 0.3 �5.03 84 �2.19 270

Speed closed system 10 0.6 �4.99 84 �3.31 230

Stator current closed system (PDF) 4 0.1 �6.4 72 �1.19 200

Table 4.
The parameters of the experimental signals for various control systems AED shown in Figure 35.
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2.It is possible to accurately calculate the rotor flux linkage and remove one of
the essential assumptions from the control.

These changes in algorithms can significantly improve the controllability of
asynchronous electric motors. To solve the problem of measurement in various
ways, the most obvious is to use electric motors with a phase rotor, which the
Russian industry continues to produce. They are not as technologically advanced as
squirrel-cage induction motor, but as the experience of the entire twentieth century
shows, controllability is worth the price. You only need to define it.

Thus, spectral analysis of the rotor currents of an asynchronous electric drive
can be a very effective method of identifying control algorithms for nonlinear
structures, which include an asynchronous electric drive with frequency control.
This analysis showed that the most effective method used in standard frequency
converters for the formation of time would be frequency control with positive
feedback of the stator current. This control is dominated by pronounced harmonic
components, which indicates the proximity of this structure to the linear and
significantly better controllability of the drives, which makes them promising to be
used in high-tech mechanisms, in particular, in industrial robots.

Figure 36.
Diagram of the speed and current of the rotor of an asynchronous drive with scalar control and stator current
feedback. Spectrum of the rotor current signal.

Figure 37.
Modeling processes in an asynchronous electric drive with scalar control with feedback on the stator current
(PDF).
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4.6 Structural stability of AED

The described analysis and examples show that stability of electric drive or a
good stability margin ensuring required processes may be obtained not only by
bringing the system elements closer to ideal as first- and second-order elements
(which often entails material costs) but also by finding necessary structural solu-
tions. Along with that, for systems with oscillations in the direct channel elements,
the best effect is reached with the help of additional cross couples and, for nonlinear
negative couples, with the help of dynamically adjusted positive feedback. It should
be admitted that there is still no universal method of solving nonlinear differential
equations, but in some cases the effective solution is possible. The suggested inter-
pretation of the criterion allows the logic transition to the notion of “structural
stability.” For that, conditions of stability at К!∞ should be considered. Here,
conditions (7) and (8) will be as follows:

Re 1þ jωqð ÞW�½ �>0 (19)

and for the phase shift,

φ 1þ jωqð ÞW�½ �>� 90°, (20)

along with that, stability will influence the Bode phase plot throughout the
whole frequency range.

In the real electric drive, especially in alternating current one, there are both
nonlinearities and high-order dynamic elements; therefore, it is not permissible to
reduce them to linear variants. The suggested interpretation makes it possible to
analyze stability and stability margin and to find structural solutions for stability
problem for nonlinear structures. At the same time, the structural correction effec-
tively works with sinusoidal disturbance signals, which suggests the possibility of
applying frequency-controlled AEDs in systems with master signals and distur-
bances of complex spectral composition. In which until today, they have not been
applied.

5. Conclusions

The proposed structural transformations - positive dynamic feedback on the
stator current does not require constructive changes in the engines (e.g., installation
of flow coupling sensors) and complex calculations (as in DTC). At the same time, it
can provide a state of AED that is closer to LSS than scalar and vector control.
Experiments will be conducted to ensure the best dynamic and static characteristics
of the AED with “PDF.”

Control system No-load Under load

Vector control 2.1 Hz 6.25 Hz

Vector speed feedback control 2.1 Hz 8.75 Hz

Scalar control without feedback 1.69 Hz 4.75 Hz

Scalar control with stator current feedback 1.75 Hz 3.5 Hz

Table 5.
Frequency and value of the fundamental harmonic for various control algorithms.
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1.The complex of the conducted studies confirmed the need to analyze the
dynamics of asynchronous electric drives with frequency control as nonlinear
non-stationary systems. Vector control implemented in standard frequency
converters of world leading companies widely used in industry and power
engineering in dynamic modes performs inefficient linearization by “direct”
conversions, which, under numerous assumptions and use of linear stability
and optimization criteria, leads to inefficient dynamic parrying of external
loads. The proposed formulation of the stability criterion for systems with
nonlinear dynamics in terms of amplitude and phase frequency characteristics
has shown its effectiveness for the synthesis of structural solutions in AED.

2.The proposed method for identifying asynchronous electric drives by a family
of frequency characteristics and transfer functions allows describing the main
problems arising in the practical implementation of electric drives, namely, the
nonlinear response from loads at different speeds of rotation of the electric
motor, unprovoked control failures, non-sinusoidal processes in the electric
drive, and dynamic processes with external disturbances in the first place.

3. It is shown that the AED correction in the zone of the cutoff frequency, based
on the Nyquist criterion, is ineffective due to significant nonlinearities of the
electric drive, and structural solutions operating in the entire frequency range
can significantly improve a number of very important dynamic characteristics
of the electric drive. The proposed correction method, based on the
introduction of dynamic positive feedback of the stator current, allows to
provide the drive advantage in dynamic modes of operation to a large extent to
ensure the overload characteristics of the drive.

4.The proposed comprehensive method for studying complex control systems
with essentially nonlinear links, combining qualitative analysis with detailed
experiments and modeling, has shown its effectiveness. It allows you to
establish cause–effect relationships in the processes and suggest ways to
improve them.

5.The proposed method of identifying control algorithms and the dynamics of
the electric drive using the rotor currents of the motor is very effective and has
significant prospects in new ways of AED control.

6.Studies have shown that the frequency control of AED when improving its
algorithms has significant prospects for application in precise technologies in
the development of complex reference and disturbing signals.
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Chapter 9

Web Tension and Speed Control in
Roll-to-Roll Systems
Jingyang Yan and Xian Du

Abstract

Roll-to-roll (R2R) printing shows great potential for high-throughput and cost-
effective production of flexible electronics, including solar cells, wearable sensors,
and so on. In roll-to-roll process, precise control of the web speed and tension is
critical to ensure product quality, since improper web speed and tension would lead
to severe damages to the substrates. In this chapter, we will focus on the advanced
control algorithms of web tension and speed control in roll-to-roll system. Two
concepts of control algorithms will be presented, which are model-based control
and data-based control. For model-based control algorithms, the modeling of web
dynamics and an application of robust H∞ controller will be reviewed; for data-
based control algorithms, two methods of neural network control learning methods
will be introduced, and the application of neural network control in web tension
and speed control will be presented. Moreover, performances of different control
algorithms are compared.

Keywords: roll-to-roll system, tension control, speed control, model-based control,
neural network control

1. Introduction

Flexible electronics offer lightweight, thin form factor and unbreakable
foldability with maximum design freedom and easy affordability, bringing the
world of consumer electronics to a new age. Research works have been carried out
to explore its use for a wide range of applications, from simple low-power electronic
circuity for conventional logics and mobile devices, smart and paperlike displays,
efficient energy harvesting and storage capability, disposable label-free biosensors,
and smart skins to autonomous wearable electronics.

In order to realize such a huge potential, appropriate mass production technolo-
gies need to be developed. The roll-to-roll (R2R) printing process as a low-cost and
fast-throughput patterning, and fabrication technique on flexible substrates is the
current focus. Several kinds of printing technologies, such as inkjet printing [1],
microcontact printing [2], and gravure printing [3], have been successfully applied
on roll-to-roll system to fabricate flexible electronics. The print resolution has
achieved 50–100 nm at lab scale, which makes high-resolution flexible devices
available. This high-resolution printing process requires high demands on the con-
trol of web speed and web tension, as the printed patterns would be destroyed by
the fluctuation of the web speed and web tension, even the web itself may be
broken or sagged. As a result, web tension and speed are two key variables that
affect the quality of the manufactured products.
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This chapter is aimed at introducing different methods of web tension and web
speed control. The control algorithms are classified into two large groups: model-
based control and data-based control. For model-based control, first, the dynamic
model of the web handling system is developed. After that, two major control
algorithms, PID and decentralized control, are presented. For data-based control,
the application of neural network control will be discussed. Moreover, perfor-
mances of the above control algorithms are compared.

2. Model-based control

Model-based control mentioned here refers to plant modeling based on physical
laws. The mathematical model conceived is used to identify dynamic characteristics
of the plant model. Controllers can be synthesized based on these characteristics.
The main steps in model-based method are:

1.Plant modeling. Plant modeling is based on physical laws, where a model
consists in connected blocks that represent the real physical elements of the
plant. Usually, certain parameters are hard to measure, such as the model of
load cells and motors in roll-to-roll system. In this situation, parameter
optimization could be applied. It is done in several steps in order to reduce the
number of parameters to identify at each step.

2.Controller analysis and synthesis. Based on the model of the plant, differential-
algebraic equations can be derived which governs plant dynamics. Different
control algorithms can then be designed.

In this section, the modeling of roll-to-roll web handling system is derived. A
robust H∞ controller is then introduced. This work is mainly from Refs. [4-6].

2.1 Dynamic model

A typical roll-to-roll system can be divided into two parts: web handling part and
printing part. Here, we will focus on the web handling part. Web handling refers to
the physical mechanics related to the transport and control of web materials
through processing machinery. It is common to divide a process line into several
tension zones by denoting the span between two successive driven rollers as a
tension zone in web handling. Since the free roller dynamics influences the web
tension only during the transients due to acceleration/deceleration of the web line
and negligible effect during steady-state operation, the assumption that the free
rollers do not contribute to web dynamics during static operation is reasonable. This
assumption will be used in developing dynamic model. Also it is assumed that there
is no slip between the web and rollers, and the web is elastic.

Figure 1 shows a web line with three tension zones. It consists of four motorized
rollers and three load cells. Load cells are mounted between each pair of rollers
which are used to measure the web tension. The driving motors are donated byMi for
i = 0, 1, 2, and 3, ui donates input torque from the ith motor, vi represents the linear
web speed on the ith roller, and ti represents the web tension in the span between
(i � 1)th and ith rollers. There are four sections in the web line in Figure 1, which are
the unwind section, master speed roller, process section, and rewind section. Master
speed roll is used to set the reference speed of the whole web process lines. The
unwind roll and rewind roll release/accumulate material to/from the processing
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section of the web line. Thus, their radius and inertia are time-varying. The dynamics
of different sections are introduced in the following.

Unwind section: A cross-sectional view of the unwind roll is shown in Figure 2.
The associated local state variables for the unwind section are web speed v0 and
tension t1. At any time t, the effective inertia J0(t) of the unwind roller is given by

J0 tð Þ ¼ n20 Jm0 þ Jc0 þ Jω0 tð Þ (1)

where n0 is the gearing ratio between the motor shaft and unwind roll shaft. Jm0

is the inertia of all the rotating parts on the motor side, which includes inertia of
motor armature, driving pulley, deriving shaft, etc. Jc0 is the inertia of the driven
shaft and the core mounted on it. Jw0 is the inertia of the cylindrical wound web
material on the core. Both Jm0 and Jc0 are constant, but Jw0 is not constant due to the
releasing the web. The inertia, Jw0, is given by

Jω0 tð Þ ¼ π

2
bwρw R4

0 tð Þ � R4
c0

� �
(2)

where bw is the width, pw is the density of the web material, Rc0 is the radius of
the empty core, and R0(t) is the radius of the material roll.

The speed dynamics of the unwind roll can be written as

d
dt

J0ω0ð Þ ¼ t1R0 � n0u0 � bf0ω0 (3)

_J0ω0 þ _ω0 ¼ t1R0 � n0u0 � bf0ω0 (4)

Figure 1.
A web processing line with four motorized rolls and three load cells.

Figure 2.
Model of unwind roll for dynamic analysis.
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where ω0 is the angular speed of the unwind roll and bf0 is the coefficient of
friction in the unwind roll shaft. The change rate in Jot is only because of the change
in Jω0(t), and from Eq. (2), the rate of change of J0(t) is given by

_J0 tð Þ ¼ _Jω0 tð Þ ¼ 2πbωρωR
3
0
_R0 (5)

The speed of the web coming off the unwind roll is related to the angular speed
of the unwind roll by v0 = R0ω0. Hence, w0 can be obtained in terms of v0 as

_ω0 ¼ _v0
R0
�

_R0v0
R2
0

(6)

Substitute Eqs. (4) and (5) into Eq. (3), we have

J0
R0

_v0 ¼ t1R0 � n0u0 �
bf0
R0

v0 þ
_R0v0
R2
0

J0 � 2πρωbωR
2
0
_R0v0 (7)

The rate of change of radius, R0, is a function of the speed v0 and the web
thickness tw and is approximately given by

_R0 ≈ � tw
2π

v0 tð Þ
R0 tð Þ (8)

This is because the thickness affects the rate of change of the radius of the roll
only after each revolution of the roll; the continuous approximation is valid since
the thickness is generally very small. Hence, Eq. (6) can be simplified to

J0
R0

_v0 ¼ t1R0 � n0u0 �
bf0
R0

v0 � tω
2πR0

J0
R2
0
� 2πρωbωR

2
0

 !
v20 (9)

To derive the dynamic behavior of the web tension as shown in Figure 3, we
need three laws:

Hooke’s law, which models the elasticity of the web
Coulomb’s law, which gives the web tension variation due to the fraction and to

the contact force between web and roll
Mass conservation law, which expresses the cross-coupling between web

velocity and web strain

Figure 3.
Model for calculating web tension.
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For Hooke’s law, the tension t of an elastic web is the function of the web strain ε:

T ¼ ESε ¼ ES
L� L0

L0
(10)

where E is Young’s modulus, S is the web section, L is the web length under
stress, and L0 is the nominal web length. Note that Hooke’s law is valid for most web
materials, if the tension is not too large. Moreover, the Young’s modulus is very
sensitive to the temperature and the humidity level. On the processing line, the web
may go through different processes. Therefore, its elasticity properties may consid-
erably change during the process.

Coulomb’s law: The study of the web tension on a roll can be considered as a
problem of friction between solids. On the roll, the web tension is constant on a
sticking zone which is an arc of length a and varies on a sliding zone which is an arc
of length g. Then, the web strain between the first contact point of a roll and the
first contact point of the flowing roll is given by

ε x; tð Þ ¼
ε1 tð Þ x≤ a

ε1 tð Þeμ x�að Þ a≤ x≤ aþ g

ε2 tð Þ aþ g≤ x≤ Lt

8>><
>>:

(11)

where μ is the friction coefficient and Lt = a + g + l.
The tension change occurs on the sliding zone, while the web speed is equal to

the roll speed on the sticking zone. A sliding zone can also appear at the roll entry if
the tension varies at high rate.

Mass conservation law: Consider a web of length L = L0(1 + ε) with weight
density ρ, under a unidirectional stress. If the cross section stays constant, then,
according to the mass conservation law, the mass of the web remains constant
between the state without stress and the state under stress

ρSL ¼ ρ0SL0 ) ρ

ρ0
¼ 1

1þ ε
(12)

Based on these three laws, web tension between two successive rolls can be
obtained. The equation of continuity applied to the web transport system gives

∂ρ

∂t
þ ∂ ρVð Þ

∂x
¼ 0 (13)

where V represents the web speed in the control volume. Using Eq. (12), we
integrate on the control volume V defined by the first contact points between the
web and the rolls:

ð

V

∂

∂t
1

1þ ε

� �
dV ¼ �

ð

V

∂

∂x
V

1þ ε

� �
dV (14)

If the web section is constant, dV = Sdx, we can integrate with respect the
variable x from 0 to Lt:

∂

∂t

ðLt

0

1
1þ ε x; tð Þ dx

� �
¼ �

ðLt

0

∂

∂x
V x; tð Þ

1þ ε x; tð Þ
� �

dx (15)
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Using Eq. (11) and assuming that a + g ≪ L, we can obtain
ðLt

0

1
1þ ε x; tð Þ dx≈

L
1þ ε Lt; tð Þ (16)

Let ε(0, t) = ε1, ε(Lt, t) = ε2, V(0,t) = V1 and V(Lt, t) = V2; then, the final
relationship is

d
dt

L
1þ ε2

� �
¼ V1

1þ ε1
� V2

1þ ε2
(17)

Assuming that ε1 ≪ 1, ε2 ≪ 1, then

1
1þ ε

≈ 1� ε (18)

Considerable mathematical simplification can be obtained by using Eqs. (18) in
(17) as follows:

L
d
dt

1� ε2ð Þ ¼ 1� ε1ð ÞV1 � 1� ε2ð ÞV2 (19)

Rearranging equation and using Eq. (1) gives

L
dT2

dt
¼ AE V2 � V1ð Þ þ T1V1 � T2V2 (20)

Hence, dynamic behavior of the web tension t1 is given by

L1 _t1 ¼ AE v1 � v0½ � þ t0v0 � t1v1 (21)

Master speed roller: The dynamics of the master speed roller are given by

J1
R1

_v1 ¼ t2 � t1ð ÞR1 þ n1u1 �
bf 1
R1

v1 (22)

Processing section: The web tension and web velocity dynamics in the process
section are given by

L2 _t2 ¼ AE v2 � v1½ � þ t1v1 � t2v2 (23)

J2
R2

_v2 ¼ t3 � t2ð ÞR2 þ n2u2 �
bf2
R2

v2 (24)

Sometimes there are idler rolls in processing section; in that case, we can ignore
the torque generated by the motor in Eq. (24).

Rewind section: The web dynamics of speed in rewinding section are similar to
those in unwind section, and the only difference is that the radius of rewind roll is
increasing. The web tension and speed dynamics in rewind section are

L3 _t3 ¼ AE v3 � v2½ � þ t2v2 � t3v3 (25)

J3
R3

_v3 ¼ �t3R3 þ n3u3 �
bf3
R3

v3 þ tω
2πR3

J3
R2
3
� 2πρωbωR

2
3

 !
v23 (26)

Equations (9) and (21)–(26) represent the dynamics of the web handling.
Extension to other web lines can be easily made based on this model. However, it is
necessary to emphasize all the assumptions when using this model:
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1.The length of contact region between the web material and a roller is
negligible compared to the length of free web span between the rollers (i.e.,
the strain variations in the contact region are negligible).

2.The thickness of the web is very small compared with the radius of rollers
over where the web is wrapped.

3.There is no slippage between the web material and the rollers.

4.There is no mass transfer between the web material and the environment
(i.e., no humidification or evaporation).

5.The strain in the web is small (much less than unity).

6.The strain is uniform within the web span.

7.The web cross section in the unstretched state does not vary along the web.

8.The density and the modulus of elasticity of the web in the unstretched state
are constant over the cross section.

9.The web is perfectly elastic.

10.The web material is isotropic.

11.The web properties do not change with temperature or humidity.

2.2 Model-based robust H∞ control

To synthesize the controllers, we need a linearized model of the plant. The linear
model is obtained by linearizing the simplified form of the equations around the
nominal web tension and velocity, by assuming slow variations of the radius and
inertia. Let T = t � t0, V = v � v0, where t0 and v0 are tension and speed reference
and T and V are the variants in tension and speed, respectively. At the initial steady-
state operating condition, the equation must be satisfied:

0 ¼ �v10 þ v20 þ ε10v10 � ε20v20 (27)

The following linearized model results from applying Eq. (27) with Eq. (21), and
dropping second-order terms:

Li _ti ¼ AE vi � vi�1½ � þ v0 ti�1 � tið Þ (28)

Using Eqs. (14), (22), (24), (26), and (28), the state-space representation of the
nominal model around an operation point, Vi = V0, for i = 1, 2, 3, 4, 5,Ti = T0 for
i = 2, 3, 4, 5, with a web tension on the unwound roller equal to zero can be
expressed as

Em _X ¼ A tð ÞX þ BU

Y ¼ CX
(29)

Here, model Eq. (29) is called nominal model G0 of the web handling system.
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Robust H∞ control is a powerful tool to synthesize multivariable controllers with
interesting properties of robustness and disturbance rejection. The robust controller
is designed according to nominal model G0 with full unwind roller and empty
rewind roller. The robust H∞ controller is synthesized using the mixed sensitivity
approach [7, 8], as shown in Figure 4, where w is the exogenous inputs and z is the
controlled signals.

The frequency-weighting functions Wp, Wu, and Wt appear in the closed-loop
transfer function matrix in the following manner:

Twz ≔

WpS

WuKS

WtT

2
664

3
775 (30)

where S is the sensitivity function, S ¼ 1þ GKð Þ�1, and T is the complementary
sensitivity function T ¼ I � S.

The controller K is calculated using “γ-iterations” [9]. It is a stabilizing controller
such that the H∞ norm of the transfer function between w and z is

Twzk k∞ ≔ sup
w

σmax Twz jwð Þð Þ≤ γ (31)

With γ close to γmin, the smallest possible value of γ. In a sense, the controller K
“minimizes” the transfer between w and the controlled signal z.

The frequency-weighting function Wp is usually selected with a high gain at low
frequency to reject low-frequency perturbations and to reduce steady-state error.
The structure of Wp is as follows:

Wp sð Þ ¼
s
Mþ wB

sþ wBε0
(32)

where M is the maximum peak magnitude of S, Sk k∞ ≤ M, wB is the required
bandwidth frequency, and ε0 is the steady-state error allowed. The weighting func-
tion Wu is used to avoid large control signals, and the weighting function Wt

increases the roll-off at high frequency. Figure 5 shows the performances of PID
controller and multivariable H∞ robust control.

Figure 4.
Mixed sensitivity method for H∞ controller design.
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3. Data-based control

From the physical model of the web handling part, we can see that the model is
nonlinear and time-variant, which leads to difficulties in monitoring the dynamics.
Besides, in order to implement controllers, the model is linearized by dropping the
high-order terms. Thus, the designed controller can’t follow closely enough the
dynamics of the system during all the winding process. Moreover, up to 11 assump-
tions are made to derive the model. However, we can’t guarantee that all the
assumptions are satisfied, which may cause a large difference between the perfor-
mance of the model and the real plant. To overcome these disadvantages of model-
based control, data-based control was carried out. In data-based control, the identi-
fication of the plant model and/or the design of the controller are based entirely on
experimental data collected from the plant. The controlled plants in data-based
control are treated as black-boxes, which the dynamics of plants can be learned
using a large amount of sensory data.

The standard approach in data-based control system design has two steps:

1.Model identification: The basic idea of data-based control is to make use of
the wealth of data obtained from sensors to learn the dynamics of the plant.
These data are also called training data.

Figure 5.
Performances of robust H∞ controller and PID controller.
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2.Controller design: The controller design could be done in the same way as in
model-based control, such as neural generalized predictive control (GPC).
Meanwhile, training method can also be applied for training the controller, like
neural network control.

In this section, we will introduce an application of one data-based control algorithm,
i.e., neural network control, in web tension and speed control of roll-to-roll system.

3.1 Neural network

Neural network is a universal approximator, which is capable of approximating
any measurable function to any desired degree of accuracy. Hence, we could use
neural network to learn the dynamics of plants. Here, we use the classical definition
of neural network in Ref. [10]. Neural network consists of networks of artificial
neurons in which the data flows through and their weights are changed to reduce
the error in the learning process. A one-layer neural network is typically presented
by a network diagram as in Figure 6. Derived features Zm are created from linear
combinations of the inputs; then the output Y is modeled as a function of linear
combinations of the Zm:

Zm ¼ σ α0m þ αTmX
� �

, m ¼ 1,…,M

Tk ¼ β0k þ βTk Z, k ¼ 1,…, K

f k Xð Þ ¼ gk Tð Þ, k ¼ 1,…, K

(33)

The activation function σ vð Þ is usually chosen to be the sigmoid:

σ vð Þ ¼ 1
1þ e�v

(34)

Figure 6.
Schematic of a single-layer feedforward neural network.
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β and α are additional bias feeding into every unit in the hidden and output
layers, which captures the intercepts of α0m and β0k in model.

For output function gk(T), we usually choose the identity function gk(T) = T.
The units in the middle of the network are called hidden units as the values Zm

are not observed directly. Generally, there can be more than one hidden layer.
ANN encompasses various types of learning algorithms, the most popular of

which include feedforward neural network and recurrent neural network.
In feedforward neural network, the data flow is one directional, which is from

the input layer through hidden layers to the output layer without loop and feedback.
In recurrent neural network, some of the outputs are fed back to the input layer.

One of the applications of recurrent neural network is time series prediction, which
then can be applied in predictive control [11].

After a certain neural network is built, it needs to get training, which is to find a
set of weights to minimize the error between the real outputs and predicted outputs.
Backpropagation is a method used in neural networks to calculate a gradient that is
need in the calculation of the desired weights based on mean squared error loss
function [12]. This method has two steps: first data are fed into the network from
input layer, and the activations for each layer of neurons are cascaded forward; then
based on the loss, we calculate the gradient from the output layer to the input layer
and update the weights.

3.2 Neural network control

In control system, in order to implement an effective algorithmic controller, we
must have a thorough understanding of the plant that is to be controlled, which is
very difficult in practice. A neural network controller performs a specific form of
adaptive control, as it has nonlinear network and adaptable parameters. The learn-
ing process gradually tunes the weights so that the errors between the desired out-
puts and actual plant outputs are minimized. Here we introduce two learning
structures to minimize the error signal, which are both simple and easy to under-
stand and implement [13].

Figure 7 shows the general learning method for training the neural network
controller that does minimize the overall error. The training sequence is as follows.
A plant input u is applied to the plant to get a corresponding y. The network is
trained to reproduce u at its output from y. Then the trained neural network
controller should be able to reproduce an appropriate input u based on the desired
output d. This will certainly work if the desired output d is sufficiently close to one
of the training data y. Thus, the success of this method highly relies on the ability of
the neural network to learn to respond correctly to inputs that are not applied in the

Figure 7.
Generalized learning structure.
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training phase. Notice that we can’t select the training data in regions of interest as
we don’t know which plant inputs correspond to the desired outputs d. Thus, we
typically try to uniformly populate the input space of the plant with training data so
that the neural network can interpolate the intermediate region. In this case, the
general learning method may have to learn a larger operational range than is neces-
sary which is time consuming.

Figure 8 shows the specialized learning method for training the neural network
controller to operate properly in regions of interest only. The desired output d is
used as the input to the network. The neural network is training to find the input u
that derives the system output y to the desired d. The training is accomplished by
using the error between the desired d and actual plant output to adjust the weights
using gradient decent procedure; during each iteration the weights are adjusted to
reduce the error. Notice that this procedure needs knowledge of the Jacobian of the
plant. This method can be learned in the region of specialization and can be trained
online. However, the general method must be trained offline. Feedforward neural
networks are nondynamical systems and, therefore, input-output stable. Conse-
quently, offline training presents no stability problem for the control system. Intu-
itively, we expect no stability problem in offline training, if we add penalty to the
weights in loss function and the learning rate is slower enough.

3.3 Neural network control application in web tension and speed control

Figure 9 presents the prototype of our roll-to-roll system. Here, we only use the
web handling part to test the neural network controller. The web handling part
consists of one unwind roll, one rewind roll, one idler roll, and one tension-
measuring roll. The web unwinds at unwinder and passes through the idler roll and
tension-measuring roll and rewinds at rewind roll. A ring encoder and a readhead
(RENISHAW MF100F and LM10) are mounted on the idler roll, which the diame-
ter is 3 inches, to measure the linear web moving speed with a resolution of
1,310,720 CPR. The tension-measuring roll (FMS RMG1922) is used to measure the
tension of the web with 1 kHz sampling rate and 0.25 N resolution. The unwind roll
and rewind roll are driven by two servo motors (YASKAWA SIGMA-7). The rewind
roll is used to control the web speed according to the measured speed from the
encoder. The unwind roll is used to control the tension based on the feedback
signals from the tension-measuring roll. The diameter of unwind roll and unwind
roll are both 3.25 inches after installing the core. The web we used here is MYLAR
type A film with 5 mil thickness and 4 inches width.

The data acquisition, A/D conversion, data processing, and control algorithm are
all carried out using NI CompactRIO (NI CompactRIO 9049). The motor control is
done by LabVIEW SoftMotion Module. The integrated field-programmable gate

Figure 8.
Specialized learning structure.
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array (FPGA) in CompactRIO is used to receive the encoder signals and tension
signals with up to 40 MHz sampling rate.

A single-layer feedforward neural network with time-delayed structure is gen-
erated to learn the plant using generalized learning method. The structure is shown
in Figure 10. The inputs to this network consist of external inputs, u(t) and y(t� 1),
and their corresponding delay nodes, u(t� 1), …, u(t� du) and y(t� 2),…, y(t� dy).
The parameters du and dy represent the number of delay nodes. The advantage of this
time-delayed structure is to help the neural network to learn the dynamics of the
plant with time-variant parameters. As mentioned above, the disadvantage of gener-
alized learning method is that we need to train the model in a large region. To
overcome it, we demonstrate a simple method to find the possible region of interest.
We first applied an untuned PID controller to the system. The input to the PID
controller is the desired tension or speed. Then we recorded the outputs of the PID
controller, which are the real inputs to the plant and the real outputs of the plant.
These data are fed into the neural network. Here, we set the time delay du and dy to 8
and the size of hidden layers here is 10; the activation function is tansig for the hidden
layer and purelin for output layer.

The building and training of the neural network are both done in MATLAB. In
Ref. [14], the trained neural network is called in LabVIEW through MATLAB

Figure 9.
Experimental setup of web handling system.

Figure 10.
The structure of neural network for controller.
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array (FPGA) in CompactRIO is used to receive the encoder signals and tension
signals with up to 40 MHz sampling rate.

A single-layer feedforward neural network with time-delayed structure is gen-
erated to learn the plant using generalized learning method. The structure is shown
in Figure 10. The inputs to this network consist of external inputs, u(t) and y(t� 1),
and their corresponding delay nodes, u(t� 1), …, u(t� du) and y(t� 2),…, y(t� dy).
The parameters du and dy represent the number of delay nodes. The advantage of this
time-delayed structure is to help the neural network to learn the dynamics of the
plant with time-variant parameters. As mentioned above, the disadvantage of gener-
alized learning method is that we need to train the model in a large region. To
overcome it, we demonstrate a simple method to find the possible region of interest.
We first applied an untuned PID controller to the system. The input to the PID
controller is the desired tension or speed. Then we recorded the outputs of the PID
controller, which are the real inputs to the plant and the real outputs of the plant.
These data are fed into the neural network. Here, we set the time delay du and dy to 8
and the size of hidden layers here is 10; the activation function is tansig for the hidden
layer and purelin for output layer.

The building and training of the neural network are both done in MATLAB. In
Ref. [14], the trained neural network is called in LabVIEW through MATLAB

Figure 9.
Experimental setup of web handling system.

Figure 10.
The structure of neural network for controller.
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scripts. However, we find that this implementation would consume a rather long
time, which is about 100 ms in our application. Since this delay is caused by the
communication between MATLAB program in personal computer and LabVIEW
program in NI CompactRIO, if we put the neural network into the CompactRIO
directly, the delay could be eliminated entirely. Therefore, we complied the
MATLAB code into a shared objects file (.so) which can be integrated to
CompactRIO directly. The resulted time to call the neural network is reduced to
20 μm, which is fast enough for real-time application.

Figure 11 shows the results of using neural network to control web speed and
tension. The reference speed and tension are set to 3 inch/second and 20 N, respec-
tively. We have recorded the web tension and speed during the whole process. The
maximum deviation (ΔT/T) of measured tension is 7 and 4% for speed (ΔV/V).
The standard deviation is 0.2% for tension and 0.1% for speed. The tension
requirement in roll-to-roll fabrication is error within 10%. Thus, the neural network
controller meets the requirements. Moreover, using neural network to control web
speed and tension saves lots of work and time in identifying the mathematical motel
of roll-to-roll system. We should mention that, during the starting phase, the
variation of speed and tension is both larger than the other phases. The possible
reason is that the training data from PID controller doesn’t cover the region of
interest in this phase, so that the interpolation of neural network is not accurate.
Our future work will include investigating this issue.

4. Conclusion

Roll-to-roll fabrication is known as a cost-effective method in producing elec-
tronic devices on flexible substrates. However, improper tension and speed may
cause manufacturing defects of the substrate, including web wrinkling, edge cracks,
and web misalignment, which lead to damages and wastes of the products. Hence,
the study and control of web handling systems are carried out for decades. In this
chapter, we introduce the two set of control algorithms in web handing field,
model-based control and data-based control. In model-based control, a mathemati-
cal model of web tension and speed is derived. Based on the model, a robust H
controller is applied. In data-based model, neural network control is discussed in
detail. Two major learning methods are compared. A real application of neural
network control in web handling is realized in roll-to-roll system. Both control
algorithms have advantages and disadvantages. For model-based control, the

Figure 11.
Results of neural network control of web tension and speed. The left figure shows the tension performance and
the right figure shows the speed performance.
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physical laws behind the dynamics of plant are clear; however, certain parameters
of the model are difficult to identify, and some control algorithms are hard to realize
in real life. For data-based control, the design of the controllers is simple and easy to
implement, but we don’t know what happens inside the controller. Consequently, it
is worth to explore different control algorithms for a certain roll-to-roll system and
then choose the one with the best performance.
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Chapter 10

Agent-Based Control System as
a Tool towards Industry 4.0:
Directed Communication Graph
Approach
Adenuga Olukorede Tijani, Mpofu Khumbulani
and Adenuga Olugbenga Akeem

Abstract

Agent-based control systems composed of simple locally interacting controller
agents with demonstrated complex group behaviour. There have been relatively
few implementations of agent-based control systems, mainly because of the diffi-
culty of determining whether simple controller agent strategies will lead to desirable
collective behaviour in a large system. The aim of this chapter is to design an agent-
based control system for sets of ‘clustered’ controller agents through proposed
directed communication graph approach as potent tool for the Industry 4.0. To
reach global coordination with focus on real world applications, we use cluster
algorithm technique in a set of rules for assigning decision tasks to agents. The
outcomes include behavioural pattern, trend of agents and multi-agents usage in
rail manufacturing enterprise resource planning and supply chain management.
The results of this study showed that the combination of multi-agent system has
ability to interact effectively and make informed decision on the type of mainte-
nance actions, resource planning, train arrival times, etc.

Keywords: agent-based control systems, directed communication graph,
Industry 4.0, fuzzy-PID controller, open architecture

1. Introduction

An agent is define as a concept in the field of artificial intelligence with flexible
autonomous actions including responsiveness, autonomy, pro-activeness, adapt-
ability, mobility, veracity, situatedness, reasoning, social behaviour and learning
[1–3]. An agent could be a mechanical system, a person, a smart dog, and a piece of
software with an embedded control algorithm used as an intelligent controller.
Agent’s applications in heterogeneous distributed database [4]; or mobile software
entity can act and make decision on behalf of a human [5].

Agent-based approach has created a platform to analyse, design, and implement
complex (software) systems [6], with design methodologies namely problem-
oriented, architecture-oriented and process-oriented [7]. The two promising
approaches to problem-oriented agent-based design are the Gaia approach [8] and
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the Multi-agent Systems Engineering (MaSE) approach [9]. It involves a four-layer,
real-time holonic control architecture to deal with internal and external asynchro-
nous signals with the necessary time constraints. The architecture is an abstract
level of how to locate and communicate with each other through exchanging of
messages and registering themselves on the platform. It provided a common,
unchanging point of reference for FIPA-compliant (Foundation for Intelligent
Physical Agents) as standards and platforms for implementations, and represents
speech acts encoded in an agent communication language by exchanging messages
through the standard services of agent directory services, message transport ser-
vices and service directory services [10]. Agent-based systems are considered as an
avenue to an improve method for conceptualising, designing and implementing
software systems, and as a solution to the legacy software integration problem [1].
Iribarne et al. [11] explained the interaction between agents, sharing a common
ontology is dependent on three interpretations: concepts, predicates and actions. In
distributed or reconfigurable design problem, the structural aspects may benefit
from an agent-based approach through the concept of agent-oriented programming
(AOP) [12] in the development of a solution. This is relatively a new software
paradigm that brings the theories of artificial intelligence into mainstream realm of
distributed or complex systems. The focus of an agent-based approach is on goals,
tasks, communication and coordination. The AOP ideas are about modelling an
application of collection of agents, which have the ability to communicate, with
autonomy and proactiveness to some significant degree of exploitation in commer-
cial applications. An increasingly wide variety of applications, ranging from com-
paratively small process control, system diagnostics, manufacturing, transportation
logistics and network management systems for personal assistance to open, com-
plex and mission-critical systems for industrial applications. The agent-based sys-
tem conceptualisation brings about a great deal of deep and vast thought. The
authors developed agent-based control system methodology (ACSME) for
reconfigurable bending press machine [13], with an agent-based control framework
in JADE [1]. A group of loosely connected autonomous agents interact with each
other both indirectly (act in a certain environment) [14] or directly (via communi-
cation and negotiation) [13] are referred to as multi-agent. The multi-agent may
decide to cooperate for mutual benefit, coordinate [15, 16], interacts through col-
laboration [17, 18], and negotiation [2, 15]. However, this communication is not
necessarily direct between two agents, the agent and multi-agent platform must
thus provide an agent content language (ACL) structures to ensure that agents can
communicate easily and reliably as specified by Foundation for Intelligent Physical
Agents (FIPA). It can be perform using the principle of ‘blackboard’, which is the
platforms for writing their messages for all the agents to read from and contains all
the information required by the agents to take their decision. Agent communication
is based on encapsulates ACL messaging and describes the message content by
setting several message parameters as listed by [7]. In an open interoperability with
compliant general-purpose legacy software (e.g. a visualization service useful in a
simulation application), the mechanism of design agent-oriented programming
(AOP) [2]. The control framework relies on a minimal actor model of computation
[19] and on the concept of a control structure, which has a reflective link and
controls the evolution of a collection of cooperating actors or the fulfilment of event
precedence constraints due to causality consistency or causal delivery [20] in gen-
eral distributed systems. The openness and flexibility of the proposed approach is
JADE based simulation tools [21, 22]. The work of [23] on an agent framework for
high performance simulations over multi-core clusters helps defined the approach
for the implementation. The important thing is selecting and implementing agent
behaviour, which is a major benefit for JADE proposed approach. The possibility of
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configuring an agent-based simulation to run in a container of a high-performance
remote machine or in the cloud can execute several behaviours concurrently in
agents. The communication model consists of asynchronous message passing
through an actor to answer an incoming message as a reactive entity based on its
current state. The actor will be at rest until a message arrives, while message
processing is atomic and triggers a data/state transition. Agents in a network can
reach more than one consistent state in a topology of a distributed system
represented by a graph, while nodes represent processes and the links represent
communication channels [24]. Agents in the same cluster can reach a consensus
(cluster consensus), that has recently been having increasing attention by different
researchers [25–32]. The cluster consensus problem is often considered in the fol-
lowing extensively studied model in engineering control [33], and distributed com-
putation with two, three coupled agents in four clusters [34], graph theory [35] and
several new notions [36, 37]. Since 2003, agent-based systems approach have
become an active research topic in systems and control, where a multi-agent system
is usually considered to be a collection of autonomous or semi-autonomous, but
interacting and dynamic systems [38]. A generalised Laplacian associated with a
directed communication graph with weights may be matrices, time-varying vari-
ables, or dynamic systems. The linear consensus law [39, 40] and consensus control
schemes can be modified by including displacement vectors to solve the formation
control problem [41–43].

Agent-based control system is the use of software for complex actions, com-
posed of simple locally interacting controller agents with demonstrated complex
group behaviour in terms of configuration, reconfigurable systems manufacturing
enterprise, production process planning and scheduling, shop floor control,
interacting and dynamic systems [38]. The success of the agent-based control sys-
tem will necessitates the synthesis of ideas and the processes revision that ought to
be model and designed for an agent’s collaboration and communication. The
method of integration of agent into control system is of significance in facilitating
the conception and visualisation of the needs to perform the iteration. The process
approaches the real-time scenario with optimal ideal iteration by representing the
agent mode of collaboration and communication as the ultimate goal for
prototyping and iterative development. Notwithstanding, the immense model and
iteration needed to integrate agent-based approach suitably into control system. In
this chapter, the definition of an agent is inclined to the context of control systems
with functional decentralised architecture. It takes in data from sensor as well as
data from other agents; it provides data to its neighbouring agents as well as
commands to actuators. Internally, a decision-making module processes informa-
tion and incoming messages, and issues messages to the rest of the system. Each
agent has a clear interface boundary of interaction with other agents such as what
inputs it needs, and what outputs it offers. Each agent has its own logic to decide
the behaviours of itself according to its environment, which is determine by its
inputs. Each agent affects the other agents’ behaviour by its outputs. Note that
inputs are not necessarily from the sensors and the outputs are not necessary to
the actuators. There have been relatively few implementations of agent-based
control systems, mainly because of the difficulty in determining whether
simple controller agent strategies will lead to desirable collective behaviour in a
large system.

In consolidating on the plans for platform in Industry 4.0, which requires open-
ness with generated data and collaboration of actions enable by new processes,
product and services. The German government in 2012 with cooperation of indus-
trial and scientific organisation came up with the initiative as a phenomenon based
on smart factories, self-organisation, and cyber-physical systems (CPS), the
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simple controller agent strategies will lead to desirable collective behaviour in a
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In consolidating on the plans for platform in Industry 4.0, which requires open-
ness with generated data and collaboration of actions enable by new processes,
product and services. The German government in 2012 with cooperation of indus-
trial and scientific organisation came up with the initiative as a phenomenon based
on smart factories, self-organisation, and cyber-physical systems (CPS), the
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Internet of Things (IOT), energy efficiency services, and cloud computing. In the
development of products and services adaption to human needs and corporate
social responsibility, the promotion of the Industry 4.0 revolution proliferate in the
three tier of industries namely: primary, secondary and tertiary with the horizontal
expansion of information technology, creative connection between the market and
acquisition of a leadership position in manufacturing sector in the world [44]. At
the same time, USA developed the ‘Advanced Manufacturing Partnership’, a rein-
dustrialization plan aimed at innovating manufacturing through the adoption of
intelligent production systems and improving the occupational levels of the country
in order to increase productivity and reduce costs. The idea include key dimensions
in the technology landscape, which includes big data, connectivity, automation,
machine learning, application of intelligent agents, artificial intelligence, use of
sensors, block chains, virtual reality, augmented reality and 3D printing. In 2015,
France launched the ‘Alliance for the Future program’ to implement the digitization
process for support innovation, while in 2016 Italy approved the Industry 4.0
revolution plan [45]. The short supplies in the requisite human skills and techno-
logical capabilities with the unknown in product and processes of the next genera-
tion of equipment with embedded custom designed software for responsive and
interactive tracking of own activities along with other product activity around them
are the subject of the chapter.

This section introduces a review of the general concepts of agent’s, agent-based
systems and integration into control systems. The rest of the chapter is organized as
follows. In Section 2, design and application was treated with some concepts in
graph theory, and Section 3 mathematical modelling and transfer function of agent-
based control system where the problem to be investigated is formulated with
theoretical results for consensus were derived. Section 4 is the conclusion.

2. Design and application of agent-based control system to all sets of
‘clustered’ controller agents

The design of agent-based control systems involves the cooperation of agents
in multi-agent systems (MASs), which is dependent on effective communication
and sharing information to reach a global coordination. This design required a
sensing information from local sensors, or collected data by some agent or subset
of nearby agents with a set of rules for assigning decision tasks. The
communicated information is a point-to-point message with assumed limited
bandwidth routed in more modularised design send information that is more com-
plex. The control models for agent interaction protocol as presented in Figure 1 use
directed communication graph (DCG), which displays the topographical features as
a form of information feedback loops for the flow of information (sensed or com-
municated). It is to strongly connect a directed path between any two agents and
weakly connect an undirected path between any two agents if exists. The
dynamics of the agents is the encoding of intra-agent internal state associated with
the definition of the functionality and behavioural aspects of the relationship to
current task.

The agent-based system conceptualisation brings about a great deal of deep and
vast thought. The success of the agent-based control system necessitates the syn-
thesis of ideas and the processes revision that ought to be model for agent’s collab-
oration and communication. The method for integration of agents into a control
system is of significance in facilitating the conception and visualisation of the needs
to perform the iteration.
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3. Mathematical modelling and transfer function of agent-based control
system for sets of ‘clustered’ controller agents

This section explores the techniques around the modelling and detailed design
for the agent-based control system development. The mathematical theory involve
multiple modelling techniques, while the decomposition of the control system is the
shows the dynamic behaviour of all these modelling techniques. The idea synthesis
and process model for an agent’s collaboration and communication concepts was
adopted from other scholars in the field of control. The development of an open
architecture (OA) based intelligent fuzzy-PID; require the processing of the input
signal variables (balise signal) going through the fuzzification with linguistic mem-
bership generation does not require a precise mathematical representation of the
process. The train controller agent provides robust control and stability for the
brake traction via rail controller agent within a range of operating parameter
changes.

The closed-loop transfer function can be derived as shown in Figure 2, as a
function of the fuzzy-PID controller gains as follows:

C sð Þ ¼ G3Ds þ G2G3G1 GffRs þ GfbGc
� �

(1)

C sð Þ ¼ G3Ds þG2G3G4G1 GffRs þGfb Rs �HCS½ �� �� �
(2)

Solving Eq. (2) for C(s), we get;

Figure 1.
Agent-based control system using directed communication graph approach as a tool towards Industry 4.0.
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C sð Þ þ G2G3G4G1HCs ¼ G3Ds þG2G3G4G1 Gff þGfb
� �

(3)

Hence,

C sð Þ ¼ G3Ds þG2G3G4G1 Gff þ Gfb
� �

Rs

1þG2G3G4G1
(4)

Note that Eq. (4) gives the response C(s) when both reference input R(s) and
disturbance input D(s) are present.

To find transfer function C(s)/R(s), we let D(s) = 0 in Eq. (4). Then we obtain

C sð Þ
R sð Þ ¼

G2G3G4G1 Gff þGfb
� �

1þG2G3G4G1
(5)

Similarly, to obtain transfer function C(s)/D(s), we let R(s) = 0 in Eq. (1). Then
C(s)/D(s) given by

C sð Þ
D sð Þ ¼

G4

1þG2G3G4G1H
(6)

3.1 Fuzzy-PI-D controller as subset of train controller agent

The maximum input of three-input fuzzy controller (Z1-feedforward, Z2-
feedback and Z3-setpoint) and two-output, which is the correction factor of PID
controller (max overshoot Mp and adjustment time,Ts), adopted from the work
of [46] is as follows:

Kp ¼ Kp þ Δ Kp ¼ Kp 1þ Z1ð Þ (7)

Ki ¼ Ki þ ΔKi ¼ Ki 1þ Z2ð Þ (8)

Kd ¼ Kd þ Δ Kd ¼ Kd 1þ Z3ð Þ (9)

ΔKp, Δ Ki, Δ Kd is the increment of Kp, Ki, Kd:

The physical domain setting for Mp and Ts is expected to generate the PID
control system parameter set as Kp = 1, Ki = Kd = 0, the dynamic performance

Figure 2.
Fuzzy-PID controller implementation design for train controller agent.
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indexes are [�Mp, + Mp], [0,Ts]. The linguistic terms are categorised into nine,
which relates to error in speed of the train: small 1 (smal1), small 2 (smal2), small 3
(smal3), large 1 (lar1), large 2 (lar2), large 3 (lar3), zero (ze), positive 1 (pos1), and
positive 2 (pos2) as presented in Figure 3. Similarly, the error is the change of the
speed (Δe) and is presented as the fuzzy set {positive small (posmall), positive
medium (posmed), zero (ze), positive (pos) and positive big (posbig)} over the
interval from �10 to 10 V. Finally, the output signal is the fuzzy set {zero, positive
small, positive medium, positive, positive big} over the interval of 0–24 V. The
fuzzy controller has the knowledge base for a rule base and membership functions
with linguistic terms in a triangular-shape. The derivation of the mathematical
control equation extracted from the work of [46]; known as a method used in
deriving a fuzzy model for a nonlinear system. There is an impossible nonlinear
equation of motion enables by parallel distributed control, the derivation of the
controller may assume a scalar nonlinear functions Z(x), modelled in the domain X,
where bm = min (z) and bM = max (z). Then, two fuzzy sets P1 and P2 created as
Xx triangular membership functions characterize by U1(z) and U2(z), then the fuzzy
language for control rules will be represented as:

U1 zð Þ ¼ bm� Z
bM� bm

(10)

U2 zð Þ ¼ Z � bmð Þ
bM� bmð Þ (11)

where Z represented exactly on the X-axis as Z ¼ U1 zð ÞbmþU2 zð ÞbM
This model a nonlinear dynamic system used as a weighted average of linear

systems, with the mathematical models: _x1 ¼ x1x2

_x2 ¼ x1 � x22 þ 1þ cos 2 x1ð ÞU (12)

This system can be verify as an open-loop unstable (reference), defined as:

Z1 ¼ x1, Z2 ¼ x22, Z3 ¼ 1þ cos 2x1 (13)

Figure 3.
Fuzzy-PID controller spreadsheet rules for the membership fuzzy and simulation structure containing input
interfaces; rule block and output interface.

233

Agent-Based Control System as a Tool towards Industry 4.0: Directed Communication Graph…
DOI: http://dx.doi.org/10.5772/intechopen.87180



C sð Þ þ G2G3G4G1HCs ¼ G3Ds þG2G3G4G1 Gff þGfb
� �

(3)

Hence,

C sð Þ ¼ G3Ds þG2G3G4G1 Gff þ Gfb
� �

Rs

1þG2G3G4G1
(4)

Note that Eq. (4) gives the response C(s) when both reference input R(s) and
disturbance input D(s) are present.

To find transfer function C(s)/R(s), we let D(s) = 0 in Eq. (4). Then we obtain

C sð Þ
R sð Þ ¼

G2G3G4G1 Gff þGfb
� �

1þG2G3G4G1
(5)

Similarly, to obtain transfer function C(s)/D(s), we let R(s) = 0 in Eq. (1). Then
C(s)/D(s) given by

C sð Þ
D sð Þ ¼

G4

1þG2G3G4G1H
(6)

3.1 Fuzzy-PI-D controller as subset of train controller agent

The maximum input of three-input fuzzy controller (Z1-feedforward, Z2-
feedback and Z3-setpoint) and two-output, which is the correction factor of PID
controller (max overshoot Mp and adjustment time,Ts), adopted from the work
of [46] is as follows:

Kp ¼ Kp þ Δ Kp ¼ Kp 1þ Z1ð Þ (7)

Ki ¼ Ki þ ΔKi ¼ Ki 1þ Z2ð Þ (8)

Kd ¼ Kd þ Δ Kd ¼ Kd 1þ Z3ð Þ (9)

ΔKp, Δ Ki, Δ Kd is the increment of Kp, Ki, Kd:

The physical domain setting for Mp and Ts is expected to generate the PID
control system parameter set as Kp = 1, Ki = Kd = 0, the dynamic performance

Figure 2.
Fuzzy-PID controller implementation design for train controller agent.

232

Control Theory in Engineering

indexes are [�Mp, + Mp], [0,Ts]. The linguistic terms are categorised into nine,
which relates to error in speed of the train: small 1 (smal1), small 2 (smal2), small 3
(smal3), large 1 (lar1), large 2 (lar2), large 3 (lar3), zero (ze), positive 1 (pos1), and
positive 2 (pos2) as presented in Figure 3. Similarly, the error is the change of the
speed (Δe) and is presented as the fuzzy set {positive small (posmall), positive
medium (posmed), zero (ze), positive (pos) and positive big (posbig)} over the
interval from �10 to 10 V. Finally, the output signal is the fuzzy set {zero, positive
small, positive medium, positive, positive big} over the interval of 0–24 V. The
fuzzy controller has the knowledge base for a rule base and membership functions
with linguistic terms in a triangular-shape. The derivation of the mathematical
control equation extracted from the work of [46]; known as a method used in
deriving a fuzzy model for a nonlinear system. There is an impossible nonlinear
equation of motion enables by parallel distributed control, the derivation of the
controller may assume a scalar nonlinear functions Z(x), modelled in the domain X,
where bm = min (z) and bM = max (z). Then, two fuzzy sets P1 and P2 created as
Xx triangular membership functions characterize by U1(z) and U2(z), then the fuzzy
language for control rules will be represented as:

U1 zð Þ ¼ bm� Z
bM� bm

(10)

U2 zð Þ ¼ Z � bmð Þ
bM� bmð Þ (11)

where Z represented exactly on the X-axis as Z ¼ U1 zð ÞbmþU2 zð ÞbM
This model a nonlinear dynamic system used as a weighted average of linear

systems, with the mathematical models: _x1 ¼ x1x2

_x2 ¼ x1 � x22 þ 1þ cos 2 x1ð ÞU (12)

This system can be verify as an open-loop unstable (reference), defined as:

Z1 ¼ x1, Z2 ¼ x22, Z3 ¼ 1þ cos 2x1 (13)

Figure 3.
Fuzzy-PID controller spreadsheet rules for the membership fuzzy and simulation structure containing input
interfaces; rule block and output interface.

233

Agent-Based Control System as a Tool towards Industry 4.0: Directed Communication Graph…
DOI: http://dx.doi.org/10.5772/intechopen.87180



In deriving a Takagi-Sugeno fuzzy system, it is assume that the bounded domain
X is define by x1 ∈ �10; 10½ � and x2 ∈ �10; 10½ � where x1 and x2 is the T-S fuzzy
system behaviour as exact duplicates in the equation in the domain. Then, the min
Z1 ¼ b1m ¼ �10,max Z1 ¼ b1m ¼ 10,min Z2 ¼ b2m ¼ 0,max Z2 ¼ b2m ¼ 20,
min Z3 ¼ b3m ¼ 1,max Z3 ¼ b3m ¼ 10, for Z1, Z2, and Z3, 11 yields

Then the above Eqs. (12) and (13) rewritten as:

_x1
_x2

� �
¼ 0 Z1

1 �Z2

� �
x1
x2

� �
þ 0

Z3

� �
U (14)

G1 ¼ GPI�D Gff þGfb
� � ¼ Kp 1þ 1

Tis

� �
_x1
_x2

� �
¼ 0 Z1

1 �Z2

� �
x1
x2

� �
þ 0

Z3

� �
U

� �

(15)

3.1.1 Simulation results for fuzzy-PI-D controller

This section presents a simulation example to show an application of the pro-
posed fuzzy-PI-D controller spreadsheet rules for the membership fuzzy and simu-
lation structure containing Input interfaces; rule block and output interface and its
satisfactory performance (Figure 4).

3.2 Modelling and adaptive process control for train controller agent
interfacing with rail vehicle actuator agent

The two communication modes (direct and indirect communication) facilitate
the communications between the rail vehicle actuator agent and the train controller
agent. Direct communication mode can be accomplish through a direct information
exchange between agents through the agent communication language (ACL). The
inter-agent communications utilised in the same layer, while the indirect commu-
nication mode (LAN, wireless, GPS/GPRS, Bluetooth, etc.) is used for enabling the
information exchange between agents in different layers.

Figure 4.
Fuzzy-PID controller simulation structure for FeedForward, FeedBack, SetPoint and PIDINPUT.
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The resultant equation for Train controller agent is the dynamic mass regarded as G2.

G2 ¼Mdynamic ¼
nn2g

1� yð Þ2 Jm þ
1

1þ yð Þ2r20
Jw þMstc (16)

ng is the gear ratio, n is the gear efficiency, r0 is the nominal rolling radius of the
wheel, Jm is the total motor Kgm2� �

implies as Jm ¼ 1
2Mr rrð Þ2l,Mr is the motor mass,

rr is the radius of rotor shaft, l is the total of the traction system set, Jw is the total
sum of the right and left wheel inertia and implies as Jw ¼Mwr20nm

Mstc ¼ Mpass þMvb þ nm 2Mw þMx þMbrð Þ þ Mb1 þMb2 þMb3ð Þ þ Mmotor þMg
� �

(17)

Mpass is the passenger mass, Mw is the mass of the single wheel, Mx is the axle
mass,Mbr is the mass of the brake system, Mb1,Mb2,Mb3 are bogie masses, Mmotor is
the total mass of the traction motor. Mg is denoted the gearbox mass.

Rolling resistance created by the movement of rotating parts of the train,
originated from the frictional torques such as rotor, bearing torques, axles, brake
pads, gear teeth friction, etc. The mathematical expression of the rolling resistance
shown in Eq. (18).

FRolling ¼ K0 þ K1V (18)

where

K0 ¼ MstcaRolling þ n:m:bRolling

K1 ¼Mstc, CRolling, aRolling, bRolling, CRolling are running parameters, respectively.
The movement of the railway vehicle takes place against the airflow, and the

force that the air applies to the train affects the longitudinal movement of the train.
The aerodynamic force is due to the common effects of the pressure difference
between the front and the rear of the train. Air separation results in vortex forma-
tion behind the vehicle and the surface roughness of the vehicle body related with
the skin friction. The parametric relationship of the aerodynamic resistance force
shown in the Eq. (19).

G3 ¼ Faero ¼ 1
2
ρairCdAvV2 ¼ K2V2 (19)

where, ρair is the air density (kg m3), Cd is an aerodynamic drag coefficient, Av is
the frontal section of the train. These parameters represent a single parameter known
as K2. A gradient force acts on the opposite direction to the movement of the train
moving upwards on a road with slope. The gradient force is constant under the
constant slope condition. Eq. (20) represents the mathematical form of the gradient
force.

G4 ¼ Fgradient¼ þ =� G2g a tan Qg

� �� �
(20)

g is the gravitational constant, Qg is the gradient.

Recall Eq. (5), C sð Þ
R sð Þ ¼

G2G3G4G1 GffþGfbð Þ
1þG2G3G4G1

as Train controller Agent equation is thus
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C sð Þ
R sð Þ

nn2g
1�yð Þ2 Jm þ 1

1þyð Þ2r20
Jw þMstc ∗ 1

2 ρairCdAvV2 ¼ ∗ nn2g
1�yð Þ2 Jm þ 1

1þyð Þ2r20
Jw þMstcg a tan Qg

� �� �
∗Kp 1þ 1

Tis

� � _x1
_x2

� �
¼ 0 Z1

1 �Z2

� �
x1
x2

� �
þ 0

Z3

� �
U

� �

1þ nn2g
1�yð Þ2 Jm þ 1

1þyð Þ2r20
Jw þMstc ∗ 1

2 ρairCdAvV2 ¼ ∗ nn2g
1�yð Þ2 Jm þ 1

1þyð Þ2r20
Jw þMstcg a tan Qg
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∗Kp 1þ 1

Tis

� � _x1
_x2

� �
¼ 0 Z1

1 �Z2

� �
x1
x2

� �
þ 0

Z3

� �
U

� �

(21)

3.2.1 Overall structure of the proposed railway vehicle agent-based control system

The proposed system receive the sensory and balise information velocity, posi-
tion and mileage records actual distance covered for error correction through the
fuzzy PI-D for precision in speed adjustment as shown in Figure 5 basic block
diagram of the system. The characteristics of the control performance of this pro-
posed approach, as it improves the maintenance actions and train arrival times can
be oriented towards two major aspects:

1. The process output C(s) is forced by the controller to match the predefined set
point R(s) by adjusting the process input U(k) to the value needed in steady state
to hold the set point as soon as an error is noticed.

2. The process output C(s) guaranteed by the controller to follow the set point Xs(k)
by varying the process input R(s) in a way to minimize effectively the offset
between X(t) and Xs(k) as good as it can make the damping of the naturally
un-damped oscillations of the train movement.

The feed-forward part use the actual value Xs(k) of the set point explicitly to
estimate the nonlinear characteristic in the steady state for the fuzzy model. The
feedback make use of classical fuzzy controller. The control law calculates what the
input to the railway vehicle should be in the s domain, based on the difference
between the desired and actual outputs measured error and the desired perfor-
mance goals.

For resource planning control performance, the various links in internal sub-
blocks are completely autonomous based on agent-based approach for communica-
tion and coordination. The root chart information is the incoming and outgoing
information records. The various conditions monitoring units called agents because

Figure 5.
Basic block diagram of overall structure of the proposed railway vehicle agent-based control system.
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these units get the information from their own resources and control the system
autonomously according to their control designs. These agents also transmit their
information to some parts of the overall communication system. Therefore, the
railway vehicle system is controlled and managed through their participation. The
directed communication can be accomplished through a direct information
exchange between agents is based on the agent communication language (ACL) and
utilised for the inter-agent communications in the same layer. The indirect com-
munication mode (LAN, wireless, GPS/GPRS, Bluetooth, etc.) is used for enabling
the information exchange between agents in different layers.

3.3 Mathematical modelling of the Laplacian matrix for the directed
communication graph system

The results of the directed communication graph from Laplacian perspective
prompted the adoption of the theory for the information consensus network. Con-
sidering a network of agents in Figure 1 with dynamics _x1 ¼ ui, in reaching a
consensus through local communication with the neighboring controller agent on a
graph G ¼ V,Eð ), the asymptotically converging to a one-dimensional space agree-
ment can be characterize by the following equation:

_x1 ¼ ui (22)

The space agreement can be express as x ¼ α1 where 1 ¼ 1;…; 1ð ÞT and α∈R is
the collective decision of the group of controller agents. Let A ¼ aij½ � be the adja-
cency matrix of directed communication graph for G. The set of neighbours of an
agent i is Ni and defined by:

Ni ¼ j∈V : aij 6¼ 0f g; V ¼ 1;…; nf g (23)

The railway vehicle agent i communicates with the train controller agent j if j is a
neighbour of i or aij 6¼ 0ð Þ, the set of all nodes and their neighbor’s defines the edge
set of the graph as:

E ¼ i; jð Þ∈V � V : aij 6¼ 0f g (24)

A dynamic directed communication graph [47] G tð Þ ¼ V;E tð Þð Þ is a graph in
which the set of edges E tð Þ and the adjacency matrix A tð Þ are time varying. Clearly,
the set of neighbours Ni of every agent in a dynamic directed communication graph
for the Vehicle Actuator Agent is a time-varying [40] set shown as the linear
system;

_x1 tð Þ ¼
X
j∈Ni

aij xj tð Þ � xi tð Þ
� ��

(25)

A distributed consensus algorithm guarantees convergence to a collective deci-
sion via local inter-agent interactions. Assuming that the graph is undirected,
aij ¼ aji for all i; jð Þ:it follows that the sum of the state of all nodes is an invariant
quantity, or

P
i _x1 ¼ 0ð Þð Þð Þ: In particular, applying this condition twice at times

t ¼ 0 and t ¼ ∞ gives the following result:

∝ ¼ 1
n

X
i

xi 0ð Þð Þð Þ (26)
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these units get the information from their own resources and control the system
autonomously according to their control designs. These agents also transmit their
information to some parts of the overall communication system. Therefore, the
railway vehicle system is controlled and managed through their participation. The
directed communication can be accomplished through a direct information
exchange between agents is based on the agent communication language (ACL) and
utilised for the inter-agent communications in the same layer. The indirect com-
munication mode (LAN, wireless, GPS/GPRS, Bluetooth, etc.) is used for enabling
the information exchange between agents in different layers.

3.3 Mathematical modelling of the Laplacian matrix for the directed
communication graph system

The results of the directed communication graph from Laplacian perspective
prompted the adoption of the theory for the information consensus network. Con-
sidering a network of agents in Figure 1 with dynamics _x1 ¼ ui, in reaching a
consensus through local communication with the neighboring controller agent on a
graph G ¼ V,Eð ), the asymptotically converging to a one-dimensional space agree-
ment can be characterize by the following equation:

_x1 ¼ ui (22)

The space agreement can be express as x ¼ α1 where 1 ¼ 1;…; 1ð ÞT and α∈R is
the collective decision of the group of controller agents. Let A ¼ aij½ � be the adja-
cency matrix of directed communication graph for G. The set of neighbours of an
agent i is Ni and defined by:

Ni ¼ j∈V : aij 6¼ 0f g; V ¼ 1;…; nf g (23)

The railway vehicle agent i communicates with the train controller agent j if j is a
neighbour of i or aij 6¼ 0ð Þ, the set of all nodes and their neighbor’s defines the edge
set of the graph as:

E ¼ i; jð Þ∈V � V : aij 6¼ 0f g (24)

A dynamic directed communication graph [47] G tð Þ ¼ V;E tð Þð Þ is a graph in
which the set of edges E tð Þ and the adjacency matrix A tð Þ are time varying. Clearly,
the set of neighbours Ni of every agent in a dynamic directed communication graph
for the Vehicle Actuator Agent is a time-varying [40] set shown as the linear
system;

_x1 tð Þ ¼
X
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A distributed consensus algorithm guarantees convergence to a collective deci-
sion via local inter-agent interactions. Assuming that the graph is undirected,
aij ¼ aji for all i; jð Þ:it follows that the sum of the state of all nodes is an invariant
quantity, or

P
i _x1 ¼ 0ð Þð Þð Þ: In particular, applying this condition twice at times
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An average-consensus algorithm [40] can be reach asymptotically through the
collective decision of the average of the initial state of all nodes. It has broad
applications sensor fusion in sensor networks for distributed computing on net-
works and dynamics of system [48], which can be express in a compact form as

_x1 ¼ �Lx (27)

L is the directed communication graph Laplacian of G and defined as

L ¼ D� A (28)

whereD ¼ diag d1;…; dnð Þ is the degree matrix of directed communication graph
G with elements di ¼Pj6¼iaijPj6 ¼ i aij and zero off-diagonal elements.

For directed communication Laplacian, L with a right eigenvector of 1 is associ-
ated with the zero eigenvalue L1 = 0 due to the identity.

For undirected communication graphs, the Laplacian graph satisfies the follow-
ing sum-of-squares (SOS) property:

xTLx ¼ 1
n

X
ij∈E

aij xij,…, xi
� �2� �

(29)

The quadratic disagreement function can be define as

φ xð Þ ¼ 1
2
xTLx (30)

It becomes apparent that the algorithm is the same as;

x ¼ �∇φ xð Þ (31)

This algorithm can converge asymptotically based on the space agreement pro-
vided the two conditions hold:

1. Directed communication graph Laplacian L is a positive semi definite
matrix and;

2.Directed communication graph equilibrium is α1 for some α.

Both of these conditions hold for a connected directed communication graph
and follow from the SOS property of Laplacian L in Figure 1. Therefore, an average-
consensus is reach asymptotically for all initial states.

The cluster consensus problem is often consider in the following extensively
studied model that consists of n couple of agents in m clusters:

_xi ¼ fi t; xið Þ þ cΓ
Xn

j¼1, j 6¼1
aij xj � xi
� �

(32)

where xi∈Rpdenotes the state of the controller agent i i ¼ 1; 2;…; nð Þ,
fi : Rþ�Rp ! Rpis continuous and globally Lipschitz, c>0 is the coupling
strength, Γ ¼ diag γ1; γ2;…; γnð Þ with γk≥0 k ¼ 1 1; 2;…; nð Þð ) is a diagonal matrix
denoting the inner coupling, and aij is the coupling coefficient from agent j to agent
i forj 6¼ 1.

238

Control Theory in Engineering

Denote the m clusters as

C1 ¼ 1; 2;…; r1f g,
C2 ¼ r1 þ 1; r1 þ 2;…; r2f g,

⋮
Cm ¼ rm�1 þ 1; rm�1 þ 2;…; nf g,

8>>><
>>>:

9>>>=
>>>;

(33)

where, 1≤ r1 < r2 <…< rm�1 < n represented by the matrix form block as:
The modelling of the Laplacian matrix for the directed communication graph

system in Eq. (34) written as block matrix form in the following:

L ¼

1 0 0 0 0 �1
�1 3 �1 0 0 �1
0 0 2 �1 0 �1
0 0 �1 2 �1 0

�1 0 0 0 1 0

�1 �1 0 �1 0 3

8>>>>>>>><
>>>>>>>>:

9>>>>>>>>=
>>>>>>>>;

(34)

where, Lij 1≤ i; j≤mð Þ specifies the coupling from cluster Cj to Ci, in order to
make the cluster consensus problem solvable, it is often assume that

X
j∈C1

aij ¼ constant; ∀i ∈Ck; k 6¼ lð Þ (35)

This means that for nodes within the same cluster, the sums of the incoming
weights from the other clusters are the same. A simple case is that the constant is 0
for any k and l, which is also termed the ‘in-degree balanced’ condition. This in-
degree balanced condition shows that the inter-cluster coupling weighted in either
positive or negative and both signs are indeed required. To guarantee cluster con-
sensus, it is usually assume that different clusters of nodes have different self-
dynamics fi t; xið Þ and that there is a leader for each cluster of nodes. Such leaders
have no coincidence with each other [29, 32] or nodes in the same cluster have the
same self-dynamics [27, 30].

3.3.1 Simulation results of agent-based control system models

In this section, we present the simulation results of the experiment for agent
communication information networked systems for consensus algorithm with
dynamic topology. The directed information flow is demonstrated with speed of
convergence for n = 6 nodes (number of agents) in Figure 6. The network has
20 links with δ = 6 neighbours and initial state is set to xi (0) = i for i = 1... 6 with
a network topology reaching an average-consensus more than the other according
to [49]. For individual agents to interact, cooperate, communicate, exchange
information and understand each other’s, the semantics of the messages, logics and
structure of the network links (browsers of the web) are the clients between the
agents with Internet Protocols (IP) addresses as all the nodes. The connectors,
which is HTTP Protocol, facilitate the distributed resources database between the
internet protocol, which route the packets between the nodes, servers and two-way
point protocol to facilitate distributed transactions. The authors modelled the
Laplacian matrix for the system to route the Application Programmable Interface
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(API) of the agents using authentication criteria App_ID and APP_Code to deter-
mine Agents starts point (Starts 0 to Start N) and Agents destination (Destination 0
to Destination M) way points. This helps to determine the fastest routes between
one agent and another agent.

The matrix routing is done with React Js (Real Time Communication for IoT to
store data in JSON) with Firebase to optimize the agent communication using few
libraries for making HTTP (Hyper Text Transfer Protocol) requests for easy appli-
cation to access and store data seamlessly. The data encapsulate the view and
behaviour of the user interface. The FTP (File Transfer protocol) is used to com-
municate between the device with a bit complex software for a simple application
using Android Studio for running the emulator, NodeJs (open-source, cross-
platform JavaScript run-time environment) was used for running the server with
the hardware platform for Arduino IDE (integrated development environment).
Google firebase is use as NoSQL, an intermediate communication medium between
for IoT devices using the powerful real-time database and application programma-
ble interface (API).

4. Conclusion

The design, modelling and application of agent-based control system to sets of
‘clustered’ controller agents was investigated using a directed communication graph
(DCG). The cluster algorithm technique was propose for assigning decision tasks to
agents to reach global coordination, with focus on rail vehicle applications. The
outcomes include behavioural pattern and trends of agents and multi-agents usage

Figure 6.
Laplacian matrix for the directed communication graph system with 20 links and communication node of δ = 6
neighbours.
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in rail manufacturing enterprise resource planning and supply chain managements
for consolidating plans in Industry 4.0. The results of this study showed the combi-
nation of multi-agent system with ability to interact effectively to make informed
decision on the type of maintenance actions, on resource planning, scheduling and
management of the train arrival times, speed control adjustment, mileage, etc. The
possible implementation platform for individual agents to interact, cooperate,
communicate, exchange information and understand each other’s with the seman-
tics of the messages, logics and structure of the network links (browsers) of the web
are the clients between the agents with Internet Protocols (IP) addresses as all the
nodes will be addressed in future work.
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Chapter 11

Power Balance Mode Control for
Boost-Type DC-DC Converter
Taichi Kawakami

Abstract

In recent years, the demand for switching converters has steadily increased. The
desired converters need to be small and have high power density, good efficiency,
good responsiveness, and good robustness. High responsiveness and high robust-
ness are required for the control systems of switching converters. Some studies
suggest that responsiveness and robustness can be improved using current mode
control. However, it is difficult to improve the control performance of boost-type
DC-DC converters significantly only by using these technologies. The power bal-
ance mode control approach can be used for solving various problems. In this
approach, control is exerted to eliminate the difference between the input power
and the output power. As a result, responsiveness and robustness can be improved
when compared to the conventional control method. In this study, the effectiveness
of the power balance mode control is confirmed using a circuit simulator.

Keywords: boost-type DC-DC converter, voltage mode control (VMC), current
mode control (CMC), sliding mode control (SMC), digital control, responsiveness,
robustness

1. Introduction

The demand for switching converters has been steadily increasing. The desired
converters should be small and have high power density, high efficiency, good
responsiveness, and good robustness. High responsiveness and high robustness are
required for the control systems of switching converters. Voltage mode control
(VMC) is the most basic control system of switching converters [1, 2]. Since the
voltage mode control uses only one voltage sensor, it can be constructed at very low
cost. However, since the stability of the control system is low, current mode control
(CMC) is used for a general switching converter [3, 4]. Some studies suggest that
responsiveness and robustness can be significantly improved using the current
mode control (CMC) approach [1–4]. However, it is difficult to improve the per-
formance of boost-type DC-DC converters significantly using only this technology.
Although buck-type DC-DC converters can be regarded as approximately linear
circuits (regardless of the time-varying circuit), this is not so for boost-type DC-DC
converters. This is because in boost-type DC-DC converters, the ON and OFF
circuit states are different. As a result, the transfer function of any boost-type DC-
DC converter includes an unstable zero (right half plane zero (RHP-zero)). There-
fore, control systems based on boost-type DC-DC converters cannot set the
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gain-crossover frequency (which determines the high-frequency response) due to
the presence of this unstable zero.

On the other hand, control of switching converter using sliding mode control
(SMC) has been studied [5–9]. Sliding mode control has high robustness and is
resistant to influences by plant fluctuations. However, the control system has a
problem that it is very complicated compared with VMC and CMC.

In this research, we developed power balance mode control (PBMC), which is
a new control method that incorporates SMC concept into CMC [10]. In the PBMC
approach, the input voltage and the output current are incorporated into the control
system as in the conventional control method, and new control items are added
by calculation. As a result, the performance of the control system can be greatly
improved, when compared with the conventional control method. Furthermore,
since the added control items are constituted by four arithmetic operations,
implementation is also very easy.

2. Transfer functions of the boost-type DC-DC converter

In this study, a single-phase boost-type DC-DC converter was used as a plant.
Figure 1 shows the circuit diagram of the plant. To obtain the transfer function of
this plant, a modeling method called the state-space averaging method was used. In
this section, various transfer functions used for designing the control system of the
DC-DC converter are described.

2.1 Derivation of the transfer function model using the state-space averaging
method

The switching converter is a time-varying circuit in which the state of the circuit
can be set to either ON or OFF. Therefore, the state-space averaging method
[11–13], which averages the circuit by a duty ratio, was used. The derivation for
obtaining the transfer function of the switching converter using the state-space
averaging method is shown below.

2.1.1 Circuit state (Q1 = ON/OFF) and state space equation

For circuit averaging, it is necessary to determine the circuit’s ON/OFF states.
When mathematically modeling the state of a circuit, the state equation and the
following output equation are used:

Figure 1.
Single-phase boost-type DC-DC converter.
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dx tð Þ
dt
¼ Ax tð Þ þ bu tð Þ

y tð Þ ¼ cx tð Þ þ du tð Þ

8<
: (1)

where u(t), input vector; x(t), state vector; y(t), output vector; A, state matrix;
b, input matrix; c, output matrix; d, direct matrix.

With respect to the circuit shown in Figure 2, the state equation and the output
equation are expressed using the following equations:

d
dt

iL tð Þ
vC tð Þ

" #
¼

a11 a12

a21 a22

" #
iL tð Þ
vC tð Þ

" #
þ

b11 b12

b21 b22

" #
V i tð Þ
Io tð Þ

" #

vo tð Þ ¼ c11 c12½ �
iL tð Þ
vC tð Þ

" #
þ d11 d12½ �

V i tð Þ
Io tð Þ

" #

8>>>>><
>>>>>:

(2)

In Eq. (2), the inductor current and capacitor voltage comprise the state vector,
while the input voltage and the output current comprise the input vector. Figure 2
shows the equivalent circuit for the ON and OFF states of the switch Q1.

2.1.2 Circuit state averaging using duty ratio

When the state of a circuit is averaged over one switching period using the duty
ratio, the state equation and the output equation are given as follows:

dx tð Þ
dt
¼ DAon þD0Aoffð Þ � x tð Þ þ Dbon þD0boffð Þ � u tð Þ

vo tð Þ ¼ Dcon þD0coffð Þ � x tð Þ þ Ddon þD0doffð Þ � u tð Þ
D0 ¼ 1�D

8>>><
>>>:

(3)

Here D and D0 represent the time ratio of the ON and OFF periods in one
switching cycle, respectively. The switching converter averages the circuit state by
the duty ratio, and it can be regarded as a linear time-invariant system for frequen-
cies lower than the switching frequency. Additional characterization includes static
characteristic analysis, steady-state dynamic analysis, and Laplace transforms.
Although the transfer function of the switching converter can be derived using the
above, in this study the following derivation is omitted. The transfer function of the
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Equivalent circuits for the ON and OFF states. (a) Switch Q1: ON; (b) switch Q1: OFF.
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gain-crossover frequency (which determines the high-frequency response) due to
the presence of this unstable zero.
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Figure 1.
Single-phase boost-type DC-DC converter.
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dx tð Þ
dt
¼ Ax tð Þ þ bu tð Þ
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8<
: (1)
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single-phase boost-type DC-DC converter is shown in Eq. (4). The transfer
functions derived using the state-space averaging method include output imped-
ance and audio susceptibility. In this chapter, the most important transfer function
is described in the control system design of the switching converter.
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(4)

where Gid(s), transfer function of the duty ratio to the inductor current; Gvd(s),
transfer function of the duty ratio to the output voltage; Kdc_i, DC gain of Gid(s);
Kdc_v, DC gain of Gvd(s); 1/P(s), second-order lag system; ζ, damping factor; ωn,
resonance frequency; ω0, zero frequency of load of the boost-type DC-DC con-
verter; ωesr, ESR zero frequency of the output smoothing capacitor; ωrhp, right half
plane (RHP) zero frequency.

2.2 Pulse modulation gain: Fm

Because the switching converter is controlled by the pulse width modulation
(PWM) signal corresponding to the duty ratio, it is necessary to modulate the
control signal from the compensator to the PWM signal. Figure 3 shows the corre-
spondence between the control signal and the PWM signal. In an analog circuit, a
comparator is used for comparing the control signal Vc to a sawtooth wave (or a
triangular wave) Vtri. Therefore, it is ON when Vc > Vtri and OFF when Vc < Vtri.

Figure 3.
PWM modulation Fm.
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The ratio per switching cycle of this relationship is the duty ratio. When a small
disturbance ΔVc(s) occurs in the control voltage Vc, a small disturbance ΔD(s) is
generated in the duty ratio D in the steady state. The relationship between these is
equal to the slope of the sawtooth wave in one switching cycle. Accordingly, when
the amplitude of the sawtooth wave is Vp-p, the transfer function of the PWM gain
Fm is expressed by Eq. (5).

Fm ¼ ΔD sð Þ
ΔVC sð Þ ¼

1
Vp‐p

(5)

From Eq. (5), when the amplitude of the sawtooth wave is Vp-p = 1 V, the PWM
gain Fm can be neglected.

2.3 Sensor gain: Kv and Ki

When current and voltage are used for feedback directly, the sensor gain can be
neglected. However, when the voltage is high, it is necessary to lower it to the
voltage value that can be provided to the controller. In addition, when inputting the
current value to the controller, it is necessary to convert it into voltage. Therefore,
when designing a control system, it is necessary to consider various sensor gains. In
this chapter, the voltage gain is denoted by Kv and the current gain is denoted by Ki.

3. Conventional control methods for the DC-DC converter

In this section, voltage mode control (VMC) and current mode control (CMC)
are compared to the power balance mode control (PBMC).

3.1 Voltage mode control (VMC)

Figure 4 shows the block diagram of the VMC. As shown, the control loop is
configured to maintain a constant output voltage. The loop transfer function
Gloop(s) of the VMC is given in Eq. (6). This control system is the simplest feedback
system.

Gloop sð Þ ¼ Gcv sð Þ � Fm � Gvd sð Þ � Kv (6)

However, there is a long phase lag due to the second-order lag system 1/P(s) in
the plant Gvd(s). Furthermore, due to the RHP-zero, there is a phase delay of up to
�270° at the plant Gvd(s). Therefore, it is necessary to design a compensator for
improving such a long phase delay.

In addition, there is a gain peak owing to the LC resonance. As a result, large
overshoots or undershoots can occur in the inductor current and the output voltage
following sudden changes such as load changes. In particular, the peak inductor

Figure 4.
Voltage mode control.
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the amplitude of the sawtooth wave is Vp-p, the transfer function of the PWM gain
Fm is expressed by Eq. (5).
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From Eq. (5), when the amplitude of the sawtooth wave is Vp-p = 1 V, the PWM
gain Fm can be neglected.

2.3 Sensor gain: Kv and Ki

When current and voltage are used for feedback directly, the sensor gain can be
neglected. However, when the voltage is high, it is necessary to lower it to the
voltage value that can be provided to the controller. In addition, when inputting the
current value to the controller, it is necessary to convert it into voltage. Therefore,
when designing a control system, it is necessary to consider various sensor gains. In
this chapter, the voltage gain is denoted by Kv and the current gain is denoted by Ki.
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current is remarkable, and when the overcurrent protection (OCP) operates, the
DC-DC converter halts. For these reasons, VMC is typically not used in DC-DC
converters.

3.2 Current mode control (CMC)

Figure 5 shows the block diagram of the CMC. In the CMC, a control loop is
added to the voltage control loop. The loop transfer function Gloop(s) of the CMC is
given in Eq. (7):

Gloop sð Þ ¼ Gcv sð Þ � Fm

1þ Fm � Gid sð Þ � Ki
� Gvd sð Þ � Kv (7)

From Eq. (7), the second-order lag system 1/P(s) in the transfer function of the
plant is approximately canceled out. In addition, the peak of the gain near the
resonance frequency disappears. As a result, no overshoots or undershoots of the
inductor current occur following sudden changes such as load changes, and stable
operation is ensured without reaching the OCP threshold. Therefore, stability and
responsiveness of the control system are much better, compared with the VMC.
Additional modes, not discussed in this chapter, include the peak current mode
control (PCMC), which is based on the CMC, and the average current mode control
(ACMC), which is used in power factor correction (PFC) converters.

4. Power balance mode control (PBMC)

In this section, the sliding mode control (SMC) of the buck-type DC-DC
converter and the power balance mode control (PBMC) applied to the boost-type
DC-DC converter are explained.

4.1 Sliding mode control (VMC) of the buck-type DC-DC converter

The SMC in the buck-type DC-DC converter, which is the foundation of the
PBMC, is described here. Figure 6 shows the block diagram of the SMC. One of the
SMCs in the buck-type DC-DC converter is the feedforward input of the charge/
discharge current of the output capacitor to the output signal of the voltage com-
pensator. For this reason, the voltage compensator adjusts the duty ratio and finely
adjusts it with the charge/discharge current of the output capacitor.

In the steady state, the amounts of charge and discharge are equivalent, and the
feedforward input can be neglected. In the transient state, the amounts of charge and
discharge are different, and the feedforward input directly adjusts the duty ratio.

Figure 5.
Current mode control.

254

Control Theory in Engineering

Because the CMC also feeds back the inductor current, the duty ratio is finely
adjusted. However, in the transient state, the inductor suppresses sudden changes
in the current, and the system’s responsiveness worsens.

On the other hand, when the charge/discharge current of the output capacitor is
used as the feedforward input, the charge/discharge current in the transient state
rapidly changes depending on the capacitor. As a result, the duty ratio can be
changed faster than for the CMC. Furthermore, when shifting from the transient
state to the steady state, the average charge/discharge current becomes zero, and
the influence of the feedforward input automatically decreases. Therefore, the
feedforward input gain automatically becomes minimal during the transient and in
the steady state.

In addition, by appropriately designing the various sensor gains and compensa-
tors of this control system, it is possible to set an operation state called the sliding
mode. It is known that the control system operating in this sliding mode is not
affected by disturbances or plant fluctuations. Therefore, responsiveness and
robustness can be improved by operating in sliding mode.

Although this output capacitor current can be detected directly, equivalent
series resistance (ESR) and equivalent series inductance (ESL) increase owing to the
addition of a shunt resistance and a current transformer, which affects the control
system and output voltage. In addition, in digital control systems, analog-to-digital
conversion cannot be performed precisely owing to an increase in the noise associ-
ated with charging/discharging. On the other hand, it is possible to derive the
charge/discharge current of the output capacitor without directly detecting it, by
appropriately detecting the output current and the inductor current and performing
the calculation. However, as the inductor current of the boost-type DC-DC con-
verter flows only to the output side during the OFF period, the output current
differs from the inductor current.

Therefore, it is necessary to consider the control system corresponding to the
step-up-type DC-DC converter considering output capacitor current detection and
digital control. In the next section, we describe the PBMC with improved respon-
siveness and robustness for boost-type DC-DC converters.

4.2 Power balance mode control

Figure 7 shows the block diagram of the PBMC. First, various blocks are
described.

• Gcv(s): transfer function of voltage compensator

• Kvo: output voltage sensor gain

Figure 6.
Buck-type DC-DC converter using sliding mode control.
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adjusts it with the charge/discharge current of the output capacitor.
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Figure 5.
Current mode control.
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Because the CMC also feeds back the inductor current, the duty ratio is finely
adjusted. However, in the transient state, the inductor suppresses sudden changes
in the current, and the system’s responsiveness worsens.

On the other hand, when the charge/discharge current of the output capacitor is
used as the feedforward input, the charge/discharge current in the transient state
rapidly changes depending on the capacitor. As a result, the duty ratio can be
changed faster than for the CMC. Furthermore, when shifting from the transient
state to the steady state, the average charge/discharge current becomes zero, and
the influence of the feedforward input automatically decreases. Therefore, the
feedforward input gain automatically becomes minimal during the transient and in
the steady state.

In addition, by appropriately designing the various sensor gains and compensa-
tors of this control system, it is possible to set an operation state called the sliding
mode. It is known that the control system operating in this sliding mode is not
affected by disturbances or plant fluctuations. Therefore, responsiveness and
robustness can be improved by operating in sliding mode.
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• Kio: output current sensor gain

• Kvi: input voltage sensor gain

• Kii: input current (inductor current) sensor gain

In addition, a, b, c, d, and e denote the correction coefficients. Further, the
mathematical symbols � and ÷ are the multiplier and the divider, respectively. As
shown in Figure 7, these correction coefficients are applied to all output signals
from various sensor gains. For simplicity, the correction coefficients a, b, c, and d
are the inverses of the sensor gain. Accordingly, the various correction coefficients
are given in Eq. (8).

a ¼ 1=Kvo

b ¼ 1=Kio

c ¼ 1=Kvi

d ¼ 1=Kii

8>>>>>><
>>>>>>:

(8)

As a result, all output signals of the correction coefficients’ block can be consid-
ered as the values for the power stage.

First, when the detected output voltage and output current are fed into the
multiplier, the output is expressed by Eq. (9).

vo � Kvo � a � io � Kio � b≈ vo � io ¼ Po
∗ (9)

Thus, the output power can be calculated. Next, when the calculated output
power and the detected input voltage are provided to the divider, the output is
expressed by Eq. (10).

Figure 7.
Power balance mode control.
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vo � Kvo � a � io � Kio � b
vi � Kvi � c ≈

vo � io
vi
¼ ii∗ ¼ iL∗ (10)

Thus, the input current can be calculated. Because the input current of the
boost-type DC-DC converter is equivalent to the inductor current, it is denoted by
iL*. Finally, the calculated inductor current is compared with the detected inductor
current, and the final duty ratio is determined by adding the result of this compar-
ison and the output of the voltage compensator. From the relationship between the
calculated inductor current iL* and the detected inductor current iL, the operation
can be divided into the following three patterns. Figure 8 shows the flowchart of
the control methods.

4.2.1 Mode 1: iL* > iL

In this mode, the calculated inductor current iL* is higher than the detected
inductor current iL. As an example, consider the case in which a shift to a heavy load
occurs. Because the output current suddenly extracts electric charge from the out-
put capacitor, the calculated output Po* power increases. On the other hand, as the
input voltage corresponds to a DC voltage source such as a battery, the voltage does
not fluctuate significantly even when the load fluctuates. Therefore, the calculated

Figure 8.
The flowchart of the control methods.
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inductor current iL* increases according to the load. In contrast, the inductor cur-
rent for detection increases. Therefore, until the input power becomes equal to the
output power, the relationship of Eq. (11) holds.

iL∗ > iL (11)

As a result, the signal to be added to the output signal of the voltage compensa-
tor becomes positive and the duty ratio increases.

4.2.2 Mode 2: iL* < iL

In this mode, the calculated inductor current iL* is lower than the detected
inductor current iL. An example would be the case in which a shift to a light load
occurs. Because the output current suddenly extracts electric charge from the out-
put capacitor, the calculated output Po* power decreases. On the other hand, as the
input voltage corresponds to a DC voltage source such as a battery, the voltage does
not fluctuate significantly even when the load fluctuates. Therefore, the calculated
inductor current iL* decreases according to the load. In contrast, the inductor
current for detection increases. Therefore, until the input power becomes equal to
the output power, the relationship of Eq. (12) holds.

iL∗ < iL (12)

As a result, the signal to be added to the output signal of the voltage compensa-
tor becomes negative and the duty ratio decreases.

4.2.3 Mode 3: iL* = iL

In this mode, the calculated inductor current is equal to the detected inductor
current. This corresponds to a steady state, and because the input and output
powers are ideally equal, the following relation holds:

iL∗ ¼ iL (13)

As a result, as the signal to be added to the output signal of the voltage compen-
sator becomes zero, the duty ratio does not fluctuate.

These conditions are summarized in Eq. (14).

iL∗ > iL if Po >Pi

iL∗ < iL if Po < Pi

iL∗ ¼ iL otherwise Po ¼ Pið Þ

8><
>:

(14)

To sum up, the PBMC is a control method that always compares the input power
and the output power and compensates for the difference if there is one. In the next
sections, operation verification studies for the different control methods are
reported.

5. Control design and simulation verification

5.1 Control design

In this study, a comparative verification of the different control systems was
performed using circuit simulations. Table 1 shows the circuit constants of the
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single-phase boost-type DC-DC converter, which is the analysis circuit. The control
systems were constructed using these circuit parameters.

To provide a reference for the responses of these control systems, the gain cross-
over frequencies of the loop transfer functions for the different control methods were
designed to be equal. In addition, the voltage compensator for the PBMC used the
same 2-pole-1-zero (type-2) compensator as the current mode control.

5.1.1 Voltage mode control (VMC)

The transfer function of the VMC includes second-order lag systems, as
expressed by Eq. (4). In addition, the phase lags by 180° or more, owing to the
RHP-zero. To improve the phase delay and to stabilize the operation of the control
system, a 3-pole-2-zero (type-3) compensator was used. The transfer function of
this 3-pole-2-zero compensator is given in Eq. (15).

Gc sð Þ ¼ ωi

s
�

1þ s
ωz1

� �
1þ s

ωz2

� �

1þ s
ωp1

� �
1þ s

ωp2

� � (15)

5.1.2 Current mode control (CMC)

A secondary delay system was included in both Gvd(s) and Gvd(s) in the loop
transfer function of the CMC. However, the current control loop is in the inner
loop, and the second-order lag system is approximately canceled out. Therefore, the
phase delay became smoother, when compared with VMC, and the resonance peak
did not appear. Therefore, the CMC used a 2-pole-1-zero (type-2) compensator.
The transfer function of the 2-pole-1-zero compensator is given in Eq. (16).

Gc sð Þ ¼ ωi

s
�

1þ s
ωz

� �

1þ s
ωp

� � (16)

where ωi, integral frequency; ωz, zero point frequency (ωz and ωz1: first point,
ωz2: second point); ωp, pole frequency (ωp and ωp1: first point, ωp2: second point).

Description Symbol Value

Inductor current (100 W design) IL 8.33 A

Output voltage Vo 48 V

Output power Po 100/200 W

Switching frequency fs 100 kHz

Inductance (100 W design) L 36 μH

Output capacitance (100 W design) Co 500 μH

Equivalent series resistance (ESR) of Co rC 58.5 mΩ

DC resistance of L (DCR) rL 20 mΩ

Resistance of drain to source (ON) of Q1 rQ 58 mΩ

Forward resistance of Q1 (diode: D) rD 130 mΩ

Table 1.
Circuit parameters and specifications.
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single-phase boost-type DC-DC converter, which is the analysis circuit. The control
systems were constructed using these circuit parameters.

To provide a reference for the responses of these control systems, the gain cross-
over frequencies of the loop transfer functions for the different control methods were
designed to be equal. In addition, the voltage compensator for the PBMC used the
same 2-pole-1-zero (type-2) compensator as the current mode control.
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5.1.3 Power balance mode control (PBMC)

In the PBMC, the difference between the calculated inductor current iL* and the
detected inductor current iL is added to the output signal of the voltage compensa-
tor. The responsiveness of the output voltage is determined by the crossover fre-
quency in the open loop transfer function. Therefore, the change in the inductor
current’s reference value (calculated inductor current iL*) is much slower than the
change in the detected inductor current iL. Therefore, if the reference value of the
inductor current is regarded approximately as the DC value in the steady state, it is
almost equivalent to the configuration of the CMC.

Therefore, the voltage compensator used a 2-pole-1-zero compensator similar to
the CMC. In our simulations, for simplicity, the values of the correction coefficients
a, b, c, and d were set to 1. However, for the CMC, e was set to the CMC’s current
sensor gain (e = Ki = 0.08). In addition, by setting the various sensor gains according
to Eq. (17), calculation of the power balance control loop can be easily dealt with.

Kvo ¼ 1=Vo

Kio ¼ 1=Io
Kvi ¼ 1=V i

Kii ¼ 1=Ii

8>>><
>>>:

(17)

Various parameters represented by capital letters on the right side of Eq. (17) are
design values. As a result, the input/output voltage/current/power parameters were
all 1 by design.

5.2 Comparative verification using circuit simulation

In this section, a comparative verification of each control system using circuit
simulation is described. For the simulation, a circuit simulator PSIM manufactured
by Powersim Corporation is used. Configure the configuration of the power stage
and control stage using PSIM. The circuit constants of the power stage are shown in
Table 1, and the parameters of the voltage compensator of the control stage are
shown in Table 2 described later. In addition, each sensor gain and correction
constants are as in Section 5.1.3.

Table 2 shows the compensators’ parameters for the different control methods.
In addition, the gain crossover frequency of the loop transfer function was
ωc = 6283.19 rad/s (fc = 1.0 kHz). The extent of the fluctuation and the settling time
of the output voltage and the inductor current during the transient state of the load
and the input voltage were compared. The load transients were a step-up load
transient that fluctuated from 100 to 200 W and a step-down load transient that
fluctuated from 200 to 100W. In addition, the input voltage transients were a step-
up input voltage transient that fluctuated from 12 to 24 V and a step-down input
voltage transient that fluctuated from 24 V to 12 V. In the simulations, the ripple
component was large and it was difficult to identify the different components.

Gc(s) ωi (rad/s) ωz1 (ωz) (rad/s) ωz2 (rad/s) ωp1 (ωp) (rad/s) ωp2 (rad/s)

VMC 35.3 1.86 � 103 1.86 � 103 4.00 � 104 3.42 � 104

CMC 105.0 86.8 – 3.42 � 104 –

PBMC

Table 2.
Compensator Gc(s) parameters for different control methods.
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Therefore, the sampling frequency was reduced and a low-pass filter (LPF) was
used. In addition, the settling time of the output voltage in the step response was set
to the time required for reaching �0.2 V (approximately �1%) from the steady
value of 48 V.

5.2.1 Output voltage response for load transients

Figure 9 shows the output voltage during load transient in each control method.
Compared with CMC, over/undershoot of output voltage is small and settling time
is short in PBMC. In particular, the settling time of the output voltage of the PBMC
is very short compared with other control methods. Therefore, the PBMC can
instantaneously respond to load fluctuations.

Figure 9.
Output voltage responses for load transients. (a) Step-up load transient and (b) step-down load transient.

261

Power Balance Mode Control for Boost-Type DC-DC Converter
DOI: http://dx.doi.org/10.5772/intechopen.82787



5.1.3 Power balance mode control (PBMC)

In the PBMC, the difference between the calculated inductor current iL* and the
detected inductor current iL is added to the output signal of the voltage compensa-
tor. The responsiveness of the output voltage is determined by the crossover fre-
quency in the open loop transfer function. Therefore, the change in the inductor
current’s reference value (calculated inductor current iL*) is much slower than the
change in the detected inductor current iL. Therefore, if the reference value of the
inductor current is regarded approximately as the DC value in the steady state, it is
almost equivalent to the configuration of the CMC.

Therefore, the voltage compensator used a 2-pole-1-zero compensator similar to
the CMC. In our simulations, for simplicity, the values of the correction coefficients
a, b, c, and d were set to 1. However, for the CMC, e was set to the CMC’s current
sensor gain (e = Ki = 0.08). In addition, by setting the various sensor gains according
to Eq. (17), calculation of the power balance control loop can be easily dealt with.

Kvo ¼ 1=Vo

Kio ¼ 1=Io
Kvi ¼ 1=V i

Kii ¼ 1=Ii

8>>><
>>>:

(17)

Various parameters represented by capital letters on the right side of Eq. (17) are
design values. As a result, the input/output voltage/current/power parameters were
all 1 by design.

5.2 Comparative verification using circuit simulation

In this section, a comparative verification of each control system using circuit
simulation is described. For the simulation, a circuit simulator PSIM manufactured
by Powersim Corporation is used. Configure the configuration of the power stage
and control stage using PSIM. The circuit constants of the power stage are shown in
Table 1, and the parameters of the voltage compensator of the control stage are
shown in Table 2 described later. In addition, each sensor gain and correction
constants are as in Section 5.1.3.

Table 2 shows the compensators’ parameters for the different control methods.
In addition, the gain crossover frequency of the loop transfer function was
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and the input voltage were compared. The load transients were a step-up load
transient that fluctuated from 100 to 200 W and a step-down load transient that
fluctuated from 200 to 100W. In addition, the input voltage transients were a step-
up input voltage transient that fluctuated from 12 to 24 V and a step-down input
voltage transient that fluctuated from 24 V to 12 V. In the simulations, the ripple
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Therefore, the sampling frequency was reduced and a low-pass filter (LPF) was
used. In addition, the settling time of the output voltage in the step response was set
to the time required for reaching �0.2 V (approximately �1%) from the steady
value of 48 V.

5.2.1 Output voltage response for load transients

Figure 9 shows the output voltage during load transient in each control method.
Compared with CMC, over/undershoot of output voltage is small and settling time
is short in PBMC. In particular, the settling time of the output voltage of the PBMC
is very short compared with other control methods. Therefore, the PBMC can
instantaneously respond to load fluctuations.

Figure 9.
Output voltage responses for load transients. (a) Step-up load transient and (b) step-down load transient.
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5.2.2 Inductor current response for load transients

Figure 10 shows the inductor current during the load transient, for the different
control methods. From Figure 10, the rise/fall time of the inductor current of the
PBMC is very short compared with that of the other control methods. Because the
rise/fall time of the inductor current of the PBMC is very short, the settling time of
the output voltage becomes short. Although over/undershoots of the inductor cur-
rent also appear in the PBMC, the outcome can be improved by appropriately
setting the correction coefficient E.

5.2.3 Output voltage response for input voltage transients

Figure 11 shows the output voltage during the input voltage transient, for the
different control methods. Compared with the other control methods, the over/

Figure 10.
Inductor current responses for load transients. (a) Step-up load transient and (b) step-down load transient.
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undershoot of output voltage is smaller and the settling time is shorter for the
PBMC method. Therefore, a system with PBMC can instantaneously respond to
input voltage fluctuations.

5.2.4 Inductor current response for input voltage transients

Figure 12 shows the inductor current during the input voltage transient, for the
different control methods. From Figure 12, the rise/fall time of the inductor current
for the PBMC method is much shorter compared with that of the other control
methods. Because the rise/fall time of the inductor current for the PBMC method is
very short, the settling time of the output voltage is short.

Figure 11.
Inductor current responses for input voltage transients. (a) Step-up input voltage transient and (b) step-down
input voltage transient.
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5.2.5 Comparative verification of simulation results

The simulation results for the different control methods are compared below.
Table 3 lists the simulation results for the load transient response, and Table 4
shows the simulation results for the input voltage transient response. The most
efficient results are shown by *, while the least efficient ones are shown by **. From
these tables, it is evident that the PBMC method yields the most efficient results in
terms of almost all metrics, when compared with the other control systems. The
effectiveness of the PBMC method is confirmed across all simulation results.

VMC method has only output components. Therefore, it is impossible to
promptly respond to input fluctuations. Therefore, the overshoot and undershoot
in the input voltage fluctuation are much larger than the other two control methods.

Figure 12.
Inductor current responses for input voltage transients. (a) Step-up input voltage transient and (b) step-down
input voltage transient.
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CMC method has input and output components one by one. However, even
during transient, the settling time is long because it is always approximated to the
first-order lag system.

PBMC method has all components of input and output. Therefore, it is thought
that it be able to respond quickly to input/output fluctuations.

6. Conclusion

This chapter described fast-response and highly robust PBMC for boost-type
DC-DC converters. PBMC uses control to compensate for the difference between
input power and output power for the inner loop. Performances of the PBMC
method and conventional control methods were compared and verified using cir-
cuit simulations. As a result, the PBMC method yielded the best results on all
performance metrics. This confirms the effectiveness of PBMC.

Author details

Taichi Kawakami
Department of Technological Systems, Osaka Prefecture University College of
Technology (OPUCT), Osaka, Japan

*Address all correspondence to: t.kawakami@osaka-pct.ac.jp

© 2018 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

Target value
Vo: 48 V

Step-up transient Step-down transient

Undershoot (mV) Settling time (ms) Overshoot (mV) Settling time (ms)

VMC 795.1** 0.77 646.7* 0.78

CMC 735.2 15.10** 690.6** 14.96**

PBMC 554.6* 0.40* 667.1 0.29*

Table 3.
Simulation results for the load transient response.

Target value
Vo: 48 V

Step-up transient Step-down transient

Overshoot (mV) Settling time (ms) Undershoot (mV) Settling time (ms)

VMC 4531.9** 3.86 4048.5** 3.96

CMC 498.7 10.18** 484.9 11.69**

PBMC 235.5* 1.61* 231.8* 3.30*

Table 4.
Simulation results for the input voltage transient response.
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compensator (SVC) system using fractional order calculus. The thyristor-controlled
reactor (TCR) and fixed capacitor are assumed to be noninteger. A state space
model is derived for the fractional SVC and a novel fractional order sliding surface
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of the system, the parameters of the control system are optimized using Simulink
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control system is verified using fractional order Lyapunov theorem. The effective-
ness of the proposed control scheme is verified using numerical simulations.
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1. Introduction

In recent times, the demand and the importance of a robust transmission net-
work is increasing at an extraordinary rate. With the advancement of the society, it
is vital to ensure the enough power availability to both the common consumer and
the industry. The conventional transmission system has several disadvantages that
include the lack of its operation on full load capacity, performance degradation
under heavy inductive loads, and voltage sagging problems. Moreover, the
conventional transmission system is not efficient in resolving and isolating the fault
over the lines because most of the power systems are controlled through mechanical
means. A more preferable alternative to the fixed mechanical control of the
transmission network is the flexible AC transmission system (FACTS). All FACTS
controllers are operated in a closed loop fashion and a detailed comparison of
several control schemes is presented in the work given in [1].

The shunt compensators are preliminarily used for the reactive power compen-
sation over the transmission network system. The reactive power is supplied or
absorbed using the electronic drive-based shunt flexible ac transmission system
(FACTS) controllers including the static Var compensator (SVC) and STATCOM
[2, 3]. Over a transmission network bus voltage stability is a prime issue and it needs
to be addressed for the overall stability of the power network. The bus voltage over
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[2, 3]. Over a transmission network bus voltage stability is a prime issue and it needs
to be addressed for the overall stability of the power network. The bus voltage over
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a transmission network is subject to the variations due to the stochastic nature of
variable inductive load demands. The bus voltages are much dependent on the
reactive power demands [3]. The utilization of the SVC as shunt compensation for
voltage management and related concepts are discussed by the authors of reference
[4]. SVC has a simple structure, which provides controlled reactive power com-
pensation over the transmission network. Other shunt compensator such as static
synchronous compensator (STATCOM), which is based on the power electronics
converter concept, is an advanced version of the FACTS controllers [5]. The power
electronics-based shunt compensator can provide dynamic stability of the power
network over a wider range as compared to the conventional SVC-based system.
However, the closed loop control structure in case of the power electronics-based
FACTS controller is more complex as compared to the SVC. In [6], the authors
proposed a coordinated control strategy for the dynamic stability of the SVC-based
power network. In order to enhance the transient stability, damping of power
oscillations, and economic operation of the power network, several researchers have
proposed the utilization of the unified power flow controller (UPFC) that simulta-
neously provide the series and shunt compensation over the transmission network
[7, 8]; however, the structure of the closed loop control system is very complex for
the UPFC. Moreover, the solution is very costly as compared to the conventional
SVC-based power system. Different applications of the UPFC and STACOM con-
trollers in the power networks have been discussed in detail by the authors of Ref.
[9–11]. Apart from the applications of the FACTS controllers, another important
issue is to choose the optimal location for the installment of these controllers [12]. A
detailed review on the optimal placement of the FACTS devices is presented in [13].
Apart from the benefits of the FACTS controllers, feedback system plays vital role
in achieving the control objectives. Several integer order robust control methods
have been proposed for the SVC-based power system control problem. The detailed
discussion of the power flow stability using closed loop FACTS controllers are
discussed by the authors of [14–17]. In the above cited work, the authors proposed
several control techniques such as adaptive backstepping, fuzzy logic; Lyapunov-
based nonlinear controller and the H∞ Control. In [18], the authors have proposed
robust variable structure control system for the SVC-based power system. An
important issue in the design of any control system is how to select the optimal
parameters. Different approaches are used in the literature such as PSO-based
parameters optimization [19] and genetic algorithm-based parameters selection in
[20–24]. In [25, 26], two different variants of the robust controllers have been
proposed for VSC-based HVDC system. Fractional calculus is finding numerous
applications in the area of the modeling and control of the dynamic systems. Frac-
tional order systems have some additional advantages over integer order systems
such as high degree of freedom in the parameters selection, robustness to noise,
offer less chattering in the control signal, and wide stability margins [27]. In
[28, 29], the authors proved that the fractional order systems are stable even when
the systems roots lie in the right half of the complex plane. The formulation of
fractional order controllers based on fractional order models offer additional
advantages such as reduced computational costs and more robustness against
uncertainties [30, 31]. Several authors proposed fractional order model-based con-
trollers such as robotic manipulators [32], thermal modeling of buildings [33],
aircraft [34], and pneumatic actuators [35]. Based on the above literature survey, it
is concluded that the wider stability region concepts of the fractional order systems
can be applied in several fields of interests. Particularly, the fractional order
dynamics can be introduced to the SVC-based power system dynamic systems for
enhanced stability margins. Fractional order filters consisting of inductive and
capacitive elements have been practically realized and discussed in the literature.
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Fractional order tunable resonators and filters have been practically realized and the
details are given in [36]. Electronically tunable all pass filter has been proposed and
discussed in [37].

This chapter proposes static Var compensator (SVC) using fractional order
inductive and capacitive elements. The idea is exploited theoretically and the
dynamic equation of the fractional order susceptance is derived. Finally, a novel
fractional order sliding surface is proposed and a feedback controller is derived for
the bus voltage stabilization problem of power transmission network. The parame-
ters of the proposed control scheme are tuned using Simulink response optimization
tool box.

2. Mathematical model of TCR-FC type SVC by inclusion of fractional
inductor and capacitor

Figure 1 shows the block diagram of the fractional order SVC-based power
system. Before going into the details of the mathematical models of fractional order
SVC, this section presents the definitions of the fractional calculus.

2.1 Definitions of fractional derivatives and integrals

Basic definition of the fractional operator can be denoted by a general funda-
mental operator aDα

t as a generalization of the differential and integral operators,
and it is defined as [28].

aDα
t ffi Dα ¼

dα

dtα
,R αð Þ>0

1 ,R αð Þ ¼ 0
Ðt
a

dτð Þ�α ,R αð Þ<0

8>>>>><
>>>>>:

(1)

Here α represents the order of fractional operator and R αð Þ represents set of real
numbers. The following three definitions used for the general fractional operator
are the Riemann–Liouville (RL) definition, the Caputo definition, and the
Grunwald–Letnikov (GL) definition. The αth order Riemann–Liouville fractional
derivative of function is given by [28].

Figure 1.
(a) Configuration of fractional SVC (TCR-FC), (b) single machine infinite bus configuration.

269

Static Var Compensator with Fractional Order Dynamics for Enhanced Stability and Control
DOI: http://dx.doi.org/10.5772/intechopen.79615



a transmission network is subject to the variations due to the stochastic nature of
variable inductive load demands. The bus voltages are much dependent on the
reactive power demands [3]. The utilization of the SVC as shunt compensation for
voltage management and related concepts are discussed by the authors of reference
[4]. SVC has a simple structure, which provides controlled reactive power com-
pensation over the transmission network. Other shunt compensator such as static
synchronous compensator (STATCOM), which is based on the power electronics
converter concept, is an advanced version of the FACTS controllers [5]. The power
electronics-based shunt compensator can provide dynamic stability of the power
network over a wider range as compared to the conventional SVC-based system.
However, the closed loop control structure in case of the power electronics-based
FACTS controller is more complex as compared to the SVC. In [6], the authors
proposed a coordinated control strategy for the dynamic stability of the SVC-based
power network. In order to enhance the transient stability, damping of power
oscillations, and economic operation of the power network, several researchers have
proposed the utilization of the unified power flow controller (UPFC) that simulta-
neously provide the series and shunt compensation over the transmission network
[7, 8]; however, the structure of the closed loop control system is very complex for
the UPFC. Moreover, the solution is very costly as compared to the conventional
SVC-based power system. Different applications of the UPFC and STACOM con-
trollers in the power networks have been discussed in detail by the authors of Ref.
[9–11]. Apart from the applications of the FACTS controllers, another important
issue is to choose the optimal location for the installment of these controllers [12]. A
detailed review on the optimal placement of the FACTS devices is presented in [13].
Apart from the benefits of the FACTS controllers, feedback system plays vital role
in achieving the control objectives. Several integer order robust control methods
have been proposed for the SVC-based power system control problem. The detailed
discussion of the power flow stability using closed loop FACTS controllers are
discussed by the authors of [14–17]. In the above cited work, the authors proposed
several control techniques such as adaptive backstepping, fuzzy logic; Lyapunov-
based nonlinear controller and the H∞ Control. In [18], the authors have proposed
robust variable structure control system for the SVC-based power system. An
important issue in the design of any control system is how to select the optimal
parameters. Different approaches are used in the literature such as PSO-based
parameters optimization [19] and genetic algorithm-based parameters selection in
[20–24]. In [25, 26], two different variants of the robust controllers have been
proposed for VSC-based HVDC system. Fractional calculus is finding numerous
applications in the area of the modeling and control of the dynamic systems. Frac-
tional order systems have some additional advantages over integer order systems
such as high degree of freedom in the parameters selection, robustness to noise,
offer less chattering in the control signal, and wide stability margins [27]. In
[28, 29], the authors proved that the fractional order systems are stable even when
the systems roots lie in the right half of the complex plane. The formulation of
fractional order controllers based on fractional order models offer additional
advantages such as reduced computational costs and more robustness against
uncertainties [30, 31]. Several authors proposed fractional order model-based con-
trollers such as robotic manipulators [32], thermal modeling of buildings [33],
aircraft [34], and pneumatic actuators [35]. Based on the above literature survey, it
is concluded that the wider stability region concepts of the fractional order systems
can be applied in several fields of interests. Particularly, the fractional order
dynamics can be introduced to the SVC-based power system dynamic systems for
enhanced stability margins. Fractional order filters consisting of inductive and
capacitive elements have been practically realized and discussed in the literature.

268

Control Theory in Engineering

Fractional order tunable resonators and filters have been practically realized and the
details are given in [36]. Electronically tunable all pass filter has been proposed and
discussed in [37].

This chapter proposes static Var compensator (SVC) using fractional order
inductive and capacitive elements. The idea is exploited theoretically and the
dynamic equation of the fractional order susceptance is derived. Finally, a novel
fractional order sliding surface is proposed and a feedback controller is derived for
the bus voltage stabilization problem of power transmission network. The parame-
ters of the proposed control scheme are tuned using Simulink response optimization
tool box.

2. Mathematical model of TCR-FC type SVC by inclusion of fractional
inductor and capacitor

Figure 1 shows the block diagram of the fractional order SVC-based power
system. Before going into the details of the mathematical models of fractional order
SVC, this section presents the definitions of the fractional calculus.

2.1 Definitions of fractional derivatives and integrals

Basic definition of the fractional operator can be denoted by a general funda-
mental operator aDα

t as a generalization of the differential and integral operators,
and it is defined as [28].

aDα
t ffi Dα ¼

dα

dtα
,R αð Þ>0

1 ,R αð Þ ¼ 0
Ðt
a

dτð Þ�α ,R αð Þ<0

8>>>>><
>>>>>:

(1)

Here α represents the order of fractional operator and R αð Þ represents set of real
numbers. The following three definitions used for the general fractional operator
are the Riemann–Liouville (RL) definition, the Caputo definition, and the
Grunwald–Letnikov (GL) definition. The αth order Riemann–Liouville fractional
derivative of function is given by [28].

Figure 1.
(a) Configuration of fractional SVC (TCR-FC), (b) single machine infinite bus configuration.

269

Static Var Compensator with Fractional Order Dynamics for Enhanced Stability and Control
DOI: http://dx.doi.org/10.5772/intechopen.79615



aDα
t f tð Þ ¼ dα

dtα
f tð Þ ¼ 1

Γ m� αð Þ
dm

dtm

ðt

a

f τð Þ
t� τð Þα�mþ1 dτ (2)

Riemann–Liouville formula of the αth-order fractional integration can be
written by

aD�αt f tð Þ ¼ Iαf tð Þ ¼ 1
Γ αð Þ

ðt

a

f τð Þ
t� τð Þ1�α dτ (3)

Here m is the first integer larger than α, such that m� 1< α<m, with t� a is the
interval of integration and Γ is the Euler’s Gamma function. The Caputo fractional
derivative expression of a continuous function is expressed as

aDα
t f tð Þ ¼

1
Γ n� αð Þ

ðt

a

f n τð Þ
t� τð Þα�nþ1 dτ n� 1 ≤  α  <  nð Þ

dn

dtn
f tð Þ α ¼ nð Þ

8>>>><
>>>>:

(4)

The GL definition is given as:

GL
a Dα

t f tð Þ ¼ lim
h!0

1
hα

Xt�αð Þ=h½ �

j¼0
�1ð Þ j α

j

� �
f t� jhð Þ (5)

Here, h represents the time step that is increasing with time and [.] is the integer
part,

α

j

� �
¼ Γ αþ 1ð Þ

Γ jþ 1ð ÞΓ α� jþ 1ð Þ (6)

Theorem 1: The following equation shows an autonomous system [29]:

0Dα
t x ¼ Ax, x 0ð Þ ¼ x0 (7)

Here α is differential order, x ∈  Rn and A ∈  Rn�n. The system is asymptotically stable
if arg eig Að Þð Þj j  >  απ=2. If the condition is satisfied then the system converges toward zero
like t�α. The system stability is guaranteed if arg eig Að Þð Þj j ≥  απ=2 and the critical Eigen
values that satisfy arg eig Að Þð Þj j ¼ απ=2 have geometric multiplicity. Moreover, the stable
region of fractional system with 0  <  λ  <  1 is larger than that of 1  <  λ  <  2, λ ¼ 1.

From Figure 2, it is clear that the fractional order systems with the fractional
orders range of 0–1 have wider stability margins as compared to the integer order
systems.

2.2 Mathematical model of fractional SVC-based power system

The goal of this work is to include the fractional components in the SVC math-
ematical model [18]. In order to modify the conventional design of TCR-FC type
SVC, the fractional order inductor and capacitor are used to analyze and improve
the system performance. Controllable part of the SVC is the susceptance, so the
mathematical model derived in this section shall be represented in terms of the
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susceptance (B). The block diagram of the system and single machine infinite bus
configuration is shown in Figure 1a and b.

For the integer type of SVC-based power system, the expression of the
susceptance is expressed as [18].

BSVC ¼ BTCR þ BC (8)

In Eq. (8), BTCR represents the susceptance of the thyristor-controlled reactor
and BC is the susceptance of the fixed capacitor. The susceptance of the thyristor-
controlled reactor depends on the degree of firing angle of the thyristor and it can
be expressed as

BTCR ¼ BL 2π � 2αþ sin 2αð Þð Þ
π

(9)

In Eq. (9), BL represents the susceptance of the inductor. If the capacitor and
inductor are noninteger, then Eq. (8) is expressed as

BSVCf ¼ BTCRf þ BCf (10)

Here BSVCf represents the fractional susceptance of the SVC configuration,
BCf and BTCRf represent the fractional susceptance of the inductive and capacitive
elements. From Eq. (9), the fractional inductance of the inductor is expressed as
BLf [31].

BLf ¼ 1
2πf L f

(11)

The voltage dynamics across a fractional inductor is written as

DγIL
VL
¼ 1

L f

L f ¼ VL

DγIL

0
BB@

1
CCA (12)

Combining Eqs. (12) and (11) yields the fractional order susceptance of the
inductor as

Figure 2.
Stability region of (a) integer order system (b) fractional order system with order between 1 and 2
(c) fractional order systems with order between 0 and 1.
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BLf ¼ 1
2πf VL

DγIL

(13)

By multiplying the operator Dγ on both hand sides of Eq. (13) yields

DγBLf ¼ Dγ 1
2πf VL

DγIL

" #
(14)

Using Eq. (14), and by equating DγBLf ¼ DγBL, Eq. (9) in fractional order sense
is written as

BTCR f ¼ DγBL 2π � 2αþ sin 2αð Þð Þ
π

(15)

The voltage and the current dynamics across the fractional capacitor is written
as Vc ¼ 1

C f
D�γIc. Here, Vc represents the voltage, Ic is the current across the

capacitor, C f is the fractional capacitance, and D�γ represents the fractional
integrator. Now, the current–voltage dynamics across the fractional capacitor are
expressed as [31].

C f ¼ Ic
DγVc

(16)

The fractional capacitive susceptance is written as

BCf ¼ 2πf C f

BCf ¼ 2πf
Ic

DγVc

0
@

1
A (17)

Simplifying Eq. (17) yields

DγBCf ¼ 2πf Dγ Ic
DγVc

� �
(18)

By combining Eqs. (10), (15) and (18), one obtains

BSVCf ¼
DγBL 2π � 2αþ sin 2αð Þð Þ þ πDγBCf

π
(19)

The modified state space representation of the power system with the fractional
order SVC-based system configurations written as
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In Eq. (20), δ represents the power angle of the generator, w is the angular
speed, Pm is the input mechanical power to the generator, D is the damping
component, M is the moment of inertia, Pd represents the load demand over time,
V1 is the sending end voltage, and V2 is the voltage over infinite bus.

3. Controller formulation and stability proof

The control objective is to formulate a robust control system for the fractional
order SVC-based power system that must behave as insensitive to the disturbances
and uncertainties, thus ensure a stabilized voltage over the transmission lines. Thus,
the control objective is the regulation of the bus voltage V2 regardless of the
variation in the generation side and load side. Let e ¼ V2r � V2, _e ¼ _V2r � _V2 and
the control signal is BSVCf ¼ DγBSVC, then the fractional order sliding manifold is
defined as

S ¼ C1D�α=2eþ C2 _e (21)

In the above expressions e represents the error signal, V2r is the reference signal
and _V2 represents the first derivative of the command signal. Differentiating
Eq. (21) with respect to Dα yields

DαS ¼ C1Dα=2eþ C2Dα _e (22)

By combining Eqs. (20) and (22), one obtains
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τ
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τ
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τX
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τ
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� �
(23)

The control law is derived as

DγBSVC ¼ � τ

V2
2 �

V2
2

τX
þ V1V2cosδ

τX
� k

τ
Pd � _V2r � C1

C2
D�α=2e� KsD�αsgn Sð Þ

� �

(24)

The following inequality holds [30].

X∞
j¼1

Γ 1þ αð Þ
Γ 1� jþ αð ÞΓ 1þ jð ÞD

jSDα�jS

�����

�����≤ τ∣S∣ (25)

Here τ is a positive constant. To prove the stability of the closed loop system, the
Lyapunov function is chosen as V ¼ 1

2 S
2. Applying operator Dα to the Lyapunov

function yields

DαV ¼ SDαSþ
X∞
j¼1

Γ 1þ αð Þ
Γ 1� jþ αð ÞΓ 1þ jð ÞD

jSDα�jS

�����

����� (26)

Using Eq. (25), we can simplify Eq. (26) as

DαV ≤  SDαSþ τ∣S∣ (27)

273

Static Var Compensator with Fractional Order Dynamics for Enhanced Stability and Control
DOI: http://dx.doi.org/10.5772/intechopen.79615



BLf ¼ 1
2πf VL

DγIL

(13)

By multiplying the operator Dγ on both hand sides of Eq. (13) yields

DγBLf ¼ Dγ 1
2πf VL

DγIL

" #
(14)

Using Eq. (14), and by equating DγBLf ¼ DγBL, Eq. (9) in fractional order sense
is written as

BTCR f ¼ DγBL 2π � 2αþ sin 2αð Þð Þ
π

(15)

The voltage and the current dynamics across the fractional capacitor is written
as Vc ¼ 1

C f
D�γIc. Here, Vc represents the voltage, Ic is the current across the

capacitor, C f is the fractional capacitance, and D�γ represents the fractional
integrator. Now, the current–voltage dynamics across the fractional capacitor are
expressed as [31].

C f ¼ Ic
DγVc

(16)

The fractional capacitive susceptance is written as

BCf ¼ 2πf C f

BCf ¼ 2πf
Ic

DγVc

0
@

1
A (17)

Simplifying Eq. (17) yields

DγBCf ¼ 2πf Dγ Ic
DγVc

� �
(18)

By combining Eqs. (10), (15) and (18), one obtains

BSVCf ¼
DγBL 2π � 2αþ sin 2αð Þð Þ þ πDγBCf

π
(19)

The modified state space representation of the power system with the fractional
order SVC-based system configurations written as

_δ ¼ w

_w ¼ 1
M

Pm � V1V2sinδ
X

�Dw
� �

_V2 ¼ 1
τ

�V2
2

X
þ V2

2 DγBL 2π � 2αþ sin 2αð Þð Þ þ πDγBCf

π

� �
þ V1V2cosδ

X
� kPd

� �

DγBL ¼ 1
τ

Vref � V2
� �

(20)

272

Control Theory in Engineering

In Eq. (20), δ represents the power angle of the generator, w is the angular
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component, M is the moment of inertia, Pd represents the load demand over time,
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Using Eqs. (23) and (27), DαV is calculated as

DαV ≤  S C1Dα=2eþ C2Dα _V2r þ 1
τ

V2
2

X
� 1

τ
V2

2DγBSVC � V1V2cosδ
τX

þ 1
τ
kPd

� �� �
þ τ∣S∣

(28)

By combining Eqs. (24) and (28), one obtains

DαV ≤ � Ks∣S∣þ τ∣S∣ (29)

The first term of Eq. (29) is negative, so if the discontinuous gain KS > ∣τ∣, then it
is shown that the fractional derivative of the Lyapunov function is always less than
zero, that is, DαV ≤0, which means that reaching condition of the sliding surface is
satisfied and S ¼ 0. The following lemmas are defined that will be used in the
convergence proof.

Lemma 1. If integral of the fractional derivative aDα
t of a function f(t) exists then

according to [30].

aD�αt aDα
t f tð Þ� � ¼ f tð Þ �

XK
J¼1

aDα�J
t f tð Þ� �

a¼t
t� að Þα�J

Γ α� J þ 1ð Þ (30)

Here K � 1 ≤  α  <  K and Γ represents the standard gamma function.
Lemma 2. The fractional integral operator aD�αt with α  >  0 is bounded such that the

expression in Eq. (31) is valid [29].

aD�αt f
�� ��

P ≤K fk kP; 1≤P≤∞; 1≤K ≤∞ (31)

From Eq. (29) it is proved that the sliding surface is zero, that is, S ¼ 0. With
this condition Eq. (31) can be simplified as

D�α=2e ¼ �C2

C1
_e

D 1þα=2ð Þe ¼ �C1

C2
e

2
664

3
775 (32)

Multiplying Eq. (32) by D�1�α=2 and by further simplification, one obtains

e ¼ �C2

C1
D�1�α=2e

D�α=2 Dα=2e
� � ¼ �C2

C1
D�1�α=2e

8>><
>>:

9>>=
>>;

(33)

Using Lemma 1, Eq. (33) can be expressed as

e� trD
α=2�1ð Þ
t e

h i
t¼tr

t� trð Þα=2�1
Γ α=2ð Þ ¼ �C2

C1
D�1�α=2e (34)

At time t ¼ tr, the term under the fractional integral of Eq. (34) is equal to zero,

that is, trD
α=2�1ð Þ
t e

h i
t¼tr

t�trð Þα=2�1
Γ α=2ð Þ ¼ 0, then the remaining expression of Eq. (34) can

be written as

e ¼ �C2

C1
D�1�α=2e (35)
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Eq. (35) can be expressed as

D�2D2 eð Þ ¼ �C2

C1
D�1�α=2e (36)

Using Lemma 1, Eq. (36) is expanded as

e tð Þ � trD
2�1ð Þ
t e tð Þ

h i
t¼tr

t� trð Þ2�1
2

� e trð Þ ¼ �C2

C1
D�1�α=2e tð Þ (37)

Application of Lemma 2 to the right hand side of Eq. (37) yields

�C2

C1
D�1�α=2e tð Þ≤ � C2

C1
Kke tð Þk (38)

Combination of Eqs. (37) and (38) yields

ke tð Þ � trD
1ð Þ
t e tð Þ

h i
t¼tr

t� trð Þ
2
k � ke trð Þk≤ � C2

C1
Kke tð Þk (39)

If S t ¼ tsð Þ ¼ 0 and e tð Þ ¼ 0, then the necessary condition of convergence is
tr ≤ ts <∞. Using this concept Eq. (39) can be expressed as

trD
1ð Þ
t e tð Þ

h i
t¼tr

ts � trð Þk≤ 2ke trð Þk

k _e tð Þ½ �t¼tr tr � tsð Þk≤ � 2ke trð Þk

8<
:

9=
; (40)

From Eq. (40), one obtains

tr ≤ ts � 2ke trð Þk
k _e tð Þ½ �t¼trk

(41)

From Eq. (41), it is proved that the error will converge near to the equilibrium
points in finite time.

4. MATLAB/Simulink response optimization tool box

MATLAB/Simulink offers built-in response optimization tool box, which is
extensively used for the optimal parameters selection of the control system [38]. To
start the GUI, go to analysis tab of the simulink and click response optimization tool
box. Define the parameters to be optimized in the MATLAB workspace. Then, use
the response optimization tool box for importing the workspace defined parameters
as design variables. The minimum and maximum search space of the design vari-
ables are adjusted. In the second step, the input reference signal is defined and
imported using the toolbox. Finally, the output signal is imported from the simulink
model that will follow the reference imported signal such that the error between the
two signals is minimum. The error is minimized in an iterative manner and in this
case, the error signal is the cost function. While minimizing the cost function, the
parameters of the control system are adjusted online. The toolbox is associated with
different optimization methods such as pattern search, simplex search, and gradient
descent methods [39, 40].
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5. Optimization of the control system for fractional order SVC-based
system

The derived fractional order control system is shown in Eq. (24). For best
control performance, it is vital to choose the optimal control parameters. This work
compares the performance of the proposed controller (Eq. 24) to the conventional
PID control system. The parameters of the proposed control scheme are optimized
using Latin Hypercube method and Simulink response optimization toolbox. The
order of the fractional operator is chosen constant as α ¼ 0:8.

To optimize the parameters, the cost function chosen is the integral of square of
the error (ISE) between the reference command and the feedback signal. The initial
values of the controller parameters are chosen as C1 ¼ 0:58, C2 ¼ 0:78, and Ks ¼
0:48. The convergence of the parameters to the optimal values is shown in Figure 3.
The optimal parameters after convergence of the optimization algorithm are: C1 ¼
0:35, C2 ¼ 0:86 and Ks ¼ 0:625. The optimized step response of the closed system is
shown in Figure 4.

The step response and optimized parameters of the PID controllers are shown in
Figures 5 and 6. Figure 5 shows the response of the systemwith optimized PID under
nominal conditions. The optimal parameters are given in the table of Figure 6.

Figure 3.
Optimized parameters of the proposed scheme.

Figure 4.
Step response optimization.
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6. Results and discussions

For numerical simulations, the nominal parameters of the power system including
the SVC configuration are given as following [18]: M ¼ 1, X ¼ 0:5, V1 ¼ 1, τ ¼ 8,
k ¼ 0:25, D ¼ 0:1, and Pm ¼ Pd. The Simulink simulation setup is shown in Figure 7
and the profile of the load demand is shown in Figure 8.

6.1 Step response comparison

The control performance of the SVC-based power system under the step
response is compared in Figure 9. The comparison is done for the error of the bus
voltage stabilization response under the proposed fractional order control system
and optimized PID. From the simulation results, it is concluded that the proposed

Figure 5.
PID step response optimization.

Figure 6.
Parameters of the optimized PID controller.
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control system is more robust against the load demand variation profile as com-
pared to the optimized PID control system.

6.2 Tracking response comparison

In this section, the bus voltage tracking performance of the SVC-based power
network is compared under the action of the proposed control and the optimized

Figure 7.
MATLAB/SIMULINK simulation setup.

Figure 8.
Load demand profile.

Figure 9.
Step response error (a) proposed scheme (b) optimized PID.
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PID. The comparative results are shown in Figure 10. From the results provided, it
is clear that the system under the proposed control scheme perfectly tracks the
reference command while the system under the PID controller exhibits tracking
errors of considerable magnitudes.

6.3 Performance comparison under inductive variable loading condition

The system’s bus voltage stabilization under heavy inductive loads is compared
under the action of the proposed control and the optimized PID. The simulation
results are shown in Figure 10. The inductive load is varied gradually from time
t = 60 sec and increased step wise till t = 100 sec. The proposed controller is robust
against the dynamics introduced due to the heavy inductive loads. From Figure 11,
it is clear that the response of the power system with PID-based SVC system suffers
from voltage sage condition. The proposed controller-based SVC system is efficient
in handling the situation and thus, the bus voltage error is very small with no
voltage dips.

The control signals comparison is given in Figure 12. The proposed control
system offers low frequency oscillations, which shows the robustness of the pro-
posed method as compared to the PID method. Usually, in classical sliding mode
control method, the robust term excites high frequency oscillations. Due to the high
frequency oscillations, the classical sliding mode control is not feasible for practical

Figure 10.
Tracking response (a) proposed scheme (b) optimized PID.

Figure 11.
Step response under heavy inductive loads (a) proposed scheme (b) optimized PID.
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implementations. The proposed control method is noninteger in nature and from
the control law given in Eq. (24), there is an integral term around the robust term,
that is, signum function. So, it excites low frequency oscillations and thus it is very
feasible for practical implementation over the microprocessor.

7. Conclusions

In this chapter, a fractional order SVC-based power system is discussed. Based
on the fractional sliding manifold, a fractional order sliding control system is pro-
posed. The robustness of the proposed control system is tested under the variable
load demand and heavy inductive loading. The performance of the proposed control
system is compared with a classical PID control system. From the results and
discussion section, it is clear that the proposed control system is more robust as
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Chapter 13

Towards Optimised FPGA 
Realisation of Microprogrammed 
Control Unit Based FIR Filters
Syed Manzoor Qasim, Mohammed S. BenSaleh  
and Abdulfattah M. Obeid

Abstract

Finite impulse response (FIR) filter is one of the most common type of digital 
filter used in digital signal processing (DSP) applications. An FIR filter is usually 
realised in hardware using multipliers, adders and registers. Field programmable 
gate arrays (FPGAs) have been widely explored for the hardware realisation of 
FIR filters using different algorithms and techniques. One such technique that has 
recently gained considerable attention is the use of microprogrammed control 
unit (MPCU) in designing FIR filters. In this chapter, we further explore MPCU 
technique for optimised hardware realisation of digital FIR filter. To evaluate the 
performance, two different architectures of FIR filter are designed using Wallace 
tree multiplier. Both the architectures are coded in Verilog hardware description 
language (HDL). The performance is analysed by evaluating the resource utilisa-
tion and timing reports of Virtex-5 FPGA generated by the Synopsys Synplify Pro 
tool. Based on the implementation results, as compared to conventional design, 
Wallace tree multiplier using carry skip adder (CSKA) provides optimal digital 
FIR filter.

Keywords: carry skip adder, field programmable gate array (FPGA), FIR filter, 
microprogrammed control unit, Wallace tree multiplier

1. Introduction

Digital filters play an important role in many digital signal processing (DSP) 
applications. These applications range from noise reduction, spectral shaping, 
equalisation, signal detection and signal analysis, etc. The basic building blocks 
of digital filter are adder, multiplier and register based delay elements. Based on 
the application requirement, these blocks are connected to realise a particular 
architecture of filter. There are several ways to realise digital filters. Two such filters 
used in different applications are finite impulse response (FIR) and infinite impulse 
response (IIR) filters. FIR filters are widely preferred for DSP applications because 
they are always stable, exhibit linear phase properties and provide no feedback. 
Convolution, the core operation of FIR filter, performed on a window of N data 
samples involves multiplication and addition. For optimal realisation of FIR filter, 
these arithmetic operation needs to be optimised.
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Direct form is the most commonly used FIR filter. As can be seen from Figure 1, 
N-tap or (N-1)th order FIR filter consist of N multipliers, N-1 adders and N shift 
registers. The tap coefficients, {W0, W1, W2,……,WN-1} constitute the filter impulse 
response. The filter type (low pass, high pass or band pass) is determined by these 
coefficients.

Different techniques for the field programmable gate array (FPGA) realisation 
of FIR filter using microprogrammed control unit (MPCU) have been reported 
in the literature [1–3]. Multipliers and adders play a dominant role in the optimal 
realisation of FIR filters [4, 5]. The objective of this chapter is to further explore 
this technique using Wallace tree multiplier with different adder configurations for 
optimal realisation of FIR filter [6]. The proposed design is modular and scalable 
which enables realisation of higher-order FIR filter.

The rest of the chapter is organised as follows. Section 2 presents two differ-
ent designs of MPCU-based FIR filters. Section 3 describes the design of Wallace 
tree multiplier using two different adder configuration. Section 4 presents the 
FPGA implementation results and its analysis. Finally, Section 5 concludes the 
chapter.

2. MPCU based FIR filter architectures

The FIR filter top-level module as shown in Figure 2 consists of a datapath 
unit and a control unit. The control unit is realised using the microprogrammed 
approach. The MPCU consist of two main parts, the first part addresses the micro-
instructions stored in the control memory while the second part holds and gener-
ates microinstruction for the datapath unit [1–3].

Figure 1. 
N-tap direct form FIR filter.

Figure 2. 
FIR filter module.
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The first architecture of N-tap FIR filter as shown in Figure 3 comprises of a 
control and datapath units. The control signals generated by MPCU are fed to the 
datapath unit. For demonstration, the sequence of operation for a third-order FIR 
filter is listed in Table 1 [1].

Figure 3. 
First architecture of FIR filter [1].
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approach. The MPCU consist of two main parts, the first part addresses the micro-
instructions stored in the control memory while the second part holds and gener-
ates microinstruction for the datapath unit [1–3].
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The first architecture of N-tap FIR filter as shown in Figure 3 comprises of a 
control and datapath units. The control signals generated by MPCU are fed to the 
datapath unit. For demonstration, the sequence of operation for a third-order FIR 
filter is listed in Table 1 [1].

Figure 3. 
First architecture of FIR filter [1].
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The datapath consist of the following modules:

• 8-bit data registers

• 8-bit coefficient registers

• N-to-M decoder

• N:1 multiplexer (MUX) for data selection

• N:1 MUX for tap selection

• Multiplier

• Adder

• 2:1 MUX for dataflow control

• 16-bit accumulator

• 16-bit latch register.

For (N-1)th order FIR filter, the datapath unit of second architecture uses N multi-
pliers and N-1 adders. In addition to the multiplier and adder, the datapath also need 
the following modules for proper functioning of FIR filter as illustrated in Figure 4.

• 8-bit data registers

• 8-bit coefficient registers

• M-to-N decoder

• One 16-bit latch register

For illustration, the sequence of operation for third-order FIR filter in this case is 
listed in Table 2 [2].

No. CS Branch address Control functions

LEn LD1 LD0 DC DL Dm YL

1 0 0 0 0 0 1 0 0 0 0 0 0

2 0 0 0 0 0 1 0 1 0 0 0 0

3 0 0 0 0 0 1 1 0 0 0 0 0

4 0 0 0 0 0 1 1 1 1 0 0 0

5 0 0 0 0 0 0 0 0 0 1 0 0

6 0 0 0 0 0 0 0 0 0 0 1 0

7 0 0 0 0 0 0 0 0 0 0 0 1

8 1 0 1 0 0 0 0 0 0 0 0 0

Table 1. 
Control signals for third-order FIR filter (Architecture-1).
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Figure 4. 
Second architecture of FIR filter [1].
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3. Wallace tree multiplier

To overcome the drawbacks associated with conventional array multiplier, tree 
multiplier is considered. Wallace tree is one such implementation of adder tree 
that results in high speed. A conventional Wallace tree multiplier uses half and full 
adders to multiply two numbers in three steps as shown in Figure 5 [4]. First step is 
to multiply each bit of n-bit multiplicand with every bit of n-bit multiplier to yield 
n2 results. Each bit carry different weights based on the position of the generated 
bits. The second step involves reduction of partial products using full and half 
adders. This process continues until two layer of partial products remain. In the 
last step, the remaining two layers of partial product are added using conventional 
adder [5].

In this chapter, two different variants of Wallace tree multiplier are realised. 
First variant uses conventional full and half adders, while a carry skip adder 
(CSKA) is used in the second variant.

Carry look ahead adder (CLA) provides high-speed computation but at the cost 
of high power and high area. To overcome the drawbacks of CLA, CSKA is used 

Figure 5. 
Block diagram of Wallace tree multiplier.
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3. Wallace tree multiplier

To overcome the drawbacks associated with conventional array multiplier, tree 
multiplier is considered. Wallace tree is one such implementation of adder tree 
that results in high speed. A conventional Wallace tree multiplier uses half and full 
adders to multiply two numbers in three steps as shown in Figure 5 [4]. First step is 
to multiply each bit of n-bit multiplicand with every bit of n-bit multiplier to yield 
n2 results. Each bit carry different weights based on the position of the generated 
bits. The second step involves reduction of partial products using full and half 
adders. This process continues until two layer of partial products remain. In the 
last step, the remaining two layers of partial product are added using conventional 
adder [5].

In this chapter, two different variants of Wallace tree multiplier are realised. 
First variant uses conventional full and half adders, while a carry skip adder 
(CSKA) is used in the second variant.

Carry look ahead adder (CLA) provides high-speed computation but at the cost 
of high power and high area. To overcome the drawbacks of CLA, CSKA is used 

Figure 5. 
Block diagram of Wallace tree multiplier.
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which provides a balanced implementation [5]. A CSKA comprises of a basic ripple 
carry adder with a distinctive speed-up carry chain referred to as a skip chain. As 
shown in Figure 6, a skip chain comprises of AND gate and 2:1 MUX.

4. Results and analysis

All the top-level modules and sub-modules described in this chapter are coded 
in Verilog HDL using top-down hierarchical design methodology. The proposed 
designs are synthesised and implemented in Virtex-5 (xc5vlx50t-1ff1136) FPGA 
device using Synplify pro electronic design automation (EDA) tool [7]. The results 
are evaluated based on the slice look-up tables (LUTs), minimum period and 
maximum clock frequency of the target FPGA. Tables 3 and 4 summarise the 
implementation results for both the FIR filter architectures.

It can be inferred that, generally, the Wallace tree multiplier using conventional 
full and half adder consumes less FPGA slice LUT (area) but at the cost of higher 
minimum period (delay). In the first architecture, Wallace tree multiplier using CSKA 

Figure 6. 
Block diagram of 4-bit CSKA.

295

Towards Optimised FPGA Realisation of Microprogrammed Control Unit Based FIR Filters
DOI: http://dx.doi.org/10.5772/intechopen.90662

has the lowest minimum period. It is therefore concluded that the first FIR filter 
architecture using Wallace tree multiplier with CSKA provides optimal result. It is also 
observed that more FPGA resources are utilised as we increase the order of the filter.

5. Conclusion

In this chapter, we further explored the design of MPCU-based digital FIR 
filters. MPCU is a promising technique that could be utilised for optimal realisa-
tion of digital filters used in DSP systems. The overall performance of the FIR 
filter depends on the multiplier and adder used in the multiply-accumulate unit. 
Two different architectures of FIR filter were designed using Wallace tree mul-
tiplier employing two variants of adder, one using conventional full/half adders 
and the other using CSKA. All the designs were realised in Xilinx Virtex-5 FPGA 
using Synplify pro EDA tool. Based on the reports generated by the EDA tool, it is 
concluded that the design of first FIR filter using the Wallace tree multiplier with 
CSKA provides optimal result in comparison to the one using conventional full 
and half adders.
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No. 
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Max. freq. 
(MHz)
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Min. 
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(MHz)

4 3 278 13.876 72.1 284 11.026 90.7

8 7 687 19.756 50.6 699 17.552 57.0

16 15 1268 31.662 31.6 1371 29.150 34.3

32 31 2304 54.787 18.3 1670 52.377 19.1

64 63 4352 101.39 9.9 3319 98.678 10.1

Table 4. 
FPGA resource utilisation for second FIR filter using Wallace tree multiplier.
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8 7 181 12.479 80.1 147 11.448 87.4

16 15 184 12.166 82.2 180 10.491 85.3

32 31 212 12.616 79.3 155 10.300 97.1

64 63 209 12.319 81.2 154 11.044 90.5

Table 3. 
FPGA resource utilisation for first FIR filter using Wallace tree multiplier.
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Chapter 14

Computational Efficiency: Can 
Something as Small as a Raspberry 
Pi Complete the Computations 
Required to Follow the Path?
Toby White

Abstract

This chapter explains the development processes of a prototype autonomous 
toy car. It focuses on the design and implementation of transforming a normal 
remote control toy car into a self-contained vehicle with the capability to drive 
autonomously. This would be proven by making it follow a track of any layout. 
It uses a neural network (NN) in the form of a multilayer perceptron (MLP) to 
process images in real time to generate a movement instruction. Upon completion, 
the vehicle demonstrated the ability to be able to follow a track of any layout, while 
staying between both sides of the track. The collision avoidance system proved to be 
effective up to a distance of 50 cm in front of the vehicle in order to let it stop prior 
to hitting an object. The neural network processing of the image in order to clas-
sify it in a real time proved to be above the expectation of around 5 FPS and has an 
accuracy score of over 90%.

Keywords: raspberry pi, image recognition, classification, machine learning, 
neural networks

1. Introduction

Given the recent development of self-driving cars by companies such as Tesla, 
Google and others, it was of interest to attempt to replicate this on a smaller scale, 
by implementing a similar method on a small electronic toy car. An issue many 
developers in this industry are having is the issue of leaving the device connected to 
a wide area network (WAN) all the time, leaving the vehicles vulnerable to not only 
hacking but also vulnerable to being unable to make decisions in out-of-reach places 
such as the countryside where a WAN may not be available or only available inter-
mittently. The decision was made to attempt the replication on a small scale, using 
a closed network with the computations occurring within the vehicle, as opposed 
to externally. The study was viewed as a proof of concept to test the possibility and 
feasibility, which could help lead research on full-scale self-driving cars and poten-
tially also enhance the toy industry.

This study mainly focuses on a proof-of-concept implementation of artificial 
neural networks (ANNs) to classify road sign images in a real-time scenario 
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remote control toy car into a self-contained vehicle with the capability to drive 
autonomously. This would be proven by making it follow a track of any layout. 
It uses a neural network (NN) in the form of a multilayer perceptron (MLP) to 
process images in real time to generate a movement instruction. Upon completion, 
the vehicle demonstrated the ability to be able to follow a track of any layout, while 
staying between both sides of the track. The collision avoidance system proved to be 
effective up to a distance of 50 cm in front of the vehicle in order to let it stop prior 
to hitting an object. The neural network processing of the image in order to clas-
sify it in a real time proved to be above the expectation of around 5 FPS and has an 
accuracy score of over 90%.

Keywords: raspberry pi, image recognition, classification, machine learning, 
neural networks

1. Introduction

Given the recent development of self-driving cars by companies such as Tesla, 
Google and others, it was of interest to attempt to replicate this on a smaller scale, 
by implementing a similar method on a small electronic toy car. An issue many 
developers in this industry are having is the issue of leaving the device connected to 
a wide area network (WAN) all the time, leaving the vehicles vulnerable to not only 
hacking but also vulnerable to being unable to make decisions in out-of-reach places 
such as the countryside where a WAN may not be available or only available inter-
mittently. The decision was made to attempt the replication on a small scale, using 
a closed network with the computations occurring within the vehicle, as opposed 
to externally. The study was viewed as a proof of concept to test the possibility and 
feasibility, which could help lead research on full-scale self-driving cars and poten-
tially also enhance the toy industry.

This study mainly focuses on a proof-of-concept implementation of artificial 
neural networks (ANNs) to classify road sign images in a real-time scenario 
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integrated with relevant image processing techniques. The study includes how the 
processed data outputted by ANN models is translated into defined movements of 
the car and whether it is suitably efficient to follow a track.

Neural networks are often used for image processing. Once the network is 
trained and the weighting values/structure is stored, all that would be required 
on future runs of the program would be to load these stored values/designs for 
the trained network for it to have the ability to run correctly. This means that 
once the network is trained, real-time image classification and thus prediction of 
the movement become very efficient. This is a beneficial method for a project of 
this sort, as the car is driving in real time and thus computations must be made in 
real time.

The overall objective was to allow the vehicle to drive autonomously around an 
unknown track with little to no error, utilising collision avoidance.

2. Background and literature survey

This project is a proof-of-concept study to demonstrate how existing ANN state-
of-the-art knowledge and related theory can be used for developing an autonomous 
toy vehicle and letting it to operate without the need to use external computations. 
It has been adopted as a research problem, which means it has resulted from a lack 
of current evidence into the subject matter, and thus this project is an attempt at 
proving that such a concept is not only theoretically feasible but actually possible.

2.1 Hardware

The system is comprised of three subsystems: an input unit (sensors, camera), 
the processing unit (Raspberry Pi) and an output unit (L293D motor controller 
connected to Raspberry Pi).

The input required two front-placed ultrasonic sensors both at a 15° left and 
right angle from the vehicle’s direct line of sight. This is mainly used to ensure no 
objects are within a certain distance from the front of the vehicle (this prevents 
collisions) and a Pi Camera which is used to stream video data. This data is used 
in the processing subsystem by the neural network to calculate the direction and 
recognise the track and stop signs. Both peripherals are constantly sending data to 
the Raspberry Pi.

HC-SR04 sensors, raspiCam and L293D chip were the best hardware options of 
obvious choice—because they are all the most commonly used [1, 2] supported and 
documented hardware in the Raspberry Pi.

The processing unit handles multiple tasks such as dealing with input data, 
scaling down and applying necessary imaging filters to the data received from the 
camera, calculating distances based on data received from the ultrasonic sensors 
to be used for object detection, controlling the motors via L293D chip, utilising a 
neural network to process the data from the camera to recognise the track ahead 
and further recognise on-track stop signs and assigning a corresponding movement 
instruction based on this data.

The output unit consists mainly of the hardware which is wired to the Pi such 
as the motor controller and the motors themselves, both of which are controlled 
by the Pi.

This report follows a structure where I outline the research into my theory, the 
design process of the vehicle itself including the neural network, implementation 
and finally testing processes involved in proving this as a concept.
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2.2 Hardware libraries

A variety of libraries/application programming interfaces (APIs) were required 
to implement the hardware in C++:

WiringPi: “WiringPi is a PIN based GPIO access library written in C for the 
BCM2835 used in the Raspberry Pi. It is released under the GNU LGPLv3 licence 
and is usable from C, C++ and RTB (BASIC) as well as many other languages with 
suitable wrappers” [3]. WiringPi allows the user to apply and change power levels 
to the peripheral devices which are installed [4]. This results in a lot smoother code 
interface which avoids system calls to use the hardware, in particular, the use of the 
“softPwm” function which allows easy and convenient power on/off capabilities 
which will be necessary for sending “pulses” of power to the ultrasonic sensors.

libv4l (Video 4Linux): “libv4l is a collection of libraries which adds a thin 
abstraction layer on top of video 4linux2 devices. The purpose of this (thin) layer is 
to make it easy for application writers to support a wide variety of devices without 
having to write separate code for different devices in the same class.” [5]. The libv4l 
library will allow the Pi Camera to be recognised as an external camera through the 
Pi, which allows extra functionalities on image processing and avoids the need of a 
system call through the C++ code to use it.

PIGPIO: “pigpio is a library for the Raspberry which allows control of the 
General-Purpose Input Outputs (GPIO). pigpio works on all versions of the Pi.” [3].

These three libraries would allow me to use the camera through the Pi, control 
the motors’ directions and send the relevant pulses to the ultrasonic sensors to 
calculate a distance regarding object detection.

2.3 Image processing

The image stream from the camera is a 60 FPS video stream in 1920 × 1080 
resolution. This obviously is too big to be fed into any kind of machine learning 
algorithm and would require huge amounts of processing, which, given the rela-
tively low computational power of a Raspberry Pi, would not be efficient enough to 
give the car the ability to work in real time.

To combat this, a variety of image processing techniques can be applied. For 
example, the image would need to be scaled down to 10x10 which still is of high 
enough resolution to recognise lines but is more computable.

An interesting article regarding image processing by Rosebrock showed a very 
useful image processing process which would be very beneficial for my type of 
project called canny edge processing:

• “Step 1: Smooth the image using a Gaussian filter to remove high frequency 
noise.

• Step 2: Compute the gradient intensity representations of the image.

• Step 3: Apply non-maximum suppression to remove “false” responses to edge 
detection.

• Step 4: Apply thresholding using a lower and upper boundary on the gradient 
values.

• Step 5: Track edges using hysteresis by suppressing weak edges that are not 
connected to strong edges” [6].
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The following results are presented in Figure 1.
It appeared to work quite well, with adaptable options regarding the strength of 

the effect. It was decided an automatic level should be applied for ease of use. It is 
clear that this is easily adaptable for the issue of recognising two lines either side of the 
vehicle and would (assuming a plain background) solve the problem very efficiently.

This reduction in noise on the image would also help with real-time processing 
and stop the issue of anomalous results which would cause the vehicle to potentially 
go off-track.

2.4 General architecture of an autonomous vehicle

This is a generalised diagram of how these types of devices usually run.
Machine learning algorithms are often used in self-driving cars due to their 

advanced capabilities to be adapted for use in image processing. The most popular 
form of machine learning algorithm is known to be artificial neural networks, 
which are very good, in that a NN can be trained methodically for nearly every 
given circumstance imaginable. It can be highly adaptable in terms of size/comput-
ing power required and can be designed in any given way relevant to the user’s 
needs. To do this, calculation and specification of the number of nodes in each layer 
need to accurately produce the required outputs (Figure 2).

In a NN, the connections between each node have a “weighting” value which is 
applied to the data which passed through it; these values are determined through 
training via the use of “training data” and then stored in a final version which is 
called the “model”. The model can then be used with unseen data in real time to pro-
duce an accurate output; this is called “testing” via the use of “test data”. Adapting 
these values to be correct for all input circumstances is known as the aforemen-
tioned “training”; this can be done through a variety of different methods, one of 
which is backpropagation. When training is complete, the weighting values can be 
stored, and thus further usage of the NN from then on will only require loading 
these stored values to make it run correctly (provided no changes have been made 
to the design of the NN) [7]. This means that once the network is trained, predic-
tion of the movement becomes very fast. This is beneficial especially for real-time 
computation projects, as computation is done at a very efficient rate.

Figure 1. 
An overview of canny edge detections [6].
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The middle (hidden) layers of the neural network are used to recognise patterns, 
such as in this case, the edges of the track, which are conceived from the input data. 
The output layer interprets these patterns to generate a probability for each output 
being true. These probabilities are then interpreted to determine whether to turn 
left/right or stay straight and go forwards or backwards.

By installing a Raspberry Pi, camera and ultrasonic sensors, the aim was to 
give the Raspberry Pi capabilities of driving the car through a written piece of 
software which is be run using C/C++. The intention was to create, within this, 
a form of artificial intelligence called a neural network. The neural network acts 
as the “brain” of the device and after extensive training can be used for image 
processing/classification of real-time camera data in order to aid the computa-
tion of real-time decisions on which movement instruction the car should follow 
during the movement step. This allows the device to drive autonomously and 
thus be adaptable to different situations. It does this by recognising two white 
lines either side of the vehicle, known as the “track” which the car should stay 
between.

2.5 Related works

Considered to be the first “self-driving remote-controlled (RC) car” design 
was done in 2015 by “Team Pegasus”, a team of graduates from the Gothenburg 
University. They used Arduino and Raspberry Pi to build a robot car, integrated 
with a remote-controlled software application running on an Android device [8]. 
Team Pegasus is the first creator of an Android-powered RC car using similar 
computation methods; however, they used an external server which was connected 
to the mobile device to perform the computing process.

The only other similar project found was done by Zheng Wang using Python 
and utilising a NN to process the images. Again, this used an external server con-
nected to the Pi network to do the computing. This was a very small-scale device 
but worked very well. Wang also utilised OpenCV—an open source computer vision 
library which has a large variety of functionalities. Wang’s device was able to follow 
lines, recognise objects and stop signs [9]. The only real weakness of this was its 
inability to do on-board computation.

Figure 2. 
Autonomous car system overview.
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These projects both used very large-scale NN to do the computation efficiently; 
thus, both were required to use an external server to do the computation. This was 
a problem as the device can only be used indoors with a suitable connection to the 
server. Despite the large-scale network, it could only be implemented on a small-
scale track to ensure there was always an adequate connection to the server.

3. Computational foundations

3.1 Machine learning

Machine learning is one of the main forms of artificial intelligence; it is an area 
concerned with how machines can learn to recognise patterns in data and thus 
enable them to predict future outcomes based on previous patterns. It is a branch of 
artificial intelligence which often interlaces with a wide variety of mathematic func-
tions and pattern recognition techniques [10]. Some methods of machine learning 
include decision trees, K-nearest neighbours (KNN) and the most famous ANNs.

3.2 Artificial neural networks

An artificial neural network is a system that is designed to replicate the con-
nections from the synapses within the human brain and their associated learning 
processes. The human brain consists of many neurons (cells) which all can process 
information independently. Within these cells are three main parts, the cell body, 
which contains the nucleus, the “dendrites” which receive information and a long 
axon connected to other cell’s dendrites for outputting information. Information 
passed between neurons in the brain through the dendrites is in a form similar to 
that of an electrical signal. When the signal level is of a required value (which will 
be set within the individual nucleus), the neuron will activate, and information will 
be sent along its axon to other neurons [11]. This can be applied to a piece of written 
software to replicate this process for any modelling and problem-solving purposes.

Another similarity that can be achieved through an ANN is processing informa-
tion via interconnected nodes using simple signals, each link between nodes has its 
own numerical “weight” when coded, and this is the primary means of learning, 
which is achieved by altering these “weight values” towards an optimum value to 
gain a connection with a high success rate.

ANNs are code-based representation of a biological neural network; they are 
incredibly adaptable and have a variety of different structures/training techniques 
which can be used to adapt the network based on the most efficient design to solve 
the problem in hand. NN applications are mainly used for data mining purposes; 
however, they are also adaptable for use for many other computational problems. 
One example of this is using a particular model of NN, renown as multilayer per-
ceptron (MLP), for image recognition to note and recognise the difference between 
things such as handwriting styles, animal types, facial recognition and many others.

3.3 Learning process in ANN

There are two types of learning strategies available to the training of neural 
networks:

• Supervised learning: within this the concept of a “teacher” is present, 
and its role is to compare the network output with the correct output and 
make “adjustments” if necessary. One of the most well-known examples is 
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“backpropagation” algorithm, which is a gradient-based approach minimis-
ing the error level between the output and the desired results [11]. This is 
highly effective when your training data is of a high quality and well labelled. 
However, it runs risks in terms of performance should you have any anomalies 
within your training set that you are unaware of.

• Unsupervised learning: within this there is no concept of a “teacher”, and thus 
the network learns by examining the input data over multiple iterations until 
any inherent properties are discovered [12]. This is much more effective over a 
longer period of time and can be very efficient when done correctly.

The learning process of ANNs is also known as the process of “training”, where a 
set of test values or a “training set” is passed through the ANN and its output values 
are compared to those which are expected and then the values are altered accordingly 
for the next iterative trial. To compare this to the human NN, the ANN’s nodes are 
trained to fire in response to a particular input of bits/pattern. Each input will have its 
own value or according weight, and this will be calculated by multiplying the value 
by its assigned weight. If the sum of all these inputs equals a greater value than the 
activation threshold, the neuron will activate; this is the same as in ANN’s. Once these 
values are accurate for many cases, should the same pattern of input be placed into the 
ANN, its associated output will be given. This is a typical process of machine learning. 
If in non-training mode, the ANN will process the bits as normal and usually and if 
training was sufficient, the NN should still produce the correct output in the end.

For this project, supervised learning was used as we had an abundance of very 
high-level training data to work with, all of which was already labelled.

3.4 Multilayer perceptrons

Multilayer perceptrons (also known as backpropagation neural network) are a 
type of neural network. As seen in Figure 3, they consist of a feedforward network 
structure including one or more hidden layers and a non-linear activation function 
(e.g. sigmoid) and utilise a supervised learning approach to training using a method 
called “backpropagation”. MLPs are the most commonly used form of ANNs since 
they have a very flexible form—meaning they are adaptable to many different 
circumstances and problems [13].

Figure 3. 
Backpropagation neural network with one hidden layer [14].
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ing the error level between the output and the desired results [11]. This is 
highly effective when your training data is of a high quality and well labelled. 
However, it runs risks in terms of performance should you have any anomalies 
within your training set that you are unaware of.

• Unsupervised learning: within this there is no concept of a “teacher”, and thus 
the network learns by examining the input data over multiple iterations until 
any inherent properties are discovered [12]. This is much more effective over a 
longer period of time and can be very efficient when done correctly.

The learning process of ANNs is also known as the process of “training”, where a 
set of test values or a “training set” is passed through the ANN and its output values 
are compared to those which are expected and then the values are altered accordingly 
for the next iterative trial. To compare this to the human NN, the ANN’s nodes are 
trained to fire in response to a particular input of bits/pattern. Each input will have its 
own value or according weight, and this will be calculated by multiplying the value 
by its assigned weight. If the sum of all these inputs equals a greater value than the 
activation threshold, the neuron will activate; this is the same as in ANN’s. Once these 
values are accurate for many cases, should the same pattern of input be placed into the 
ANN, its associated output will be given. This is a typical process of machine learning. 
If in non-training mode, the ANN will process the bits as normal and usually and if 
training was sufficient, the NN should still produce the correct output in the end.

For this project, supervised learning was used as we had an abundance of very 
high-level training data to work with, all of which was already labelled.

3.4 Multilayer perceptrons

Multilayer perceptrons (also known as backpropagation neural network) are a 
type of neural network. As seen in Figure 3, they consist of a feedforward network 
structure including one or more hidden layers and a non-linear activation function 
(e.g. sigmoid) and utilise a supervised learning approach to training using a method 
called “backpropagation”. MLPs are the most commonly used form of ANNs since 
they have a very flexible form—meaning they are adaptable to many different 
circumstances and problems [13].

Figure 3. 
Backpropagation neural network with one hidden layer [14].
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3.5 Feedforward structure

The feedforward structure was the first released structure for a neural networks 
and is also the simplest form. It originates with an X amount of input nodes, in 
which each receives one value. The number of input nodes is always equal to the 
size of one individual element in the data set. For example, when using an MLP for 
image processing, if the image is 20 × 20 pixels, there would need to be 400 input 
neurons to account for each pixel. This helps to determine the size of the network, 
and because of this all data being fed into the network must be of the same size.

As these values go through the network in the same method as in a NN, an input 
pattern from the data set is passed through the input layer, and each value proceeds 
to propagate through the layers of the network with the weights being applied to the 
value until the output values are produced. Typically, the output values are a set of 
probabilities for each output option to be true.

When this process is occurring during the iterations through the training set, 
the set of output values is compared to the expected output set, and a set of error 
values is calculated for how much of an error each node contributes to the overall 
error. This error calculation occurs across all layers in the network due to the simple 
fact that inevitably all layers and their respective nodes contribute a small amount 
to the overall error. To combat this the error calculation occurs through each layer, 
and each input value to determine the amount connection has contributed to the 
overall error. This is then used in the backpropagation function to alter the weights 
accordingly.

3.6 Training the model

Training the model is the most crucial part of the process. Firstly, the weighting 
values are all initialized with random numbers between −1 and +1. Then the train-
ing set or “training data” is imported.

Next begins the recursive process which, each time, presents one piece of train-
ing data to the network, which propagates through the network, and an output is 
produced. This output is then compared to the labelled output of the training data. 
Following this comparison, the training algorithm propagates backwards through 
the network, known as “backpropagation”, and alters the weighting values accord-
ingly. This is repeated a finite amount of times specified by the person running the 
training model, until it is completed and the values are stable.

Backpropagation algorithm is a supervised learning technique which is applied 
to train neural networks. It works by propagating the error backwards through 
the network and internally altering the weight values between each node to try to 
improve the quality of output by minimising the error in the next runs. This is done 
in the “training” phase where the network is shown a “training set” which consists 
of a series of data and the correct output per data item is attached. This is then fed 
through the network, and backpropagation alters the weights to make it work for all 
data types and their corresponding outputs.

Backpropagation works by receiving the error value for each node, as calculated 
in the feedforward propagation, and utilises these error values while propagat-
ing through the network to adjust the node weightings positively or negatively in 
accordance with the error values per node.

This is explained in more detail [11] with “Once the error signal for each node 
has been determined, the errors are then used by the nodes to update the values 
for each connection weight until the network converges to a state that allows all 
the training patterns to be encoded. The Backpropagation algorithm looks for the 
minimum value of the error function in weight space using a technique called the 
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delta rule or gradient descent. The weights that minimise the error function are then 
considered to be a solution to the learning problem” [11].

3.6.1 Training algorithm

The standard pseudocode for training a neural network using backpropagation 
method which can be adapted to any language is as follows (Figure 4):

3.6.2 Over-training and under-training

While training the network to understand data, it is very important not to over-
train or under-train the network, as both have problems associated.

Under-training can occur when the network does not have enough hidden 
layers/nodes within these layers to accurately represent the complexities of the 
problem accurately. The result of this is that the network is not of a sufficient size to 
recognise patterns effectively and will consequently under-fit the data pattern.

Over-training can be caused by a network that is overly complex—meaning that 
it follows the major pattern exactly and when confronted with other data, may not 
produce results that are within the average range of the training data. Networks 
with too many hidden nodes will tend to over-fit the data pattern [16].

This can be combatted by designing an adequate network structure prior to 
training and ensuring the rate/iterations of backpropagation are not too low or too 
high, thus creating a network that creates good solutions to new data problems.

Figure 4. 
Training a neural network using a backpropagation algorithm [15].
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Training a neural network using a backpropagation algorithm [15].
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3.6.3 Other machine learning algorithms

Machine learning is a vast field of artificial intelligence, which includes many 
learning and modelling approaches. Another algorithm which could be an alter-
native solution to this problem is to implement the K-nearest-neighbour search 
algorithm, which is one of the most known unsupervised learning algorithms used 
for data clustering and classification. This is explained briefly in [17] as “Nearest 
neighbour search is an optimization technique for finding closest points in metric 
spaces. Specifically, given a set of n reference points R and query point q, both in the 
same metric space V” [17].

This would allow a training set similar to that of a neural network; however, 
here, they are all stored alongside their relevant move instruction. In larger data 
sets, this could be very beneficial, as there would be a large training set to compare 
to; however, with such a simple task as this, autonomous car application, it could be 
considered “overkill” as the potential for undertraining is too high. Furthermore, 
in safety-critical situations such as a car driving, a “best guess” kind of algorithm 
may not return the best results; should an anomaly arise, it could have serious 
repercussions.

3.6.4 Libraries for machine learning

There are two commonly used C/C++ libraries which support machine learning, 
FANN and OpenCV. The decision was made to use OpenCV due to the fact that it is 
much more well-documented and has a tutorial part of their documentation which 
is considered to be very helpful. Furthermore, neither FANN’s documentation nor 
the library itself has been modified since 2007, which deems it potentially outdated 
for newer versions of C++ [18].

3.6.5 Compelling performance constraints

The developed system carries a variety of performance constraints. The 
Raspberry Pi does not have high processing capabilities, and thus the network 
needed to be efficient enough for the device to get at least five MLP runs per second 
in order to run smoothly. The amount of time between calculations will directly 
affect the quality of the cars’ driving ability. This study is however merely a proof 
of concept, and thus a high processing power is not necessary to prove the concept 
works.

A further performance constraint would be in relation to the quality of the 
driving of the vehicle, for example, it could be very jittery when driving or be quite 
smooth—this is all proportionate to the amount of computations the neural net-
work can do per second. If the computation power of the Pi means that this is quite 
slow, naturally, the vehicle will not be 100% accurate in staying between the lines, 
whereas if it can be developed to work efficiently, this may be less of a problem and 
the vehicle will drive more “smoothly”.

A solution’s quality could be measured in terms of the number of errors/stops 
the vehicle makes in a given time frame, and the lower this value is, the more 
efficient the device is.

3.7 Hardware design and implementation

Below is the design of the hardware side of the system, excluding the external 
camera; we used two motors to control drive and steering and two HC-SR04 ultra-
sonic distance sensors to ensure for obstacle detection (Figure 5).
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3.7.1 Hardware circuit design

Implementation of the hardware can be a challenge without the correct equip-
ment. Following the initial designs, in the prototyping stage, a breadboard was used 
(see above) to manually switch wires and avoid soldering until the circuit was fully 
working. However, breadboards are not a long-term solution, and the wires will 
begin to fall out of the sockets, so at the point that a working circuit is created, it 
should be noted down in a form such as this (Figure 6).

This then allows the creation of a long-term solution: a custom printed circuit 
board (PCB) soldering is required to do this, but it is much more secure and thus 
more reliable, especially in projects which experience a high level of movement. 
PCB designs usually represent the following (Figure 7).

3.8 Track design

A more modular layout is required for a project of this sort, because it 
is designed to be totally mobile and adaptable to different circumstances. 
Consequently, a Scalextric-type (modular) approach with around 6 corners and 10 
straight pieces would be a good idea.

The turning circle of the car required a large space, and the size of an A2 paper 
was chosen to make a modular-type design of which various sheets could contain 
different directions which led to the following two possibilities:

Figure 5. 
System design architecture of hardware.
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Figure 8. 
White background with black lines.

Figure 6. 
Hardware circuit, sensors and motor controller.

Figure 7. 
Final PCB design of the hardware.
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Due to the nature of the testing environment/demonstration environment—a 
floor—a decision was made to determine the track would have to blend into the 
background on which the track was being set, in case of the unlikely event when 
the track went off course. It was viewed, while considering the “canny edge detec-
tion” in Figure 8, that the white background may interfere with the surrounding 
environment and the image preprocessing would essentially and completely alter 
the image, so it is viewed that the black background would be more suitable for the 
environment the vehicle will be in (Figure 9).

4. Implementation

4.1 Machine learning

4.1.1 Neural network topology

The following decisions were made:

1. The images are scaled down from 1024x720 to 10x10 to add efficiency to the 
network as the larger the image, the larger is the network; 100 bits was an 
efficient base level for the number of nodes in the input layer.

2. The neural network should have five layers, to account for a steady rate of drop 
off in the number of nodes per layer, inevitably aiming to end up with three 
outputs.

3. Given the objective was to achieve 5 FPS while the vehicle was driving and the 
length of the test track was around 25 m, we determined at a steady speed of 
2.5 km/h; the vehicle would undergo around 300 frames per iteration. This was 
then used to calculate that at a high level, while taking into account the possi-
bility of overtraining and undertraining, the training set should be around 50x 
the size of the data it would be handling, taking into account duplicate images 
around corners and other variables, so a training set of ~15,000 images were 
collected manually and labelled accordingly.

The MLP topology for this project is as follows (Figure 10):
The first layer is the input layer—this has 100 nodes to represent the 100 values 

in the one-dimensional array the live image is converted to. Each one of these nodes 
represents 1 pixel in the 10x10 image.

Figure 9. 
Black background with white lines.
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The second, third and fourth layers have 50, 25 and 12 nodes, respectively; these 
are known as hidden layers, and these sizes are calculated automatically.

The fifth layer which happens to be the output layer has three nodes, which all 
correspond to the steering control instructions:

• Output 0: FORWARDS | LEFT

• Output 1: FORWARDS | RIGHT

• Output 2: FORWARD ONLY

4.1.2 Data collection

The training images are taken by a small script on the Pi which allows a photo to 
be taken every X seconds. This was set to 0.8. The image resizing and image filters 
were added and then implemented; while this was running, the car was moved 
round the track allowing for multiple angles and directions. All of these photos were 
then stored on the Pi.

From that set of photos, manual collation was required to store each picture in 
its corresponding class folder, in this case, one of 0, 1, or 2.

Once these images had been correctly stored, another part of the program could 
read them from their containing class folder and compute the following to store 
them in an XML file named Train_data.xml.

This data is all then stored in Training_data.xml. The same process occurs again 
for generating/gathering of training data.

This process occurs to convert the real-time image into a format that is suitable 
for a neural network’s input Layer (Figure 11).

Figure 11. 
The process of generating training and test data sets.

Figure 10. 
System topology.
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The image is filtered using the image processing techniques (black and white, 
Gaussian blur, canny edge detection) in order to make the image as simple as pos-
sible and have only the lines as a defining feature; this means there is less chance of 
errors in recognising and classifying the image via the NN.

The images are scaled down to 10x10 in order to make an efficient and enough 
neural network; the larger the image, the larger the size of the neural network will 
need to be, which is directly proportionate to the efficiency/iterations per second 
of the image classifying loop that the device can perform. Thus, a smaller image 
resolution was chosen in order to make the device as efficient as possible.

Firstly, the filtered image is retrieved from the live stream from the camera and 
reshaped row by row to create a 1x100 image and converted to a one-dimensional 
array of 100 values ranging from 0 to 255 to represent each pixel of the image by 
each particular element of the array. The one-dimensional array is then directly fed 
into the neural network as the correct input format. Provided this process occurs on 
each data item, it can then be fed into the network for training, testing and predic-
tion purposes.

4.2 Training the network

Training the network is done via the Train() function within OpenCV. Prior to 
calling this, the associated parameters have to be set. The process of doing this is 
relatively simple due to the helpful documentation provided in the OpenCV source 
codes and thus drastically reduces the amount of code required to show this.

Firstly, all values from training data set need to be loaded and added to the stack 
in their respective math formats (Figure 12).

Following this, the network needs to be defined and its topology declared 
(Figure 13).

Next, the relevant network parameters need to be set.
Firstly, the activation function must be set, due to the fact that this network is a 

Multilayer-perceptron, the chosen activation function is sigmoid (Figure 14).

Figure 12. 
Loading the data from XML file.

Figure 13. 
Declaring the network and assigning its topology.

Figure 14. 
Set the activation function to sigmoid.
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Firstly, the filtered image is retrieved from the live stream from the camera and 
reshaped row by row to create a 1x100 image and converted to a one-dimensional 
array of 100 values ranging from 0 to 255 to represent each pixel of the image by 
each particular element of the array. The one-dimensional array is then directly fed 
into the neural network as the correct input format. Provided this process occurs on 
each data item, it can then be fed into the network for training, testing and predic-
tion purposes.

4.2 Training the network

Training the network is done via the Train() function within OpenCV. Prior to 
calling this, the associated parameters have to be set. The process of doing this is 
relatively simple due to the helpful documentation provided in the OpenCV source 
codes and thus drastically reduces the amount of code required to show this.

Firstly, all values from training data set need to be loaded and added to the stack 
in their respective math formats (Figure 12).

Following this, the network needs to be defined and its topology declared 
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Next, the relevant network parameters need to be set.
Firstly, the activation function must be set, due to the fact that this network is a 

Multilayer-perceptron, the chosen activation function is sigmoid (Figure 14).

Figure 12. 
Loading the data from XML file.

Figure 13. 
Declaring the network and assigning its topology.

Figure 14. 
Set the activation function to sigmoid.
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Next, setting the training method and training criteria, a backpropagation rate 
of 0.0001 for 50,000 iterations was chosen, the higher level of iterations will make 
the weighting more secure and could be potentially viewed as “over-training”; 
however, in the given circumstance of a real-time application, the network has to be 
as accurate as possible. The rate of backpropagation ratio being set to 0.0001 is the 
standard rate which is used by the majority of users (Figure 15).

Following this, all that is required is to call the TRAIN function from the CV 
library, to run the training algorithm with the above specified topology, parameters 
and data (Figure 16).

4.3 Prediction

Prediction is used in the testing process and the self-driving process. Prediction 
is the processing of unknown data in order to categorise the class of the image it is 
being given.

In the case of testing, this is used to compare the network’s output to the correct 
output in order to calculate the accuracy of the network.

In the self-driving process, the unknown data (camera image and sensor date) 
is fed into the neural network via prediction to determine the classification of the 
image. The value returned is used to determine the current state of the track in front 
of the vehicle, and this is the direction the car should move in.

In the real-time processing part of the project, the real-time image has the 
aforementioned image preprocessing functions applied to it, to transform it from 
a fully coloured image into a one-dimensional array of binary values, to match the 
input layer of the MLP.

Prediction works by receiving this correctly formatted array and passing it to the 
input layer. This is then fed through the network (which has been fully loaded from 
the NNVALUES.XML file).

Following this, the network will produce an array of float values, representing 
the probability of the image belonging to that class. So, in this case it will produce 
an array of three float values, representing the probability the image which belongs 
to each of those classified outputs (0, 1, 2).

The highest value in this array is recorded, and its location in the array (0, 1, 2) 
defines which class the image is most likely to belong to.

This highest value location is then fed into a switch statement which implements 
a move instruction based on the value.

4.4 Autonomous driving

Prior to the calling of the AutoDrive function, the following criteria must be met 
in order for it to work fully:

All hardware devices must be fully installed and working.
Training and testing data must be created and stored.

Figure 15. 
Set training method and training criteria.

Figure 16. 
Train model.
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Training must be called to train the network and save it once trained.
Testing of the network must prove a high accuracy level of the network.
The track must be ready to use.
All of this is however done by the administrator to initialise the system prior to 

demonstration.
Following this, the device can be placed onto the track and will drive around it, 

utilising object detection and NN prediction in order to make informed decisions on 
which directions to drive.

It can begin the self-driving Loop in which it will continue driving until the 
process is halted. This loop will continue to iterate, driving the car in the desired 
direction based on the current image of the track in front of it, which will change 
each iteration.

5. Testing

5.1 Unit testing

Unit testing is the testing for the initial components and all basic instructions 
in the system. These are developed from the basic implementation of the system 
(Table 1).

5.2 Integration testing

Integration testing is testing to see if the more advanced functionalities of the 
system are comprised from the design process (Table 2).

Test Test criteria Where Qualifier Pass

1 Does front motor turn right? TestMotors() Visual Yes

2 Does front motor turn left? TestMotors() Visual Yes

3 Does rear motor go forward? TestMotors() Visual Yes

4 Does rear motor go forwards and front motor go 
left?

TestMotors() Visual Yes

5 Does rear motor go forwards and front motor go 
right?

TestMotors() Visual Yes

6 Does sensor A function halt when object is within 
15 cm?

TestSensors() Visual Yes

7 Does sensor B function halt when object is within 
15 cm?

TestSensors() Visual Yes

8 Sensor A distance of 15 cm shown when object is 
15 cm away

DistanceSenseA() Visual Yes

9 Sensor A distance of 50 cm shown when object is 
50 cm away

DistanceSenseA() Visual Yes

10 Sensor B distance of 15 cm shown when object is 
15 cm away

DistanceSenseB() Visual Yes

11 Sensor B distance of 50 cm shown when object is 
50 cm away

DistanceSenseB() Visual Yes

Table 1. 
Unit testing and results.
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Training must be called to train the network and save it once trained.
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The track must be ready to use.
All of this is however done by the administrator to initialise the system prior to 
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utilising object detection and NN prediction in order to make informed decisions on 
which directions to drive.

It can begin the self-driving Loop in which it will continue driving until the 
process is halted. This loop will continue to iterate, driving the car in the desired 
direction based on the current image of the track in front of it, which will change 
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in the system. These are developed from the basic implementation of the system 
(Table 1).

5.2 Integration testing
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Table 1. 
Unit testing and results.



Control Theory in Engineering

318

5.3 System testing

The system testing is the tests of the overall system. These are defined by 
the research section to determine what is needed from the system for the user 
(Table 3).

5.4 Acceptance tests: qualitative results of self-driving

These tests are used to qualitatively test the self-driving capabilities of the car 
and measure how smoothly it runs.

These are measured visually during demonstration and thus are only considered 
to be an opinion as opposed to a solid pass/fail scheme (Table 4).

Test Test criteria Where Qualifier Pass

12 Does canny edge filter apply to image stream from 
camera?

TestCamera() Visual Yes

13 Does camera image become scaled down to 10x10 
resolution?

TestCamera() Visual Yes

14 Can image stream from camera be converted to 
black and white?

TestCamera() Visual Yes

15 Can image stream from camera be saved/loaded? TestCamera() Visual Yes

16 Can image stream from camera be reshaped from 
10x10 to 1x100?

TestCamera() Visual Yes

17 Can image be converted to a 1D array of values 
[0–255]?

TestCamera() Visual Yes

18 Can a saved image be loaded? AutoDrive() Visual Yes

19 Can a set of images and their classes (read from 
folder name) be stored as a training data set?

ReadScanStore() Visual Yes

20 Can training data be stored in an XML file? ReadScanStore() Visual Yes

21 Can a MLP be defined and created based on its 
topology?

TrainNetwork() Visual Yes

22 Can a trained MLP be stored once trained to an 
XML file?

TrainNetwork() Visual Yes

23 Can a trained MLP be loaded from an XML file? TestNetwork() Visual Yes

24 Can a training data set be used to train an MLP? TrainNetwork() Visual Yes

25 Is backpropagation the algorithm used to train the 
MLP?

TrainNetwork() Visual Yes

26 Does test data allow user to define accuracy of a 
trained MLP?

TestNetwork() Visual Yes

27 Does OpenCV’s backpropagation algorithm work? TestNetwork() Visual Yes

28 Are weight values stored of trained MLP not all the 
same?

TestNetwork() Visual Yes

29 Does NN/MLP allow prediction with current 
image?

AutoDrive() Visual Yes

30 Calculate most likely output via neural network 
(prediction)

AutoDrive() Visual Yes

Table 2. 
Integration testing and results.
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6. Evaluation

6.1 Performance summary and achievements

Overall the project has achieved what it was required to do; it is fully able to 
drive around the track to a suitable level of accuracy. The chosen libraries were suit-
able for the project and provided well-documented functions regarding all aspects 
required to enable the vehicle to do the tasks that it had to perform.

In my opinion, the best feature of the vehicle is the custom-made circuit 
board, which required a great deal of time and effort to design and build. Once 
this occurred, everything from the operational hardware point of view went very 
smoothly.

The system passed all of the required tests. However, there was not enough time 
to implement some of the “would like to” aspects of the MoSCoW requirement 
analysis, but as discussed below, there is potential for further development.

6.2 Reflection

The main aims were to verify:
Can the vehicle recognise a track via NN and camera data?
Can the vehicle follow the track?
Can the vehicle control the car motors?

Test Test criteria Where Qualifier Pass

31 User menu option: testing for camera SysMenu() Visual Yes

32 User menu option: testing for MLP accuracy SysMenu() Visual Yes

33 Is user menu easy to use? SysMenu() Visual Yes

34 User menu option: testing for motors SysMenu() Visual Yes

35 User menu option: testing for ultrasonic sensors SysMenu() Visual Yes

36 Does the vehicle stay still if there is an object within 
15 cm of the front of it?

AutoDrive() Visual Yes

37 Does the vehicle stay between the two lines needed to 
drive?

AutoDrive() Visual Yes

38 Does the vehicle successfully drive one loop around the 
track?

AutoDrive() Visual Yes

Table 3. 
System testing and results.

Test Test criteria Where Qualifier Score

41 Score out of 10 for smoothness of drive when 
following a straight line

AutoDrive() Visual 
opinion

9

42 Score out of 10 for smoothness of drive when going 
around a corner

AutoDrive() Visual 
opinion

6

43 Score out of 10 for smoothness of driving when 
following an entire track

AutoDrive() Visual 
opinion

7

Table 4. 
Acceptance test and results.
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Can the vehicle utilise collision avoidance via ultrasonic sensors?
Can the vehicle recognise and stop at stop signs for a certain amount of time?
Following the test phase, the vehicle has shown the capabilities required to pass 

the first four out of five aims.
The vehicle fully utilises the neural network to accurately classify the real-time 

image to decide upon and then implement a movement instruction. This allows the 
vehicle to follow the track given any set layout and follow it until the procedure is 
manually stopped. A variety of obstacles have been placed in front of the vehicle 
during operation, and when this occurs, the ultrasonic sensors recognise it, and the 
vehicle stops within the specified distance in order to avoid collision. The vehicle 
remains stationary until the obstacle moves away or is removed from its path. If 
the obstacle is moved around incrementally, it will “follow” the object staying 
at a minimum of the specified distance away. This is a very useful functionality 
for potential additions to the project which is to have the vehicle following other 
moving vehicles or staying a specified distance away from the obstacle should it be 
moving.

However, the stop sign detection capability was not implemented due to time 
constraints. To do this a Haar cascade qualifier must be used; this is an entirely 
different machine learning algorithm and thus would have to be implemented 
alongside the neural network. This naturally would have added many further 
functionalities. This was placed into the “would like to have this requirement later to 
develop the system design further” section of the MoSCoW analysis of the require-
ments because not only would this further implementation be time-consuming 
but finding small-scale stop signs that would be adequate for this task proved to be 
challenging and thus was not achieved in time.

6.3 Relation to MoSCoW and further improvements

In relation to the MoSCoW analysis, “all of the must have”, “should have” and 
“could have” related requirements were fully met to a good standard.

Further developments may be made as specified to cover the “would like to” 
aspect of the requirements.

Implementing a backpropagation algorithm manually as opposed to relying on 
the one provided from OpenCV, this would be desirable as it has the potential to be 
developed in a manner that may be more efficient for the problem at hand than just 
a generic algorithm.

A possible improvement would also be integrating the capability of designing, 
recognising and acting upon stop signs via a Haar cascade qualifier. This would be a 
further development to the device which could allow it to have more functionality 
and thus be more applicable to real-world projects.

Another adaptation which would have been interesting to implement would 
be using a K-nearest neighbour algorithm for the machine learning part of the 
project. This could be used to compare the results from this to that of the neural 
network, to see which is more accurate. However, as aforementioned this was not 
implemented currently because of the much larger data set that would be required 
to train it.

The only final improvement which could be made to the system would be to 
improve the mathematical functions applied to the ultrasonic distance sensors, 
which will be discussed below. These are currently only accurate at reading dis-
tances up to 50 cm using a simple mathematic function which for the present prob-
lem is acceptable, but future adaptations to the device may require more accuracy 
and thus more advanced mathematics to allow it to be accurate up to 5 m.
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6.4 Obstacles faced

6.4.1 Hardware

Hardware design encountered a variety of problems with the circuitry of the 
vehicle which connected the external components to the Pi. Using a breadboard to 
connect all the components was not viable in the long term, and testing proved that 
as the car rattled, wires would come free as they were not fixed in place.

This was fixed by having a permanent version of the circuit made and soldered 
in the workshops at the university, producing a finished product seen in Figure 7. 
This took a while to be perfect, and because of this, other tasks had to be put on 
hold pending the new board design. The new board completely solved the problem 
and provided both stability and much greater longevity to the product.

6.4.2 Software

The software design process also had problems along the way which required 
solving.

The ultrasonic sensors in front of the vehicle required advanced mathemati-
cal formulae to be accurate at all distances, which would take time to complete, 
whereas using much a simpler formula would only mean they were accurate up to 
50 cm as opposed to 5 m. This in the end was chosen as the vehicle only needs to be 
able to stop within 50 cm of an object, and anything beyond that distance cannot 
be considered an object in the vehicle’s path. A useful add-on to develop the device 
further would be to utilise this functionality correctly for all distances. However, for 
the purpose of the current project, it was not viewed as critical.

6.4.3 Track design

Overall, the track design was a good choice. The black background stops the 
edges of the paper from being seen as different to the colour of the dark floor, 
meaning only the edges of the track (white lines) are seen as fully qualified edges 
by the edge detector. The only issue with the track is that the corners can be viewed 
by some as “too tight” and thus the vehicle sometimes struggles to stay completely 
between the lines while turning through them. However, this is not a major issue as 
overall the vehicle remains between the lines for the majority of the driving cases, 
and if it does go out of the lines, it will self-correct.

6.4.4 Image recognition and obstacle detection

Obstacle detection works perfectly, allowing the vehicle to stop moving if 
anything is within 15 cm in front of it. This is exactly what was stated in the system 
requirements.

Image recognition correctly classifies the images based on the direction they are 
qualified under, with a score of 114/114 on the test data.

7. Conclusion

Overall, I feel that this was a successful project, in that it demonstrates a clear 
proof of concept that the computations required for autonomous cars do not have 
to be performed externally but may be done within the vehicle itself. The effect of 
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by some as “too tight” and thus the vehicle sometimes struggles to stay completely 
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6.4.4 Image recognition and obstacle detection
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7. Conclusion

Overall, I feel that this was a successful project, in that it demonstrates a clear 
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to be performed externally but may be done within the vehicle itself. The effect of 
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this will be to make it much more versatile and adaptable for different environments 
and requirements. Another benefit of increased capacity and functionality within 
the vehicle would be to make it less vulnerable to external access, such as hacking, 
which could have implications for the vehicle, its user and others.

The limitations imposed by the scale of the vehicle used in this work will affect 
the physical space available to house the computing hardware to that which will fit 
within the vehicle. This will have consequences for the functionalities the car is able 
to effectively demonstrate when using such small-scale computational devices.
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Notes

This project was chosen because it is considered to be very complex and the 
use of neural networks to process images is a study that is always improving. 
Furthermore, this project was chosen as a proof of concept for autonomous vehicles, 
which are constantly in development for future real-world applications. This means 
it is an area where this theory may be beneficial for further research by others.

My intention was to improve this by scaling down the size of the neural network, 
making the device more portable and thus more realistic. This can be done by allow-
ing the computations to be done on the Pi itself, making the device more mobile. It 
was concluded that this could potentially come at the cost of performance as trying 
to do computations of a large-scale neural network on a Raspberry Pi will be near 
impossible. As a result of this, the network needed to be scaled down, meaning much 
smaller images being passed, and the FPS rate will also need to be reduced to around 
5–10 FPS. This is sufficient, considering the project is only a proof of concept.
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Chapter 15

Discreteness in Time and
Evaluation of the Effectiveness
of Automatic Control Systems:
Examples of the Effect of
Discreteness on Mathematical
Patterns
Vladimir Kodkin

Abstract

Discreteness is one of the fundamental categories in science, philosophy,
mathematics, physics, and cybernetics. In the last 50 years, this concept and prob-
lem has occupied the minds of many practical engineers. There were situations in
which discreteness began to play a major role, for example among the problems
obstructing progress in automatic control systems and regarding the transition to
digital systems. This chapter discusses the main approaches to the stability analysis
of automatic control systems, proposed in fundamental works on the theory of
automatic control (TAC). A proprietary approach is proposed, greatly simplifying
engineering calculations, with almost no loss of analysis accuracy. It is shown, how
this approach allows us to formulate new principles for the construction of seem-
ingly well-known regulators—PID regulators and variable structure systems (VSS).
In the last part of the chapter, it is proposed to analyze the famous paradoxes of
science precisely from the point of view of the discreteness of the variables consid-
ered in these paradoxes. It is argued that it is discrete operations (not always
correct) that are the causes of these paradoxes.

Keywords: automatic control systems, discreteness, accuracy and stability
of digital systems, pulse automatic control system

1. Introduction

Digital automatic control systems (ACS) have won everywhere. Their advantages
over analog are undeniable—these controllers implement control algorithms of
almost any complexity, completely inaccessible to analog ACS.

They are very reliable and stable. Most often, their setup is simple and
convenient, like working with mobile phones.

There are no problems with discreteness of output signals in terms of level and
time for most ACS. The discreteness in time in fractions of milliseconds and in level
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in fractions of a percent for the overwhelming number of electromechanical ACS
(the most complex of possible structures) with their working range of speed and
effort changes is insignificant. Important impulse elements remain in these systems
—power converters, which actively affect processes in power currents of engines.

For high-precision electromechanical systems (electric drives), the problems of
discreteness of information signals and power currents remain important.

Indeed, discreteness in time and in the level of the processed signals inevitably
breaks continuous ACSs and makes their behavior unpredictable. If in analog
versions of the ACSs were important—the order of the differential equations
describing the control object, the presence of nonlinear links and the requirements
for the dynamics of the system, then in digital systems in the 70–80s of the
twentieth century, time for calculating control signals became very important.

2. Statement of problems: question status

A study of the fundamental works of leading scientists of the 80s showed the
following. All discrete analysis methods, pulsed digital systems, in one way or
another are connected with the use of a delay link and lattice functions. These are
discrete transformations of continuous channels and transfer functions—
Z-transforms, D-transforms, discrete Laplace transforms, and others. What they
have in common, most importantly for working with real ACS, is that ALL elements
of the control system are subjected to transformations—continuous, linear, with
simple and complex transfer functions. It means, that all previous developments on
ACS obtained for continuous ACS, that is, stability, accuracy, quality, performance,
etc. must be forgotten and remade in the language of discrete transformations and
transfer functions. In this case, despite seeming a very “serious” mathematical
apparatus, all these transformations, along with cumbersomeness, retain many
inaccurate assumptions and reservations.

For example, in the book by Meerov et al. ([1], p. 332), it is said about inverse
Z transformations:

“Transformation makes sense if the series converges” ...

And on p. 350:

“If only the function F * (z,) is given, then ... in principle, there is no procedure for
finding F (p).”

Discrete transfer functions of the simplest links of ACS are very complex, cum-
bersome, and almost unacceptable for engineering calculations—in “Example 7.4”
on p. 354 of the same book, discrete transfer function of an aperiodic link

W ∗ z, εð Þ ¼
X2
i¼1

Kizεi
z

z� zi
¼ k

α
z

1
z� 1

� e�αTpε

z� e�αTp

� �

¼ k
α
z

1� e�αTpε
� �

zþ e�αTpε � e�αTp
� �

z� 1ð Þ z� e�αTpð Þ: (1)

At the end of these calculations, simplifications are made in the same book,
which lead to formulas 7.138 on p. 370 with the words: “you can limit yourself
to a finite number of terms in equation (7.137)” and the frequency response of the
sampling link is reduced to the response of the delay:
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W ∗ jωð Þ≈
XN
n¼0

Dne�jωn (2)

It is stipulated that the clock frequency is greater than the range of frequencies
under consideration.

Detailed mathematical calculations of approximately the same results are given
in the later book by Tsypkina [2].

Discrete transformations with cumbersome results—paragraphs 25.3 and
25.4 and 28.2—are described in the statement:

... “with sufficiently small pulse repetition periods, the pulse system can be
considered. as a continuous one containing the same continuous part and a delay
element.” structures shown in Figure 1 are equivalent.

W ∗ jωð Þ≈ e�jω
T
2WH jωð Þ (3)

Figure 1.
Structural diagrams of ACS.

Figure 2.
Frequency characteristics of suppression link.
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At the same time, it is said that the sampling time is “small,” although it is not
specified how small it should be and how wrong if “not small.”

For engineers, this condition sounds something like this:
“The cutoff frequency of the system must be less than the quantization

frequency by at least 10 times, otherwise nothing can be guaranteed.” Moreover,
the delay link does not change the amplitude frequency response, that is, when
the condition of “smallness” of the quantization interval is satisfied, one can
completely forget about it.

In this case, the phase characteristic of the delay link shown in Figure 2 allows a
formal possibility of its correction by successive links, but this is only in the case if
the correction frequencies are far from the quantization frequency, and since
there is a “veto” for their “rapprochement”—the prohibition of the original
methodology—this possible correction is simply excluded by the method itself.

Over the past years, naturally, a lot of works on these topics have been written
and published. But, practically, in almost all approaches remained the same. All
methods are based on discrete Laplace transforms. The operator in these transfor-
mations is replaced by the exponential function of the delay unit, and the sampling
time is included in these transformations by a parameter. Frequencies close to the
clock frequency are not considered [3–10].

Thus, the “traditional” ACS theory offers two fundamental approaches:

1.Go to discrete transformations and translate ALL ACS elements into discrete
formats, inevitably simplifying nonlinearities, high-order links are complex
structural relationships and then operate with discrete criteria and methods.

2.“Work” only in the frequency range of 10 or more times less, than sampling
rate neglecting her at all.

It does not take a lot of imagination to understand that the second approach is
chosen more often in engineering calculations and studies.

One of the most commonly used devices in electromechanical systems is pulsed
power amplifiers—frequency converters for asynchronous drives and voltage con-
verters for DC drives. The switching frequency of power elements is usually in the
range from 4 to 16 kHz. Mechanical processes in these systems range from 0 to
20 Hz. That is, the condition of “smallness” of the switching period of pulse ele-
ments is fulfilled. The frequency of clocking of control signals in microprocessors is
most often not mentioned even in advertising materials for converters.

3. Suppression link

Many years of experience with electromechanical systems, theoretical research,
and simulation showed that reducing the discretization links to the delay links
according to the methods mentioned above is ineffective. This inefficiency is
reflected in the inability to describe the influence of discrete links on processes in
ACS, especially complex and nonlinear, and in the fact that they do not allow the
formation of an effective correction of such systems. It seems appropriate to distin-
guish two features of the traditional representation of discretization links: firstly,
the formal possibility of correcting the phase shift, and secondly, the invariability of
the amplitude characteristics. To overcome these problems, it was proposed to
introduce a suppression link into systems with signal sampling, the main property
of which is the complete suppression of input signals with a frequency higher than
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or equal to the sampling frequency [11, 12]. This link breaks the connection at high
frequencies without the ability to adjust this action sequentially connected link.
“Included” in a closed-loop control system. it leads to instability if the cutoff
frequency of the system becomes close to the sampling frequency.

4. Formula of transfer function and frequency characteristics of
suppression link

The desired formula may look like this:

W ¼ A ωð Þe jφ ωð Þ

φ ωð Þ ¼
�K1 � τωð Þ

1� ωτ
, if ω≤

1
τ

�∞, if ω>
1
τ

8>><
>>:

(4)

A ωð Þ ¼
K2 � e 1

ωτ�1, if ω≤
1
τ

0, if ω>
1
τ

8>><
>>:

(5)

Lg A ωð Þ½ � ¼
K3

ωτ � 1
, if ω<

1
τ

�∞, if ω>
1
τ

8>><
>>:

(6)

A graphical interpretation of the suppression link is shown in Figure 2. A of the
formula (4)–(6) are phase- and amplitude-frequency characteristics. They differ
from formula (3), especially in the frequency zone close to the clock frequency and
show that in this frequency zone a signal is suppressed, which cannot be overcome
by sequential correction, since no serial link can overcome the amplitude suppres-
sion by formula (3). The phase shift (2), at the lower frequencies, similar to the shift
of the delay unit in the zone of the clock frequency, increases sharply and also
cannot be seriously corrected.

Figure 3 shows the logarithmic characteristics of the suppression link—
amplitude and phase characteristics.

According to these characteristics, the features of the proposed suppression link
are very clearly visible.

At the clock frequency and higher, in the ACS “after” the suppression link, no
sequential correction and feedback of the system will work. Disturbances at these
frequencies will also not be worked out by the regulators.

Since at a frequency equal to the clock frequency, the phase takes the conditional
value (�∞), no sequential correction can overcome this limitation, unlike the
phase characteristics of the links proposed in the sources [1, 2], which can theoret-
ically be corrected.

As follows from the formulas and frequency characteristics of the proposed
suppression link, for any sequential correction at a frequency below the quantiza-
tion frequency, the phase shift will reach a critical value of �180° and lead to
instability of the closed loop. Depending on other parts of the system, how far from
the quantization frequency this will happen?

It should be noted that the negative phase shift increases much faster than the
suppression of the amplitude coefficient. So, at a frequency three times lower than
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value (�∞), no sequential correction can overcome this limitation, unlike the
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suppression link, for any sequential correction at a frequency below the quantiza-
tion frequency, the phase shift will reach a critical value of �180° and lead to
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the clock frequency, the suppression coefficient is 0.8, and the phase shift is 90°, that
is, it already significantly affects the stability of a closed system with a sampling unit.

It should be noted that according to their transfer functions, the suppression
links for stability analysis of a closed loop can be converted in the same way as other
dynamic links. In addition, this discreteness representation allows us to consider
systems with several links, and with different sampling clocks and does not to offer
cumbersome transformations. This significantly distinguishes the proposed mathe-
matical apparatus from discrete transformations, in which each circuit of links
required its own calculations of discrete transfer functions [1, 2].

Let us consider several examples of applications of these links in the structures
of widely known ACS variants.

These will be proportional-integral-differential controllers (PID controllers) of
control systems, variable structure systems (VSS), in which ideal sliding modes
(SM) and asynchronous electric drive control systems are synthesized.

5. PID controller

It is known that the PID controller is the most widely used type of controller in
industrial automation.

Figure 3.
Frequency characteristics of the PID controller: (a) without discrete elements, (b) with a “fast” discrete element
in the D-channel, and (с) with a “slow” discrete element in the D-channel.
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In this knob, the P-channel is responsible for the speed of the system and for the
overall dynamics of the control loop, the D-channel provides system stability, and
the I-integrator provides high static accuracy of the control system.

If we imagine the frequency characteristics of the controller as a combination of
the frequency characteristics of the channels and links of suppression, it turns out,
that the equivalent characteristic does not change if the discreteness of the propor-
tional channel and the integrator is significantly slowed down (Figure 4). Since the
links in the PID controller are connected in parallel, their resulting frequency
characteristics can be determined by the “top-notch” rule. Thus you can see that the
decisive role in this controller is played only by the quantization frequency of the
differential channel; with its decrease (Figure 4c), the differentiating properties of
the controller deteriorate significantly.

On a fairly simple model, these provisions are fully confirmed.
The simplicity of the model makes it easy to repeat this simulation and make

sure it is correct. The control object was represented by a double integrator with an
integration constant of �1 s. Here “Gain” is the channel of proportional gain with
K = 10, “Deriv” is a differentiating channel with a time constant of 2.2 s, and
“Trans” is an integrating channel with a time constant of 15 s.

The parameters of the PID controller, in the continuous version of the model,
synthesized a process bordering on the oscillations.

In Figures 5 and 6, a diagram shows a 1–reference signal, 2–adjustable coordi-
nate, 3–derivative of this coordinate, 4–signal at the output of the proportional
channel of the PID controller, 5–output of the integrated channel. Continuous links
simulate processes, shown in Figure 5a.

Then, three quantizers were introduced into the control channels. At quantiza-
tion values of 0.01 s, the processes did not differ from continuous systems.

With an increase in the quantization time (0.3 s), the processes became oscilla-
tory. The PID controller becomes equivalent to the PI controller (Figure 3c).

Further, in the differential channel, the discreteness is significantly reduced
(0.01 s). And in other channels this discreteness still increased; so, in the propor-
tional channel this discreteness is 0.1 s and in the integrator 0.3 s. The results are
shown in Figure 6b.

At high speeds, the channel for differentiating the discreteness of the proportional
and integral channels practically does not affect the stability of ACS. If you pay
attention to the process diagrams, the following can be noted: the time of transients in

Figure 4.
Block diagram of a model of AСS with a PID controller with discrete elements.
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K = 10, “Deriv” is a differentiating channel with a time constant of 2.2 s, and
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channel of the PID controller, 5–output of the integrated channel. Continuous links
simulate processes, shown in Figure 5a.
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(0.01 s). And in other channels this discreteness still increased; so, in the propor-
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all diagrams is approximately the same; it does not depend on the clock frequency.
The oscillation period is also unchanged. Only the degrees of vibration of the pro-
cesses differ—from almost monotonic processes to unstable oscillations. This suggests
that the cutoff frequency of the circuit is almost unchanged. But only the phase shifts
at this point of the frequency response change. That is, changes in the quantization
clocks change the cutoff frequency only slightly, since a sharp decrease in the ampli-
tude characteristic begins near the clock frequency. And at frequencies three times
smaller, the phase response shift significantly increases, which corresponds to
formulas (4)–(6) of the frequency response of the link.

This shows that the sampling operation can very reasonably allocate controller
resources. The integrated channel can have many discharges but a large cycle of
calculations, not limited in any way by the cutoff frequency of the circuit as a
whole, and the differential channel can have a fast pace of calculations, but this
channel does not need accuracy, that is, in large number of discharges.

It is clear that it would hardly have been possible to find and justify such a
solution using discrete transformations and related synthesis methods. According to
the provisions of the theory of impulse systems set forth in classical works [1, 2, 13]
and in their modern interpretations [4–7], it would be necessary to single out one
impulse link and all the others “turn” to the option with a simple link. Even less
likely is such a solution to be found in the neglect of the discretizer [1, 2] method,
which would require a significantly higher sampling frequency compared to the

Figure 5.
Diagrams of processes: (a) in continuous AСS with a PID controller, (b) with “fast” discrete elements.

Figure 6.
Diagrams of processes: (a) with “slow” discrete elements and (b) with fast sampling in the D-channel and slow
in other channels.
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transient time. Meanwhile, it is a property of discretizers to limit the frequency
range of the action of links connected to it by the clock frequency, which can be
very useful in correcting systems with nonlinear frequency characteristics. The
most widely encountered nonlinear systems at present are asynchronous electric
drives, which are discussed below.

6. VSS example

Variable-structure systems (VSSs) are an example of nonlinear control systems,
the purpose of which is to obtain maximum performance in control systems. Their
implementation in modern microprocessor controllers inevitably faces the problem
of discreteness of control signals. Of interest is how the transfer function of the
suppression link “manifests” itself in systems with a variable structure with sliding
processes. Figures 7 and 8 show the simplest VSS scheme with a sliding mode (SM).
Here, CO is the control object (second-order integrator); TG, the shaper of the
switching trajectory (“slip”); and C is the amplifier.

It is known that the sliding process is characterized by infinitely fast structure
switching. What happens if a suppression link appears in the channel for calculating
the switching path? In [14, 15, 18], the slip condition was given for an arbitrary
system whose links are described by non-differential equations and frequency
response. We briefly recall the main points of this conclusion.

Consider the ideal slip conditions for a second-order control object—EMS with
sliding (the circuit is presented in Figure 9) described by the following equation:

T2€xþ K xj jsignS ¼ 0

S ¼ T1 _xþ x

(
(7)

Figure 7.
Block diagram of the VSS of the second order.

Figure 8.
Replacement block diagram of the VSS of the second order.
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very useful in correcting systems with nonlinear frequency characteristics. The
most widely encountered nonlinear systems at present are asynchronous electric
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the purpose of which is to obtain maximum performance in control systems. Their
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suppression link “manifests” itself in systems with a variable structure with sliding
processes. Figures 7 and 8 show the simplest VSS scheme with a sliding mode (SM).
Here, CO is the control object (second-order integrator); TG, the shaper of the
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It is known that the sliding process is characterized by infinitely fast structure
switching. What happens if a suppression link appears in the channel for calculating
the switching path? In [14, 15, 18], the slip condition was given for an arbitrary
system whose links are described by non-differential equations and frequency
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Consider the ideal slip conditions for a second-order control object—EMS with
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The final condition links transfer functions of the controlled member ( 1
T2p2
Þ,

switch trajectory generator (T1pþ 1), and controller (К).

Along with that, the element with cutoff frequency ω ¼
ffiffiffiffi
K
T2

q
is a controlled

member engaged in the feedback with controller with К coefficient.
The slip condition turned out to be equivalent to the stability condition of the

equivalent circuit with a relay element.
These conditions were extended to a system with arbitrary links with frequency

characteristics:WCO for the control object, WTG for the shaper of the switching path
(“slip”), and WC for the amplifier.

The corresponding replacement block diagram is shown in Figure 10.
The condition (8) may be “transferred” to the frequency characteristics of EMS

elements as follows: The condition of ideal sliding is met when two elements—the
sliding trajectory generator and the circuit formed by the controller and controlled
member—are connected in series with equivalent phase characteristic of �90°
minimum, and the value of �90° is reached at ω!∞.

The suggested frequency condition is met if the real part of frequency charac-
teristics under consideration transferred to the complex space is positive:

Re WK �WTG½ �>0

φ WK �WTG½ �> � 90o

WK ¼ WC �WCO

1þWC �WCO

(9)

Figure 11 shows the direct correlation between the condition (8) and this
assumption.

Figure 9.
Block diagram of the VSS of an arbitrary order system.

Figure 10.
Replacement block diagram of the VSS of an arbitrary order system.
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1.Ideal sliding: the condition (8) is met, equivalent phase shifts of elements TG
and circuit K is �900 minimum, frequency characteristics are presented in
Figure 12a.

2.Unstable mode: when the condition is not satisfied in the area of the cutoff
frequency, Figure 12b.

3. Imperfect glide: when the condition is not satisfied only in the high-frequency
zone, the “slow” processes are stable. But around the sliding path, fast
movements have finite amplitude and frequency. This option is most often found
in real SPS and satisfies the technical requirements in systems with sliding.

Delay links primarily affect fast movements. This was dealt with in detail in all
fundamental works on TAC [14, 16, 17].

Figure 11.
Frequency characteristics of VSS: (a) with “perfect” slip, (b) if the conditions for “slow” slip are violated, (c) if
the conditions for “fast” slip are not met.

Figure 12.
Block diagram of a VSS model with discretization elements.
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Let us consider how slip conditions change with the introduction of suppression
units into the structures. Consider the VSS model with slip with some modifications
(Figure 12). An integrating channel is added to the amplification channel, hystere-
sis is introduced into the relay element so that the slip frequency is finite. It can be
assumed that the presence of suppression links in the regulator channels will violate
ideal slip conditions. As it comes from the frequency characteristics of the links with
the discretizer, to ensure sufficient slip parameters, fast quantization will be
required in only one of the channels—differential.

Figure 13 shows the frequency characteristics of the links of the original circuit.
The slip condition is satisfied in the absence of discrete elements (Figure 13a). If
they distort the frequency characteristics of the links, as shown in Figure 13c, that
is, in the zone of slow movements, then the process becomes unstable; in the high-
frequency zone (Figure 13b), conditions of ideal slip are violated (infinitely high
frequency and infinitesimal amplitude of “slip”), but “slow movements are stable.
As can be seen from the Figure 13b, for the existence of “real” slip, a sufficiently
high discrete frequency of only the differential channel forming the slip path

τi ≤
1
ω1

; τp ≤
1
ω2

; τd ! Tmin

To confirm these provisions and verify the effect of discretization and suppres-
sion links on them simulation was carried out (Figures 14 and 15).

Figure 13.
Sliding conditions in VSS: (a) for continuous links, (b) for “fast” discretization elements in the D-channel,
(c) for “slow” discretization in the D-channel.
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Diagram shows a 1-reference signal link «step» Figure 12, 2-adjustable coordi-
nate, 3-derivative of this coordinate-link «hold2», 4-signal at the output of the
proportional channel controller-link «hold», 5-output of the integrated channel-link
«hold1», 6-proportional channel controller-link «hold3».

When introducing discretization links into the channels of a regulator, the
following results were obtained; with sampling over all channels in 0.1 s, the slip
was destroyed (Figure 15a). At discretization of the differential channel of 0.001 s,
in the remaining discrete channels the following—0.1 s and 0.3 s the process in
Figure 15b is optimal both in accuracy and speed.

At the same time, fast movements do not correspond to perfect gliding, while
slow movements completely correspond to a monotonous process. Qualitatively,
the processes fully comply with the theoretical principles obtained from the analysis
of the frequency characteristics of the system links for compliance with the sliding
conditions.

This simulation is yet another confirmation of the effectiveness of the analysis
methodology for the suppression link and controllers with different discreteness and
timing of the calculations. From the time and nature of the processes, it can be seen
that the sliding processes are preserved at the necessary speed of the channel for the
formation of the slip function, which is determined by the fast discretization of the
differential channel. Performance enhancement channels are not required. But accu-
racy is required. In this case, the slip condition is violated at high frequencies; it

Figure 14.
Diagrams of processes in VSS with continuous elements (a) and fast discrete elements (b).

Figure 15.
Diagrams of processes: (a) in VSS with slow discrete elements, (b) in VSS with fast D-channel and slow
remaining channels.
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frequency zone (Figure 13b), conditions of ideal slip are violated (infinitely high
frequency and infinitesimal amplitude of “slip”), but “slow movements are stable.
As can be seen from the Figure 13b, for the existence of “real” slip, a sufficiently
high discrete frequency of only the differential channel forming the slip path

τi ≤
1
ω1

; τp ≤
1
ω2

; τd ! Tmin

To confirm these provisions and verify the effect of discretization and suppres-
sion links on them simulation was carried out (Figures 14 and 15).

Figure 13.
Sliding conditions in VSS: (a) for continuous links, (b) for “fast” discretization elements in the D-channel,
(c) for “slow” discretization in the D-channel.
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Diagram shows a 1-reference signal link «step» Figure 12, 2-adjustable coordi-
nate, 3-derivative of this coordinate-link «hold2», 4-signal at the output of the
proportional channel controller-link «hold», 5-output of the integrated channel-link
«hold1», 6-proportional channel controller-link «hold3».

When introducing discretization links into the channels of a regulator, the
following results were obtained; with sampling over all channels in 0.1 s, the slip
was destroyed (Figure 15a). At discretization of the differential channel of 0.001 s,
in the remaining discrete channels the following—0.1 s and 0.3 s the process in
Figure 15b is optimal both in accuracy and speed.

At the same time, fast movements do not correspond to perfect gliding, while
slow movements completely correspond to a monotonous process. Qualitatively,
the processes fully comply with the theoretical principles obtained from the analysis
of the frequency characteristics of the system links for compliance with the sliding
conditions.

This simulation is yet another confirmation of the effectiveness of the analysis
methodology for the suppression link and controllers with different discreteness and
timing of the calculations. From the time and nature of the processes, it can be seen
that the sliding processes are preserved at the necessary speed of the channel for the
formation of the slip function, which is determined by the fast discretization of the
differential channel. Performance enhancement channels are not required. But accu-
racy is required. In this case, the slip condition is violated at high frequencies; it

Figure 14.
Diagrams of processes in VSS with continuous elements (a) and fast discrete elements (b).

Figure 15.
Diagrams of processes: (a) in VSS with slow discrete elements, (b) in VSS with fast D-channel and slow
remaining channels.
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means, that fast movements are imperfect, which matches the model. This confirms
the validity of the previously derived criteria for sliding along the frequency response
and the effectiveness of the proposed frequency response suppression links for
assessing the dynamics of even complex nonlinear control systems.

7. Correction of processes in an asynchronous electric drive

Traditionally, it is customary to be considered among electric drive engineers
that the discreteness of control signals only affects the controllability of electrome-
chanical systems, because it always “breaks” continuous connections. However, the
interpretation of discretization by suppression links shows that sampling allows you
to “clear” the frequency characteristics of corrective devices from “side” effects. An
example is the PID controller discussed above. Under the conditions of the control-
ler, only the differential channel “works” in the high-frequency zone. In the con-
tinuous controller, all channels are rumbled, although the integral and proportional
channels are greatly weakened. The use of discrete elements at the output of each
channel allows them to be completely filtered out, which cannot be done in a
continuous controller and it is difficult to come to such a decision without using the
concept of suppression link. A system with nonlinear dynamics is asynchronous
electric drives with frequency control.

As shown in [18, 19], the traditionally applied methods and control algorithms
(“transvector control”) do not always provide the necessary dynamic characteris-
tics of asynchronous electric drives.

In the same works, an alternative control algorithm is described—a dynamic
positive relationship with the effective value of the stator current (“DOS+”). This
connection allows you to compensate for changes in rotational speed under static
and low-frequency loads [19]. In order for the communication to correct only static
modes and the low-frequency region, the devices use dynamic links—low-pass
filters [18]. As experiments and modeling show, these tasks are performed.

Figure 16 shows a diagram of the model of an asynchronous electric drive with
corrective connections for the stator current (Figure 16a) and rotation speed
(Figure 16b), and Figures 17 and 18 show the processes of acceleration and load
surges with several versions of dynamic links including a discrete element with a
low sampling frequency. Static modes are well compensated. With current correc-
tion (Figure 17), the high-frequency oscillation in currents and speeds at different
speeds is preserved by slightly changing its parameters at different speeds of
rotation.

Figure 18 shows the processes in the model with additional correction for rota-
tion speed (connection in Figure 16b) in which the signal passes through two
parallel links—proportional with low-frequency sampling (“Zero-Order Hold1”—
0.1 s) and differential with high-frequency sampling (“Zero-Order Hold2”—
0.005 s).

As follows from Figure 18, the oscillation is completely eliminated at all speeds.
In this system, there are three different discrete links: “Zero-Order Hold”—0.3 s,
“Zero-Order Hold1”—0.1 s; and “Zero-Order Hold2”—0.005 s (Figure 16b); and
the system as a whole is significantly superior to all known options for the fre-
quency regulation of induction motors. Moreover, the system is quite easily
implemented in industrial frequency converters, since it does not require high
accuracy in measuring direct coordinates or in perfect processing.

Discreteness is one of the fundamental principles in science. Needless to say, the
initial concepts in human thinking are discrete. We perceive the world around us as
separate phenomena and objects. Only after the transition to abstract thinking, we
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begin to link individual objects and phenomena into continuous chains. No wonder
continuous mathematics, created in the seventeenth and eighteenth centuries,
became one of the crowning results of almost three thousand years of our civilization.

Without this mathematics, Aristotle and Archimedes created their teachings, the
whole of Ancient Rome and the millennial Byzantium created their own civiliza-
tions. But voluntarily or involuntarily, the philosophers of antiquity turned to the
concepts of the continuous and discrete and received very interesting paradoxes
and statements.

Figure 17.
Diagrams of processes in asynchronous electric drive model with stator current correction and discrete elements.

Figure 16.
Scheme of the asynchronous electric drive model and the correction of current (a) and speed (b) with discrete
elements.
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(“transvector control”) do not always provide the necessary dynamic characteris-
tics of asynchronous electric drives.

In the same works, an alternative control algorithm is described—a dynamic
positive relationship with the effective value of the stator current (“DOS+”). This
connection allows you to compensate for changes in rotational speed under static
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(Figure 16b), and Figures 17 and 18 show the processes of acceleration and load
surges with several versions of dynamic links including a discrete element with a
low sampling frequency. Static modes are well compensated. With current correc-
tion (Figure 17), the high-frequency oscillation in currents and speeds at different
speeds is preserved by slightly changing its parameters at different speeds of
rotation.

Figure 18 shows the processes in the model with additional correction for rota-
tion speed (connection in Figure 16b) in which the signal passes through two
parallel links—proportional with low-frequency sampling (“Zero-Order Hold1”—
0.1 s) and differential with high-frequency sampling (“Zero-Order Hold2”—
0.005 s).

As follows from Figure 18, the oscillation is completely eliminated at all speeds.
In this system, there are three different discrete links: “Zero-Order Hold”—0.3 s,
“Zero-Order Hold1”—0.1 s; and “Zero-Order Hold2”—0.005 s (Figure 16b); and
the system as a whole is significantly superior to all known options for the fre-
quency regulation of induction motors. Moreover, the system is quite easily
implemented in industrial frequency converters, since it does not require high
accuracy in measuring direct coordinates or in perfect processing.
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initial concepts in human thinking are discrete. We perceive the world around us as
separate phenomena and objects. Only after the transition to abstract thinking, we

340

Control Theory in Engineering

begin to link individual objects and phenomena into continuous chains. No wonder
continuous mathematics, created in the seventeenth and eighteenth centuries,
became one of the crowning results of almost three thousand years of our civilization.

Without this mathematics, Aristotle and Archimedes created their teachings, the
whole of Ancient Rome and the millennial Byzantium created their own civiliza-
tions. But voluntarily or involuntarily, the philosophers of antiquity turned to the
concepts of the continuous and discrete and received very interesting paradoxes
and statements.
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elements.
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Consider two points that people have been pondering over for centuries,
unaware that the whole thing is in very small detail.

8. Achilles paradox

One of the most famous paradoxes of philosophy is the Zeno’s Paradox about
Achilles and the tortoise. The paradox goes like this:

It states that Achilles will never catch up with a hulking turtle if she begins her
movement before him.

For several centuries this paradox was a “horror” of philosophers and theoretical
scientists. And right now the explanations that are offered to ordinary people are
very vague.

Meanwhile, it seems to me that everything is easily explained if we analyze the
discreteness of time that Zeno offers and that which his interlocutors understood.

Let’s try to figure out the details of Zeno’s reasoning. His main position: Achilles
will not catch up with the turtle, because in the interval of time for which he will
reach her position, she will go further. Zeno suggests that the interlocutors consider
the whole movement as a sequence of states and intervals at those points where the
turtle has already visited. These intervals will be shorter and shorter until they
become infinitely small. However, Zeno did not apply such concepts. Actually, turn-
ing to the concepts of infinitesimal ones, he remains himself and leaves his interloc-
utors in terms of finite time intervals … and space too. And he comes and leads the
rest of the participants in the conversation to a clear contradiction. He tells them: “I
show you my time and space, which I interrupt at any time when I want and as many
times as I want. You too can tear your time, in which Achilles easily catches up with a
turtle, on as many sites as you like. So our times are the same, but in mine Achilles is
forever behind the turtle. So in yours, he will not catch up with her.”

All ordinary people understand the discreteness of time as the same and fall into
the “trap.” In their head, time is unbroken, infinite, and the “time of Zeno” is only
that time in which the tortoise is ahead of Achilles, and its division into an infinite
number of sections—intervals. He “equates” it with the time of the interlocutor—
infinite time. Zeno says “ALWAYS,” but it is in his time, and he evens out times with
the number of intervals. But the intervals for Zeno and his interlocutors are different.

Figure 18.
Diagrams of processes in asynchronous electric drive model with speed correction and discrete elements.
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And this is the trick of Zeno, because the number of intervals is not a length of
time especially if the intervals are infinitesimal. The paradox turns into Sophism.
We do not know knowingly did it Zeno ... Hardly. Otherwise, he would have
created a theory of infinitesimal quantities 2000 years earlier than Descartes and
Leibniz, who created higher mathematics in which discreteness and, especially, its
infinitesimal values play a fundamental role. Judging by Zeno’s other aporias—for
example, “On the Arrow,” he felt a “discrepancy” between ordinary discrete think-
ing, based on observations and practical experience and continuity, which scientists
spoke about in his time. And he showed this problem in every way in the Achilles
paradox—irresponsibly changing the discreteness of time.

9. Fermat’s paradox

One of the founders of modern science is Pierre Fermat, the author of many
important decisions and discoveries. But he is best known for 400 years thanks to
the paradox or “Fermat’s theorem,” which is a very vivid illustration of the possi-
bilities of discretization of variables of mathematical quantities, since it is precisely
the discreteness of four independent variables in Fermat’s theorem that leads one
equation to four unknowns for a condition that cannot be fulfilled.

Fermat’s theorem states that there are no positive integers that would be a
solution to the equation Xn + Yn = Zn for n greater than 2.

If any positive values of X, Y, or Z (or at least one of them) were allowed, then
an equation with three unknowns for any degree would have an infinite number of
solutions. This is undeniable and understandable.

But here is what happens if discreteness is introduced into an indisputable and
understandable statement. It turns out that with such discreteness it is impossible to
find at least one combination of three numbers and a degree corresponding to the
solution of the Fermat equation.

Let us try to formulate; the theorem is a paradox with an “emphasis” on the
discreteness of variables:

The sum of the natural degrees of two natural numbers is unequal to the same
degree, starting from the third, no natural number.

For the first degree, this condition is not fulfilled, that is, for any two positive
integers there is a third for the equality to be fulfilled.

For the second degree, there are solutions to the equation but not for any pair of
numbers.

But for the third degree is no longer. Rather, there are, but some very large ones
that mathematicians find once every hundred years. It is very difficult to check if
there are such numbers yet. Even if there are very good computers.

About 30 years proof of Fermat's theorem was found [20]. Only reasonably good
specialists, mathematicians, can understand it. And for all other people, this is not a
solution to the original paradox: the simplest mathematical paradox connecting the
simplest expressions to the simplest numbers.

It is as if helicopter pilots would win in mountaineering competitions. No one
argues with the proof, or almost no one ... But questions remained.

What is the essence of Fermat’s paradox? It may be that the discreteness of
numbers turns an expression with several degrees of freedom (one equation with
three unknowns) into a practically unsolvable expression. In other words, only a
rigid definition of the variables involved in this condition turns excessive freedom
into nonexistence.

Moreover, natural numbers are what most people see in their practical lives. And
all the others are fractions. Complex vectors were for many years a “fabrication of
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forever behind the turtle. So in yours, he will not catch up with her.”

All ordinary people understand the discreteness of time as the same and fall into
the “trap.” In their head, time is unbroken, infinite, and the “time of Zeno” is only
that time in which the tortoise is ahead of Achilles, and its division into an infinite
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Figure 18.
Diagrams of processes in asynchronous electric drive model with speed correction and discrete elements.
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infinitesimal values play a fundamental role. Judging by Zeno’s other aporias—for
example, “On the Arrow,” he felt a “discrepancy” between ordinary discrete think-
ing, based on observations and practical experience and continuity, which scientists
spoke about in his time. And he showed this problem in every way in the Achilles
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One of the founders of modern science is Pierre Fermat, the author of many
important decisions and discoveries. But he is best known for 400 years thanks to
the paradox or “Fermat’s theorem,” which is a very vivid illustration of the possi-
bilities of discretization of variables of mathematical quantities, since it is precisely
the discreteness of four independent variables in Fermat’s theorem that leads one
equation to four unknowns for a condition that cannot be fulfilled.

Fermat’s theorem states that there are no positive integers that would be a
solution to the equation Xn + Yn = Zn for n greater than 2.

If any positive values of X, Y, or Z (or at least one of them) were allowed, then
an equation with three unknowns for any degree would have an infinite number of
solutions. This is undeniable and understandable.

But here is what happens if discreteness is introduced into an indisputable and
understandable statement. It turns out that with such discreteness it is impossible to
find at least one combination of three numbers and a degree corresponding to the
solution of the Fermat equation.

Let us try to formulate; the theorem is a paradox with an “emphasis” on the
discreteness of variables:

The sum of the natural degrees of two natural numbers is unequal to the same
degree, starting from the third, no natural number.

For the first degree, this condition is not fulfilled, that is, for any two positive
integers there is a third for the equality to be fulfilled.

For the second degree, there are solutions to the equation but not for any pair of
numbers.

But for the third degree is no longer. Rather, there are, but some very large ones
that mathematicians find once every hundred years. It is very difficult to check if
there are such numbers yet. Even if there are very good computers.

About 30 years proof of Fermat's theorem was found [20]. Only reasonably good
specialists, mathematicians, can understand it. And for all other people, this is not a
solution to the original paradox: the simplest mathematical paradox connecting the
simplest expressions to the simplest numbers.

It is as if helicopter pilots would win in mountaineering competitions. No one
argues with the proof, or almost no one ... But questions remained.

What is the essence of Fermat’s paradox? It may be that the discreteness of
numbers turns an expression with several degrees of freedom (one equation with
three unknowns) into a practically unsolvable expression. In other words, only a
rigid definition of the variables involved in this condition turns excessive freedom
into nonexistence.

Moreover, natural numbers are what most people see in their practical lives. And
all the others are fractions. Complex vectors were for many years a “fabrication of
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scientists” that had no connection with reality. And these natural numbers set up
such a trick. If you look at Fermat’s theorem from this position, a whole series of
questions will arise.

• Will there be solutions to the equation if, for the third power, the third term is
added to the left side?

• How many solutions will there be if we allow fractional degrees?

• Or fractional variables?

• Is it possible for fractional numbers to find the same condition connecting
several variables by impossible equations?

Is it a coincidence that for the second degree, three variables still give solutions
in our three-dimensional space, and in the third degree there are no solutions
already?

And so many others ...
So, to summarize this replica, it can be argued that this condition (in Fermat’s

theorem) connects three independent variables and their nonlinear transformations
defined by the fourth variable, the degree, and it is the discreteness of all variables
that makes this simple equation (or formula) impossible.

This relationship of the dimension of equations and the nonlinearity of trans-
formations with the discreteness of variables is, in the opinion of the author of the
article, the main meaning of Fermat’s paradox and one more confirmation of the
fundamental concept of discreteness [21].

10. Conclusion

The problem of discreteness in science and technology is one of the most inter-
esting.

At different stages of development, either discreteness or continuity began to
prevail and became a new word in science.

So, integral and differential calculi replaced arithmetic and algebra, connecting
all quantities with continuous operations and conditions. Then quantum physics
replaced the classical one.

The theory of stability, as the basis of cybernetics, was supplemented by discrete
controls and methods, and this chapter has shown how the influence of discrete
elements can be taken into account by links with continuous frequency character-
istics. It is also shown how frequency analysis can well take into account the
discreteness of some elements of self-propelled guns and obtain fundamentally new
types of correction and new results.
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Chapter 16

Modeling and Simulation of a DC
Drive Integrated through
a Demultiplexer
Fatima Isiaka and Zainab Adamu

Abstract

As expected, digital circuits are mostly ubiquitous and a necessary part of our
modern and everyday life. Most of our electronics are formed from its configura-
tion. Also new applications are now being designed almost all the time. This is fairly
a most recent phenomenon. This chapter is aimed at integration of a DCmotor to its
demultiplexer encoders for the modeling of a complex system. Almost every
mechanical movement that we come across is accomplished by an electronic motor,
which are a means of converting energy to mechanical source. Almost all DC motors
work on the same principles so the main objective is to apply direct current that
operates through the interaction of magnetic flux and an electric current to produce
rotational speed and configured torque to the demultiplexer encoders for the auto-
mation of a complex engine starter system. On several reruns, the result shows that
the DC motor and DMF machine will be an important factor for mechanical device
integration and composition of most demultiplexed machines.

Keywords: demultiplexer encoders, direct current, magnetic flux, automation

1. Introduction

Digital circuits represent logical possible values that combines the most basic
building blocks of its configuration using the role of logic which defines the physical
behaviour of the process. Its principles is formed from modularity of analog circuits
that allows users to create circuits of mind-boggling complexity that are reliable and
consistent [1, 2]. Digital circuits have become so popular and successfully that it can
be used to produce programmable processor with fast and even running capabili-
ties. Its importance is based on remarkable flexibility which can be implemented to
produce a remarkable diversity of functions, which means that a device can do a lot
of things based on its flexible programmability. The fundamental components
includes AND, OR and the inverter (Figure 1). The flipflops is another storage
device based on digital circuits that holds a logic value; the most common one is the
D flipflop. One sure way of representing a digital circuit is using schematic dia-
grams that shows a collection of its components that are connected together with
lines and adders. They are also designed by using hand-drawn methods during the
1980s [3–5]. Computed aided tools are developed to reduce the amount of effort
necessary to stipulate circuits and verification of the output correctly.
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1.1 Programmable processors

The most important digital circuit is the programmable processors (PP)
(Figure 2). The figure shows a simple generic processor and an additional memory
device, which can be observed as an array of storage location, identified by an
integer index known as ROM and RAM address. Each location in the memory is
stored in a fixed-length integer processors with 32–64 bits [6, 7]. For the PP, we are
going to be making use of the WashU-2 software and VHDL Language. The mem-
ory in the processors is used to save and store two types of information which
includes the instructions and data [8, 9]. An example of the instruction could be two
or more numbers together or transfer of a value between the processors and

Figure 1.
The AND, OR and NOR gates, together with the flipflops. (a) The OR Gate with one output port. (b) rFlipFlop
with two inputs and outputs. (c) The AND Gate with one output. (d) The NOR Gate with a single output.

Figure 2.
Diagram indicating a simple programmable processor with a RAM and ROM.
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memory. The processors includes internal storage capabilities (registers) that holds
intermediate data or information.

1.2 The demultiplexer

In digital circuits, the demultiplexer represents one to many, which is one internal
input tomultiple outputs. By applying control signal the input is steered to the output.
The 1–4 demultiplexer has 1 input bit, 2 control bit and 4 output pits (Figure 3).
The data or information (D) bits is transferred or transmitted to the data bit of the
output lines, depending on the value of the inputs AB, which are the control bits.

The DC motors are distinguished by their ability to operate from possible direct
current and work on their motor principles. The DC motors are basically electrome-
chanical energy conversion devices that are essentially amm of transfer between an
input side and an output side [10, 11]. The parts mostly necessary for electromechanical
energy conversion are the direct current log, the induction log and the synchronous logs,
these are used extensively for rigorously energy conversion purposes. When electric
energy are supplied to the conductor, the interaction of current flowing in the conductor
produces mechanical force and energy. The extended force is exerted upon the conduc-
tor and presented as flux which is associated with the mechanical motion. The input
load is the electrical energy, while the output load is the mechanical energy [12, 13].

The DC motors consists of sets of coils in permanent magnets or stator, these are
connected to the demultiplexer. The stator are mostly stationary outside while the
motor are composed of windings connected to the external circuit through
mechanical commutator. The value of mechanical force extracted upon the con-
ductor can be expressed as:

Force ¼ Dx x ∗Lð Þ where D is the density and L is the length of the conductor,
X is the value of the current that could be flowing in the conductor.

The chapter mostly discussed the configurations of a DC motor machine
(Figure 5) integrated with a demultiplexer to produce an engine starter system with
induced variables of electromagnetic flux [14]. The value of the induced current
flowing through the armature is dependent upon the difference between the applied
voltage and the counter voltage. The current due to this counter voltage tends to
oppose the very cause for its production according to the opposite resultant
response to the demultiplexer [15–17]. During simulation of the entire system, the
outputs were re-evaluated at process time. In the demultiplexer, when a process is

Figure 3.
The DC machine circuit.
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being utilized as a definite combinational circuit from the point signals to the
process are included in the list of induced signals used for the test procedure [18].
As such, a process is defined or serve as part of the combinational circuit, therefore
any input signal in the process can be related to the sensitivity list for the entire
system (Figure 4).

The Figure above (Figure 4) shows the schematic diagram of the DC motor, it
has two different circuit port Ia and If [19]. The field current and the frame-work
circuits. The inlet of the DCmotor is in a form of electrical power while the outlet or
output is mechanical with a power voltage. The field-curve is supplied from a
separate voltage source in its equivalent circuit board representing the resistance
and induced field twist. The current produced in the curve establishes the magnetic
field necessary for the motor operation. In the frame-work or rotor circuit, the
voltage speed applied across the motor terminals is the flow of current in the frame-
work circuit and the resistance Rr of the frame-work circuit winding, is the total
voltage induced in the armature or frame-work circuit. Applying the Kanel Voltage
Length is the armature circuit gives the following equation:

VTEb þ IaRa (1)

where VT is the voltage applied to the frame-work or rotor terminals of the
motor and Ra is the resistance of the rotor curve. The total induced current is
typically represented by electrical power and the terminal voltage by the volts (V).
Sometimes at end point, the motor speed is equivalent to null value. The rotor
current at initial point is large enough to induce resistance flux in the magnetic field
surrounding the rotor point. The power transfer equation is given as:

Pddv ¼ KΘIa (2)

and induced voltage is given as:

Eb2 ¼ K Kf If1
2πNi

60

� ��
(3)

with operating speed Ni and field rotor current If2.

Figure 4.
The DC machine circuit.
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For utility purposes, the DC motor serves as a form of integral with the demul-
tiplexer, we needed to understand the characteristic curves, which involves the
torque or speed curve and power curve or machine curve (Figure 5). The difference
or similarity between the two is most significant in choosing a DC motor for the
particular circuit integration. Therefore, the torque for the rotor is given as:

Tddc ¼ KϕIa (4)

The graphs below (Figure 7) shows the difficulties during paramiterizing from a
synchronised catalog data. The model is filtered based on the input data from the
machine operating data to the resultant output form. And care is also taken when
transferring data to model from the physical main unit. The results are cross
checked in some of the characteristic operating points. The motor runs up with
load, the friction are also considered and achieved a no load speed of 5144 rpm with
a current of 0 ohms. When a friction of 0.0018 Nm applied, the current is adjusted
to a catalog value of 600 for the DMF machine. The speed is increased to 100 for the
starter machine and still maintain a high catalog value. This particular difference
can be explained by tolerance in manufacturing and considered by increased catalog
data. The exemplars is achieved and the no load speed is maintained. The practical
test on the machine demonstrates how to use the rotor converters to implement a
speed control for the DC motor. The speed for the freewheel controller’s output is
the set value for a subordinated torque control oriented field. The controllers uses or
make use of an intern model for the motor and requires the starter machine’s
current as input. The DMF’s output (Figure 7) is also necessary stator voltages in
the constant rotating frame of the reference machine (Figure 6). Most of the output
are termed or came out as neutral or normalised.

The element DMF changes the reference frame into machine variables (ABC)
and calculates switching ratios for a possible pulse width modulation. Furthermore
the element worm-freeWheel maps the line currents into the dm reference frame.
Note that for correct mapping scale has to be set to 2=3. The reference frame
(worm-freeWheel) is the rotor system. In this example the switching ratios
DMF:sabc are directly used by ideal-Unswitched-Inverter which converts the DC
voltage into the necessary line voltages. The model demonstrates the use-case short-
circuit of the power supply. In this simulation there is a short circuit at time 1.5 s

Figure 5.
DC motor integration with the demultiplexer, the rotor machine and DMF speedvolt.
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Figure 6.
Graphs indicating current flow for input voltages of the motor, freewheel and starter machine. (a) The inverse
error rate of the DC motor voltage, (b) Up peak error rate for Starter Machine, (c) Normalised current flow for
the freeWheel controllers, (d) Neutral current flow for the DMF machine.

Figure 7.
Resultant graphs or results from reruns of input data for DC motor, starter machine and DMF machine.
(a) Synchronised voltage for DC motor and Starter Engine, (b) Synchronised voltage for DC motor and
Freewheel, (c) Synchronised current flow for worm Machine and torque control, (d) Synchronised current
flow for PID Machine and Demultiplexer.
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and produces high transient currents and a torque peak. After less than 1 s the
induction machine comes to a standstill (Figure 7).

On several reruns, the more the input data the more changes in result output
during process visualization. The DC motor and the starter engine work in
sychronized format than the other machines used for the integration and process
flow. The freewheel serves as a buster to the end machine. The sample size was
reduced for the PID and demultiplexer because the number of error rates increased
as more samples or input data was tested for the process flow. Based on perfor-
mance rate (Figure 8), the DC motor and DMF machine will be an important factor
for most mechanical device integration and composition.

2. Conclusion

This chapter mostly talks about the DC motor integration to the demultiplexer
with other machine, while simulating most of its machine parts or circuits such a
the torque and DMF that serves as a buster. The amount of load of constant torque
decreases in speed as the rotor resistance is increased. The overall resistance in the
rotor circuit or machine is increased by applying a constant variable as the resis-
tance of the rotor winding is fixed for a given motor. All machines that serves as
buster is described briefly in the above sections and are all used to control the DC
motor by changing the external resistance in line with the rotor. The relationship
between the torque speed and its applied voltage in terms of the DMF controllers is
indicated in the figures and provide a smooth variation for the speed control. The
losses and efficiency of the DC motor and demultiplexer can be corrected by a
constant rerun and applying more input voltage. So, for our future purposes, we
intend to produce a physical mechanical configuration for practical runs and visible
speed monitoring and make proper decisions on appropriate integration and
torque control of the load due to rotational loses.
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for most mechanical device integration and composition.

2. Conclusion

This chapter mostly talks about the DC motor integration to the demultiplexer
with other machine, while simulating most of its machine parts or circuits such a
the torque and DMF that serves as a buster. The amount of load of constant torque
decreases in speed as the rotor resistance is increased. The overall resistance in the
rotor circuit or machine is increased by applying a constant variable as the resis-
tance of the rotor winding is fixed for a given motor. All machines that serves as
buster is described briefly in the above sections and are all used to control the DC
motor by changing the external resistance in line with the rotor. The relationship
between the torque speed and its applied voltage in terms of the DMF controllers is
indicated in the figures and provide a smooth variation for the speed control. The
losses and efficiency of the DC motor and demultiplexer can be corrected by a
constant rerun and applying more input voltage. So, for our future purposes, we
intend to produce a physical mechanical configuration for practical runs and visible
speed monitoring and make proper decisions on appropriate integration and
torque control of the load due to rotational loses.
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Figure 8.
Machine performance rate of DC motor, the demultiplexer, the rotor machine and DMF speedvolt.

355

Modeling and Simulation of a DC Drive Integrated through a Demultiplexer
DOI: http://dx.doi.org/10.5772/intechopen.89068



Author details

Fatima Isiaka1,2*† and Zainab Adamu2†

1 Nasarawa State University, Keffi, Nasarawa State, Nigeria

2 Ahmadu Bello University, Zaria, Nigeria

*Address all correspondence to: fatima.isiaka@outlook.com

†These authors contributed equally.

© 2019 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

356

Control Theory in Engineering

References

[1] Ziegler J, Nichols N. Optimum
settings for automatic controllers.
Transactions of the ASME. 1942;64:
759-768

[2] Krishnan T, Ramaswamy B. A fast
response dc motor speed control
system. IEEE Transactions on
Industry Applications. 1974;10(5):
643-651

[3] Wan-Zhen Z. PLC Analysis and
Design Applications. Electronic
Industry Press; 2004

[4] Kissell TE. Industrial Electronics. 2nd
ed. Prentice Hall; 2000

[5] X. Xing Ming. PLC Control System
Reliability Design. Automation and
Instrumentation, 2009

[6] Theraja BL, Theraja AK. In: Chand S,
editor. A Textbook of Electrical
Technology. 22nd ed. Vol. 2. Chapters
29–30. 2005. pp. 996-1078

[7] Motor Drives. Available from: http://
www.ee.ttu.edu/motordrives

[8] Gottlieb IM. Electric Motor and
Control Techniques. 2nd ed. Jameco.
pp. 32-54

[9] Bimbra PS. Power Electronics. Delhi:
Khanna Publishers; 2007

[10] New Haven Display. NHD-
0216K1Z-NSW-BBW-LLCM (Liquid
Crystal Display Module) Datasheet,
2008. Available at: www.newhavend
isplay.com/specs/NHD-0216K1Z-
NSW-BBW-L.pdf

[11] Texas Instruments. MCT2, MCT2E
Optoisolators SOES023 Datasheet. 1983
[Revised: October 1995]

[12] Fardo SW et al. Electrical Power
Systems Technology. 3rd ed. CRC
Press; 2008. Chapter 14. pp. 349-399

[13] Singh MD, Kanchandani KB. Power
Electronics. McGraw Hill; 2008

[14] Bird J. Electrical and Electronic
Principles and Technology. 2nd ed.
Newnes; 2003. Chapter 22. pp. 328-350

[15] Sen PC. Electric motor drives and
control: Past, present and future. IEEE
Transactions on Industrial Electronics.
1990;37(6):562-575

[16] Rashid M. Power Electronics
Circuits, Devices, and Applications.
2nd ed. Prentice-Hall; 1993

[17] Ogata K. Modern Control
Engineering. 5th ed. 2010

[18] Mazidi MA, Mazidi JG,
McKinlay RD. The 8051 Microcontroller
and Embedded Systems-Using
Assembly and C. Delhi: Pearson Prentice
Hall; 2009

[19] Morbid A, Dewan SB. Selection of
commutation circuits for four quadrant
choppers. In: Proceedings of
International Journal of Electronics’03.
1988. pp. 507-520

357

Modeling and Simulation of a DC Drive Integrated through a Demultiplexer
DOI: http://dx.doi.org/10.5772/intechopen.89068



Author details

Fatima Isiaka1,2*† and Zainab Adamu2†

1 Nasarawa State University, Keffi, Nasarawa State, Nigeria

2 Ahmadu Bello University, Zaria, Nigeria

*Address all correspondence to: fatima.isiaka@outlook.com

†These authors contributed equally.

© 2019 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

356

Control Theory in Engineering

References

[1] Ziegler J, Nichols N. Optimum
settings for automatic controllers.
Transactions of the ASME. 1942;64:
759-768

[2] Krishnan T, Ramaswamy B. A fast
response dc motor speed control
system. IEEE Transactions on
Industry Applications. 1974;10(5):
643-651

[3] Wan-Zhen Z. PLC Analysis and
Design Applications. Electronic
Industry Press; 2004

[4] Kissell TE. Industrial Electronics. 2nd
ed. Prentice Hall; 2000

[5] X. Xing Ming. PLC Control System
Reliability Design. Automation and
Instrumentation, 2009

[6] Theraja BL, Theraja AK. In: Chand S,
editor. A Textbook of Electrical
Technology. 22nd ed. Vol. 2. Chapters
29–30. 2005. pp. 996-1078

[7] Motor Drives. Available from: http://
www.ee.ttu.edu/motordrives

[8] Gottlieb IM. Electric Motor and
Control Techniques. 2nd ed. Jameco.
pp. 32-54

[9] Bimbra PS. Power Electronics. Delhi:
Khanna Publishers; 2007

[10] New Haven Display. NHD-
0216K1Z-NSW-BBW-LLCM (Liquid
Crystal Display Module) Datasheet,
2008. Available at: www.newhavend
isplay.com/specs/NHD-0216K1Z-
NSW-BBW-L.pdf

[11] Texas Instruments. MCT2, MCT2E
Optoisolators SOES023 Datasheet. 1983
[Revised: October 1995]

[12] Fardo SW et al. Electrical Power
Systems Technology. 3rd ed. CRC
Press; 2008. Chapter 14. pp. 349-399

[13] Singh MD, Kanchandani KB. Power
Electronics. McGraw Hill; 2008

[14] Bird J. Electrical and Electronic
Principles and Technology. 2nd ed.
Newnes; 2003. Chapter 22. pp. 328-350

[15] Sen PC. Electric motor drives and
control: Past, present and future. IEEE
Transactions on Industrial Electronics.
1990;37(6):562-575

[16] Rashid M. Power Electronics
Circuits, Devices, and Applications.
2nd ed. Prentice-Hall; 1993

[17] Ogata K. Modern Control
Engineering. 5th ed. 2010

[18] Mazidi MA, Mazidi JG,
McKinlay RD. The 8051 Microcontroller
and Embedded Systems-Using
Assembly and C. Delhi: Pearson Prentice
Hall; 2009

[19] Morbid A, Dewan SB. Selection of
commutation circuits for four quadrant
choppers. In: Proceedings of
International Journal of Electronics’03.
1988. pp. 507-520

357

Modeling and Simulation of a DC Drive Integrated through a Demultiplexer
DOI: http://dx.doi.org/10.5772/intechopen.89068



Control Theory in 
Engineering

Edited by Constantin Volosencu, Ali Saghafinia, 
Xian Du and Sohom Chakrabarty

Edited by Constantin Volosencu, Ali Saghafinia,  
Xian Du and Sohom Chakrabarty

The subject matter of this book ranges from new control design methods to control 
theory applications in electrical and mechanical engineering and computers. The book 
covers certain aspects of control theory, including new methodologies, techniques, and 

applications. It promotes control theory in practical applications of these engineering 
domains and shows the way to disseminate researchers’ contributions in the field. This 
project presents applications that improve the properties and performance of control 

systems in analysis and design using a higher technical level of scientific attainment. The 
authors have included worked examples and case studies resulting from their research in 
the field. Readers will benefit from new solutions and answers to questions related to the 

emerging realm of control theory in engineering applications and its implementation.

Published in London, UK 

©  2020 IntechOpen 
©  LV4260 / iStock

ISBN 978-1-83880-423-7

C
ontrol Th

eory in Engineering

ISBN 978-1-83880-425-1


	Control Theory in Engineering
	Contents
	Preface
	Section  1 - Cyber-Physical Systems
	Chapter 1 - Secure State Estimation and Attack Reconstruction in Cyber-Physical Systems: Sliding Mode Observer Approach
	Section 2 - Stability Analysis
	Chapter 2 - Nyquist-Like Stability Criteria for Fractional-Order Linear Dynamical Systems
	Section 3 - Optimal Control
	Chapter 3 - Algorithms for LQR via Static Output Feedback for Discrete-Time LTI Systems
	Chapter 4 - Conjugate Gradient Approach for Discrete Time Optimal Control Problems with Model-Reality Differences
	Section 4 - Sliding Mode Control
	Chapter 5 - Discrete Time Sliding Mode Control
	Section 5 - Control of Electric Drives
	Chapter 6 - Chattering-Free Robust Adaptive Sliding Mode Speed Control for Switched Reluctance Motor
	Chapter 7 - Synchronous Machine Nonlinear Control System Based on Feedback Linearization and Deterministic Observers
	Chapter 8 - Nonlinear Dynamics of Asynchronous Electric Drive: Engineering Interpretation and Correction Techniques
	Section 6 - Roll-to-Roll Systems
	Chapter 9 - Web Tension and Speed Control in Roll-to-Roll Systems
	Section 7 - Agent-Based Control Systems
	Chapter 10 - Agent-Based Control System as a Tool towards Industry 4.0: Directed Communication Graph Approach
	Section 8 - Power Electronics
	Chapter 11 - Power Balance Mode Control for Boost-Type DC-DC Converter
	Chapter 12 - Static Var Compensator with Fractional Order Dynamics for Enhanced Stability and Control
	Section 9 - Field-Programmable Gate Arrays
	Chapter 13 - Towards Optimised FPGA Realisation of Microprogrammed Control Unit Based FIR Filters
	Section 10 - Raspberry Pi Applications
	Chapter 14 - Computational Efficiency: Can Something as Small as a Raspberry Pi Complete the Computations Required to Follow the Path?
	Section 11 - Modeling and Simulation
	Chapter 15 - Discreteness in Time and Evaluation of the Effectiveness of Automatic Control Systems: Examples of the Effect of Discreteness on Mathematical Patterns
	Chapter 16 - Modeling and Simulation of a DC Drive Integrated through a Demultiplexer



