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Preface

Computational fluid dynamic (CFD) simulation is a trans-disciplinary technique
across fluid mechanics, mathematical algorithms, and computer science. This tech-
nique was based on finite difference methods (FDM) and finite element methods
(FEM) by iteratively solving the partial differential governing equations (mass
equation, momentum equation, and energy equation), and providing the numerical
results. The temporal and spatial solutions from the CFD simulation could accu-
rately reproduce the real flow phenomenon, and all the key information of a flow
can be captured for further analysis. This alleviates the trouble of measuring the
flow information by experimental tests, and solves numerous practical problems in
industry with higher precision and much lower cost. CFD simulation is a
computation-intensive process. With the rapid development of high-performance
computers (HPC) in recent decades, CFD application has made substantial progress
in different fields such as mechanical engineering, chemical engineering, environ-
mental engineering, and thermal engineering.

This book, “Computational Fluid Dynamic Simulations”, collects the recent work of
leading researchers, and the contents covers a variety of theoretical studies as well
as experimental validation. Despite the interdisciplinary nature of the different
applications involved, there is a common need for identifying the distribution of
fluid dynamic parameters and detecting its effects. The advances described by the
participating authors have significantly helped accomplish this point. For instance,
Rincén-Casado et al. employed ANSYS-CFX to obtain the air temperature distribu-
tion in a room with an air conditioning unit mounted on an internal wall, which
facilitates further analysis of comfort level and energy demand. Adewumi et al.
presents an essential study of scale analysis and double diffusive free convection
boundary layer laminar flow of low Prandtl fluids over an inclined wall, and inves-
tigated the velocity, concentration, and thermal boundary layer thicknesses in a
series of geometrical conditions. Veldzquez Ortega applied the Lattice Boltzmann
Method to study the flow of a non-Newtonian fluid between two plates. Li et al.
presented a review study of the interface schemes within the scope of the Lattice
Boltzmann Method for conjugate transport between multi-phases or different
materials. Flores-Hidalgo et al. conducted a case study of the photocatalytic degra-
dation of water pollutants, and analyzed the effects of pressure and velocity distri-
bution in the photocatalytic reactors with the assistance of CFD. Termizi et al.
investigated the effect of inlet velocity toward mixing intensity over two different
microchannel configurations. The CFD profile showed inlet velocity has signifi-
cance effects on the mixing performance and provided information on the mixing
length requirement to achieve complete mixing. Druetta studied the enhanced oil
recovery process by solving a set of momentum and mass conservation equations in
a reservoir simulator. Loya et al. developed a flight dynamic model for aircraft using
CFD, which was then used to optimize the aerodynamic performance. This study
successfully demonstrated how CFD is a great tool for designing a flight dynamic
model of an unknown aircraft. To improve their efficiencies and understand the
performance of hydrokinetic turbines, Chica et al. used CFD to analyze the fluid
dynamic parameters and power generation efficiency of turbines with complex
geometries. Ochiai et al. presented a multi-phase CFD model for oil lubricated



high-speed journal bearings. This CFD analysis of the two-phase flow of VOF with
vapor pressure and surface tension allowed for the calculation of the gaseous-phase
area and temperature of the journal bearing under flooded and starved lubrication
conditions. Vilag et al. performed a simulation of a complex process taking place in
the combustion chamber of a gas turbine. This work not only showed good agree-
ment between CFD simulations and experiments, but also provided detailed infor-
mation from inside the gas turbine such as temperature field, component fraction,
and velocity which allowed for further analysis and deeper understanding of the
combustion process.

During the preparation of this book, all the participating authors spent significant
efforts in composing the chapters with their extraordinary knowledge and high
motivation, and performed serious revision where needed. Without their ongoing
support the publication of this book would not have been possible. The time that
they have taken away from their busy schedules to contribute to this book was
valuable and greatly appreciated. Also, my appreciation is especially dedicated to
Ms. Rebekah Pribetic who helped me in every editing step throughout the entire
publishing process.

Guozhao Ji
Dalian University of Technology,
Dalian, People’s Republic of China

Jiujiang Zhu

University of Wuyi,
China
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Chapter 1

Calibration Methodology for CFD
Models of Rooms and Buildings
with Mechanical Ventilation from
Experimental Results

Alejandro Rincon Casado, Magdalena Hajdukiewicz,
F. Sdnchez de la Flor and Enrique Rodviguez Jara

Abstract

This chapter describes a methodology for the development and calibration of
computational fluid dynamics (CFD) models of three-dimensional enclosures for
buildings with combined forced and natural convection from experimental result.
The models were validated with physical test measurements of room air tempera-
ture. The developed CFD models included a model of an internal wall-mounted air
conditioning (HVAC) split unit. The methodology proposed here aims at selecting
the correct grid size and the appropriate boundary conditions from experimental
data. The experimental campaign took place in an empty office room within an
educational building. A set of experiments was performed with varying boundary
conditions of two main variables, the fan speed of the HVAC unit and the surface
wall temperature of the opposite wall to the HVAC unit. The developed CFD
models used the standard k-¢ turbulence model and the SIMPLE algorithm. The
variable of interest was the room air temperature and its distribution within the
internal environment. The application of the methodology has shown satisfactory
results, finding a maximum error of 9% between the CFD model and the experi-
mental result. This methodology can be used by other researchers to calibrate CFD
models in existing rooms and then carry out detailed studies of temperature
distribution, comfort and energy demand analysis.

Keywords: room ventilation, forced convection, CFD simulation, indoor
environment, mixed-mode ventilation

1. Introduction

Airflow inside internal environments is mainly caused by two main physical
phenomena. The first is the temperature gradient in a given volume of air that
produces natural buoyancy, and the second cause is the pressure difference created
by mechanical fans. Transparent fluids such as the atmospheric air are difficult to
study by simple observation. In order to investigate the properties of the indoor
airflow, tracer gas techniques or the measurement of variables such as air
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temperature, surface temperature, air velocity or heat flow through boundary
elements is used.

In the scientific literature, we can find works such as those reported by Chen and
Srebric [1], where they recommend verifying and validating a CFD code for indoor
environment modelling based on the following aspects: basic flow and heat transfer
features, turbulence models, auxiliary heat transfer and flow models and numerical
methods, assessing CFD predictions and drawing conclusions. Although the format
for reporting of CFD analysis does not necessarily have to be the same, the chapter
suggests to include all the aspects used in verification and validation for technical
readers. This work presents the CFD methodology to follow but does not apply the
methodology to a real experimental case. The calibration methodology proposed in
our work explains step by step the procedure to be followed for the calibration of
the CFD model with the experimental results, also evaluating the error reached and
its applicability. Another work published by the mentioned authors [2] describes
how to use the verification, validation and reporting manual for the CFD analysis
proposed by ASHRAE. The article validates a CFD model with the experimental
results in an office with furniture. The conditioning system is composed of a dif-
fuser in the ceiling, and there is an error in speed of 20%. The measurement plane is
located in the middle of the office, and the variables obtained are speed, tempera-
ture, concentration and turbulence intensity. The measuring points are 6 points
in the vertical. However, different points of the plane are not analysed for the
stratification phenomenon. Neither the mesh optimization process nor the effect
is analysed when the boundary conditions are changed, such as speed and
temperature in the walls.

A published overview of the tools used to predict ventilation performance in
buildings has shown that the CFD analysis was the most popular among others,
contributing to 70% of the reviewed literature [3]. However, the reliability of CFD
methods is a big concern. While the CFD analysis can quickly provide extensive
information about the indoor temperature and velocity distribution in the form of
visually appealing results, the accuracy of CFD predictions must be considered with
extreme caution. In order to achieve valid CFD models of indoor environments,
comprehensive verification and validation studies must be performed [4, 5]. A
particular aspect of the CFD model development is the right choice of the boundary
conditions, which is not always straightforward. When simulating the conditions
obtained during the experimental setups, it is necessary to calibrate the model in
order to achieve agreement between the experimental and CFD results. Although
there are good practice guidelines available for the generation, verification and
validations of CFD models, like the German Guideline [6], there is lack of method-
ological procedures for the validation of CFD models focused on internal environ-
ments that account for a specific process to adjust input parameters according with
experimental measurements [4].

In recent years, the use of experimental studies to perform validation of CFD
models has risen. In the study of Stamou and Katsiris [7], an experimental test was
performed in an office room with furniture and occupied by people. These condi-
tions were reproduced in a CFD model. The study focused on comparing the results
of different turbulence models, including k-e, RNG k-¢, SST k-0 and the laminar
model. Among all the turbulence models studied, the k- provided the best results
in agreement with the experimental data. However, this reference only takes into
account the natural convection mechanism, and there is no mechanical ventilation.
In our work standard k-& model provided better convergence and the best results in
agreement with the experimental data. Another study [8] utilised CFD models with
coupled convection and radiation to investigate the behaviour of a vertical radiant
cooling panel system with condensation installed in an office space. The authors
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performed validation of the CFD model based on the field measurements. The
standard k-¢ turbulence model was used, reaching a good accuracy and providing
useful information regarding the temperature distribution and the air velocity in the
environment. Lin et al. [9] investigated gaseous and particulate contaminant trans-
port, air motion and air temperature profile in a naturally ventilated office room
with furniture. The experiment involved the use of smoke tracers and the installa-
tion of 17 temperature, air velocity and CO, concentration sensors. The measure-
ments obtained during the experiment were used to validate the CFD model of the
internal environment. Despite some big discrepancies between the measured and
simulated data, in general, the model produced acceptable results with regard to air
temperature distribution in the office. Yongson et al. [10] developed a CFD model
of an occupied and furnished room, which was mechanically cooled by a refrigera-
tion unit. The aim of the study was to focus on the optimised position of the HVAC
unit in relation to the thermal comfort conditions in the room [11]. Thus, the
numerical models of the room were developed; however there was a lack of
experimental data to validate the model.

Recently correlations have been developed to implement them in thermal simu-
lation programmes of buildings [12]. These correlations are used for convective heat
transfer calculations. However, this work does not take into account the phenomena
of forced convection, which are very important in mechanical ventilation. More
recently, researchers in Ireland have developed a methodology for the validation of
CFD models of naturally ventilated indoor environments [4]. The methodology was
supported by the field measurements in an office room occupied by people and
furniture. The results showed very small air temperature vertical gradient against
a more relevant one in comparison with the CFD results. The authors used the
response surface method (RSM) to identify the variables with more impact in
the results.

Wall 4

ay 5

Wall 3

wf:f; 6

Figure 1.

Location of temperature sensors in the CFD model room.
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Finally, the main objective of this research is the development of a methodology
for the calibration of CFD models for rooms existing buildings from experimental
results. This methodology can be used by other researchers to calibrate CFD models
in existing rooms and then carry out detailed studies of temperature distribution,
comfort and energy demand analysis. In addition, different conditioning systems,
or different boundary conditions, can be tested, and the comfort or energy demand
effect can be studied. The methodology is demonstrated by reproducing the exper-
imental results measured in a mechanically cooled test room using CFD model. The
calibration analysis is focused on a 2D plane of the room that was perpendicular to
the HVAC discharge outlet, where 12 temperature sensors where deployed
(Figure 1). The variable of interest was the sensor air temperatures, measured at
a steady-state regime in order to be compared with the CFD results. The boundary
conditions of the CFD model were taken based on the measurements in the test
room (i.e. surface temperatures, air velocity and air temperature of the HVAC
discharge outlet, etc.).

2. Materials and methods
2.1 Calibration methodology

CFD is today one of the most accurate tools to predict the movement of air
within an internal enclosure. CFD simulations require adequate computational
power in order to solve the governing equations the fluid flows. It is also of a
paramount importance that in order to get reliable results, a validation procedure
based on trusted experimental data should be performed. A mesh verification is
also necessary to achieve a good agreement between model accuracy and
computational cost.

In this work, a validation methodology for CFD models that combine natural
and forced convection heat and flow transfer using experimental results is pro-
posed. The validation steps and necessary parameters are described in the workflow
shown in Figure 2. The diagram is divided into two parts, the left part represents
the experimental test and the right part of the workflow represents the CFD model.
The proposed method involves using the experimental boundary conditions set up
at the room test as CFD model inputs. The variables used to feed the CFD models
were (1) HVAC outlet air velocity, (2) HVAC air outlet temperature and (3) surface
temperatures. The surface temperatures (3) were taken from the experimental test
when steady-state condition was reached and were used as imposed inputs at the
internal surfaces of the CFD model.

The validation process starts with the design of the experiment, consisting of
room preparation, air temperature sensors and surface temperature sensor place-
ment (see Figures 1 and 3) and definition of case studies (see Table 1). In parallel,
building geometry is introduced in the CFD tool. For every case study, the HAVC
temperature and fan velocity are fixed. These values are used as boundary condition
for the CFD model. During the experimental campaign, air temperatures and sur-
face temperatures are collected, until the steady-state conditions are reached (see
Figure 4). This process finalises with surface temperatures to feed the boundary
conditions of the CFD model and air temperatures to be compared with the simu-
lation ones. On the CFD side, once all boundary conditions have been introduced,
simulations are performed keeping mesh goodness and convergence criteria (see
sections 4.3 and 4.4). Previous air temperature measurements are compared with
CFD model results. If the differences are larger than the own sensor accuracy error,
the input parameters (1) and (2) are adjusted. This last step needs to be repeated
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Workflow for the validation methodology of CFD models using experimental results.

iteratively until the residual error falls within the admittance threshold of the
sensor error established.

2.2 Experimental model
2.2.1 Test room description

The building used for the experimental campaign belongs to the Instituto de
Investigacion Tecnologica within the Escuela Politecnica Superior de Algeciras and is
located at the Algeciras University Campus of the University of Cadiz (Spain). An
external view of the building is shown in Figure 5. The building is an educational
facility dedicated mainly to work spaces, offices and meeting rooms. The internal
spaces in the building are conditioned by a variable refrigerant volume (VRV)
cooling system, placed on the top of Wall 1 (see Figure 5). The dimensions of the
room were W = 2.92 m width, L = 4.22 m length and H = 2.80 m height (Figure 5b).
Its external wall, which was partially underground, contained an operable window.
The ceiling was a concrete slab with suspended ceiling modules. A standard door is
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Figure 3.

Location of temperature sensors in the experimental office room.

Experiment Date/start time Date/end time Boundary conditions
number
Wall 3 HVAC fan speed
temperature
Low High Low High
(2.2 m/s) (2.7 m/s)

1 09.07.2016/13:30  10.07.2016/10:00 . .
2 10.07.2016/12:00  11.07.2016/10:00 . .
3 11.07.2016/12:00  12.07.2016/10:00 . .
4 12.07.2016/12:00 13.07.2016/10:00 . .

Table 1.
Chronogram of the experiments campaign.
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(c) (d)

Figure 4.
CFD isotherm contour map and sensor measurements in red points. Experiment 1 (a), 2 (b), 3(c) and 4(d).
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Figure 5.
Floor plan of the investigated office room.

located on the wall opposite the window, containeda H =2.1mand W = 0.72 m

standard door. The two internal walls separated the room from the adjacent offices
and the internal corridor, with similar ventilation characteristics. During the exper-
iment, the room was empty, without any furniture or occupants. Figure 3 shows the
location of the vertical strings with sensors and the internal HAVC split unit. Also in
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the waiting room heater is installed to increase the temperature of Wall 3 and see its
influence on the indoor air temperature.

2.2.2 Testing instruments and calibration
The measurement equipment included:

* Data Logger Testo 174 measuring air temperature with an accuracy of +£0.5°C
in a range of —20°C to +40°C (www.testo.es)

* Maxthermo-Gitta ref.: YC-7XXUD series Thermometer measuring air
temperature with an accuracy of £0.1°C (www.maxthermo.com.tw)

* K-type Thermocouple Thermometer measuring surface temperature with an
accuracy of £0.5°C (www.hannainst.com/)

* PKT-5060 hot-sphere anemometer measuring air velocity with an accuracy of
£3% (www.pce-instruments.com)

To calibrate the temperature sensors, the more precise YC-7XXUD (£0.1°C
error) temperature metres were used. All the temperature sensors used were cali-
brated introducing the sensor in an adiabatic isolated chamber to obtain the bias
error of each temperature sensor against the readings of the precision temperature
metre. The temperature of each sensor was tuned according to their specific bias
error registered using this method. Similarly, the surface temperature metres were
also calibrated.

2.2.3 Case studies

The investigated office room was conditioned with an internal split unit, which
was connected to a central VRV system for the general conditioning of the offices.
The test room remained unoccupied during the whole period of the experiment,
with the HVAC unit functioning continuously. The external blind was closed during
the experiment with the aim of blocking all incident solar radiation to the room.
Similarly, the access door remained closed during the duration of the test, to mini-
mise air infiltration from adjacent rooms. These rooms remained nonconditioned
and unoccupied during the experiment. Different setup configurations were tested,
with different boundary conditions, in order to evaluate the impact of:

1.HVAC outlet air velocity
2.HVAC air outlet temperature

3.Surface temperature of the interior wall (Wall 3), opposite to the facade
(Wall 1)

In order to assess the influence of the fan speed on the indoor conditions, the fan
was operated at two levels: high speed and low speed. The air speed at the discharge
outlet of the HVAC unit was measured for each speed level. For the high-speed
setting, the air velocity was 2.7 m/s, while for the low-speed position, the air
propelled by the unit reached 2.2 m/s. Similarly, the surface temperature of Wall 3
was tested according to two settings: low temperature and high temperature of the
wall surface (see Table 1). For the low-temperature setting, the adjacent room to

10



Calibration Methodology for CFD Models of Rooms and Buildings with Mechanical Ventilation...
DOI: http://dx.doi.org/10.5772 /intechopen.89848

Wall 3 remained nonconditioned, while for the high-temperature setting, the adja-
cent room was heated with a heater. It is also important to notice that the air
direction in the unit was fixed in a vertical position with the intention of minimising
the air turbulence and favouring the temperature stratification of the room air.
Eventually, four different configurations were chosen to perform the experiments,
which are summarised in Table 1, alongside the test chronogram. The ultimate
intention of these four experiments was to achieve a high temperature difference in
the air of the test room.

Under the test conditions described previously, and for each experiment, a set of
air temperature and surface temperature were taken. These values were taken using
12 temperature sensors distributed in a square grid in the measurement plane, as
shown in Figures 1 and 6. This plane was placed orthogonal to Wall 1 at the middle
of the HVAC unit. Figure 6 shows the exact locations of the sensors. One of these
sensors (sensor 10) was purposely placed at the exit of the HVAC outlet to measure
the air temperature at that point. The 2D measurement plane includes the walls and
the ceiling, where 21 surface temperature sensors were installed uniformly
(Figure 6). The measurement results are used as boundary conditions of the CFD
computational model. An additional temperature sensor (sensor 13) was located in
the adjacent room in order to measure the air temperature when the heater was
operating (experiments 3 and 4). These temperatures were taken at the specified
time at the end of the experiments using surface temperature metres. As previously
mentioned, the purpose of heating up the adjacent room was to heat Wall 3.

The experiments were carried out for 20 hours, as seen in Table 1, in order to
achieve steady-state conditions inside the room. Air temperatures were measured
every minute during each experiment, while the surface temperatures only were
measured at the end of the experiments, once a steady-state condition was reached.
The measurement of the air speed at the HVAC discharge outlet was also taken at
the end of each experiment (the fan’s setpoint air speed was constant during the
experiments).

2.3 Computational model

The computational domain is a three-dimensional enclosure, and the used mesh
type was a nonstructured mesh formed with tetrahedral cells. To develop the CFD
simulation, the commercial software ANSYS CFX v.17 [1] was used. The model
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Figure 6.
Vertical view of the measurement plane containing the superficial sensor (blue) and air sensors (ved) location.
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developed reflected the geometry and boundary conditions of the experimentally
investigated room, for the purpose of model validation. In the computational model
studied, steady state, 3D geometry, and Newtonian fluid are considered. All of the
fluid properties remain constant except for the density, which depends on the
temperature difference. The studied phenomenon is forced and natural convection;
thus, buoyancy effects are studied due to the gravity effect. The CFD results are
obtained by solving the Navier-Stokes equations and the energy equation via finite
volumes using the commercial software ANSYS CFX v.17 [13]. The numerical
algorithm used is SIMPLE (semi-implicit method for pressure linked equations),
which was developed by Patankar and Spalding (1972) and recently Kengni Jotsa, A.
C. and Pennati, V. A. (2015) using in a cost-effective FE method 3D Navier-Stokes
equations. One of the discretization schemes is the QUICK scheme which has been
used for convective flux in incompressible flow on unstructured grids, and the
validation was developed by Hua, Xing, Chu and Gu. (2009). In the equations
solution, the Boussinesq approximation was considered for buoyancy. Although the
problem to be solved is a steady-state problem, due to the computational complex-
ity of the problem, it is necessary to solve the problem as a transient problem until a
steady-state solution is reached.

In the CFD simulations, a crucial factor is the choice of the convergence criteria.
The convergence of the simulation depends on a number of factors. Convergence is
reached when a stable solution is found that does not change significantly with
more iterations. The convergence criteria for residuals of the mass, energy,
momentum and k and € equations were under 1077, and variables of interest show
stable behaviour. Figure 7 shows the monitored air temperature values (Y-axis), for
air temperature sensors 2, 3 and 4, as a function of the number of iterations of the
CFD simulation. Convergence of the monitored variables was reached approxi-
mately at 6000 iterations remaining constant during 2000 iterations. However,
there are cases with high speeds where the steady state is not reached. In these cases
the calculation mode must be transient state, and the time step must be calculated.

To determine the time step size, the criteria At = (L/#gAT)"? for difference tem-
perature of wall and inlet recommended by Ansys was used. In order to obtain
accurate and meaningful numerical solution, meshing the computational domain is
the crucial first step. This importance is more pronounced especially in fast-moving
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Figure 7.

Convergence of the monitored variables (T2, T3 and T4) over n. of iterations (medium mesh).
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flows due to steep gradients occurring within the boundary layers. The simulations
for the mesh optimised according to Section 4.4 have the order of 500,000 elements
and the mean simulation time of 22 hours.

2.3.1 Geometry description

Model geometry was represented by a 3D enclosure (Figure 8). It is worth to
mention the importance of a good detailed model of the split unit to fully reproduce
the details of the air enclosure boundaries. The only HVAC zonal equipment was a
wall-mounted split unit located in the higher part of Wall 1. This unit supplied cool
air to the room procuring a high-temperature gradient between the air temperature
sensors. The most complex element to model with the CFD tool was the HVAC unit.
This equipment contains in its interior a coil where the refrigerant circulates and a
fan that forces air to pass through the coil and exchange heat through them. The
equipment air inlet is located in the top part and takes the air from the room, while
the air outlet, located at the bottom part, discharges the cooled air to the room. To
model this unit behaviour in the CFD simulation, the unit was defined as a closed
volume with an air passage through the volume. The HAVC computational model
has as boundary condition the temperature and velocity of internal walls, this
behaviour is like an internal duct (Figure 8b), and this values are fixed according
with the experimental measurements.

2.3.2 Model setup and boundary conditions

The steady-state conditions were used in the CFD analysis of the single-phase
airflow inside the room. The full buoyancy model was considered, where the fluid
density was a function of temperature or pressure, and was applied. The air was
modelled as ideal gas with the reference buoyancy density of 1.185 kg/m3 (an
approximate value of the domain air density). The solution scheme is a pressure-
velocity coupled with a pressure-based solver. The standard k-e turbulence model
was chosen for good results’ accuracy with the robustness of the solution [4]. The
wall function considered was scalable wall function. The mesh should be
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(a) Wall 2 (Floor)
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Figure 8.
3D model view and HVAC split unit of the computational modelled room.
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sufficiently fine to accurately model convective heat transfer and fluid flow near the
walls; for this reason the parameter y + must have a value of approximately to 11.25.
The turbulence parameters were defined by testing three values of turbulence
intensity 1% (low), 5% (medium) and 10% (high) as a variable in ANSYS CFX
setup. The temperatures of S10, S12, S5 and S2 sensors were monitored until
reaching the steady state. The results obtained for the S10 sensor were 6.69°C, 6.70°
C and 6.75°C for the low, medium and high intensity, respectively. For the S12
sensor, the results were 18.21°C, 18.18°C and 18.22°C; for the S5 sensor, 19.13°C,
19.12°C and 19.13°C; and for the S2 sensor, 19.22°C, 19.21°C and 19.22°C. Therefore,
the maximum deviations are 0.2°C; this value is lower than the error of the Data
Logger Testo 174 used (0.5°C).

Table 2 summarises the energy (surface temperature) and momentum (air veloc-
ity) boundary conditions used in the CFD models, each wall and experiment. Experi-
mental measurements show a linear relation between each surface temperature and the
width (floor and ceiling) or height (vertical walls). As described before, the surface
temperature measurements were carried out using K-type Thermocouple. These read-
ings were done manually at the end of each experiment, when the room reached a
steady-state condition. As a matter of example of the surface temperature gradient,
Figure 9 shows the surface temperatures plotted against the sensor location height for
Wall 3. The graph shows also a linear regression function linking both variables.

2.3.3 Mesh verification

An important aspect when developing CFD models is the selection of an appro-
priate mesh. The number of cells and their shape and size should guarantee a mesh-
independent solution while achieving a good trade-off between the result accuracy
and computational cost. The used mesh type was a nonstructured mesh formed
with tetrahedral cells. The tetrahedral cell offered less degrees of freedom per cell
and fixed better the desired geometry. The mesh was denser at the proximities of
the wall surfaces and at the split unit discharge outlet, being zones where the
temperature and velocity gradients are more pronounced. A first approximation of
the minimum numbers of cells of the domain was calculated using the formula
recommended by the German Guideline [6] shown in Eq. (1).

N = 44.4-10%.v038 (1)

where:

N = number of finite elements of the volume.

V = volume of the studied space.

In the case of the experiment of this chapter, the volume accounts for 34.47 m3
(12.4 m? x 2.8 m), and the number of elements according to the above formula is of
170,924 cells. On the other hand, a common recommendation [6] for CFD cell size
when applied to internal environment in buildings is around the 10 cm size for
rooms of less than 5 m length. This size should be smaller on zones where significant
temperature or velocity gradients were to be expected [14].

In order to capture the temperature and velocity gradients inside of the velocity
boundary layer and thermal boundary layer, it is necessary to analyse at least 10
nodes that fall inside these boundary layers. Therefore, this effect can be considered
relevant when the sensors are located in a near-wall position or when calculating
local convective heat transfer coefficients. To correctly capture gradients inside the
boundary layer, the parameter that controls the correct solution of the viscous sub-
layer is y+. This dimensionless parameter depends on the turbulence model. Thus,
for standard k-¢ and the scalable wall function, the parameter y + must have a value
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Experiment Limits Energy Momentum
Experiment 1 HVAC Tin = 8 [°C] Vin = 2.2 [m/s]
wall 1 1o € Wall 1 T1(Y) = 20 [°C] No slip wall
Floor T2(X) = 1.315-X + 19.97 [°C] No slip wall
T"" Wall 3 T3(Y) = 0.9857-Y +23.12 [°C] No slip wall
— X Ceiling T4(X) = 0.9788-X + 26.54 [°C] No slip wall
Wall 5 T5(Y) = 0.9857-Y + 22.52 [°C] No slip wall
Wall 6 T6(Y) = 0.9857-Y +22.52 [°C] No slip wall
Experiment 2 HVAC unit Tin = 8 [°C] Vin = 2.7 [m/s]
Wall 1 T1(Y) = 20 [°C] No slip wall
Floor T2(X) = 1.315-X + 19.97 [°C] No slip wall
Wall 3 T3(Y) = 0.9857-Y +23.12 [°C] No slip wall
Ceiling T4(X) = 0.9788-X + 26.54 [°C] No slip wall
Wall 5 T5(Y) = 0.9857-Y +22.52 [°C] No slip wall
Wall 6 T6(Y) = 0.9857'Y +22.52 [°C] No slip wall
Experiment 3 HVAC Tin = 8 [°C] Vin = 2.7 [m/s]
Wall 1 T1(Y) =20 [°C] No slip wall
Floor T2(X) =1.315X + 19.97 [°C] No slip wall
Wall 3 T3(Y) = —1.467-Y + 34.18 [°C] No slip wall
Ceiling T4(X) = 0.9788-X + 26.54 [°C] No slip wall
Wall 5 T5(Y) = 0.9857-Y +22.52 [°C] No slip wall
Wall 6 T6(Y) = 0.9857.Y + 22.52 [°C] No slip wall
Experiment 4 HVAC Tin = 8 [°C] Vin = 2.2 [m/s]
Wall 1 T1(Y) =20 [°C] No slip wall
Floor T2(X) = 1.315-X + 19.97 [°C] No slip wall
Wall 3 T3(Y) = —1.467-Y + 34.18 [°C] No slip wall
Ceiling T4(X) = 0.9788-X + 26.54 [°C] No slip wall
Wall 5 T5(Y) = 0.9857-Y + 22.52 [°C] No slip wall
Wall 6 T6(Y) = 0.9857Y +22.52 [°C] No slip wall
Table 2.

Boundary conditions for CFD model.

of approximately to 11.25. To obtain a mesh configuration that offers a good trade-
off between accuracy and computing costs, it is necessary to establish a mesh
refinement process. The method chosen was the one developed by Celik et al. [15].
This process consists in selecting three different grids with different coarseness
definition: a coarse grid, a basic grid and a fine grid. The CFD results of the variables
of interests are compared with one another to justify the best compromise between
accuracy and computational cost.

The first step is to estimate the coarse grid features. This is calculated according to
the before mentioned criteria. The number of cells was 170,924 and the average cell
size (h) was of 10 cm. This last parameter can also be estimated using Eq. (2) [15],
where % is the cell size, AV is the volume of each i element, and N is the number of
grid cells:
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N 1/3

h = L%Z(A‘m

i=1

(2)

The second step entails calculating the refinement degree of the grid “r” using
the relationship between the number of the elements of the studied mesh and the
number of elements of the refined mesh. According to the cited methodology by
Celik [15], the recommended value for this refinement factor needs to be lower than
1.3. With this criteria, the number of elements of the finer and the basic mesh can
be calculated having the number of elements of the coarse mesh using Eq. (3) and
Eq. (4), where rj; is the refinement degree, h; is the cell size, and N is the number of
grid cells [16]. Finally, the selected meshes are shown in Table 3.

(N 1/3
vy = o (172) (3)

s (N 1/3
3 = h_2 = (ﬁg) 4)

The grid quantitative verification was completed using the grid convergence
index (GCI) and based on the Richardson extrapolation formula [17]. These
methods are helpful to estimate the grid convergence error. The formula is
developed as follows:

1.25- €21

GCI* =
21 ©)

T *l Tly=o98s7x+23.12

Surface temperature (°C)
e ,
Lad
\
[ ]
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*

19

height sensor {m)

Figure 9.
Trend line of wall surface temperature vs. voom height. Wall 3 in Experiment 1 (blue) and 2 (ved).

Grid Number of elements Refining degree

Grid 1 (fine) 1,151,812 1.37

Grid 2 (medium) 442,939 —

Grid 3 (coarse) 181,938 1.34
Table 3.

Selected grids for the grid refinement study.
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=] 21 (8)
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s = sgn (832/821) (9)

where @; is the variable of interest (sensor temperature), &; is the error between
iand j mesh, ¢; is the error between i and j mesh (%), and p,q(p) and s are the

Sensor @ (°C) @2(°C) @3(°C) €1 (%) €3 (%) GClyp (%) GCly; (%) Measurement
bias error (%)

1 18.21 18.19 17.93 0.08%  1.46% 0.01% 0.21% 2.27%
2 17.02 17.03 16.76 0.02%  1.61% 0.00% 0.03% 2.57%
3 16.44 16.47 16.20 0.16%  1.65% 0.02% 0.23% 2.71%
4 18.10 18.11 17.97 0.05%  0.80% 0.01% 0.11% 2.31%
5 17.07 17.07 16.70 0.04%  2.19% 0.01% 0.31% 2.62%
6 16.75 16.77 16.40 0.09%  2.22% 0.01% 0.32% 2.70%
7 17.98 17.92 17.70 0.31% 1.27% 0.04% 0.18% 2.36%
8 17.15 17.12 16.86 0.16% 1.52% 0.02% 0.22% 2.65%
9 16.89 16.87 16.52 0.10%  2.10% 0.01% 0.30% 2.82%
10 11.07 11.15 11.08 0.70%  0.60% 0.08% 0.09% 7.41%
11 17.22 16.94 16.53 1.63%  2.46% 0.19% 0.35% 2.72%
12 16.64 16.45 16.07 1.18% 2.35% 0.14% 0.33% 2.97%
Table 4.

Necessary parameters used for the calculation of the GCI during the grid refinement process (example for
experiment n. 2).

Figure 10.
3D cell grid used for medium mesh. Cross-section at the measurement plane.
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auxiliary parameters. In Table 4, all the necessary variables for the calculation of
the GCI for the 12 temperature sensors are shown. The table shows the values of the
GCly,, the GClI,;3 indexes and the temperature sensor measurement bias error (0.5
error sensor, divided by measurement temperature sensor in percent). The small
values for GCI confirm that the solution is grid independent. On the other hand,
high GCI values confirm a larger relative error close to the sensor error. However, in
this case the values of the GClI;, are low, and therefore the relative errors are far
away from the values of the sensor error. It was concluded that mesh number 2 is
the option that provides an optimum equilibrium between accuracy and computa-
tional cost, and therefore it was the author’s choice for the CFD model developed.
Figure 10 shows a cross-section at the measurement plane of the 3D grid generated.

3. Results and discussion

The experiment performed is aimed at measuring the temperature distribution
of the air in the internal environment of a 3D test room equipped with an air
conditioning device. The measurements were taken with 12 temperature sensors, 1
thermocouple sensor and 1 anemometer. The test room was emptied for the exper-
iment, so no people or furniture was considered in order to simplify the airflow
trajectory and to ease the CFD modelling efforts. Regarding the boundary condi-
tions, the intention of the authors was to create big temperature gradients that
minimise relative errors. The available sensors were installed in a two-dimensional
grid contained in an orthogonal plane positioned perpendicularly to the A/C equip-
ment outlet direction; this arrangement was chosen to better capture the fluid
stratification. Figure 6 shows the location of the surface temperature measurement
points. The temperature sensors readings were gathered for 24-hour periods for
each test. An example of the sensor measurements gathered in test n. 2 is shown in
the time series of Figure 11. It can be noticed that sensor n.10 register periodical
fluctuations. This sensor is located at the A/C outlet, being approximately sinusoidal
fluctuations of 4-minute period. This phenomenon was found to be caused by the
specific behaviour of the VRV inverter A/C unit which varies the refrigerant flow
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Figure 11.

Air temperature measurements of Experiment 2 during 24 h.
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and causes the air temperature variation. This behaviour was present in all the tests
and was more pronounced during the daytime, where more thermal load is experi-
enced. Due to the short period of this fluctuation, only the mean temperature of the
refrigeration cycles was considered. The steady-state conditions were reached at the
end of the measurement campaign, where the sensor temperature was stable and
maintained during a certain period of time.

The CFD simulation results are represented in Figure 4; this set of 2D graphs
show a vertical view of the measurement plane. The variable displayed is the
contour air temperature and is plotted according to a colour scale; the different
colour areas are delimited by isotherm lines. The red point is the sensor position and
the measured values in the experiment. It is worth to notice that, due to the
precision error of the temperature sensors, the temperatures measured during the
experiments could vary within £0.5°C. In Figure 4a and b, it can be appreciated
that in both experiments, there is a clear temperature stratification. The difference
between experiments 1 and 2 relies mainly in the A/C fan speed. The fan speed at
the Experiment 1 was set to “low”, while the fan was set to “high” speed at Exper-
iment 2. In the latest case, the temperatures reached within the room were lower
due to shortened cooling cycles of the A/C unit. On the other hand, the differences
between experiments 3 and 4 rely on the surface temperature of Wall 3, opposite to
the A/C unit (Wall 1). In these experiments, the adjacent rooms are heated to warm
the cited Wall 3 and analyse the effect on the room air temperature of the test room.
The isotherm contour plots corresponding to Experiments 3 and 4 are shown in
Figure 4c and d, respectively. In Figure 4, a stratification of the room air is also
clearly noticeable. Likewise in Experiments 1 and 2 (Figure 4a and b), the fan speed
of the A/C unit is a very important factor in the average temperature of the internal
air. In Experiment 3, the fan speed is set to “high” (2.7 m/s), and the average air
temperature reached is 19.8°C, while in Experiment 4 (Figure 4d) the fan speed
was set to “low” (2.2 m/s), and the average room air temperature was 22.8°C. It can
be concluded that the differences in fan speed and consequently the changes in
cooling cycles of the A/C unit can result on average thermal differences of 3°C.

Summarising, there is a general good agreement between the experimental
results and the CFD models. The stratification phenomenon caused by the fluid
natural buoyancy is also clearly reflected in the results, with cool air near to the
room floor surface and the hot air at the room upper zones. In the model analysed,
the natural convection is also enhanced by the position of the HVAC unit. This
device takes the room air through its inlet located in the top part, cools it passing it
through the coil and discharges it through the outlet pointing downwards direction,
hence working in favour of the natural buoyancy flow and causing and increased
temperature gradient. It can be concluded that the complexity of modelling the
HVAC unit plus the uncertainty of the surface temperature measurements can be
considered the two main causes of discrepancy between CFD model results and
experimental results.

In order to facilitate the comparison between the CFD and the experimental
results, Table 5 shows the value of (1) measured sensor temperature once the
steady-state condition is reached including the mentioned and (2) temperature
simulated produced by the CFD models of the position. In Experiment 1, Table 5
has shown a good fit of the CFD results, being the larger differences in sensors S1,
S4 and S7, near to the room ceiling, and in sensors S12 and S9, near the floor surface
closed to the HVAC equipment. However, in the central space, the results of the
CFD match closely the experimental measurements. Experiment 2 differs from
Experiment 1 in the fan speed of the HVAC unit. The shortened cooling cycle effect
explained previously makes the air to circulate at a higher rate around the room,
thus producing a sustained cooling effect. In Experiments 3 and 4, Wall 3 (opposite
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Experiment 1 Experiment 2 Experiment 3 Experiment 4

Sensor Texp Tsim AT Texp Tsim AT Texp Tsim AT Texp Tsim AT
(°C) (°C) (C) (*C) (°C) (°C) (°C) (C) (C) (°C) (°C) (°C)

S1 22.3 21.0 1.3 22.0 20.7 1.3 24.0 22.5 1.6 27.1 25.3 1.9
S2 19.9 19.6 0.3 19.5 19.3 0.2 21.2 20.3 0.9 24.3 23.2 1.0
S3 19.0 18.8 0.2 18.4 18.4 0.0 19.6 19.2 0.4 231 22.2 0.8
S4 219 21.1 0.8 21.7 20.9 0.7 23.3 22.8 0.5 26.4 25.4 1.0
S5 19.5 196 -0.1 19.1 191 -01 205 20.2 0.3 23.7 23.2 0.5
S6 19.1 19.0 0.1 18.5 18.5 0.0 19.6 19.3 0.3 229 22.4 0.5
S7 21.2 20.7 0.5 21.2 20.5 0.7 227 22.4 0.3 25.9 253 0.6
S8 19.4 19.6 —-0.2 189 192 -0.3 201 20.1 0.0 234 23.2 0.2
S9 18.3 192 -09 177 188 —-11 1838 196 -0.8 220 226 —05
S10 73 7.9 -0.6 67 7.5 -0.8 69 7.0 -01 112 10.9 0.3
S11 18.9 197 -07 18.4 187 —-0.3 193 198 —-05 227 228 -01
S12 17.4 187 -—-13 168 182 -14 177 192 -15 215 223 -0.8
Table 5.

Air temperature comparison of CFD results and experimental measurements.

to the HVAC unit) was maintained at a warmer temperature by heating the adjacent
room using heaters. The warm surface temperature of this wall directly influences the
average temperature of the internal environment of the test room. Again, the maxi-
mum divergences are in the near-ceiling and near-floor locations and closed to the
HVAC unit. In this experiment, sensor S2 indicates a larger deviation than in previous
experiments due fundamentally to the warm surface effect that produced a larger
temperature gradient between the wall and the room air. The difference between
Experiments 3 and 4 is the higher fan speed of Experiment 3 versus the one of
Experiment 4. This variation makes the cooling cycles of the HVAC units in Experi-
ment 4 fewer than in Experiment 3. Therefore, the average room temperature
reached in this example is higher than in the previous experiment. The stratification
phenomenon is similar as in Experiment 3, although the temperatures registered are
higher due to the lower HVAC fan speed. The error in the temperature prediction of
line 4 (Sensors S1, S2 and S3) is quite higher than in Experiment 3.

In general terms, the results show that the CFD model and the test results agree
at predicting the stratification effect and the temperature trend distribution inside
the room air. In the central space of the room, the temperature is similar across the
room air. Temperature increases steadily when approaching the ceiling and dimin-
ishes when moving towards the floor surface. For most of the measurement points,
the CFD results fell inside the error threshold of the sensor measurements, except
for some of the sensors located near the ceiling, floor and Wall 3 surfaces, which
registered larger differences. Therefore, it can be stated that the CFD is less accurate
at predicting air temperatures in the zones with larger temperature gradients, in
contrast with the central spaces, where temperature gradients are of smaller extent
and the CFD predictions were more accurate.

4, Conclusions

A methodology has been developed for the calibration of CFD models of rooms
and buildings from experimental results. The application of the methodology has
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shown satisfactory results, finding a maximum error of 9% between the CFD model
and the experimental model. In this work it has been shown that the CFD model
calibrated can be used to predict the air temperature distribution at any point of the
room. Validated 3D models can be a useful tool to assess multiple changes in
boundary conditions that would be otherwise very difficult to reproduce in exper-
imental test due to limitations in the number of sensor available and uncertainty
and the complexity of changing boundary conditions in a real physical facility.

The biggest difficulty encountered in the CFD model is the modelling of the
HVAC split unit, where the inner conduit shape showed satisfactory results with
respect to the experimental results. It is worth to highlight the difficulties experi-
enced at collecting reliable surface temperature measurements in the experimental
tests. The surface temperatures collected were taken when the steady state was
reached at the end of the experiments. As previous authors have [4], inaccurate
results at some specific points of the model were to be expected. In the experiments
performed, these differences were more remarkable in zones where the tempera-
ture gradient was higher, like in the areas closer to the walls, floor and ceiling
surfaces and also in the zones near the HVAC equipment.

Summarising the methodology it is necessary to first consider the geometry of
the computational domain, where it is advisable to eliminate obstacles and elements
to simplify the calibration of the CFD model. Subsequently the meshing, which
must be optimised by the GCI method, and find the mesh with a balance between
precision and computational cost. Another important aspect is the turbulence model
and the wall function chosen, presenting the k-¢ model with scalable wall function
and y + 11.25 satisfactory results. Regarding the solver of ANSYS CFX, in the
method based on pressure and using air as the ideal gas, good results are obtained.
Another important aspect is to monitor the variables of interest to be studied, such
as the temperature of certain points within a 2D plane. The boundary conditions
must be measured when the experimental test reaches the steady state, and in case
of stratification, the variable temperature conditions with the height present better
results. Finally, in the case of bad convergence, the transient model can be used
with a small time step until reaching the steady state.

The highlight of this work is the methodology carried out to calibrate the CFD
model with experimental results. The methodology is useful for other researchers to
calibrate the CFD model of building rooms. In addition, the calibrated CFD model
can be used to study the effect of different boundary conditions on comfort or
energy demand. CFD analysis reveals as a powerful technique to overcome the
limitations of physical experiments where only few sensors can be installed and the
boundary conditions cannot be changed easily.

As future direction of this work is to reduce the computational cost and simula-
tion time. The calculation of the complete building or the annual simulation for the
evaluation of demand or comfort is a procedure that is very computationally
expensive. For this, it is necessary to use reduced and simplified CFD solver,
oriented specifically to buildings. This simplified programme can be implemented
in thermal building simulation programmes and can be very useful for design
engineers.
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Chapter 2

Scaling Investigation of Low

Prandtl Number Flow and Double
Diffusive Heat and Mass Transfer
over Inclined Walls

Mubashir O. Quadri, Matthew N. Ottah,
Olayinka Omowunmi Adewumi and Ayowole A. Oyediran

Abstract

This paper presents an essential study of scale analysis and double diffusive free
convection boundary layer laminar flow of low Prandtl fluids over an inclined wall
kept at uniform surface temperature. Buoyancy effect (IN) was considered for an
assisting flow when N > 0, which implies that the thermal and solutal forces are
consolidating each other to help drive the fluid flow in the same direction. Scale
analysis and similarity transformation methods are used to obtain the governing
equations, and the resulting system of coupled ordinary differential equations
(ODEs) is solved with the differential transform method (DTM). Results for the
distributions of velocity, temperature, and concentration boundary layer of the
fluid adjacent to the wall are presented. The study includes the effects of the ratio of
solutal buoyancy to thermal buoyancy and important dimensionless parameters
used in this work with varying angles of inclination of the wall on fluid flow and
heat transfer.

Keywords: scale analysis, free convection, double diffusion, low Prandtl flow,
boundary layer

1. Introduction

The impact of temperature and species concentration distribution on heat and
mass transfer of fluid flow has received renewed interest to researchers and the
academic community due to its multiple application areas notably in physical and
chemical processes, food and manufacturing industries, geophysics, oceanogra-
phy, and photosynthesis. These occurrences of thermo-solutal convection not
only involve temperature variation but also concentration variation. Free con-
vection problems driven only by temperature difference have been studied
extensively by many investigators notably Akter et al. [1], Schlichting [2],
Venkateswara [3], Gebhart and Pera [4], Khair and Bejan [5], and Mongruel et al.
[6]. Species concentration variation sometimes plays a major role in creating the
buoyancy needed in driving flow and influencing rate of heat transfer. Double
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diffusion has been studied by few investigators over the years. The pioneer of this
area of research is the work of Gebhart and Pera in 1971 [4] where they investi-
gated the combined buoyancy effects of thermal and mass diffusion on natural
convection flow. Also, Bejan and Khair [7] carried out some analysis on heat and
mass transfer by natural convection in porous media. Furthermore, the Schmidt
number is the appropriate number in the concentration equation for Pr < 1
regime, while in the Pr > 1, regime Lewis number is the appropriate dimensionless
number for vertical walls and this extends to inclined walls. This important crite-
rion is sometimes omitted from heat and mass transfer studies. Allain et al. [8] also
considered the problem of combined heat and mass transfer convection flows over
a vertical isothermal plate. These contributors used a combination of integral and
scaling laws of Bejan for their investigations. Their work was restricted to cases
where two buoyancy forces aid each other; however, it was observed that heat
diffusion is always more efficient than mass diffusion meaning that Lewis number
is always greater than unity in most cases. It has been recommended in some
previous works that more numerical or experimental results covering a wide range
of Prandtl and Schmidt numbers are needed to be obtained by further
investigations.

Some other research studies carried out were by Angirasa and Peterson [9],
who considered free convection due to combined buoyancy forces for N = 2in a
thermally stratified medium, and, recently, other contributors have considered
flow of power law fluids in saturated porous medium due to double diffusive free
convection [10]. Other effects such as Soret and Dufour forces in a Darcy porous
medium were considered by Krishna et al. [11]. The problem of mass transfer flow
through an inclined plate has generated much interest from astrophysical, renew-
able energy system, and also hypersonic aerodynamics researchers for a number
of decades [1]. It is important to note that combined heat and mass flow over an
isothermal inclined wall has received little contributions from scholars [12, 13].
The key notable ones in the literature include the general model formulation of
natural convection boundary layer flow over a flat plate with arbitrary inclination
by Umemura and Law [14]. Their results showed that flow properties depend on
both the degree of inclination and distance from the leading edge. Other investi-
gations considered the problem of combined heat and mass transfer by MHD free
convection from an inclined plate in the presence of internal heat generation of
absorption [15], natural convection flow over a permeable inclined surface with
variable temperature, momentum, and concentration [16], investigations on
combined heat and mass transfer in hydro-magnetic dynamic boundary layer flow
past an inclined plate with viscous dissipation in porous medium [17], a study on
micro-polar fluid behavior in MHD-free convection with constant heat and mass
flux [18] and investigations on mass transfer flow through an inclined plate with
porous medium [19].

However, research conducted to critically analyze fluid behavior with the
effect of species concentration and thermal diffusion on heat and mass transfer
particularly for low Prandtl flows past an inclined wall is very rare. This gap has
been captured in this study. The objective of this research is to investigate the
effect of combined heat and species concentration involving a low Prandtl number
fluid flow over an inclined wall using the method of scale analysis in formulation
of the model along with the similarity transformation technique to convert partial
differential equations to ordinary differential equation. The resulting dimension-
less coupled and non-linear equations are solved using differential transform
method. The numerics of the computation are discussed for different values of
dimensionless parameters and are graphically presented.
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2. Problem formulation and scale analysis

The problem of combined heat and mass transfer over a heated semi-infinite
inclined solid wall is considered. The fluid is assumed to be steady, Newtonian,
viscous, and incompressible. It is assumed that the wall is maintained at uniform
surface temperature T, and concentration C,, and it is immersed in fluid reservoir
at rest which is kept at uniform ambient temperature T, and concentration C
such that T;,>T and C,,>C.. Boundary layer flow over an inclined wall driven by
both thermal gradient and concentration gradient, respectively, are thereby set up due
to the difference between wall values and quiescent fluid values. Hence, it is called
combined heat and mass transfer phenomenon over an inclined wall (Figure 1).

This problem is governed by the non-linear and coupled conservation equations.
Using the Boussinesq approximation and boundary layer simplifications, we have
the following:

Continuity equation

ou ov
—+—=0, 1
pl Py 1)
Momentum equation
w o
u&—l—v@—ﬁ)ﬁ%—p‘gﬂT(T—Tm)cosa—&—pgﬂc(C—Cm)cosa 2)

Energy equation

(3

u—+4v==p%= (4)
X

¥

CQuiescent fluid

T Cu

L J

Figure 1.
Physical model of double diffusive free convection over vertical wall.
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Here, u is the velocity along x-axis, v is the velocity along y-axis or along the
vertical wall, T is the temperature, and C is the concentration. These equations are
subject to the boundary conditions given by

u=0,v=0,T=T,,C=Cpatx=0 (5)
u=0,0=0,T=T,,C=Cpatx =o0 (6)

Following the procedures as outlined by Khair and Bejan [5], it can be clearly
shown that for low Prandtl number flows, the velocity, concentration, and temper-
ature boundary layer scales (for N = 0) are:

8, ~ HRa, Prs @)
_1
Sy~ H(Raz* -%Pr) ‘ (8)
D__ .
Sc ~ H=Ra, “Pr % 9)
X
While vertical velocity (v) scales as.
¥
v~ b (Ra « _%PV) ’ (10)
Y
The similarity variable for velocity layer scales as
Ra.\?
x x (Ra,
=57 ( Pr > (11)
And corresponding stream function y scales as
W ~ aRa *PrF () (12)

where F(n) is the velocity function.

Boussinesq approximation is used in Eq. (2), and the PDEs are reduced to a set of
coupled ODEs using similarity variable #. It can easily be shown that for the inner
layer of low Prandtl number flows, the dimensionless momentum, energy and
concentration equations give:

/N 2
;ff/q—#: —f’”(n) +6(n) cosa + NC(5) cosa (13)
3 /ol
P =0 (14)
%PV.quC' =C" (15)

Egs. (13)-(15) are solved for temperature 6, velocity f’ ', and concentration C,
respectively, subject to the boundary conditions in Eq. (16).

f(0) =£(0) = 0,0(0) = y(0) =1atn =0

(16)
f(e0) = 60(c0) =y(e0) = 0at g = oo
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& the similarity variable for concentration layer is defined as & = £, for 6, > 5,
where 6, is the thin viscous layer closest to the wall and &, is the concentration
. . o 1w
boundary layer. The attendant stream function is obtained as y ~ DRa *Pr~"F().

The ordinary differential equations governing the momentum, energy, and spe-
cies concentration become:

()
_73F'_F” + 5= —LeScF" () + 0(n) cosa + NC() cos a (17)
R0 =sed (18)
3_ ! all
ZFC =Dr.C (19)

In the outer layer, where there is inertia-buoyancy balance, £ which is the
similarity variable for thermal layer is defined as £ = §-, and the associated stream

1
function obtained as y ~ aRa’*Pr'F(y).
The resulting dimensionless equations for low Prandtl number flow are:

;FF” + (FZ) = —PrF" () + 6(57)cosa + NC(n)cosa (20)
3 o 0
~F0 =8 1)
3 ~; =
JLeFC =C (22)

In further works, these equations will be solved asymptotically as Pr—0 to
obtain approximate analytical results.

2.1 Method of solution

The differential transform method is used to solve the non-linear similarity
Egs. (13)-(15) subject to boundary conditions in Eq. (16). The procedure to convert
the PDEs to ODEs is outlined below.

LetZ,=6; Z, :Z'120’; Z3=F; Z4:F,:Z,3; Zs :Z;:F”; Ze=C; Z7 :Z%:C’

(23)
Such that the governing equations of motion become:

Z, =27,
Zh = — é PI'.ZzZ3

2 4
Z, =7,

(R
2y =2s (24)

1
Zl = Zycosa — izﬁ + 22325 + NZ;cosa

Z, =27,

Zy=— % Le.Pr.Z;75.
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Due to limitation of convergence of the classical DTM which is only valid near
n = 0, the multi-step transformation is used. Carrying out multi-step differential
transformations, we have:

k .
' _ i 1=
Fi(n) ;(Hi) i(k)
k i
o) = 3 () 88
G =3 ()G 25)

Wherei = 0, 1, 2, 3.... n indicates the i sub-domain; k = 0, 1, 2, ... m represents
the number of terms of the power series. Hi represents the sub-domain interval, and
F;(k), 6;(k), C;(k) are the transformed functions, respectively.

The transformation of the associated boundary conditions follows as:

Z1(0) =1, Z2(0) = a, Z3(0) = 0, Z4(0) = 0, Zs(0) = b, Z¢(0) =1, Z7(0) =¢

where a, b, and ¢ are obtained by solving the system of algebraic simultaneous
equations, and the results obtained are shown in Table 1.

Z, (k
Zi(k+1) = kil)
—%Pri
Zy(k+1) = 7))
k 1l:0
Zy (k
Z3(k+1) % 1)
Zs (k
Zy(k+1) = k+1)
k
Zs(k +1) = ki Zl(k)cosa——ZZ4 )Z4(k — i) %ZZg(i)Zs(k—i)+N.Z7(k)cosa
i=0
Z7 (k
Zo(k+1) = k+1)
—%Pr. ezk:
Z7(k+1) =
k+ i=0

(26)

Parameters Domain:
Pr<1,Lex>1,Le<1,and N> 0

The local Nusselt number: Nu — [Gr .. (y)]% ( 9’),7:0
The Local Sherwood number: Sk = —[Gr., (y)]%(C’)ﬂzo

The shearing stress on the plate: 7,, = }%Ra " (y)3/4Prl/4 ( f”)”:O

The coefficient of skin friction: C; = %}WZ( )0

Table 1.
Important dimensionless parameters of interest.
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3. Results and discussion

Table 1 shows the expressions for the dimensionless parameters that are
of interest in this work. The solutions to Egs. (13)-(15) subjected to Eq. (16)
solved using the multi-step DTM method are presented graphically in the figures
below. The results shown are for Prandtl numbers of 0.01, 0.1, 0.5, and 0.72,
respectively.

Figure 2 shows the profiles of local skin friction against Prandtl number for
various angles of inclination at a constant Lewis number. It could be observed from
the plots that the shearing stress decreases as the Prandtl number increases for all
the plate angles considered. More importantly, it is illustrated by the graphs that the
local skin friction also decreases with increase in the buoyancy ratio and also with
respect to the angle of inclination of the wall.

Figure 3 shows the plots of local Nusselt number against Prandtl number for
various angles of inclination at a constant Lewis number. It is clearly seen from the
results that the rate of heat transfer (Nusselt number) increases as the Pr increases
for all the wall inclination angles. Also to note is the fact that Nusselt number
increases as the buoyancy ratio is increased.

Figure 4 shows the results of how the local Sherwood number changes as the
Lewis number is increased for various angles of inclination at a constant Prandtl
number. It is noted from the graphs that the local Sherwood number increases as the
Lewis number increases for all angles of inclination. Also, it is observed from the
figures that the rate of increase of Sherwood number is dependent on N as well as
the angle of inclination of the wall.

In Figure 5, the similarity profiles of the effect of the buoyancy ratio and the
angles of inclination on the dimensionless velocities at fixed Prandtl and Lewis
numbers is presented. It could be interpreted from the results for N = 0 that a
maximum velocity is obtained for a vertical wall while at an angle of 60°, the
minimum velocity. Also, it is clearly seen from the plots that aside from the vertical
wall possessing the maximum velocity, its vertical velocity value for N = 1 is higher
when compared to the case when N = 0. When the buoyancy ratio N is further
increased to 1.5, the velocity for the vertical wall also increases. The trend in the
figure also shows that increasing the inclination angle increases the velocity bound-
ary layer thickness for all buoyancy ratio.

In Figure 6, the similarity profiles of dimensionless temperature for the wall
angles of inclinations considered in this study at constant Lewis number are
presented. The temperature profiles show that despite the varying buoyancy ratio,
the thermal boundary layer thickness increases as the inclination angle of the wall
increases.

Figure 7 presents the similarity profiles of dimensionless species concentration
distributions for the angles of inclination of the wall at a constant Lewis number. It
is clearly seen that as the buoyancy ratio is increased, the concentration boundary
layer thickness has a decreasing trend under this same flow configuration but as the
angle of inclination increases, . increases.

Figure 8 shows the plots of the coupled similarity profiles of dimensionless
temperature, species concentration, and velocity for wall inclination angle of 60°
under the constant Lewis number of 10. It can be seen from the results that
increasing N has negligible effect on the trio of velocity, concentration and temper-
ature boundary layer thicknesses for a fixed wall angle. However, the effect of N is
very noticeable in the vertical velocity values which is clearly higher when N = 1.5
compared to when N = 0.
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Figure 2.
Similarity profiles of effects of Prandtl number on skin friction for (a) N = 0; (b) N = 1; (¢) N = 1.5 at constant
Lewis number of 10.
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Figure 3.
Similarity profiles of effects of Prandtl number on Nusselt number for (a) N = 0; (b) N = 1; (c) N = 1.5 at
constant Lewis number of 10.
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Figure 4.
Similarity profiles of effects of Lewis number on Sherwood number for (a) N = 0; (b) N = 1; (¢) N = 1.5 at
constant Pr of 0.1.
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UST Velocity profiles of inclined plate for Pr=0.1,Le=10 and N=0
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Figure 5.
Similarity profiles of dimensionless velocity for (a) N = 0, (b) N = 1, (¢c) N = 1.5 at Pr = 0.1 and Le = 1o0.
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UST Temperature profiles of inclined plate for Pr=0.1 Le=10 and N=0
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Figure 6.
Similarity profiles of dimensionless temperature for (a) N = o, (b) N = 1.5 at Pr = 0.1 and Le = 10.

4. Conclusion

The problem of double diffusive convection and its associated boundary layer
flow is of tremendous interest in academic research and various manufacturing and
process industries because of its implications in energy and mass transfer efficiency
in engineering and scientific applications. In this study, scale analysis and double
diffusive free convection of low Prandtl fluid flow over an inclined wall is investi-
gated in the presence of species concentration and thermal diffusion. The governing
boundary layer equations obtained by scale analysis are numerically solved using
differential transform method (DTM). The conclusions reached as a result of the
parametric study conducted are presented below:
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i

ii.

iii.

Figure 7.

The velocity boundary layer thickness is maximum when the plate is in the
vertical position, while it is minimum when the plate is at the inclined angle
of 60° to the vertical for any value of Lewis number but within a certain
buoyancy ratio.

The thermal boundary thickness is maximum when the wall is inclined at
60° to the vertical and minimum when in a vertical position while keeping
N constant.

Thermal boundary thickness decreases with increase in Prandtl number for
all angles of inclination while keeping both the Lewis number and

buoyancy ratio constant.

1UST concentration similarity profiles of inclined plate for Pr=0.1,Le=10 and N=0
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Similarity profiles of dimensionless concentration for (a) N = 0, (b) N = 1.5 at Pr = 0.1 and Le = 10.
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Figure 8.

Similarity profiles of dimensionless velocity, concentration, and temperature at inclination angle of 60°. (a)

N=1.5,(b) N=0 (Pr=0.1and Le = 10).

iv. The concentration decreases with the increase in Lewis number for all
range of values considered for N and all angles of inclination which is in
agreement with Akter et al. [1]. Also, as N increases, both concentration
and temperature increase while velocity decreases with increase in plate

angles.

v. The velocity, concentration, and thermal boundary layer thicknesses
increase with an increase in the angle of inclination of the wall.
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chemical species concentration
chemical species diffusivity
buoyancy ratio

Nusselt number

gravity constant

thermal conductivity

temperature

Prandtl number

thermal Rayleigh number

Lewis number

velocity component in x-direction
velocity component in y-direction
horizontal axis

vertical axis

coefficient of thermal expansion

coefficient of specie expansion

thermal diffusivity of fluid

wall derivative of dimensionless concentration
velocity boundary layer thickness

thermal boundary layer thickness
concentration boundary layer thickness
concentration difference (C — Co)
temperature difference (T — T)

similarity variable

dimensionless temperature

wall derivative of dimensionless temperature
kinematic viscosity

density of fluid

constant wall dimensionless heat flux
dynamic viscosity

stream function

condition at infinity
condition at the wall
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Chapter 3

Bingham Fluid Simulation in
Porous Media with Lattice
Boltzmann Method

José Luis Veldzquez Ortega

Abstract

Generate a lattice Boltzmann model (LBM), which allows to simulate the
behavior of a Bingham fluid through a rectangular channel with the D2Q9 model.
For this purpose, a relaxation parameter is proposed based on the rheological
parameters of the Bingham model. The validation will be carried out with the
solution of the movement equation, and velocity profiles will be obtained for three
different Bingham numbers (Bn). Other simulations will be made in a rectangular
channel in the presence of arbitrarily and randomly generated porous media. The
main objective is to propose a method to predict the behavior of non-Newtonian
fluids (Bingham fluid) through porous media, which have many applications in the
chemical industry avoiding at the same time the expensive experimentation of these
systems, with predicting models.

Keywords: lattice Boltzmann model, non-Newtonian fluids, Bingham fluid,
porous media, velocity profiles

1. Introduction

A continuous medium is characterized by the fact that its atoms or molecules are
so close together, in such way that they could be considered macroscopically as a
homogeneous mass, whose behavior can be foreseen without considering the
movement of each of its elementary particles that compose it. In this sense it is
assumed that there are no gaps or separations between the particles.

The movement of fluids can have a wide variety of behaviors for both simple
and complex flows (biological and food systems). In addition to this, using Reyn-
olds number, we can know if the flow has turbulent or laminar regime.

Mass conservation is the basic principle of fluid movement, which requires that
when the fluid is in motion, it moves so that the mass is preserved. The movement
of fluids is governed in general by the continuity equation.

%+V-(p\7):0 )

On the other hand, the Navier-Stokes equation, which in general terms corre-
sponds to the application of Newton’s second law of classical mechanics to fluid
movement, is described as follows:
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Pl o

0*} — — — —
V+VV~V‘| = —VP +puV?%v + pg (2)

for a fluid with velocity v, density p, pressure p, and kinematic shear viscosity p.
The Navier-Stokes equation is a second-order partial differential equation, which
can have an analytical solution only for a small number of cases.

There are basically three types of fluids from the point of view of fluid dynam-
ics, which are called Newtonians, non-Newtonians, and viscoelastic.

1.1 Newtonian fluids

In this type of fluid, the shear stress or shear force per unit area is proportional to

the viscosity gradient:
dvx>
Tyx = B = (3)
YX (dy

In Eq. (3), Tyx is the shear stress, (dv,/dy) is the shear rate, and p is the viscosity,
and its graphic representation can be seen in Figure 1.

All gases, liquid water, and liquids of single molecules (ammonia, alcohol, ben-
zene, petroleum, chloroform, butane, etc.) are Newtonian. Many food materials such
as milk, apple juice, orange juice, wine, and beer have a Newtonian behavior [1].

1.2 Non-Newtonian fluids

When the relationship between shear stress and shear rate is not linear, the fluid
is called non-Newtonian. There are many these types of fluids, and their behaviors
are shown in Figure 1.

-

//Al-ingham plastic

Harschel-Bulklay |- —

- Mewtanlan fluld

.

Shear stress

Pseudiplasic luid -

e~ Dilatant fuid

Shear rate

Figure 1.
Types of times-independent flow behavior [2].
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In the case of these fluids, the viscosity is no longer constant; therefore, the
relationship between the shear stress and the shear rate of the fluid is no longer
linear. For this reason, a new term is now introduced and is known as apparent
viscosity or also known as shear rate-dependent viscosity [3].

Some fluids have a yield stress, from which the fluid begins to move. Below this
tension the shear rate would be zero. This relationship is not linear or, if it is, it does
not pass through the origin [4]. Complex mixtures are considered non-Newtonian
fluids: grouts, pastes, gels, polymer solutions, etc. Most non-Newtonian fluids are
mixtures with constituents of very different sizes. For example, toothpaste is com-
posed of solid particles suspended in an aqueous solution of several polymers. Solid
particles are much larger than water molecules, and polymer molecules are much
larger than water molecules.

Much of the research that is carried out in the field of non-Newtonian fluids has
been focused in the measure of its shear stress-shear strain curves and to look for
mathematical descriptions of these curves. The study of the behavior of the flow of
materials is called rheology (a term that originates from Greek words that give the
meaning of “the study of flow”); thus, diagrams such as the one shown in Figure 1
are often called rheograms.

In the case of Bingham fluids, sometimes called Bingham plastics, they resist a
small shear force indefinitely, but they flow easily under large shear stresses. In
other words, at low stresses the plastic viscosity of Bingham is infinite, and at
greater stresses the viscosity decreases with the increase in the velocity gradient.
Examples are bread dough, toothpaste, apple sauce, some paints, plastics, mayon-
naise, ketchup, aleas, and some grouts [5, 6].

2. Bingham model

Eugene C. Bingham described the paintings with this model in 1919, published in
his book Fluidity and Plasticity in 1922. The model was analyzed by Oldroyd (1947),
Reiner (1958), and Prager (1961).

The main feature of the Bingham model is the yield stress, necessary for the fluid
to deform or flow. Above this minimum yield stress, the fluid begins to move. If this
yield stress is not exceeded, the fluid behaves like a rigid or quasi-rigid body, with
zero shear rate.

The relationship between the shear stress and the velocity gradient is linear, but
it does not go through the origin for a Bingham plastic (Figure 1); its mathematical
model is given by

7

d
Vx .
Tyx = To + Hp d—y if "cyx‘>ro 4)
dvy .
dy =0; if |1:yx|<170
. To
r(y) = pg —&—7 for Ty > 7o (5)

7= 0; for 1y <7o

where 7y is the yield stress, pp is the plastic viscosity of Bingham, and pu(7) is the
apparent viscosity, which decreases with the increase in the magnitude of the shear rate y.
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Other examples of Bingham-type fluids in foods are tomato sauce, whipped
cream, whipped egg white, margarine, and mustard-type condiments [7, 8].

2.1 Analytical solution of the equation of motion in the case of a Bingham-type

fluid

In this section, we will obtain a mathematical expression that shows how to
quantify the velocity profile for a non-Newtonian fluid for the Bingham model.

In the case of a Poiseuille flow, the flow of a Bingham-type fluid in the x-
direction is considered, between two plates separated by a distance 2H, taking into
account the steady-state conditions, constant cross section, absence of gravitational
effects and isothermal flow, and being incompressible, such as the one shown in
Figure 2.

From the equation of motion, we can obtain the stress profile, as well as the
velocity profile:

—

a — — = —
p%+V-VV]:V-f—VP+pg (6)

The pressure gradient effect is considered as a favorable driving force for fluid
movement. Usually, the pressure decreases at a constant rate from the initial end to
the end in the x direction.

AP (P, —Py) AP
VP — =Y~ 7 —
Az L L @)

The component of the flow density tensor of the amount of movement of Eq. (6)
is Tyy; therefore, considering the above conditions, we have the following equation

to solve:
dryy AP
B (= (8)
dy L
Velocity - Shear stress
¥ distribution distribution
Ha
Flow
¥
Plug
fow
ya region
O > * Y
x
Canira
na
Figure 2.

Flow of a Bingham fluid between two plates one half view [2].
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Making a separation of variables, in addition to performing the corresponding

integrals in Eq. (8), we obtain
AP
Tyx = (T) y +cC1 (9)

The integration constant is zero, when 7y, = 0 at y = 0, i.e., at the center of the
plates, the shear stress is minimal. Therefore, the shear stress profile is

AP
Tyx = <T)y (10)
Equating Eq. (10) with the Bingham model, we obtain
Bingham model
—N—
dvy AP
() = (L) a

Making a second separation of variables, in addition to performing the
corresponding integrals, we have

AP\ 1y2 1
vy=|—]—%—-——y+c (12)
<L>PBZ PBY ?

In Figure 2, it is shown that velocity is zero on the plates; i.e., vy = 0 at y = £H.
Using this condition, the value of ¢, is obtained. Substituting in Eq. (12) we obtain

2
- (D] o

To know the velocity profile in the region of the plug flow, the condition for the
yield stress is proposed according to Eq. (10), when y = yo:

AP
Y = Yos To=:(qj)yo (14)

Substituting Eq. (14) into Eq. (13), the velocity in the plug flow region is

obtained:
AP\ H? Vo2
Commonly, velocity profiles are usually represented with on the Bingham num-

ber, which is defined as

H
Bn—_ 02 (16)
MB V

In Eq. (16), v is a characteristic velocity. Dividing Eq. (13) by this velocity,

vl (D@ @
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Figure 3.
Velocity profile for a Bingham fluid; Bn = 0.1, 0.2, 0.3, and 0.4 [4].
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Figure 4.
Shear stress vs. normalized shear rate with analytical solution.

is obtained. Eq. (17) represents the velocity profile for the Poiseuille flow
between two parallel plates, in the case of a Bingham-type fluid, and its graphic
representation is that shown in Figure 3, for values of Bn = 0.1, 0.2, 0.3, and 0.4,
with dimensionless values [4].

The graph of the shear stress vs. normalized shear rate (rtheogram) is shown in
Figure 4.

3. Lattice Boltzmann Bhatnagar-Gross-Krook (BGK)

The Lattice Boltzmann Method (LBM) generally consists of a discrete lattice;
each site (node) is represented by the distribution function, which is defined by the
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Figure 5.

Allowed directions for particle movement. (a) Model D2Q9, (b) model D2Qz15.

velocity of a particle and limited to a discrete group of allowed velocities. During
each time step, the movement or jump of particle to nearby lattice sites, along its
direction of movement, a collision with another particle can occur when they reach
the same site. The result of the collisions is determined by means of the solution of
the kinetic equation of Boltzmann for the new function of distribution of the
particle to that site, and in this way the function of distribution of the particle is
updated [9, 10].

There are different lattice models, which are given by DmQn; m indicates the
dimension and n the permitted velocity, thus, the D2Q9 model (two-dimensional
with nine speed directions), of which four sites correspond to nearby neighbors
(right, left, up, and down), four other points of the lattice vectors along the
diagonal faces of the following sites, along these diagonals. In this way the particles
can travel in eight directions for each lattice site. The circle in the center of the
square represents the vector, which has a value of zero and represents particles that
have no movement, that is, particles at rest. Then, there are a total of nine real
numbers that describe the distribution function of the particle for a lattice site (see
Figure 5).

The process of the propagation and collision of particles generally occurs in two
stages: the first is to denote the advance of the particles to the next lattice site along
the directions of movement; this is for each time step At. The second stage is to
simulate the collisions of the particles, which causes them to propagate in different
directions at each lattice site [11, 12]. These stages can be described through the
discretized Boltzmann equation on a lattice.

£, (;z et 1) —f (z t) ) (18)

To simplify Eq. (18), the BGK approximation is usually used; this approximation
replaces the term Q:

Cfdf

T

Q

(19)

This operator models the effect of the collision as a relaxation of the distribution
function towards the Maxwell equilibrium distribution. The parameter t (relaxation
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time) has dimensions of time and controls the frequency with which the distribu-
tion function relaxes to reach equilibrium, that is, this time determines the rate at
which the fluctuations in the system lead to this state of equilibrium [13].

f(x e tt1) —f(%t) = [6(x0) -£9(%1)] @

T

The macroscopic variables (mass (p) and velocity (H)) can be calculated

directly from the values of the distribution function as
p(%.) = > 6 (%)
i=1
u(%,t) p(;’t);ﬁ(;,t)a

(21)

In the case of a Newtonian fluid, the ratio of kinematic viscosity and relaxation
time is given by [13] v = 1/3 (z-1/2).

4. Simulation of Bingham fluids with the lattice Boltzmann method

For the simulations of the Bingham fluid with the Lattice Boltzmann Method, a
modification was made to the LBGK approach presented by Wang and Ho [14] and
Tang et al. [15], for a D2Q9 model, which consists in proposing the relaxation
parameter T based on the apparent viscosity:

v =3y + ()] +5 @)

In Eq. (22), pg, To, and ¥ are the Bingham viscosity, yield stress, and shear rate,
respectively. Parameter 7 was used in the Lattice Boltzmann equation (Eq. (20)).
The simulations were carried out on a 64 x 64 lattice, using “bounce back” condi-
tions on the solid walls to ensure that the velocities are zero and periodic boundary
conditions at the fluid inlet and outlet, so that the nodes located in the border will
have their neighboring nodes on the opposite border. The steady state was reached
at 360,000 time steps.

The validation of the proposal in the LBM was performed by comparing the
results of the analytical solutions for a Poiseuille flow between two separate plates a
distance 2H, shown in Figure 2 using Eq. (17). The used conditions were pressure
force = 2.66E-2, yield stress = 2.00E-5, and Bingham viscosity of 0.4 for a Bin = 0.1;
pressure force = 5.83E-3, yield stress = 1.10E-5, and Bingham viscosity of 0.08 for a
Bin = 0.2; pressure force = 5.19E-3, yield stress = 1.40E-5, and Bingham viscosity of
0.07 for a Bin = 0.3; and pressure force = 1.88E-3, yield stress = 6.50E-6, and
Bingham viscosity of 0.025 for a Bin = 0.4.

Simulations were performed in porous media, applying the LBM in the case of
deterministic porous medium and random porous media. A modification of a “Box-
Muller method,” which is a random number generator, was inserted in random
porous media, and blocks were inserted arbitrarily in the lattice for deterministic
porous media [16, 17].

An alternative way or method is proposed for obtaining local permeabilities for
deterministic and random porous media. This one consists in a modification of
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Darcy’s law; for this the permeability is calculated based on the apparent viscosity
according to the following equation:

K= (pB + %‘)) v/ (48/4) (23)

In Eq. (23), K is the permeability, v is the velocity, and dP/dx is a pressure force.

The discrete macroscopic pressure P is given by the state equation that relates
the discrete density to the pressure P = c2p, where c; is the speed of sound and p is
the density that is calculated through Eq. (21).

The relationship is valid for incompressible fluid simulations and is only allowed
to fluctuate locally around a fixed value [18]. Hidemitsu Hayashi proposed two
LBMs for the flow generated by the pressure gradient (FGPG) and the flow driven
by an external force (FDEF), which are consistent with each other [19].

The criterion used by Wang and Ho [14] was taken, for which yielding occurs
when the magnitude of the extra shear stress tensor exceeded the yield stress, 7o,
i.e., be yielded when |‘ryx’>'co and unyielded if |’L’Yx| <.

Figure 6 shows the validation of the velocity profiles with the analytical solution
and the simulations with LBM. The error between both solutions was less than 2.0%.

For the development of the work, three porous media with a deterministic
structure and nine random were proposed; in each of them all the simulations were
performed for three Bingham numbers (0.2, 0.3, and 0.4).

In Figures 7-15, the speed patterns for all simulations are shown; for this the
values of the yield stress, the pressure forces, and the viscosities were varied.

— T B
— hngitpcal salamn . 01 LBOK smglstien |
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§ LB nalaian

— g W] Rt
i LSO mmulasee

Wai=rs

() (@)
Figure 6.

Comparison of velocity profiles with different Bingham numbers for the analytical solutions and the proposed
LBM. Normaliged velocity profiles for (a) Bin = 0.1, (b) Bin = 0.2, (c) Bin = 0.3, (d) Bin = 0.4.

51



Computational Fluid Dynamics Simulations

ic {d}

Figure 7.
Bingham = 0.2, yield stress = 1.1E-5, pressure force = 5.83E-3, and viscosity = 0.08. Porosity 81.68%,
deterministic porous medium: (a) vectorized flow, (b) velocity patterns. Porosity 81.62%, random porous

medium: (c) vectorized flow, (d) velocity patterns.

(a) (b}

Figure 8.
Bingham = 0.2, yield stress = 1.1E-5, pressure force = 5.83E-3, and viscosity = 0.08. Porosity 73.75%,

deterministic porous medium: (a) vectorized flow, (b) velocity patterns. Porosity 73.68%, random porous
medium: (c) vectorized flow, (d) velocity patterns.
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Figure 9.
Bingham = 0.2, yield stress = 1.1E-5, pressure force = 5.83E-3, and viscosity = 0.08. Porosity 65.82%,
deterministic porous medium: (a) vectoriged flow, (b) velocity patterns. Porosity 65.75%, random porous

medium: (c) vectorized flow, (d) velocity patterns.

Figure 10.

Bingham = 0.3, yield stress = 1.4E-5, pressure force = 5.19E-3, and viscosity = 0.07. Porosity 81.68%,
deterministic porous medium: (a) vectoriged flow, (b) velocity patterns. Porosity 81.62%, random porous
medium: (c) vectorized flow, (d) velocity patterns.
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Figure 11.
Bingham = 0.3, yield stress = 1.4E-5, pressure force = 5.19E-3, and viscosity = 0.07. Povosity 73.75%,
deterministic porous medium: (a) vectorized flow, (b) velocity patterns. Porosity 73.68%, random porous

medium: (c) vectorized flow, (d) velocity patterns.
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Figure 12.

Bingham = 0.3, yield stress = 1.4E-5, pressure force = 5.19E-3, and viscosity = 0.07. Porosity 65.82%,
deterministic porous medium: (a) vectorized flow, (b) velocity patterns. Porosity 65.75%, random porous
medium: (c) vectorized flow, (d) velocity patterns.
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(c)

Figure 13.

Bingham = 0.4, yield stress = 6.5E-6, pressure force = 1.88E-3, and viscosity = 0.025. Porosity 81.68%,
deterministic porous medium: (a) vectorized flow, (b) velocity patterns. Porosity 81.62%, random porous
medium: (c) vectorized flow, (d) velocity patterns.

Figure 14.
Bingham = 0.4, yield stress = 6.5E-6, pressure force = 1.88E-3, and viscosity = 0.025. Porosity 73.75%,

deterministic porous medium: (a) vectorized flow, (b) velocity patterns. Porosity 73.68%, random porous
medium: (c) vectorized flow, (d) velocity patterns.
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(d)

Figure 15.

Bingham = 0.4, yield stress = 6.5E-6, pressure force = 1.88E-3, and viscosity = 0.025. Porosity 65.82%,
deterministic porous medium: (a) vectorized flow, (b) velocity patterns. Porosity 65.75%, random porous
medium: (c) vectorized flow, (d) velocity patterns.

In Figures 7-15 the decrease in porosity corresponds to a decrease in velocity. It
can be noted that for a Bingham number of 0.2 (Figures 7-9), higher velocities are
shown in deterministic porous media than random media. But in the latter, there
are more places to pass the fluid. These behaviors are presented in the simulations
for the three Bingham numbers used (0.2, 0.2, and 0.3). Comparing the Bingham
number of 0.2 with that of 0.4, a decrease in the velocity in the deterministic porous
media is observed as well as the random ones according to the conditions handled;
this is due to the decrease of the initial effort, the pressure force, and the viscosity.

Local permeabilities were simulated based on apparent viscosities for all deter-
ministic and random porous media. In Figures 16-19, only some of the results of
local permeabilities for deterministic porous media 81.68 and 65.82% with Bingham
numbers of 0.2 and 0.4, respectively, are shown. Likewise, only the result of the
simulations for two random porous media 81.62 and 65.75% for Bingham numbers
of 0.2 and 0.4, respectively, are shown.

Figures 16-19 show the zones in blue of the local permeabilities. It is remarkable
that the blue areas predominate in random porous media. By comparing the Bing-
ham number of 0.2 for the two deterministic and random porous media according
to Figures 16 and 17 with that of 0.4 of Figures 18 and 19, an increase in perme-
abilities can be seen.

Finally, pressures for all porous media were simulated. Figures 20-25 show
some of the results obtained in the case of deterministic porous media with poros-
ities of 81.68, 73.75, and 65.82% for Bingham numbers 0.2, 0.3, and 0.4, respec-
tively. Similarly, the results are presented for random porous media with porosities
of 81.62, 73.68, and 65.75% for Bingham numbers 0.2, 0.3, and 0.4, respectively.
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Figure 16.

Local permeabilities for deterministic porous media with porosity of 81.68%, Bingham = 0.2, yield stress =

1.1E-5, pressure force = 5.83E-3 and viscosity = 0.08. (a—c) The rough numerical date of permeability,
(d) pattern porous media.

- = & B

(c)

Figure 17.
Local permeabilities for random porous media with porosity of 81.62%, Bingham = 0.2, yield stress = 1.1E-5,

pressure force = 5.83E-3 and viscosity = 0.08; (a—c) The rough numerical date of permeability, (d) pattern
porous media.
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Figure 18.

Local permeabilities for deterministic porous media with porosity of 65.82%, Bingham = 0.4, yield

stress = 6.5E-6, pressure force = 1.88-3 and viscosity = 0.025; (a—c) the rough numerical date of permeability,
(d) pattern porous media.
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Figure 19.

Local permeabilities for random porous media with porosity of 65.75%, Bingham = 0.4, yield stress = 6.5E-6,
pressure force = 1.88-3 and viscosity = 0.025; (a—c) The rough numerical date of permeability, (d) pattern
porous media.

Figures 20-25, you can see in all cases the difference in pressures, higher
pressure in the red colors, and less pressure in the green colors, in addition to
observing the pressures in the different zones.
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Figure 20.
Pressuves for deterministic porous medium with porosity of 81.68%, Bingham = 0.2, yield stvess = 1.1E-5, pressure
force = 5.83E-3 and Viscosity = 0.08. (a) Pressure distribution, (b) the rough numerical date of pressure.

Figure 21.
Pressures for random porous medium with porosity of 81.62%, Bingham = 0.2, yield stress = 1.1E-5, pressure
force = 5.83E-3 and Viscosity = 0.08. (a) Pressuve distribution, (b) the rough numerical date of pressure.

Figure 22.

Pressures for deterministic porous medium with porosity of 73.75%, Bingham = 0.3, yield stress = 1.4E-5,
pressure force = 5.19E-3 and Viscosity = 0.07. (a) Pressure distribution, (b) the rough numerical date of
pressure.
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Figure 23.
Pressures for random porous medium with porosity of 73.68%, Bingham = 0.3, yield stress = 1.4E-5, pressure
force = 5.19E-3 and Viscosity = 0.07. (a) Pressure distribution, (b) the rough numerical date of pressure.

(a) (b)

Figure 24.

Pressures for deterministic porous medium with porosity of 65.82%, Bingham = 0.4, yield stress = 6.5E-6,
pressure force = 1.88E-3 and Viscosity = 0.025. (a) Pressure distribution, (b) the vough numerical date of
pressure.

am |

(b)

Figure 25.
Pressures for random porous medium with porosity of 65.75%, Bingham = 0.4, yield stress = 6.5E-6, pressure
force = 1.88E-3 and Viscosity = 0.025. (a) Pressure distribution, (b) the rough numerical date of pressure.
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5. Conclusions

In the present work, the Lattice Boltzmann Method was applied to a problem of
the flow of a non-Newtonian Bingham-type fluid between two plates, in the case of
a Poiseuille flow.

This method is an alternative to the conventional ones used in computational
fluid mechanics, its programming is not complicated, and today it is applied to
many engineering problems.

Validations were carried out with the analytical solution of the velocity profiles
for the case of a Poiseuille flow and the simulations with Lattice Boltzmann, for the
case of Bingham-type fluids, for values of the Bingham number (Bin) of 0.1, 0.2,
0.3, and 0.4. The results of all the simulations were quite acceptable, since the
percentage of error between both results did not exceed 2.0%.

The LBM proves to be kind for simulations with small lattices, such as the one
used in the present work 64 x 64. All simulations were performed in a laminar
regime.

Three deterministic porous media with porosities of 81.68, 75.75, and 65.82% and
nine randomized ones with porosities of 81.62, 73.68, and 65.75% were proposed for
three Bingham numbers (0.2, 0.3, and 0.4), to perform all simulations. In them the
pressure forces, yield stress, and viscosities were varied.

Profiles of velocities, permeabilities, and local pressures were obtained, in all
cases the results and behaviors were acceptable for all porous media, and the three
Bingham numbers, although only some of the results obtained, were presented at
work.

The LBM with the necessary restrictions allows to perfectly simulate the behav-
ior of fluids, as is the case of the Bingham type; the importance of this is the
application of multiple industrial processes, in the displacement of fluids reducing
costs and time.

Finally, it would be convenient to perform simulations with turbulent flows to
verify the goodness of the method with this type of fluid, in which its description is
more complex.
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Chapter 4

Interface Treatment for Conjugate
Conditions in the Lattice
Boltzmann Method for the
Convection Diffusion Equation

David Korba and Like Li

Abstract

The lattice Boltzmann method (LBM) has emerged as an attractive numerical
method for fluid flows and thermal and mass transport. For LBM modeling of
transport between different phases or materials of distinct properties, effective
treatment for the conjugate conditions at the interface is required. Recognizing the
benefit of satisfying the conjugate conditions in each time step without iterative
computations using LBM, various interface schemes have been proposed in the last
decade. This chapter provides a review of those interface schemes, with a focus on
the comparison of numerical accuracy and convergence orders. It is shown that in
order to preserve the second-order accuracy in LBM, the local interface geometry
must be considered; and the modified geometry-ignored interface schemes result in
degraded convergence orders and/or much higher error magnitude. It is also veri-
fied that with appropriate interface schemes, interfacial transport with scalar and
flux jumps can be effectively modeled.

Keywords: conjugate conditions, boundary conditions, heat and mass transfer,
lattice Boltzmann, numerical accuracy

1. Introduction

Heat and mass transfer between multi-phases or different materials with inter-
facial conjugate conditions is frequently encountered in fundamental sciences and
numerous engineering applications involving fluid dynamics, thermal transport,
materials sciences, and chemical reactions. Examples are cooling of turbine blades,
heat exchangers and electronic devices, thermal insulation on heat pipes and chem-
ical reactors, heat conduction in composite materials, and heat and mass transfer
between solid particles and their surrounding fluids [1-8], to name a few. The most
well-known conjugate conditions include the continuity of both the temperature
(concentration) and the heat (mass) flux at the interface. Other conjugate condi-
tions, such as with temperature (concentration) jumps and/or flux discontinuities
[9], and Henry’s law relationship [10], are also noticed at fluid-solid interfaces or
interfaces of two solids or fluids of different thermal (mass diffusion) properties.

The non-smoothness or discontinuities/jumps in the physical or transport prop-
erties, and consequently in the distribution of the temperature (concentration) field
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across the interface, pose a great challenge to any numerical method applied to solve
the interface problems. Development of accurate and efficient numerical schemes
to treat the interface conditions has attracted much attention in the literature, such
as the immersed boundary method (IBM) [11, 12], the immersed interface method
(IIM) [13, 14], the ghost fluid method (GFM) [15, 16], the sharp interface Cartesian
grid method [17, 18], and the matched interface and boundary (MIB) method [19].
Most of these methods are formulated in the finite-difference, finite-volume or
finite-element frameworks.

When applying those traditional numerical methods, a popular approach to
implement the conjugate conditions is to employ iterative schemes, in which a
Dirichlet interface condition is imposed for one phase or material and a Neumann
interface condition for the other. The heat and mass transfer in each phase is
separately solved, and the continuity or prescribed jump condition at the interface
could be satisfied after multiple iterations. For conjugate transport with complex
interface geometry, the iterative schemes would become difficult to implement and
they normally necessitate a considerable amount of computational effort.

The lattice Boltzmann method (LBM), which has emerged as an attractive alter-
native numerical method for modeling fluid flows and heat mass transfer (see
[20-22] and Refs. therein), has been demonstrated to be an effective and efficient
numerical approach for conjugate interface conditions in tandem with the convec-
tion diffusion equation (CDE) [9, 23]. In this chapter, we present a critical review of
the various interface schemes proposed in the literature, with a focus on the com-
parison of numerical accuracy.

The well-known features of the LBM method include its explicit algorithm, ease
in implementation, capability to treat complex geometry, and compatibility with
parallel computing [20, 21]. Boundary condition treatment is essential to the integ-
rity of LBM since the kinetic theory-based method deals directly with the micro-
scopic distribution functions (DFs) rather than the macroscopic conservation
equations. Earlier LB models treat the collision effects with a single-relaxation-time
(SRT) approximation, commonly referred to as the Bhatnagar-Gross-Krook (BGK)
model [24-26]. However, the SRT model is limited such that it can only describe
isotropic diffusion [20]. In recent years, models such as the two-relaxation-time
(TRT) [27, 28] and multiple-relaxation-time (MRT) [20, 29, 30] LB models have
been proposed that can handle anisotropic diffusion. Representative LB models
proposed in the literature include the general BGK model by Shi and Guo [31] for
the nonlinear CDE, the D3Q7/D2Q5 MRT models by Yoshida and Nagaoka [20] for
the general convection anisotropic diffusion equation, and the D1Q3/D2Q9/D3Q19
MRT models by Chai and Zhao [30] for the general nonlinear convection aniso-
tropic diffusion equation, to name a few. The MRT models have improved numer-
ical accuracy and stability compared to the SRT models [20, 28, 30]. The D3Q7/
D2Q5 model proposed in [20] is used for this review, as it preserves second order
spatial accuracy when recovering the general CDE following an asymptotic analysis.
Based on the D3Q7/D2Q5 LB models, Li et al. [21] proposed second-order accurate
boundary treatments for both the Dirichlet and Neumann conditions; they have also
established a general framework for heat and mass transfer simulations with direct
extension to curved boundary situations. In their framework, explicit analytical
expressions were developed to relate the macroscopic quantities, such as boundary
temperature (concentration) and their fluxes, and interior temperature (concen-
tration) gradients, to the microscopic DFs in the LB model.

The first work that explicitly addressed the fluid-solid interface condition in
LBM was conducted by Wang et al. [6]. They proposed a simple “half lattice
division” (HLD) treatment in which no special treatment is required and the tem-
perature and flux continuity condition at the interface was automatically satisfied

66



Interface Treatment for Conjugate Conditions in the Lattice Boltzmann Method...
DOI: http://dx.doi.org/10.5772/intechopen.86252

for steady cases. Improvement of this HLD based scheme was conducted by several
groups (see a review in Ref. [23]) for unsteady cases. Importantly, with the inter-
face treated as a shared boundary between the adjacent domains, the boundary
conditions by Li et al. [21] were applied to interface conditions and particular
interface schemes were proposed and verified in [23] for standard conjugate condi-
tions, and in [9] for conjugate heat and mass transfer with interfacial jump condi-
tions. This idea of developing analytical relationships for the DFs to satisfy the
conjugate conditions was also extended to handle general interface conditions in
[32, 33]. In all the previous schemes in [9, 23, 32, 33], the local geometry was taken
into account and the second-order accuracy of the LBM solution can be preserved.

There is another category of interface schemes that has attracted interest in the
LBM community. In those schemes, additional source terms [34], alternative LBE
formulations [35, 36], or modified equilibrium DFs [37, 38], were proposed to
handle the conjugate conditions. The main motivation for those schemes is to avoid
the consideration of the interface geometry or topology, which can be a challenge in
complex systems such as porous media. As pointed out in [33], however, these
schemes usually suffer from degraded numerical accuracy and/or convergence
orders. This perspective will be illustrated in detail in this chapter.

The rest of this chapter is organized as follows. In Section 2, the different types
of conjugate conditions are presented. The LB model for the general CDE is briefly
described in Section 3. In Section 4, the representative interface schemes are sum-
marized. Discussion on the numerical accuracy of the selected interface schemes is
provided in Section 5 with representative numerical examples. Conclusions and
outlook are given in Section 6.

2. Conjugate conditions in heat and mass transfer

In order to define the conjugate conditions, we begin by defining two domains 1
and 2, as shown in Figure 1. The conjugate interface conditions, from a heat and
mass transfer perspective, can be defined as:

¢df = Dy + ¢jump (13)
n- (kVe + pcpu(p)f =n- (kV¢ + pc,up) +n- qump in heat transfer,  (1b)

n: (DnVé +ug) =n-(DuVe+up), +n- qjimp in mass transfer, (1c)

where n represents the normal direction, ¢ the macroscopic scalar variable of
interest (temperature or concentration), k the thermal conductivity, p the density,
¢y the heat capacity, u the velocity vector, D,, the mass diffusivity, and ¢, and
Qjmp the jump conditions at the interface.

Some examples of jump conditions can be found in cases such as concentration
jumps (Henry’s law [10]) or temperature jumps at the interface [9]. Egs. (1a)-(1c)
reduce to the standard conjugate conditions in [23] with no jumps and zero normal
velocity; they can also be extended to yield two general relationships between
interfacial scalar values and their fluxes as in [32, 33].

3. Lattice Boltzmann model for the general CDE

The governing heat and mass transfer equation within each domain can be
written as a general convection diffusion equation as:
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Figure 1.
Hllustration of the local geometry of an interface in the lattice (filled circles: lattice nodes in domain 1, filled
squares: interface nodes, and open circles: lattice nodes in domain 2). With permission from [9].
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where D;; represents the diffusion coefficient, and G is the general source term.

For fluid flow simulations, the D2Q9/D3Q19 LB models are the most popular
selections due to their accuracy and robustness [39]. While for the scalar CDE (2),
the D2Q5/D3Q7 LB models are most widely used [20, 40]. To recover the CDE to
second-order accuracy, the evolution equation follows

g (x+eudt,t+6t) — g, (x,t) = [L- (g — g (x,1)], + 0.G(x,2)5t (3)

where the microscopic distribution function, g,(x, t) = g(x, &,, ), is defined in
the discrete velocity space, & is the particle velocity vector that is discretized to a
small set of discrete velocities {€,Ja = 0, 1, ..., m — 1}, e, is the ath discrete velocity
vector, 6t is the time step, L is the collision operator, g¢1(x, ) is the equilibrium
distribution function, and w, is the weight coefficient. The macroscopic scalar
variable is obtained from

m—1

¢(X’ t) = Z:Og”’(X’ t) (4)

The equilibrium distribution function can be defined as [20, 40]

69 = 0 (1 n e”C; “) (5)

s

where c; is the speed of sound with ¢, = ¢/v/3 = (6x/5t)/\/3 = 1//3.
When using the multiple-relaxation-time (MRT) collision operator, and the
collision-streaming process for efficient computations, Eq. (3) is split into two steps:

Collision step

8.(x,t) =g, (x,t) - [M-ls(m<x,t) ~ m(© (x,t))} + 0,G(x, )6, and  (6)
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Streaming step

g.(x+edtt+6t) =g (x1). @

In the above, M is a matrix to transform the distribution functions g(eq) to
their moments m(¢9 by the relation m(¢¥ = Mg(¢9. S is a matrix of relaxation
coefficients z;. In the D3Q7 model, the equilibrium moments of the distribution

functions are m®¥ = (¢, ugh, v, wep, agp, 0, O)T, where u, v, and w are the macro-
scopic velocity components, and « is a constant related to the weight coefficients.
For details about the matrices and the constants in the LB models the reader can
refer to [20, 32].

4. Interface schemes for conjugate conditions

One unique feature of the LBM method is that both the Dirichlet-type
boundary value and the Neumann-type boundary flux, i.e., temperature/concen-
tration gradient, can be obtained from a simple moment of the distribution
functions with appropriate boundary schemes [20, 21]. It eliminates finite-
difference type approximation schemes for the flux. This idea can also be applied
to construct interface schemes by treating the interface as a shared boundary
between the two adjacent domains [9, 23, 32, 33]. We consider the basic situation
with zero convective flux (#, = 0) and the normal of the interface parallel to the
discrete velocity vector, i.e., parallel straight interface; the interface scheme for
more general situations such as curved geometry can be similarly constructed as
shown in [9, 23, 32, 33]. The conjugate conditions in Egs. (1b) and (1c) thus reduce
to (see Figure 1)

Oy op
: . (ey), :
with 6 = 1, ¢, = gy, in mass transfer, and 6 = —(M: ) Tjump = Qjump/ (PCp) ;in

heat transfer.
Depending on whether the local interface geometry is considered, the interface
schemes fall into two different categories, as discussed in Sections 4.1 and 4.2.

4.1 Interpolation-based interface schemes

According to the second-order interpolation-based boundary schemes devel-
oped in [21], the relationships between the distribution functions and the interfacial
¢ values and their fluxes for each domains can be obtained: for the Dirichlet
condition treatment,

g& (Xf’ t+ 5t) = Cdlga (Xf’ t) + Cdzga (Xﬁ’ t) + Cd?’gﬁ (Xf’ t) + Cd48Dq)df’ (93)
Za(Xs, 0+ 01) = cn 85(X,t) + &Ko, 1) + €338 (X6, 1) + 4D P (9b)

Similarly, for the Neumann condition treatment,

Za(Rp b+ 68t) =g, (X 1) +cn2 gy (Xgpot) + Cn3 85 (Xp,t) + €na(56/6x) Pz (10a)
G360t 61) = €38 (3001) €138 8) | (%0 0) +¢24(60/3)Pne,  (10B)
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where @,z and ®,, are the respective interfacial fluxes along the discrete lattice
velocity directions ez and e,, Xrand xg are the first and second interior lattice
nodes along e; direction in Domain 1 (x4 = X + ez dt), and x, and x,, are the lattice
nodes along e, direction in Domain 2 (x,, = X, + e, 8t = X, — ez 8t), respectively
(see Figure 1). All the coefficients in Egs. (9) and (10) are only related to the local
geometry as denoted by the link intersection fraction, A, at the interface [21, 23].

When ej is aligned with the interface normal directions, ®,; = ®,r and
®,, = @, are readily noticed. Hence, Egs. (1), (8), (9a), (9b), (10a) and (10b)
constitute a linear system of six equations, and the six unknowns gz (¢, + &t),
84(Xs,t + 8t), Dy, Py, @yr, and @y, can be analytically solved. The interface scheme
thus becomes [9]:

2oyt +8t) = Aog, (%7.0) + Ao, (x.1) + Asgq (x7.1)
+B{ga(xmt) +B{ga(xﬂ,t) +B{ga(xnt)’ (112)
T2 9jump T XtPjumps
a1 4 6) = Ay (3,) + A, (%e,) + A3, (x,.0)
818, (%7,) + Byd, (%fr,1) + B3ga (%) (11b)
7 ¢@jump T ¥ePjump-
The coefficients in Egs. (11a) and (11b) are now determined by the geometry
fraction A and the property ratio c. It is worth noting that there is an adjustable
parameter in those coefficients since the second-order Dirichlet boundary scheme

allows one adjustable parameter, as shown in [21], where three particular Dirichlet
schemes were also presented:

—2A, (0<A<0.5),

Scheme1:¢; = 1 (12a)
—— (A .
TR (A>0.5),
Scheme 2 : ¢;y = —2(1 — A), and (12b)
Scheme 3 : ¢y = —1. (12¢)

The corresponding interface schemes, can thus also be obtained. Those schemes
will be numerically verified in Section 5.2 for a test case including interfacial jump
conditions.

When the straight interface is located “halfway” between the lattice nodes
(A = 0.5), the unknown DFs can be calculated by only knowing two single-node
post-collision DFs, i.e., without interpolation:

1- 2 jum jum;
ga(%p.t +6t) = <—6> 8, (xp.1) + <—6>ga(xnt) 1 Jjume +£D0¢] P, (13a)

1+o 1+o 1+o 1+o
. 1-o0\. 2 . Tjump 8D¢jump
g (Xt +6t) = (1+o->g5(x“t)+<1+a>g”(xf’t)+1+a 1to (13b)

Furthermore, for the most simplified case of A = 0.5 and ¢ = 1, Egs. (13a) and
(13b) reduce to:

gE (Xf7 t+ 5t) = gE(XS’ t) + qjump/2 + 8D¢jump/21 (143)
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ga(x57 t+ 5t) = ga (Xf7 t) + qjumP/Z — 6D¢jurnp/2' (14b)

For straight interfaces where A # 0.5 and for curved interfaces, the complete
interface conditions can be found in [9, 23].

It should be noted that second-order accurate boundary schemes can also be
obtained using only the single lattice node next to the boundary, as demonstrated in
[32], instead of using interpolations in Egs. (9) and (10). However, such boundary
schemes were constructed with complex coefficients that are related not only
to geometry-related A, but also to the LB model-related relaxation coefficient.
Interested readers are referred to [32] for details and such interface schemes are not
discussed in this chapter.

4.2 Modified geometry-ignored interface schemes

The second-order interpolation based interface scheme developed in [23] has
attracted much interest. In the last 5 years, there have been various modified
interface schemes proposed with the objective of simplifying the original scheme, as
it becomes complex and computationally expensive when applied to curved or
irregular interfaces. The applicability of those modified schemes was demonstrated
in those publications while their accuracy and convergence order have not been
fully investigated. In this section, we present three groups of those modified
schemes that do not account for the local interface geometry. Most of those schemes
were formulated for conjugate heat transfer problems, and conjugate mass transfer
can be similarly handled. Comparison of their numerical accuracy with the original
interpolation based scheme will be presented in Section 5.1.

4.2.1 Group 1: sourcing term addition

In the first group, additional source terms were introduced to the lattice nodes in
the domains next to the interface. For example, the following additional source was
given in [34]:

9 (1 o
comj — S5\ | —k— i 1
Sconj o <pcp> ( o +pcpu]¢> (15)

In LBM, the total flux in the second bracket can be conveniently obtained from
the moment of the nonequilibrium DFs [20, 21, 34]. In [34], the gradient of the heat
capacity-related term in Eq. (15) was computed from a first-order one-sided finite-

difference (FD) scheme: aix]- (/’%ﬂ)k = [({%p)k - (/%p) aVJ / 0.56x with

(pcp>avg = [(/’Cp)k + (pcp)kﬂ} /2'

It should be noted that the above introduction of the source term and the
calculation of the heat capacity-related gradient cause two issues: first, for adjacent
domains with distinct pc, values, such as fluid-solid interfaces, a discontinuity
shows up and the gradient term cannot be resolved with FD schemes; second, with
the simple first-order FD approximation, the LBM solution would preserve, at most,
up to first-order accuracy. The first-order accuracy was demonstrated in [34], and
it will be further discussed in Section 5 with a numerical test.
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4.2.2 Group 2: enthalpy-based formulation

Another area of interest is found in enthalpic formulations for the LBE. With the
definition of an “enthalpic term” h* = (pcp) o> where (pcp) o is a reference heat
capacity, the governing CDE (2) becomes [27, 28]:

i+V-(uh*)=v-<iwz*>— LA (een)o ) (pcp)ou-v Py
o Plp (Pcp) g Plp Plp (Pep)

(16)

Comparing Eq. (16) with Eq. (2), the last two terms in Eq. (16) need to be
included in the source term implementation in LBM simulations. Clearly, those
additional terms also have the heat capacity-related gradients and thus the
discontinuity effect. In [36], the gradient was approximated from
Vif = csz—l& Y Wa f(x+ (eqa'X)dt)e,j, which reduces to a central FD schemes in the
Cartesian grid.

4.2.3 Group 3: modified equilibrium distribution functions

In this group, modified equilibrium DFs were introduced. The heat capacity is
typically involved in the modified equilibrium DFs, such as [37, 38]

(17)

a

w { ¢ (ncy — cpo) + watpey [cpo/cp + (€4 - 1) /], a#0

wagpcy [cpo/cp + (e - u)/cﬂ, a=20

When using the MRT D2Q5 model the equilibrium moments are calculated to be

10 r
m®l = [cpd), ucyp, vepp, 4Cp¢7?cp0¢a 0| . (18)

The temperature is solved from ¢ = ), g /nc,. A key note should be made
regarding the relationship between transport properties and the relaxation coeffi-
cient, 7, in LBM for Group 3. In all previous models, the thermal diffusivity is
related to r as D = (¢ — 0.5)c?5t. However, since a virtual heat capacity correction is
employed in this modified equilibrium DF group, the thermal conductivity, rather
than the diffusivity, is related to 7 as k = c,o(r — 0.5)c?5t.

5. Numerical accuracy of interface schemes

In order to verify the applicability of the different interface schemes to simulate
conjugate heat and mass transfer and compare their accuracy, we consider two
benchmark cases with analytical solutions: (i) 2D convection-diffusion in a channel
with two-layered fluids, and (ii) 2D diffusion within a circular domain of two
solids with interfacial jump conditions. The computational domains are depicted in
Figures 2 and 9, respectively. Those two cases have been widely employed in
[9, 23, 32-34] to verify the various interface schemes.

For straight interfaces, the following relative L2 norm errors are defined to
check the numerical accuracy and convergence orders following [23]:
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Figure 2.
Schematic layout of the lattice on a 2D channel containing two fluids in domain 1 (0o <y < h) and domain 2
(h <y < H). With permission from [23].

12
Ey = |Y (¢pe — bex)’/ Y 4’%4 (19)
X,y X,y
12

Ey gt = | X (12/BE — ¢12 ex)z/ Y (12 ex)Z] (20)

X, y=h x,y=h
Eygnt=| X (Dl 2a¢1,2 lLee — D1 2% |ex)2/ 2 (Dl za¢l’2 ex>2 " (21)

’ X, y=h ' @’ ' 5)’ X, y=h ' QV

where E, evaluates the overall error in all the interior lattice nodes in the two
domains, Ej, gint and E;_ gine evaluate the respective relative errors of the interfacial
¢ value and its flux. For circular interfaces, E, gine and E;, gin are evaluated at the
interface nodes along the curved geometry. The computation of the interfacial
quantities follows that in [21, 23].

5.1 Two-D convection-diffusion in a channel with two fluids

The computational domain is depicted in Figure 2. The two fluids are assumed
immiscible and both have the same velocity u = (U, 0). The characteristic Péclet
number, Pe, is defined as Pe = UH/D;.

When considering isotropic diffusion, the governing CDE can be expressed as

a¢l 2 a¢1 2 02¢1 2 02¢1 2
2y _p ’ ’ 2
ot + o 12 axz + ®I2 ( )

We consider only the steady case with sinusoidal boundary conditions on the
horizontal walls ¢;(x,y = 0) = ¢,(x,y = H) = cos (2zx /L), and periodic conditions
in the x-direction. Taking into account the standard conjugate conditions:

@1 = 2, k101/3y = ka20py/0y at y = h, the analytical solution to Eq. (22) can be solved
(see [23] for details).
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The interpolation-based interface scheme in Section 4.1 and the modified
schemes in Groups 1-3 in Section 4.2 are implemented with the D2Q5 MRT-LB
model. For all cases presented, Pe = 20 is used with H = 2 4.

Figures 3a and b show the scalar value and flux profiles at selected locations
along the x-direction using a diffusivity ratio Dy; = D,/D; = 2 and a thermal con-
ductivity ratio ky; = ka/k1 = 3 (consequently ¢ = (pc, ),/ (pcy ), = 1.5). Note that
A = 0.5 is used for all schemes and thus the geometry effect is not included. Other
simulation parameters are: 71 = 0.65, H = 64. Good agreement between LBM and
analytical solutions is observed in Figures 3a and b for all interface schemes. As a
further step, Figures 4a and b compares the interfacial scalar and flux values using
the same parameters as for Figure 3. Noticeable discrepancy between numerical
and analytical solutions is observed in Figure 4a and b when using the interface
schemes of Group 1 and Group 2; while both Group 3 and the original interface
scheme in [23] have good agreement. This is mainly due to the presence of the

1=
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1
- v
" H
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02 Y
‘*‘\\‘
L — .
o8- N PV sl ‘
-0.02 -0.015 -0.01 -0.005 0 0.005  0.01 0.015
ki 0¢(z,y)/dy
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Group 2 A Group 2 A Group 2 A Group 2
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Figure 3.

Profiles of the (a) scalar variable, and (b) flux values at selected vertical lines in the channel.
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Figure 4.

Comparison of (a) interfacial scalar value, and (b) interfacial fluxes.
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discontinuity in approximating the heat capacity gradient in Groups 1 and 2 when
o= (pcp)2 / (pcp)l # 1. This will be further demonstrated in the L, norm errors.

Figures 5-7 show the L, errors defined in Egs. (19)-(21), respectively. The
physical and geometric parameters are D5; = 10, ky; = 100, 0 = 10, and A = 0.5.
Simulation parameters in LBM include 7; = 0.55, 7, = 1.0 for the original scheme [23]
and Groups 1 and 2 with (z,_0.5)/(7;_0.5) = Dy, and 7; = 0.5025, 7, = 0.75 for Group
3 with (7,_0.5)/(71_0.5) = ky1.

Figure 5 clearly shows that the original scheme in [23] and Group 3 are able to
preserve the second-order accuracy in LBM. However, Groups 1 and 2 show only a
linear convergence at low resolution, and it reduces further towards zeroth-order
convergence at high resolution. Similar observations can be found in the errors for
the interfacial scalar values in Figure 6. For the interfacial flux errors shown in
Figure 7, Group 2 always exhibits zeroth-order accuracy, while Group 1 exhibits
linear convergence in one domain and zeroth-order in the other. As previously
mentioned, a discontinuity approximation is present in the development of inter-
face schemes in Groups 1 and 2. This is the direct cause for the degradation of the
order of accuracy and the much higher error magnitude in these two groups.

107 ¢ E
2L J
LSI 10
‘]0'3 3 —E5—Group 1 1
Group 2
Group 3
—H—Ref. [23]
1074 ‘ ‘
0.006 0.02 0.04 0.08

1/H

Figure 5.
Relative L2 norm evror, E2, for the interior scalar versus the grid resolution, 1/H, for steady convection-
diffusion in the channel at A = 0.5.

10°

10-1 —#r -Group 1, Gint1
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] —Zx -Group 2, ¢,
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= - ¥ -Group 3, ¢,
—B—Ref. [23], 6,
1 0-3 —A—Ref. (23], ¢, ,

10 ‘ ;

0.006 0.02 0.04 0.08

1/H

Figure 6.
Relative L2 norm error, E2, ¢int, for the interfacial scalar versus the grid resolution, 1/H, for steady convection-
diffusion in the channel at A = o.5.
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Figure 7.
Relative L2 norm ervor, E2, gint, for the interfacial flux versus the grid resolution, 1/H, for steady convection-
diffusion in the channel at A = 0.5.

To further demonstrate the necessity of taking into account the local geometry
to preserve second-order accuracy, Figure 8 presents the L, norm errors for the
interior field at different A values. The parameters used are Dy; = 5, k2; = 50, 0 = 10,
(71, 72) = (0.515, 0.575) for the interpolation-based scheme [23] and Groups 1 and 2,
and (71, 72) = (0.515, 1.25) for Group 3. For the interpolation-based scheme with an
adjustable variable, c;; = —1 is used.

It is clear in Figure 8 that only the interpolation-based scheme considering the
local geometry is able to preserve second-order accuracy at different A values. The
error behavior for Groups 1 and 2 is similar to that in Figure 5, the near identical
errors at high resolution for different A values confirm the error caused by the same
discontinuity; moreover, while Group 3 presents second-order convergence for
A = 0.5, the convergence order drops to first-order for A # 0.5. This is similar to the
behavior of the “half-lattice division” scheme discussed in [23]. It is evident that
when the local interface geometry is not considered for cases A # 0.5, the inherent
second-order accuracy in LBM computation can be lost.

5.2 Two-D diffusion in a circular domain with jump conditions

This test is applied to demonstrate the applicability and accuracy of the
interpolation-based interface scheme to simulate transport in complex geometry
and with interfacial jump conditions. Figure 9 schematically presents the lattice
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10 —% - A=0.50
N A - A=075
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B A=0.50
B A=0.75
10»3 L | [ Ref. 23], A=0.25
—— A=0.50
—A— A=0.75

1 0-4 " N

0.01 0.05
1/H

Figure 8.
Relative L2 norm error, E2, for the interior scalar versus the grid resolution, 1/H, for steady convection-
diffusion in the channel at different A values.
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Schematic layout of the computational domain for civcular diffusion. With permission from [9].

layout and computational domain for 2D diffusion within a circular domain. On the
outer circle with radius, R, a Dirichlet boundary condition is applied as

¢2(r = Ry) = cosp. With the following conjugate conditions at the interface:

$1=02+ Djump = P2+ Pocospatr =Ry (23)
and
d a d
—Dl% = —DZ%  Gjump = —Dz% +qycospatr =Ry (24)

the analytical solution can be found [9]. For the numerical LBM computation,
the parameters are Ry/R; = 2, Do/D; = 10, 71 = 0.525, and 7, = 0.75. As previously
mentioned, three schemes were presented in [21] for adjustable parameters of ¢ 1,

102 — T T T e
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] slope=1 L 0]
10° 5 A E
~ T
w a
- —a— No jump, Scheme 3
_ - -m- - Flux jump, Scheme 1
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104 a’-- A Scheme 3 |
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—rT T T —
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Figure 10.
Relative L2 norm ervor, E2, for the interior temperature versus the grid resolution for 2D diffusion in a circular
domain. With permission from [9].
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Relative L2 norm errors (a) E2_tint for the interfacial temperature, and (b) E2_gint for the interfacial flux,
versus the grid vesolution for 2D diffusion in a circular domain. With permission from [9].

those three schemes in Egs. (12a)—(12c) are also applied here. For the flux jump
case, the jump conditions are set as ¢g = 0 and g = D»/Ry; and for the temperature
jump case, those are ¢ = 0.5and qo = 0.

Figures 10 and 11a, b provide the respective relative L, norm errors for the
interior temperature and the interfacial temperature and flux with the conjugate
schemes implemented.

The results in Figures 10 and 11 demonstrate the first-order accuracy at high
resolution for all cases. It should also be noted that the temperature and flux jump
conditions at the interface do not affect the order of convergence. The decrease of
the convergence order from second-order in Section 5.1 to first-order in this test is
due to the implementation of the Cartesian decomposition method [21] that was
used to convert the normal fluxes into those in the discrete velocity directions. It is
expected that the modified geometry-ignored interface schemes in Groups 1-3
would result in much higher error magnitude for curved interfaces, and Groups 1
and 2 would yield only zeroth-order convergence for all the three quantities of
interest. This will be presented in future publications.

6. Conclusions

The chapter presents a brief review of the interface schemes within the scope of
the lattice Boltzmann method (LBM) for conjugate transport between multiphases
or different materials. Compared to the interface schemes developed to satisfy the
macroscopic conjugate conditions using traditional CFD methods, the LBM method
deals with the microscopic distribution functions (DFs); the physical conjugate
conditions can be converted to those for the DFs, and they are satisfied in each
time-marching step without iterations. In the last decade, a number of interface
schemes have been proposed. The interpolation-based schemes [9, 23, 33] taking
into account the local interfacial geometry are able to preserve the second-order
accuracy in LBM for straight interfaces; while those “modified” geometry-ignored
schemes [34-38] have at most first-order accuracy in general, and with the intro-
duction of heat capacity-related discontinuity in those schemes (e.g., Groups 1 and
2), the order of accuracy becomes essentially zeroth order.

Furthermore, it is verified that when using the interpolation-based schemes, the
interfacial jump conditions can be conveniently modeled with no effect on the order
of accuracy of the LBM solutions.
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Curved geometry also has a substantial effect and it reduces the order of accu-
racy of LBM solutions in modeling conjugate heat and mass transfer problems. In
addition, the interpolation-based schemes would demand for a higher computa-
tional cost than those modified schemes. The readers are thus recommended to take
into account both numerical accuracy and computational cost when selecting
effective interface schemes for curved geometries.
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Abstract

Solar technology includes a wide variety of developments in environmental
applications that include photovoltaic cells and photocatalytic devices, among
others. Sunlight usage as a clean energy source is highly desirable in technology
applications. The main interest of this proposal is to carry on with hydrodynamic
analysis in photocatalytic reactors applications where sunlight is used to activate a
chemical reaction to degrade water pollutants and calculations are based in com-
putational fluid dynamics (CFD) using ANSYS®. The different steps, geometric
domain, preprocessing steps, setup, and postprocessing steps, are described to
display an analysis of a numerical calculation during the design of a photocatalytic
reactor using the commercial software ANSYS Fluent®. This work may help as a
guide for chemical reactor design and includes a numerical solution of one case for
a photocatalytic reactor during its design process. In addition, simplifications are
explained which enable the designer to make an efficient process of the numerical
calculation. Calculations and analysis are carried over in ANSYS Fluent® a powerful
multi-physics program suite to develop photocatalytic reactors.

Keywords: hydrodynamics, CFD, ANSYS®, photocatalysis, chemical reactor

1. Introduction

Chemical reactor design is a complex task that requires multiple disciplines
working together to obtain an efficient design. Among the different tools that can
be used during the chemical reactor design development, computational fluid
dynamics (CFD) is one that has attracted attention due to the interesting extent of
simulation capabilities that latest code versions offer. In this chapter, the main focus
relates to the first step that needs to be resolved during a CFD simulation, that is,
fluid dynamic simulation.

Supported by brief theoretical fundamentals as design guidelines and software
tools such as computer-aided design (CAD) and ANSYS Fluent®, a case of study for
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a photocatalytic reactor is presented in this chapter. The case of study focuses in the
fluid dynamic simulation for practical reasons in regard to the extent needed to be
explained further from this simulation. The chapter intends to capture the essence
of the first step in the CFD simulation task on the reactor design development and
be a general guide for other developments of similar reactors.

2. Chemical reactors

Chemical reactor design is a complex task that requires multiple disciplines to
interact, so a final product may be achieved. Due to the high complexity involved,
there are extensive literature covering the chemical reactor design. The present
chapter intends to be a brief view to a case where a chemical reactor design intends
to simulate the hydrodynamics of the reactor [1, 2].

Chemical reaction engineering (CRE) is mentioned in several sections assuming
the reader has an idea of this area, but the case displayed in this chapter only simulates
hydrodynamics without going further in the process to develop CRE. For more infor-
mation related to CRE, the authors recommend to consult textbooks on this matter.

A chemical reactor may be defined as an equipment unit in a chemical process
(plant) where chemical transformations (reactions) take place to generate a
desirable product at a specified production rate, using a given chemistry. Usually,
the performance of the chemical reactor plays a pivotal role in the operation and
economics of the entire process since its operation affects most other units in the
process (separation units, utilities, etc.), so an efficient reactor design will reflect
deeply in the plant performance [2].

2.1 Chemical reactor brief background

Classifying chemical reactors is a difficult task due to the great variation avail-
able; in fact, reactor features may be as unlimited as the designer’s imagination. In
general, reactors may be classified by three main characteristics:

1.Mode of operation (e.g., batch, continuous, semi-batch).

2. Geometric configuration (e.g., tubular, agitated tank, radial flow).

3. Contacting patterns between phases (e.g., packed bed, fluidized bed, bubble
column).

Another practical classification is based in reactor operations that may be based
in the way their temperature (or heat transfer) is controlled. Three operational
conditions are commonly used:

i. Isothermal operation—the same temperatures exist throughout the reactor.
ii. Adiabatic operation—no heat is transferred into or out of the reactor.
iii. Non-isothermal operation—the operation is neither isothermal nor adiabatic.

There are terms commonly used that are recommended to at least have an
idea of what they mean, for example, batch reactors, semi-batch reactor, distilla-

tion reactor, continuous reactor (flow reactors), residence time, etc. These terms
are explained in textbooks related to reaction engineering or chemical reactor
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design. Also, there are common configurations of continuous reactors that a
designer should have at least an idea of them, such as tubular reactor, continuous
stirred-tank reactor (CSTR), and cascade of CSTRs, among others. For multiphase
reactions, the contacting patterns are used as a basis for classifying the reactors.
Common configurations include packed-bed reactor, moving-bed reactor, fluid-
ized-bed reactor, trickle-bed reactor, bubbling column reactor, and others (e.g.,
spray reactor, slurry reactor, membrane reactor, etc.) [1-4].

2.2 Photocatalytic reactors

Photocatalysis is based in the photocatalyst absorption of radiant energy (visible
or UV), normally an oxide semiconductor, which accelerates the reaction rate. The
photocatalysis main advantage relates to the use of solar energy as a clean primary
source of energy in its processes. The difference between photocatalysis and catalysis is
found at the method to activate the catalyst, because the former uses photonic energy
for activation in substitution of thermal activation used in conventional catalysis [4].

The photocatalytic process starts when the semiconductor receives photonic
energy from the light source with an energy equivalent or higher than band gap
(ho > E;) and a pair electron hole (e—/h+) with opposite charge is generated. Charges
e—/h + generated migrate to the semiconductor surface. The electron at the interphase
may be transferred to an acceptor or oxidant molecule in such a way that the excited
electron in the conduction band produces the reduction semi-reaction. In contrast,
the electron transfer from a reducing molecule to fill a hole in the valence band
produces the oxidation semi-reaction, which potentially will generate the hydroxyl
radicals or other radical species considered responsible of the photocatalytic activity.
The simultaneous oxidation reduction reactions occur at the catalyst surface, at the
interphase between the excited solid and the fluid (liquid or gas). During the design
process, electronic transfer process effectiveness needs to be considered taking into
account that there is a competition with the electron-hole recombination because this
last process dissipates in heat the energy absorbed by the photon.

Another consideration the designer needs to account for is the operation mode
for the reactor. For example, it may be continuous with single step or in batch. If
degradation occurs in a single step, then reactor size and flow rate need to be care-
fully defined to make sure the desired pollutant degradation is reached, and it may
be possible to increase the number of reactors for that purpose. In discontinuous
mode or batch mode, the fluid is stored in a tank and is recirculated continuously
through the reactor until the desired pollutant concentration is reached. Batch mode
operation is the most used option [1-3].

A photoreactor specifically with two features is considered more important;
these features are (a) catalyst load and configuration and (b) light source type.

TiO, photoactivation requires light radiation with a wavelength of at least
384 nm and a maximum absorbance approximated to 340 nm. The required radia-
tion may be generated by artificial illumination (lamps) or with sunlight illumina-
tion. Artificial light sources are in general multidirectional, and it is common to
use reflectors to direct or focus the light emitted to the reactor. In contrast, sunlight
is considered unidirectional. In consequence, reactor design depends on the light
source since its geometry and dimensions are oriented to capture the most ideal way
to capture available light [3, 4].

2.3 Chemical reactor design highlights

Due to the diversity of applications and numerous configurations of chemi-
cal reactors, a generic design procedure is impossible in order to describe reactor
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operations. It is necessary to identify the characteristics of the chemical reaction
and the main features that the reactor should provide and from there define the
next steps. Once these are identified, the appropriate physical and chemical con-
cepts are applied to describe the selected reactor operation [1-5].

3. Computational fluid dynamics

Computational fluid dynamics (CFD) is the analysis of systems involving fluid
flow, heat transfer, and associated phenomena such as chemical reactions by means
of computer-based simulation. This methodology is very powerful and may be used
in a wide range of industrial and nonindustrial application areas. For hydrodynamic
simulations, CFD is the proper methodology that may be used during reactor design
procedures.

3.1 CFD methodology

CFD codes may be considered a series of numerical algorithms that can resolve
fluid flow problems. Commercial CFD packages include sophisticated user inter-
faces to facilitate the process of input problem parameters and to examine the
results, and our interest within this chapter is the code ANSYS® [6, 7]. Most codes
contain three main elements: (a) a preprocessor, (b) a solver, and (c) a postproces-
sor. There are external functions that can be coded as additional or complementary
functions that can add up to the calculations and results; for ANSYS Fluent® these
functions are known as user-defined functions (UDFs) [8]. Briefly, the function of
each of these elements within a CFD code is mentioned [1-5].

3.1.1 Preprocessing

Preprocessing consists of the input of a flow problem to a CFD program by
means of an interface and the subsequent transformation of this input into a data
ready to use by the solver. The user activities at the preprocessing stage involve
geometry definition (domain), grid generation (mesh), physical and chemical
phenomena to be modeled, fluid properties, and boundary conditions.

3.1.2 Processing

There are three different schemes for numerical solution techniques: finite
difference, finite element, and spectral methods. In this work only finite volume
method will be considered, a special finite difference formulation that is central
to the most well-established CFD codes including the program used in our case of
study ANSYS Fluent®. The numerical algorithm to resolve the problem at hand
consists of the following steps: governing equations, discretization, and solution of
algebraic equations.

3.1.3 Postprocessing

In this step, results are available, and thanks to the visualization code tools, the
data may be presented in different ways to facilitate the results analysis. The leading
CFD packages are equipped with versatile data visualization tools. These may
include domain geometry and grid display, vector plots, line and shaded contour
plots, 2D and 3D surface plots, particle tracking, and view in perspective (transla-
tion, rotation, scaling, etc.), and more recently, animation has been included.
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Most codes produce trusty alphanumeric output and have data export facilities for
further manipulation external to the code which also represents a possibility to
enhance the result analysis and solution presentation/explanation procedures.

3.2 Governing equations

The governing equations of fluid flow represent mathematical statements of the
conservation laws of physics: (a) mass conservation, (b) momentum conservation,
and (c) energy conservation.

The fluid will be subject to the theory of the continuum. For the analysis of fluid
flows at macroscopic length scales (around 1 pm and larger), the molecular struc-
ture of matter and molecular motions may be ignored. The behavior of the fluid is
described in terms of macroscopic properties, such as velocity, pressure, density
and temperature, and their space and time derivatives. These may be thought of as
averages over a suitable large number of molecules. We will save the mathematical
development because it is beyond the scope of this chapter and recommend the
reader to consult CFD textbooks for such purpose.

4. Hydrodynamic calculations

As mentioned in prior sections, the design of a chemical reactor involves several
steps and disciplines, and simulation hydrodynamic calculations are the first to be
carried on. Fluid kinematics deals with describing the motion of fluids without
necessarily considering the forces and moments that cause the motion. In this
section, we introduce fundamental kinematic concepts related to flowing fluids. We
discuss briefly the material derivative and its role in transforming the conservation
equations from the Lagrangian description of fluid flow (following a fluid particle)
to the Eulerian description of fluid flow (pertaining to a flow field).

The kinematics of experiments under the Lagrangian description involves keep-
ing track of the position vector of each object, Xa, X,. ..., and the velocity vector of
each object, V4, Vg, ..., as functions of time. When this method is applied to a flow-
ing fluid, we call it the Lagrangian description of fluid motion. From a microscopic
point of view, a fluid is composed of billions of molecules that are subject to continu-
ous collisions into one another, somewhat like billiard balls, but the task of following
even a subset of these molecules is quite difficult, even for our biggest computers.

A more common method of describing fluid flow is the Eulerian description
of fluid motion. In the Eulerian description of fluid flow, a finite volume called a
control volume is defined, through single piece of volume fluid flows in and out. We
do not need to keep track of the position and velocity of a mass of fluid particles of
fixed identity. Instead, we define field variable functions of space and time, within
the control volume [3-5]. For example, the pressure field is a scalar field variable for
general unsteady tridimensional fluid flow in Cartesian coordinates:

Pressure field:

B-p(2,7,2,1) W

We define the velocity field as a vector field variable in a similar fashion:
Velocity field:

9
V= V(2,5.2,t) Q)
Likewise, the acceleration field is also a vector field variable:
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Acceleration field:
i-a(,5.2.t) 3)

Collectively, these (and other) field variables define the flow field. The velocity
field of Eq. 2 is expanded in Cartesian coordinates (x, y, z) and (i, j, k) as:

V= (1,7,17},1,?) = u(x,y,z,t)f + v(x,y,z,t)} + w(x,y,z,t)/gr 4)

We will leave for other texts the mathematical development of the Lagrangian
and Eulerian descriptions since we are interested in a qualitative interpretation
more than the mathematical concepts. In the Eulerian description, we do not really
care what happens to individual fluid particles, but we are concerned with the
pressure, velocity, acceleration, etc., of whichever fluid particle happens to be at the
location of interest at the time of interest. The Eulerian description is often more
convenient for fluid mechanic applications. Furthermore, experimental measure-
ments are generally more suited to the Eulerian description [3-5].

4.1 First hydrodynamics

In this work, the intention is to resolve and analyze one of the most important
steps during the chemical reactor design process, in particular, for a case related to a
photocatalytic reactor. This section establishes the importance of hydrodynamics in
chemical reactor design for water remediation focusing in photocatalytic reactors.
The fluid dynamics is a part of the reactor design process that among the simula-
tion activities should be resolved in the first place. Fluid dynamic results can be
complemented by chemical reaction simulation, chemical species, radiation from
light source effects, etc.

4.2 Proposed model to incorporate CFD calculations in chemical reactor design

In this type of reactors, the phenomena occurring in the device may be explained
by four different processes: (i) fluid mechanics, (ii) heat transfer (radiation),

(iii) mass transport, and (iv) chemical reaction. These different processes may be
considered the steps to follow or a design methodology. It works better if used as
arecirculated cyclic process because at some point some experimental parameters
will be needed. For example, a kinetic intrinsic model for the chemical degradation
of the selected pollutant(s) is needed as input. The kinetic parameters are obtained
from experimentation and will be used as input data in the CFD modeling. Another
advantage obtained from CFD is the possibility to build new scenarios using these
input data, for example, the use of a bigger size or more complex reactor under
different flow dynamics or optical conditions.

A photocatalytic reactor used a light source or sunlight as energy source to
trigger the chemical reaction. Modeling facilitates the designer to run the chemical
reactor under different scenarios that may be later compared with results obtained
with experimentation when a physical device is available. There are different chemi-
cal reactor methodologies or guidelines; in Figure 1 the reader may find a general
methodology proposed for the specific case of photocatalytic reactor design.

In the design of a chemical reactor, knowledge of the chemical kinetics process
involved is needed. Kinetic parameters should follow a mechanistic model, so they
may be used during the simulation beyond the operational limits used to obtain them.
The reaction modeling is an area under development due to the difficulty of accurate
methodologies to obtain appropriate kinetic parameters that may be used during the
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Figure 1.

Proposed methodology for photocatalytic reactor design.

simulation. For each specific reactor type, the recommendation is to consult the latest
literature to define the guidelines in order to define the kinetic parameters [3-5].

4.3 CFD calculations

As mentioned in prior sections, this chapter will deal with hydrodynamic calcu-
lations related to a photocatalytic reactor. While any intelligent, computer-literate
person can run a CFD code, the results obtained may not be physically correct. The
case proposed within this chapter has been included as an academic example only.
Therefore, the goal of this chapter is to present guidelines or the basic steps for a
hydrodynamic simulation.

The examples presented here have been obtained with the commercial compu-
tational fluid dynamic code ANSYS Fluent® [6, 7]. Other CFD codes would yield
similar but not identical results. Sample CFD solutions are shown for incompress-
ible laminar flow, without heat transfer and chemical reaction.

5. Case of study

In this case, an academic example of a photocatalytic reactor design process is
included. More specifically, the intention is to develop the hydrodynamic simulation
of the photocatalytic reactor. The data that can be obtained from hydrodynamic
simulation permits a detailed definition of the flow motion features, for example,
fluid speed in the reaction zone, fluid pressure distribution, and the use of these
data as input for further calculations such as distribution of energy from light
source, photocatalytic reaction, etc. To achieve these calculations, literature and
operational basic requirements were studied in order to define fundamental criteria
to assign basic dimensions to the reactor geometry.

With the definition of basic dimensions, it is possible to start using CAD tools to
build 3D models that will provide the reactor geometric features that will be needed
during CFD simulations. Creo 4.0 and SolidWorks 2016 were used to develop the
3D models of the proposed reactor. For hydrodynamic calculations ANSYS Fluent®
versions 18.2 and 19 were used [6, 7].

5.1Initial calculations

To be able to grow an understanding of the basic reactor design criteria, it was
needed to consult the bibliography in different functional areas. The design intent is
to build a photochemical reactor of an appropriate size to support laboratory capa-
bilities for testing of nanoparticles after those are synthetized by our research group.
It is important for this design to simplify as much as possible the reactor operation.
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The basic dimensions defined for the reaction zone container are 300 x 40 x 25 mm.
From these dimensions everything else was defined until a 3D model was ready for
each component of the reactor including a file with the part assembly that contains the
whole reactor. Also, the basic dimensions allow fundamental initial calculations such
as volume, inlet/outlet diameter, Reynolds number, etc. Some of the initial assump-
tions made for this reactor relate to the shape of the reaction zone container which was
defined as cuboid (a rectangular hexahedron or a polyhedron bounded by six quadri-
lateral faces) as will be displayed in the next pages. Within this reaction zone, polluted
water will be subject to a chemical reaction to degrade the pollutant into harmless
components. So, the fluid chosen is water with a pollutant in low concentration.

Another criterion that needs to be covered in this initial part is the pollutant that
will be considered during the design procedures. For this case hydrogen peroxide
(H0,) at very low concentrations (20 mg/L) was selected, so for hydrogen calcula-
tions the effects of the pollutant may be ignored, and the fluid may be considered
as water. Inlet velocity is considered completely axial to the inlet face, and this face
is considered exposed to the atmospheric pressure (P, = 1 atm). All the walls in
the domain are considered steady nonslip conditions. The analysis was performed
in steady state (nondependent of time) and in laminar regime considering that
Reynolds number can be calculated with the next equation:

Re=YPlc )
m
V = velocity in m/s.
p = density in kg/m3.
L. = characteristic length in m.
p = dynamic viscosity in Pa-s.
For the geometry employed in the reactor, characteristic length may be calcu-
lated with the next equation (for rectangular ducts):

L, = 4;“‘ (6)

So, we can calculate for a velocity with the next value: V = 0.025 m/s:

A =0.25m x 0.003m =75 x 10 °m?
P=(2x0.025m) + (2 x 0.003m) = 0.056 m

-6_2
L= 4051020 _ 00535 m

) 0.025 ™/, x 998.2kg/,,3 x 0.00535 m =133.10

Re 0.001003kg/,,

Then, the values for Re may be calculated for different inlet velocities (Table 1).

For the hydrodynamic simulation, the inferior face to work as the reaction
surface as well as the inlet and outlet flow face was defined. The liquid selected will
be water, and the properties are defined as explained in prior pages. The properties
that will be used for water are:

Density = 998.2 kg/m’.

Viscosity = 0.001003 kg/(m-s).
Inlet velocity = 0.05 m/s.
Temperature = 288.16 K = 15.01 C.
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5.2 Tridimensional models using CAD tools

With the initial parameters mainly in the reaction zone, the CAD 3D models
were developed to continue further building the rest of the components. After
designing each one of the components, the assembly of the whole reactor was built,
and engineering prints were also generated to complete the CAD development. In
this chapter the reaction zone will be the main focus for calculations. The rest of the
assembly will be displayed to complement the reactor context. Engineering prints
will be mentioned only, but the information within the prints which is intended to
manufacture the components falls out of the scope of this chapter. The assembly of
the reactor design is displayed in Figure 2.

Once the geometry definition of the reactor is completed, then it is needed to
define the domain where the hydrodynamic calculations will be performed. The
reaction zone was defined from the beginning and is considered the central part of
the reactor. From the reaction zone, the volume that will be used for hydrodynamic
calculations is extracted using CAD software and ANSYS Fluent® tools. The geom-
etry of the reaction zone is shown in Figure 3. This domain is the central part of

Item Inlet velocity (m/s) Reynolds number Residence time in the reaction zone (s)
1 0.05 266.2 5.00
2 0.10 5324 2.50
3 0.15 798.6 1.33
4 0.20 1064.8 1.25
5 0.25 1331.0 1.00
Table 1.

Effects of cell count for an experiment under V = 0.05 m/s during the mesh analysis.

‘i L ==

Figure 2.
Photocatalytic veactor proposed. (a) Reactor assembly isometric view and (b) reactor assembly side view.
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Reaction zone, (a) isometric view of reaction zone, (b) top view of reaction zone, and (c) lateral view of
reaction zone including LEDs.

CFD calculations because the methodology used is finite volume. For that purpose,
the domain will be processed using the software by first discretizing the domain in
small control volumes where the governing equations will be resolved with the help
of numerical methods to obtain valuable results.

Finite volume methodology is based in dividing the domain in a number of con-
trol volumes (cells or elements), the elements should not overlap among them, and
the variable of interest is located at the centroid of each element. If the nodes in the
border wall of each consecutive region are unidentical, the mesh is nonconformed.
The walls should connect through their interphase, and calculated flows through
these walls may be assigned from a mesh to the other.

Conformed mesh is the most precise connectivity between regions.
Nonconformed mesh may reduce the complexity of the meshing process but would
increase the error, at least the local error. In this work, there is an effort to obtain the
conformed mesh during the discretization process.

5.3 Photocatalytic reactor general operation
The reactor operation is simple; the design intent is having an inlet circular port
with a diameter of 6 mm and arrives into a rectangular cavity which is filled until

reaching the reaction zone level. Then the fluid circulates through the reaction
zone under a laminar flow regime. The fluid reaches the outlet and finally goes
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out through a 6-mm-diameter outlet port. The reaction zone has the dimensions
of 3 mm x 25 mm x 250 mm, and from there the calculated volume is 18,750 mm3.
With these dimensions the reactor complies with one of its purposes since it is
intended for laboratory testing. Figure 4 shows an image of the domain.

The reactor has a cover made of a transparent material that allows light to pass
through; in this case we selected Pyrex glass with dimensions of 40 x 300 mm, and
it will be fastened to the main block using ten fasteners and two fixing devices made
of metal with dimensions of 7.5 x 300 mm.

The light source will not be analyzed in this chapter, but initial estimations will
be mentioned in this section. The distance to locate the light source from the reac-
tion zone is adjustable. For the light source, it is intended to use 10 lamps which will
be UV LED devices with 365 nm mounted in a bench that will have dimensions of
25x 300 mm. LEDs are distributed along the reaction zone in 250 mm of the total
length. Light source selection is based in some of the advantages this device offer
such as low electric consumption, long life cycle, and easy control of light intensity
using low-cost electronic devices.

The inlet and outlet have a 6 mm diameter with a threaded connection. The
centerline of the inlet is located at a height of 18 mm with respect to the reactor
base. The outlet is located at a height of 10 mm with respect to the reactor base with
the intention of helping out the fluid.

5.4 Mesh details

An initial mesh of 7 (0.75 mm) hexahedral-type cubic cells was used consider-
ing the geometry is simple enough, applying a meshing method known as hexa-
dominant within the native options within ANSYS® Mesh. The initial meshing
process generated 52,615 cells. This is the first step in an iterative process where the
cell count increases in order to find the optimal cell count where the effect of the
number of cells in the calculation is minimized. This is done comparing the iterative
residual values in a simple calculation; when the difference between one experiment
and the subsequent is minimum, then the cell count may be considered irrelevant,
and this may be considered the optimum cell count for the problem.

The option facing was used to standardize the cell size and its orthogonal-
ity (these are native options within ANSYS® Mesh). During the mesh analysis,

IMLET

FLOW DOMAIN

QUTLET

Figure 4.
Definition of reaction zone for CFD simulations.
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AANSYS® version 19.2 was also used. For this analysis, the cell count was increased
until reaching 500,000 cells. The simulation was performed in the reaction zone
which has a simple geometry that facilitates all the meshing process and in general
reduces the problem complexity. The results of the mesh analysis are displayed in
Tables 2 and 3, and the best choices for the meshing process are marked *.

CFD will resolve governing equations for mass, momentum, and energy. The
discretization process is also known as the meshing process. In this process ANSYS
Fluent® has improved a lot, and since the geometry was simple for this reactor, mesh-
ing was resolved easily. There are two meshing types: structured mesh and nonstruc-
tured mesh. Examples of structured and nonstructured cases are shown in Figure 5.

In the former the mesh is identified by a triple index (i, j, k), in three dimen-
sions. The cell borders form continuous lines of meshing with the adjacent cells
which help a lot in the subsequent steps. In nonstructured meshing, cells and nodes
do not have an exact match and cannot identify easily between neighboring cells.

Meshing has been regarded as the most difficult process in a CFD simulation.
The latest versions of ANSYS® incorporate new tools that have enhanced the pro-
gram capabilities and make the job easier for the users. Among the different tools
incorporated, the known tools have been improved. An important factor to consider
while meshing the domain is the cell shape. For this case, the geometry is a regular
shape, so the cell shape was resolved easily. Conformed mesh is the desired status
for the mesh because the nodes and boundaries will work smoothly if the individual
cells are conformed.

In this way, the user needs to consider the interphase interaction, for example,
interaction between the walls and the fluid and others. Discretized domain is shown
in Figure 6.

Different scenarios were calculated with variants in the mesh, so the results can
be compared in search for the optimum mesh as shown in Tables 2-4. Results such
as velocity, pressure, and mainly the residuals were used to reach a conclusion on
which mesh and how many cells are the best choice for this work.

Item Mesh size (m) Adjustments used Cells generated

1 75e-4 54,615 le-3, le-4, le-5y le-6
2 5.00E-04 200000 le-3, le-4, le-5y 1e-6
3 4.00E-04 385020 le-3, le-4, le-5y 1e-6

* Optimized value for elements quantity.

Table 2.
Effects of cell count for an experiment under V = 0.05 m/s during the mesh analysis.

Inlet Maximum pressure Likeliness Outlet pressure at Likeliness

velocity absolute (Pa) between values central zone (Pa) between values

(m/s)

01 27906 91.6 11.310 92,6

0.1 27906 91.6 11.310 92.6

01 29.802 97.8 11.265 92.2

0.1 29.804 97.8 11.265 92.2

01 30.481 100.0 12.218 100.0

0.1 30.482 100.0 12.218 100.0
Table 3.

Effects of cell count for an experiment under V = 0.05 m/s during the mesh analysis.
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Fig
Mesh examples: (a) non-structured mesh and (b) structured mesh.

ure 5.

Figure 6.

Discretized domain using tools incorporated in ANSYS fluent® version 19.2.

Inlet Maximum Outlet Minimum Mesh Inlet Outlet Residuals
velocity pressure pressure pressure variant velocity velocity

(m/s) absolute at central absolute (m/s) (m/s)

(Pa) zone (Pa)
01 27906 11.310 0.245 1 0.103 0.151 1.00E-05
0.1 27906 11.310 0.245 1 0.103 0.151 1.00E-06
01 29.802 11.265 0.007 2 0.100 0.160 1.00E-05
0.1 30.481 12.218 0.004 3 0.101 0.154 1.00E-05
0.1 29.804 11.265 0.007 2 0.100 0.160 1.00E-06
0.1 30.482 12.218 0.004 3 0.101 0.154 1.00E-06
Table 4.

Effects of cell count for an experiment under V = 0.05 m/s during the mesh analysis.
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5.5 Processing and resolution of governing equations

As mentioned in prior sections, flow dynamics is the first step during the design
development of a photocatalytic reactor. A good velocity field with an appropri-
ate distribution will be important for the photocatalyst distribution and to avoid
possible nonuniform zones. Since the estimated operational parameters indicate
Reynolds will oscillate between 266.2 and 1331.0, calculations will be carried on
under laminar flow regime. Since the regime and the fluid conditions may be
considered homogeneous, calculations can be performed in steady state and assume
one can proceed on to resolve the continuity equation (Eq. 7) and the tridimen-
sional classical equation of Navier—Stokes (Eq. 8):

V(pp) =0 )

V-(pt7) = (-VP) + (V-T) + (p§) (8)

where V is the delta operator and p, 7, P, T, and are the fluid density, velocity
vector, pressure, stress tensor, and gravity acceleration, respectively. These equa-
tions and Newton’s viscosity law as a constitutive equation to relate the stress tensor
with the continuous fluid motion will enable the user to calculate the velocity field
for this reactor. Since we are interested only in fluid dynamics, we will skip energy
equation. The resolution of these equations keeps representing one of the most
complicated problems analytically and numerically in fluid mechanics for complex
geometries. An analytical solution is unavailable, but a reasonably accurate solution
may be reached numerically using methodologies such as finite volume as it was
described briefly in prior sections.

In this case the resolution algorithm semi-implicit, linked equations (SIMPLE)
was used. In this algorithm an initial value for pressure from there calculates the
velocity and verifies that the outlet flow is identical to the inlet value and increases
or decreases the input according to the best option. The program will resolve
numerically for each of the finite volumes created during the discretization process
or in other words will resolve the equations in the centroid for each cell in the mesh.
This step may be considered a numerical solution for the discrete volumes but need
an integration to display global results. The integration is done by producing an
algebraic version of the differential equations, and the solution for this version is
reached with a matrix. The processing means the software will resolve the govern-
ing equations according to the inputs provided. The inputs include the geometry,
the mesh, fluid properties, boundary conditions, the algorithm to be used, and
other details that the software will require if following its natural sequence as coded
by ANSYS Fluent®.

5.6 Result analysis and postprocessing

When the processing step completes its respective work cycle, the governing
equations are resolved for the centroid of each cell, and the integration process was
also completed for global results.

From these results the program offers a module to create views of the domain
geometry that facilitate the analysis by the users or the presentation of the results to
a specific audience. In this problem, the results obtained relate to the reactor zone
hydrodynamics. A useful tool generates contours of the domain for the desired
parameters such as velocity, pressure, drag force, residuals, mass imbalances, etc.
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The analysis of pressure for the system and in specific regions of the reaction
zone may be an interesting contour to start with the analysis procedures. Figure 7
shows the results obtained for pressure within the domain by generating an image
at the inlet and outlet. In Figure 8, one may see another interesting vector graphic
to display the velocity profile at the inlet and outlet considering an inlet velocity of
0.1 m/s. The maximum pressure calculated at the inlet is 29.8 Pa, while the minimum
pressure at the outlet is 0.0742 Pa. Then, with this data the designer has an idea of
the pump dimensions considering the inlet pressure is needed, so the flow can pass
through the reaction zone under the selected conditions. Pressure losses due to the
interaction of the fluid with pipes and other reactor components in its way to the
inlet in the reaction zone will not be included within this chapter but can easily be
resolved by the designer.

Reaction zone pressure in addition with pressure losses will provide the mini-
mum value needed to dimension the appropriate pump for a correct operation of
this reactor. An interesting tool that helps to know the exact value in a specific loca-
tion within the domain may be completed with the help of the probe tool. With this
tool the software is capable of calculating this parameter on a specific location, for
example, if the user would like to know the average velocity, the probe tool should
indicate the specific region and the desired parameter, and, in this case, the average
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Figure 7.
Postprocessing contour for pressure distribution in the reaction zone in (a) isometric view and (b) lateral view.
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Figure 8.
(a) The graph showing velocity vectors at the inlet in the reaction zone considering an inlet velocity of 0.1 m/s
and (b) velocity profile at the outlet considering the case of an inlet fluid velocity of 0.1 m/s.

velocity at central region is 0.1000459 m/s. In this measurement it is interesting to
observe that the expected value was 0.1 m/s for the inlet speed at the central region
and the software calculated 0.1000459 m/s instead. The difference is very small,

so a conclusion that may be reached is that the calculation accuracy is acceptable
for the case of the velocity in this location. The minimum pressure obtained was
0.0742 Pa, for a velocity of 0.1 m/s in the reaction zone. Figure 9 shows the velocity
contour.

ANSYS® in its latest version offers a whole module to carry on with the postpro-
cessing procedures. This module facilitates a lot the designer work and allows the
user to generate a great deal of graphics, charts, animations, etc. which will be of
great help for the presentation of results. In this example the graphics generated so
far will be considered enough to illustrate the analysis done but represent only a few
of the potential analysis tools that can be obtained.
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Figure 9.
(a) Contour graphic for pressure obtained at the outlet of the reaction zone. (b) Contour graphic for velocity in
the reaction zone with an inlet velocity of 0.1 m/s.

6. Conclusions

In conclusion, CFD codes are becoming common tools used in chemical reactor
design development. The simulation possibilities are quite interesting and include
resolving the governing equations for fluid dynamics but also may include chemical
species and multiphase, among other, additional possibilities for the simulation of
the chemical reactor operation under different scenarios. CAD tools complement
the CFD code because the geometry is the central piece of information required to
carry on with CFD simulation. Discretization process required a formidable amount
of efforts in the past, in particular for complex geometries, but this (groblem has
decreased in the latest versions of CFD codes. In particular, ANSYS™ has incorpo-
rated a series of tools at different stages of the simulation process that facilitate in a
great deal in the meshing process.

In the case of study, a simple geometry was used for the reaction zone of the chemi-
cal reactor proposed for a laboratory scale, and a mesh with 385,020 elements was
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proposed as the best choice to carry on with the calculations. The analysis developed for
the case of study provided interesting results for the fluid dynamics in the reaction zone
which were used to generate graphics and images that facilitate the result presentation
and explanation. Additional simulation may be performed which will be included in
future publications. A future case of study that may complement our work presented
herein may involve chemical reactions and the radiation effects caused by the light
source since this case analyzes only the hydrodynamics of a photochemical reactor.
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Chapter 6

Computational Fluid Dynamics
of Mixing Performance in
Microchannel

Siti Nor Azreen Ahmad Termizi
and Syamsul Rizal Abd Shukor

Abstract

In microchannel, fluid viscous effect becomes dominant, and the micro-flow
typically falls in laminar regime. Mixing of fluid in the absence of turbulence is a
slow molecular process as it is solely dependent on diffusion. Fast and complete
mixing of relevant fluids is of crucial importance in many chemical engineering
processes, thus computational fluid dynamics simulation on mixing in
microchannel is the main topic in this chapter. The simulation was based on laminar
flow and convective diffusion equation model. The factors affecting the mixing
performance in microchannel was further simulated. The finding provides some
insight of transport phenomena on mixing in microchannel.

Keywords: mixing, microchannel, laminar, diffusion, simulation

1. The microreactors and microchannel

Microreactor is more commonly known in the field of process intensification
and microsystems technology that has attracted significant interest in several years.
The channel of microreactor is known as microchannel due to the micro size, while
under microreactor group, there are micro mixers which are designed for mixing
purpose. Numerous plausible advantages of microreactors for the pharmaceutical
and fine chemical industries have been realized, thanks to their excellent capability
for mixing and for thermal exchanges which increase yields and selectivity of
reactions [1-4].

Microreactors have two major advantages with respect to smaller physical size
and the increase in numbers of units. Benefits from reduction of physical size
became more apparent in chemical engineering aspects. The difference of physical
properties between microreactors and conventional reactor such as temperature,
concentration, density, or diffusional flux increase with decreasing of linear
dimension [5, 6]. Consequently, the driving forces for heat transfer, mass transport
increase when using the microreactors. Besides, a significant reduction in volume
for microreactor as compared to conventional reactors lead to smaller hold up
that increase process safety and improves selectivity due to shorter residence
time [7, 8].
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2. Fluidic and mixing environment

The smooth and constant fluid motion represents the laminar flow, whereas the
vortices and flow fluctuation are properties of turbulent flow. These two types of
flow are determined by using Reynolds number. Reynolds number (Re) measured
the relative importance of viscous force and inertial forces. The Re is defined as

_ pvDy
u

Re

1)

where p and p are the fluid density (kg/m3) and viscosity (kg/m s), respectively;
v is the velocity of the fluid (m/s) and Dj, is the hydraulic diameter of the channel
(m). Due to specific microstructuring technology employed to build microreactor,
the channels of the microreactor have rectangular or trapezoidal cross section [9].
Thus, the hydraulic diameter D), has to be properly defined. The hydraulic diameter
of rectangular shapes is defined as [10]:

2wh
Dv =y 2)

where w is the width and % is the height of the microchannel.

On the other hand, mixing is a physical process with a goal of achieving a
uniform distribution of different components in a mixture, usually within a short
period of time [7]. Conventionally, at a macroscale level, the decrease in the mixing
path and increase in the contact surface are achieved by a turbulent flow. The
segregation of the fluid into small domain occurred by the help of vortices and flow
fluctuation [11].

The fluid entity is constantly subdivided into thinner layers by an induced
circular motion of fluid compartments, the so-called eddies, and subsequent break-
ing into fragments. In a laminar regime, a similar breaking of fluid compartments
cannot occur due to the high viscous forces. Instead, the fluid entity has to be
continuously split and recombined, forming regularly sized fluid embodiments [7].

Due to small dimension of microreactor, the fluid in microreactor is considered
as microfluidic. The mixing in microfluidic is achieved and improvised by the
decrease of mixing path and increase of surface area. The designed microreactor
that highlights reduction of mixing path increases the effect of diffusion and
advection on the mixing [11].

On top of that, mixing characterization is important to show how mixing per-
formances in certain mixing process are described. Mixing performance of
microreactor can be measured by evaluating the mixing quality as be done numer-
ously in literatures [12-16]. A common definition of the mixing quality is based on
Danckwerts’ intensity of segregation [17] and is defined by

o2

I (3

= T
o-max

where 62, is the maximum possible variance (which is 0.5 for symmetrical

boundary condition) and ¢? is defined by
1 2
- =—| (c—0)dV 4)
14

and also can be written as
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o = %Z (c —¢)? (5)

where ¢ denotes the mean value of the concentration field ¢ and N as the
sampling point inside the cross section. Then, a measure for the intensity of mixing
or the so-called mixing intensity can be deduced as

Iy=1-yL=1--2 (6)

Omax

Since I, is normalized, the quantity I, reaches a value of 0 for a completely
segregated system and a value of 1 for the homogeneously mixed case.

3. Simulation of mixing in microchannel
3.1 Geometric and meshing

Geometry is defined as the computational domain of the flow region where the
governing equation of fluid flow, mass, and energy is applied with its boundary
condition. The computational domain is different from physical domain as the
physical domain is the real physical flow that might include the wall, etc. [19]. The
geometry may result from measurement of the existing configuration or may come
with a design study.

In this work, the geometry is chosen, aspired by the actual geometry domain
(physical domain) which is depicted in Figure 1 of the standard slit interdigital
micro mixer (SSIMM) mixing element. The mixing element of the micro mixer
consists of the corrugated wall of microchannels and discharge slit. Simulation of
the complete geometry of this mixing element required large number of degree of
freedom to be solved. This can only be achieved by large computational resources.
However, due to the limitation of the computational resource, simplification of the
geometry is preferred and required. Thus, to simplify the computational work, only
the middle part of the mixing element structure domain was taken to represent the
overall mixing element as shown in Figure 2.

The middle part was chosen based on strategies of the macro model approach of
computational fluid dynamics in [9] that partitioned the reactor domain prior to
simulation. It was noticed that the mixing element of the SSIMM has trapezoidal shape
with two bifurcations and parallel microchannel that served as flow guide to avoid
maldistribution of the fluid stream. A fluid maldistribution would induce unequal
residence time in different channels, with undesired consequences for the product
distribution in the micromixer [9]. However, this is not considered in this study as
only the middle part of the mixing element is taken as computational fluid domain.

There are two inlets and an outlet assigned to this model geometry as in
Figure 2. An additional geometry domain with a straight-line microchannel was
built for the purpose of comparisons with the SSIMM mixing element. The geome-
try has the same dimension as the simplified corrugated microchannel domain. On
the other hand, meshing is the process of generating mesh or grid cell overlaying the
whole domain geometry. In CFD, the domain is required to be subdivided into a
number of smaller, non-overlapping subdomains in order to solve the flow physics
within the domain. COMSOL Multiphysics software chosen as the simulation plat-
form in this work provides two option types of meshing that can be used by the user
which are physics-controlled meshing and user-controlled meshing. Physics-
controlled meshing sequence will build the mesh for the domain which is adapted to
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(&)

(c)

Figure 1.
(a) The photograph of SSIMM and (b) the mixing element; (c) the flow principle of SSIMM [18].

T

Outlet boundary
condilion:
Pressure — 0 Pa

Inlet boundary
condition: 9
Veloctty — v T

Figure 2.
Schematic diagram of the simulation system.

the physics setting of the model, while the user-controlled meshing builds the mesh
based on the user input of size, element type, etc. [19, 20]. Figures 3 and 4 are the
meshed geometry domains with different types of the mesh element can be seen.
The mesh element of corrugated microchannel has a high number at the shape of
the corrugated section, while the straight microchannel has a high number at the
entrance of the discharge slit.

3.2 Governing equation
Laminar flow interface is used to model and simulate fluid mechanics for lami-

nar and incompressible fluids by using Navier-Stokes equation. Since the fluid flow
is laminar flow in the microreactor, this interface is suitable to be implemented in
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this simulation work. The Navier-Stokes equation for incompressible flow is given
as [20]:

Pt ooV =Ve [pl (Vo -+ (Vo) )] + F %
pVer =0

where v is velocity vector (SI unit: m/s); p is the pressure (SI unit: Pa); p is the
density (SI unit: kg/ m?); F is the volume force vector (SI unit: N/m>); y is the
dynamic viscosity (SI unit: Pa.s); and T is the absolute temperature (SI: K).

The density and the viscosity data are those of water (p = 1 x 10° kg/m? and
p=1x10">Pas).

The driving force for the fluid to flow through the mixing slot to the outlet is the
applied inlet velocity boundary conditions on the inputs while the pressure bound-
ary condition is assumed to be equal to zero. Meanwhile, the chamber wall is
assumed to have a nonslip boundary condition. Mixing is obtained by diffusion of
various species in the fluid. The species are diluted in the water, thus having
material properties like water. The transfer equation is then taken as the
convection-diffusion equation with a reaction term as shown below [20]:

P
éw-w — Ve (DVe) + R (8)

Figure 3.
The meshing for corrugated microchannel.

Figure 4.
The meshing for straight microchannel.
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where ¢ is the concentration of the species (SI unit: mol/m?); D is the diffusion
coefficient (SI unit: m?/s); R is a reaction rate expression for the species (SI unit:
mol/(m>s)); and v is velocity vector (SI unit: m/s).

In this model, R = 0, because there is no reaction occurred. The species is
introduced at different concentration from the range of 0-1 mol/m? where one
species is at a concentration of 1 mol/m> on one of the input boundaries, while the
other is at zero concentration. At the output boundary, the substance flows through
the boundary by convection [21].

3.3 Velocity and concentration profile visualization

As mentioned earlier, there are two physics interface models that were solved in
this work which are laminar flow (LF) and transport of diluted species (TDS). The
LF interface model considers the fluid flow of the system with inlet velocity ranging
from 1 to 10,000 pm/s chosen as input parameter. The LF interface model is solved
independently. However, the TDS interface model is solved by obtaining a data of
velocity field from the solution of the LF interface model. This is the reason why
both physics interface models are used together. Figures 5 and 6 show the velocity
profile from the top view (XY view) of the geometric configuration comprised of
corrugated and straight microchannel, respectively. The color gradient shows the
maximum velocity of the microchannel at the middle of the channel which can be
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Figure 5.
Velocity profile of corrugated microchannel from XY-axis view.
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Figure 6.
Velocity profile of straight microchannel from XY-axis view.

seen in red color, while the blue color represents the low velocity value which is at
the domain wall. This phenomenon indicates laminar parabolic flow where the
velocity varies parabolically across the discharge slit with the maximum velocity at
the center.

Visualization of mixing process in this work can be seen clearly by the plotted
concentration profile of the species in which the different color gradients represent
the species before and after the mixing process. In particular, the unmixed species is
represented by blue and red colors, and the green color represented the mixed one.

Figures 7 and 8 shows the concentration profile of the corrugated and straight
microchannel respectively for all the inlet velocities studied in this work. Both
geometric domains have similar dimension of length and width but different con-
figuration of microchannel. The mixing starts when the fluids with different con-
centrations denoted as blue and red enter the discharge slit. A clear separation of the
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Figure 7.
Concentration profile of corrugated microchannel for various inlet velocities.
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Figure 8.
Concentration profile of straight microchannel for various inlet velocity.

concentration is observed at the entrance, but this diminishes toward the end of the
discharge slit for inlet velocity equal to 100 pm/s. Thus the mixing process is
completed. For inlet velocity lower than 100 pm/s, the mixing completely occurred
instantaneously as the fluids enter the discharge slit. For inlet velocity higher than
100 pm/s, the mixing is not complete as distinct color can be seen from the entrance
until the end of discharge slit.

In short, complete mixing occurred at low inlet velocity, and the mixing is
incomplete at higher inlet velocity of 100 um/s for both configurations of
microchannel.

3.4 Mixing intensity evaluation

As mentioned in previous section, the Danckwerts segregation intensity or the
so-called mixing intensity is defined with the mean square deviation of the concen-
tration profile of the component i in a cross section of the discharge slit. The
segregation intensity can be transformed to a value between 0 (completely segre-
gated) and 1 (completely mixed) [22].

In this work, to determine the mixing quality with respect to discharge slit
length, the value of mixing intensity is evaluated at every 100 pm of discharge slit
position starting from 300 pm where the fluid starts to mix until 4300 pm which is
the end of discharge slit. The mixing intensity value against the discharge slit
position for both corrugated and straight microchannels at inlet velocity of
10,000 pm/s is plotted in Figure 9. The mixing intensity of corrugated
microchannel is higher than the mixing intensity of straight microchannel.

1.2
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Mixing Intensity

0 1000 2000 3000 4000 5000
Discharge 5lit Position (pum)

Figure 9.
Comparison of mixing intensity between geometric configuration at inlet velocity of 10,000 pm/s.
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As compared to concentration profiles, the mixing intensity profile gave infor-
mation of mixing quality with respect to discharge slit position. The discharge slit
position can represent the mixing length. These mean that complete mixing
occurred at different mixing length. The mixing profile shows the difference of
mixing intensity profile among the microchannel configurations. The corrugated
microchannel has gradually increased the profile of mixing intensity from the
entrance toward the end of the discharge slit. This might be due to the corrugated
shape of the microchannel which serves to form multi-lamination of fluid that gives
even distribution of concentration which then results in a smooth mixing intensity
profile. This might prove that the concept of multi-lamination of fluid as the
purpose of microreactor is designed in such way.

4. Conclusions

This chapter discussed a study of mixing simulation in microchannel. An analy-
sis is carried out to investigate the effect of the changes of inlet velocity toward
mixing intensity over the two different microchannel configurations. The simula-
tion results show the visualization of velocity and concentration profiles along the
microchannel. A laminar parabolic flow of velocity profile is observed for two
microchannel configurations simulated. The concentration profile gave visualiza-
tion on the mixing process that occurred in the microchannel. Evaluation of the
mixing intensity value represents the mixing performance of the geometry struc-
ture. It also gave information on the mixing length requirement to achieve complete
mixing. The microchannel needs longer discharge slit to achieve complete mixing if
high inlet velocity is used. The result showed that inlet velocity has significant
effects on the mixing performance which is represented by the mixing intensity in
this study. The higher the inlet velocity, the lower the mixing quality. Careful
observation on the mixing intensity profiles among geometry configurations shows
different trends of mixing intensity between the corrugated and straight
microchannels.

Acknowledgements

I would like to thank everybody who was important to the successful realization
of this chapter.

Appendices and nomenclature

concentration (mol/dm?)

c
D diffusion coefficient (m?%/s)
Dy, hydraulic diameter (m)

F volume force vector (N/m?)
P pressure (Pa)

L length (m)

w width (m)

h height (m)

R reaction (mol/(m3s))

T absolute temperature (K)

v velocity (m/s)

U dynamic viscosity (Pa.s)
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density (kg/m?)

p
\Y% volume (m?)

A molecular diameter (m)

D characteristic dimension (m)
c variance

Cmax maximum variance

N number of sampling point

Is intensity of segregation

In mixing intensity

Re Reynolds number
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Chapter 7

Numerical Modeling of
Nanotechnology-Boosted
Chemical Enhanced Oil Recovery
Methods

Pablo D. Druetta

Abstract

Since it was theorized more than 50 years ago, nanotechnology has become the
perfect boost for existing old technologies. The unique properties exhibited by
materials at these scales have a potential to improve the performance of mature oil
fields along with enhanced oil recovery (EOR) processes. Regarding polymer
flooding, the influence of the (macro) molecules’ architecture on the fluid proper-
ties has been lately stressed. This chapter presents the numerical simulation of the
combination of both agents in a single, combined recovery process. The presence of
the nanoparticles affects the rheological behavior and the rock’s wettability,
increasing the organic phase mobility. Undesirable effects such as (nano) particle
aggregation and sedimentation are also considered. The polymer’s architecture has a
major influence on the recovery process, improving the rheological and viscoelastic
properties. On the other hand, although nanoparticles improve the viscosity as well,
its main mechanism is their adsorption onto the rock and wettability modification.
This chapter shows the importance of a good polymer characterization for EOR, the
potential of nanoparticles acting as a boost of traditional EOR processes, and the
vital role CFD techniques play to assess the potential of these agents and the
optimization of the recovery strategies.

Keywords: enhanced oil recovery, polymer, nanotechnology, reservoir simulation,
nanofluids

1. Introduction

The so-called era of discovery and exploitation of the denominated “easy oil” is
since some years reaching to an end [1-5]. The exploitation of a conventional oil
field can be mainly divided in three stages, which depend on the physical mecha-
nisms acting during the oil recovery [6-8]. The first step consists in taking advan-
tage of the natural-driven mechanisms present in the oil field, without the injection
of fluids or specific agents. This stage, known as primary recovery, finished when
the pressure in the reservoir or the amount of oil produced is no longer enough to
render a profitable production. Subsequently, water or gas starts being injected with
a dual goal: repressurize the rock formation and sweep the remaining oil toward the
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producer wells (Figure 1). Both primary and secondary recoveries account for
approximately a 50% of the original oil in place (OOIP). During the last 50 years, oil
companies began applying more advanced processes after secondary recovery,
which are known as enhanced oil recovery (EOR) or tertiary processes, which
involve the injection of different fluids in order to modify the physical properties of
the different fluids and/or rock formation. This renders an increase in the oil
production and lifetime of conventional oil sources, which is necessary while newer
and greener energy sources are developed and optimized (Figure 2).

Among EOR techniques, chemical EOR comprises the addition of certain agents
(e.g., polymers, surfactants, alkali) and presents a great potential in low- and
medium-viscosity mature oil fields to increase their productivity. Recently, poly-
mers were also applied in high-viscosity reservoirs showing promising results when
specific geological conditions are met. Nevertheless, there are certain problems
associated with these products which hinder their efficiency and limit their appli-
cability. Thus, during the last 20 years, researchers have begun making use of the
nanotechnology in order to boost the efficiency or EOR processes, based on the
novel properties of materials exhibited at these scales. The combination of chemical
EOR agents with different nanomaterials has shown increased recovery efficiencies
in rock formations which had otherwise reached their operational limit [10, 11].

Horizontal Diry holeS Pumpjack
: wall Injection weil

Figure 1.
Anticlinal type petroleum trap [9].

A

Production

2=7 Rggavery /

Abandonment /
Decommissioning
=

Figure 2.
Schematic representation as a function of time of the different oil recovery stages and their respective
productivities [12].
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However, the potential advantages of the application of nanomaterials in oil
recovery should also be carefully considered from an environmental point of view.
Some concerns have been raised since the same features that make nanotechnology
so attractive to oil recovery processes might also have a negative impact on the
environment and human health. These include the potential long-term side effects
associated with medical applications as well as with the biodegradability of
nanomaterials being used [13-19]. Even though during the last years many
nanomaterials have been inserted into the market, the amount of information over
their impact on the environment is minimal. For instance, there is almost no infor-
mation about the associated risks in the manufacturing, usage, and final disposal of
nanomaterials [20]. Focusing on EOR techniques, it has been shown that a percent-
age of the nanoparticles will remain underground and deposited in the rock forma-
tion, remaining for many years, and this could cause the contamination of
groundwater sources. Thus, one of the desirable properties of these nanoparticles
should be high durability and recyclability in a cost-effective process to decrease
their impact on the environment [20].

An important point to mention is that the field test of these new techniques
involves a significant use of resources and time in order to assess their efficiency.
Therefore, for the last 40 years, scientists started using computers to perform this
assessment and save considerable time and physical resources, which is known as
reservoir simulation. This is a branch of computational fluid dynamics (CFD) which
involves solving the balance equations present in porous media, which renders a
number of coupled, highly nonlinear systems of equations dealing with temporal and
spatial variations of pressure and mass concentrations. Different numerical and
physical techniques have been applied during the years in order to simulate different
recovery processes as well as to increase the numerical accuracy of the simulation.

The objective of this chapter is to present the potential of nanomaterials as a
boost of traditional EOR techniques, focusing on the development of numerical
models for reservoir simulation, especially in the combination of chemical EOR
agents with nanoparticles, studying their advantages and synergy in order to
increase the productivity of conventional oil sources. Reservoir simulation consists
broadly speaking of three parts: geological, fluid, and well models which describe
the main parts of the extraction system [21-24]. The accurate mathematical repre-
sentation of the whole system is still a topic in which further research is needed. The
risks associated with the uncertainties in the numerical model might lead to the
failure of exploration and production (E&P) projects. This rendered a multiphase,
multicomponent model, considering all the effects that chemical agents and
nanoparticles provoke both in the fluid and rock formation. Regarding the
nanoparticles, this includes the aggregation, retention, rheology, and changes in
permeability and porosity. The chemical agent studied in this chapter is a polymer,
which is modeled considering the influence of the (macro)molecules’ architecture
on the fluid properties. The salt present in the reservoir is also considered in the
water phase. This model rendered a novel simulator, combining the benefits of
nanotechnology with chemical EOR processes.

2. Model description
2.1 Physical model
The study of this combined model of polymer-boosted EOR flooding is

presented in a 2D domain, based on a well configuration used in the oil industry.
Indeed, the five-spot scheme consists in a square domain, in which the injection
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well is placed in the center and four production wells in each of the vertices
(Figure 3a). From this, a mathematic simplification consists in dividing this domain
using its symmetry, which is known as quarter five-spot (Figure 3b).

The physical model () represents an oil field of known geometric and physical
properties, i.e., absolute permeabilities (K) and porosity (¢) and a rock compress-
ibility (cf). Furthermore, the fluid flow is considered isothermal and incompress-
ible. Darcy’s law is valid, and the gravitational forces are negligible compared to the
viscous ones [25-27]. Thus, numerically speaking, the domain is discretized in a
number of n, x n, blocks. The grid size is chosen based on the analysis of the
representative elementary volume (REV), which is determined by the minimum
size in which the rock properties remain approximately the same.

The recovery process consists in a two-phase (aqueous and organic),
multicomponent (water, salt, polymer nanoparticles, and petroleum) flow. These
components may be also mixtures of a number of pure ones, e.g., petroleum is a
mixture of many hydrocarbons, water contains dissolved minerals (other than salt
itself), and finally polymer is composed of different molecules of different lengths
and architectures [27]. The polymer properties are determined by the average
molecular weight, which in this model is assumed to be identical for all the mole-
cules, which renders a polydispersity index (PDI) equal to unity. The nanoparticles
affect the water phase and the rheology, using a function of their concentration and
size. With respect to this, aggregation mechanisms present in the system tend to
increment the nanoparticles’ average size (Figure 4) [28-31].

The mathematical description of the system is represented by a number of
strongly nonlinear partial differential equations complemented by a set of algebraic
relationships describing the physical properties of fluids and rock, which are aggre-
gation of nanoparticles, degradation of polymer molecules, interfacial tension,
residual phase saturations, relative permeabilities, rock wettability, phase viscosi-
ties, capillary pressure, adsorption and retention of both polymer and nanoparticles
onto the formation, inaccessible pore volume (IAPV), disproportionate permeabil-
ity reduction (DPR), nanoparticles-polymer interactions, and dispersion.

2.2 Mathematical model

To study the flow of multiphase, multicomponent system in porous media, the
mass, momentum, and energy balance equations are applied. Therefore, the

Producer
O T
y=n
—a— Injection Fluid Injector////'
1 . . I
P |l / / / ¥
¥yl /g .
|
Vistous Fimgers =1 =1
= = . x=1l x=n
.‘ Injection Well O Production Well L K
(a) (b)

Figure 3.
Five-spot scheme (a) indicating the well’s location and the possible presence of faults and its simplification to the
quarter five-spot used during this chapter (b) [12, 32].
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Figure 4.
Schematic representation as a function of time of the diffevent oil recovery stages and their vespective
productivities [33].

equations used to describe the process are Darcy’s equation applied to each phase

and the mass conservation valid for each component [33]. Since in most of chemical
EOR processes the exchange of energy (i.e., temperature changes) is not significant,
the energy balance equation is not considered in the simulation. The compositional
approach is chosen because of its versatility to model the different physical proper-
ties according to the components’ concentrations. These equations are then applied
on a REV of the porous medium. Considering Darcy’s equation for each phase first,
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As in every compositional simulation, the number of equations generated by the
conservation laws is not sufficient to mathematically determine the system. Thus, a
number of auxiliary relationships are needed in order to find the solution, which for
a five-component, two-phase system this renders a total of Ny - (N ohases — 1) =5
equations, determined by system’s phase behavior [24, 34, 35].

2.2.1 Discretizgation of the partial differential equations

The above system of equations are discretized and then solved in this chapter by
a finite difference method, which is one of the most well-known techniques in CFD.
The first equation is the aqueous phase pressure (Eq. (4)), which is implicitly
discretized using a centered scheme for the pressure terms and a second-order
Taylor approximation for the time derivatives. This scheme chosen for the simula-
tor is often used in systems with derived second-order with coefficients that are not
constants. Besides the Darcy momentum equation, the discretization of the total
and aqueous velocities is also done using a centered difference scheme. Therefore,
Egs. (1) and (4) are discretized as

k+1
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where m, n represent the cells of the numerical domain (x, y) = (m - Ax,n - Ay),
respectively, <n> is the temporal step (time = <#n> - At), and [k, Vk € N*, is the
iteration number within each time-step. Finally, mass conservation equation is
discretized using a second-order approach. Eq. (2) is the typical advection-diffusion
PDE used to describe the mass transport in porous media. The advective terms are of
hyperbolic nature, and first-order numerical schemes cause an artificial diffusion in
the solution. There are different approaches in order to overcome this, and one of
them is the use of higher-order schemes. The proposed simulator in this chapter uses
a full second-order explicit discretization scheme in time and space, based on total
variation diminishing (TVD) and flux-limiting techniques. This increases the numer-
ical accuracy of the simulator as well as decreases the influence of numerical diffusion
and dispersion. Diffusive terms are discretized using a centered second-order scheme.
The second order in time is achieved using a Taylor expansion up to the second order
[12]. The flux-limiting techniques require to establish a functional relationship
between the gradient of the volumetric concentration and the limiting function y.
Different second-order methods have been studied, with the functions utilized in the
development of this simulator presented in Table 1 (together with the standard
upwind method). These functions depend on the ratio of the concentrations’ consec-

utive gradients in the numerical grid <rx,,- = (V,] ,[n]n v’ gl M) / <V{ 7[,,]“" -V y[,]f]n>>
Thus, the discretized mass conservation equation is
C n <n+1>
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(8)
Flux limiter Function
Upwind 0
Superbee max [0, min (27,1), min (r, 2)]
Minmod max [0, min (r, 1)]
MUSCL max [0, min (2r, 3,2)]
Table 1.

General parameters used for the simulations.
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and the coefficients C; ; 3 are calculated as follows:

o Ut mn AL O Upy AL O <n+1>,[k+1]
Cl: ¢mn+At—¢— 1X 1 _¢_ ty,m, _¢
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2 Ot

)
2.2.2 Boundary conditions

At the beginning of the EOR process, the oil saturation in the reservoir is
assumed to be equal to values after the application of primary schemes or the
saturation after a waterflooding which reached the economical threshold at the
producing well. Therefore, there is no chemical components present, and the initial
pressure is constant throughout the reservoir. Thus:

t=0 ; V(x,9)€Q: 2=0 ; 5,=5"" ; p"=p, (10)

The combined EOR process begins with the injection for a certain period of time
of a polymer and/or nanoparticles at a constant concentration. After this period, the
chemical slug is followed by a water-bank in order to sweep the remaining oil. As
the boundary conditions in the domain, a “no flow” is assumed on the oil field
contour (I"), since it is assumed that the porous rock is surrounded by an imperme-
able rock layer. Regarding the advection mechanisms, this is satisfied imposing a
zero mobility on the boundaries. As far as the diffusive mechanisms are concerned,
Fick’s law is applied rendering

0<Lt<ti, 12, =2%;
Injectingwell:>{ Soomene e (11)
1>ty Zip = Zw,2. =0
0z;
onr

Boundaries = 1), , =0 A—=0 ; i=p,c ; Vi AV(mmn)el (12)

3. Physical properties

The properties for a polymer flooding are well described in the literature [12].
These are considered in this model, but during this chapter only the novel
approaches will be discussed and presented, including the polymer architecture and
the nanoparticles’ modifications. Hence, the following phenomena are not included
in the scope of this chapter: residual saturations, disproportionate permeability
reduction (DPR), inaccessible pore volume (IAPV), polymer degradation, and
capillary pressure.

3.1 Chemical component partition
As mentioned in the previous section, the conservation laws must be
complemented with a number of extra relationships to mathematically find the

solution of the system of equations. These come from what is known as the system’s
phase behavior. This is considered essential in order to understand how the
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components distribute among the phases. In this model it is assumed that both oil
and water remain in the organic and aqueous phases, respectively. Moreover,
polymer and salt remain only in the aqueous phase. As far as the phase behavior of
the nanoparticles is concerned, a similar concept to the one commonly used for
surfactants is employed in order to calculate how the (nano)particles distribute
between the phases. Depending on the particles’ wettability, namely: hydrophobic
and lipophilic (HLPN); neutral wet (NWPN); or lipophobic and hydrophilic
polysilicon nanoparticles (LHPN), these will be present in the organic, both, or the
aqueous phase, respectively. Thus, three dimensionless relationships are used to
account for this partition:

Vﬂ
Solubilization coefficient = L, = VTP (13)
np
VO
Swelling coefficient = LZ)np = VTW (14)
np
VO
Partition coefficient = k,,, = Zp (15)
Vnp

Since in this model petroleum and water remain in their respective phases, the

swelling and solubilization coefficients are zero (Lan = Lipy = 0) . The value of the

nanoparticle’s partition coefficient is then determined by the physical characteris-
tics of the nanomaterial used in the flooding, namely, HLPN (for k,, > 1), LHPN
(for k,,~0), and NWPN (for k,,~1). Finally, the polymer and salt are assumed to

remain completely in the aqueous phase, hence V7 =V}, = 0.

3.2 Phase viscosities

The main functionality of the polymer addition is to increase the rheological and
viscoelastic properties of the aqueous phase, improving the recovery efficiency and
avoiding the water fingering phenomenon [6, 26, 27]. Although the nanoparticles
also affect the viscosity, its influence is not as important as with the polymer.
Several correlations have been proposed to account for the influence of
nanoparticles on the viscosity, since Einstein’s original work, used for low concen-
trations, to expanded studies considering, among others, the size and type of the
nanoparticles, temperature, and the characteristics of the carrier fluid [36-40]. In
order to consider these components in the calculation, a stepwise procedure is
adopted. Since the polymer’ architecture is also considered in this model, it is
necessary to determine the viscosity ratio between a linear polymer used as
reference and a (hyper)branched one which has the same total molecular weight
[41-46]. Eq. (16) is used in the proposed model to calculate this relationship
(Figure 5).

Sviscosity — m [1 + 2f Pt (Zf +f2)p2 + (3f2 - 2f),03] (16)

where f is the polymer’s number of arms and p is the relationship between
molecular weights of arms and backbone. The number of arms depends on the
polymer used, with some authors reporting polymers for EOR up to 17 arms [47].
Subsequently, the aqueous phase viscosity at zero shear rate can be calculated using
the Mark-Houwink relationship based on the polymer’s molecular weight:
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o = i {15 (k1 (0 £) - 1] Vi + k(g f) - 1] Vi + s (8,0 ) - I+ Vi | GO |
17)

The influence of nanoparticles is considered using a relationship for the
nanofluid relative viscosity, expressed as a function of the particles’ diameter,
which is a function of time (see Section 3.3), the carrier fluid molecules diameter,
and the particles’ volumetric concentration [48-51]:

g = g {1 + (25 + e Pt V4 (6.2 + pye D) VZ;} (18)

where 7, , are correlation constants. It is important to mention that in the
present model, the particular effects of associating polymers are not considered
[40, 52, 53]. It is therefore recommended that future studies should be performed in
order to establish a relationship between the rheological properties and the presence
of both nanoparticles and these types of polymers.

3.3 Aggregation of nanoparticles

The aggregation of nanoparticles is a well-known and studied phenomenon,
reported by many experiments which show that nanoparticles may aggregate until a
critical size is reached, followed by their sedimentation [54-58]. This can be defined
as the formation of clusters by (nano)particles or when small clusters aggregate to
form bigger ones due to the forces present in the system, which are explained, for
instance, by the Derjaguin-Landau-Verwey-Overbeek (DLVO) theory (Figure 6).
As the flooding process evolves in the rock formation, the gradual increase in the
clusters’ size may provoke the sedimentation, affecting negatively the aqueous
phase properties regarding the oil recovery efficiency. On the other hand, these
clusters may also be split into smaller ones if their size reaches a critical limit
(Figure 7) [59-65].

The mathematical modeling of this phenomenon was done in this chapter using
a simple ODE with exponential growing, using the particle size and an aggregation
constant to take into account the change in the particles’ diameter as a function of
time. This size is calculated for every time-step of the simulation since this affects
also other related phenomena during the flooding process (see Section 3.5).
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Viscosity vatio ..., as a function of the numbers of arms and the molecular weight velationship [12].
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Figure 6.
Different forces at the molecular scale as a function of the particles’ distance [65].
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Figure 7.
Scheme of the aggregation mechanisms of nanoparticles and their subsequent splitting [33].

Furthermore, a maximum possible size for the clusters is also assumed, above which
it splits into two identical, smaller clusters [59]:

dDia,,
dt

= Koggreg  Didy (19)

3.4 Diffusion of nanoparticles

The diffusion process can modify significantly the particles’ transport and
therefore their influence on the recovery process. In this chapter the influence of
the polymers’ molecules in this process will be also considered, which has not been
reported previously [66]. In the proposed model in this chapter, the starting point is
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the Brownian diffusion model calculated by the Einstein-Stokes equation
(Eq. (20)), which is valid for low concentrations, and it is therefore corrected for
different values of the particles’ volumetric concentration (Eq. (21)):

kgT
D} —— - 20
np 3uprDiay, S corr (20)
—6.55
fmrr = (1 - Vflp) (21)

Then, this diffusion coefficient must be corrected in order to take into account
the presence of the polymer molecules and their characteristics (architecture, com-
position, radius of gyration, and molecular weight). The radius of gyration depends
on its structure, its chemical composition, and molecular weight. The calculation for
a linear molecule is presented in Eq. (22) [67]:

M ‘M 0.588
R w,bb +f w,arm) (22)

g linear — brg : ( M
w,mon

where b,, is the segment length and M, s, is the monomer’s molecular weight.
Using this value, the radius of gyration of the branched polymer can be calculated
using a similar procedure to the one used in the viscosity calculation, expressing this
relationship as a function of the number of arms (Figure 8):

3f -2
grg = f2
The nanoparticles’ diffusion coefficient is then calculated using a stepwise

function, expressed as a function of the particles’size, radius of gyration, and
overlapping concentration, based on the study made by Flory [68-70]:

(23)

3(Mw,hh +f : Mw,arm)

P = 3 (24)
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Figure 8.
Radius of gyration vatio g, as a function of the numbers of arms and the molecular weight relationship [12].
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Diapp\¥ D,
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Re\ %D Di.
ten ()i ( ’”Z’NP> >R,

Dyp, = (26)

where Ppol 18 the polymer’s density, N, is the Avogadro number, and ap and 6p
are empirical constants.

3.5 Retention and adsorption

The adsorption takes place when nanoparticles or polymer molecules are depos-
ited onto the surface of the rock formation. This phenomenon causes a loss of the
EOR agents in the porous media, decreasing the efficiency and eventually making
the whole process unprofitable, in case of high adsorption rates [48]. Similar to
what is reported in combined chemical EOR processes, the presence of two or more
agents will cause a competitive adsorption process, modifying their deposition
rates, since the polymer molecules will cover part of the rock’s surface, rendering a
smaller available area for the adsorption of nanoparticles. This is modeled using two
factors, one affecting the polymer’s adsorption, and the other the nanoparticles,
which are function of the injection scheme. This also alters the porous media
properties (i.e., porosity and permeability) if the particles’size is larger or of the
same order than the pore size or if large volumes of particles accumulate [71-75].
The loss is quantified in Eq. (4) and it can be calculated as [66, 72].

Adnp = (Fsp ‘U1 + 0+ 1)3) (27)

where v; is the volume of nanoparticles available on the pore surfaces, v, is the

volume of nanoparticles entrapped in the pores of the porous medium due to
plugging and bridging, and v; is the release rate from pore walls by colloidal forces,
considering the salinity and the nanoparticles’ possible charge [66]. The first term is
usually expressed as a function of the critical velocity for surface deposition. Below
this, only the retention phenomenon occurs, and above this value a combination
retention and entrainment takes place:

o-w -V, if w<u,
Ul<n> = al_uj.vzp_az.vfn—b. (uj—uj ) if uqu?m (28)

crit
1> =0 V Q
where o is the coefficient for surface retention and «, is the coefficient for
entrainment. The critical velocity can be expressed as a function of the particles’/
clusters’ size, which is a function of time (Figure 9) [71, 72, 76]. It is important to

note here that this velocity is also a function of the particles’shape, which can vary
considerable in the case of clusters:

4l | Waay| = 0.00992736 - Diayp[m] + 0.0009936 (29)

Regarding the term v,, a formulation similar to the retention term in v is
adopted, expressed according to the following stepwise function:
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az-u - V@
O 4 (30)
;=0 V Q

where a3 is the pore blocking empirical constant. Lastly, v3 is calculated based on
the salinity, expressed as the TDS in the rock formation [66]:

<> { 4 v1<7l> ’ (CSC - Vf)zmm (31)

where a4 is the rate of colloidally induced mobilization. Eq. (31) implies that the
colloidal release of particles from any phase j is limited by a critical salinity Ci,
which is a function of the nanoparticles’ type and the mineralogy of the rock
formation.

3.6 Change in absolute porosity and porosity

The processes studied in the previous sections alter, to a lesser or greater extent,
the physical properties of the rock formation, i.e., porosity and absolute permeabil-
ity. The nanoparticles’ sedimentation, adsorption, and retention (by blocking and
bridging) affect the EOR process and are one of the main causes of formation
damage. The porosity decreases with the nanoparticles’ deposition caused, among
others, by aggregation mechanisms. Ju [72, 77-79] developed a numerical model to
calculate the instantaneous porosity, which is independent of the alteration by
compressibility:

<n> _ gp<n-1> Z(vgr» _ 1)~<"_1>) (32)

i, i,j

The absolute permeability is also affected by these processes, and its variation is
related to the parameters calculated in the previous section, according to Eq. (33):

<n>7 K
K" = Kz‘,<jo> (1= fr)ks+f K% (33)
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Figure 9.

Critical velocity (a) and retention parameters (b) as a function of the particle size [33].
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where K:jo> is the initial permeability, & is a constant for fluid seepage allowed

by plugged pores, and # is an experimental coefficient which varies from 2.5 to 3.5.
The term f' is the fraction of original cross-sectional area or unplugged pores open
to the flow:

fK:l_ZVﬁ'Ué (34)
j

where y;; is the coefficient of flow efficiency for the nanoparticles. The last part
consists in describing how the nanoparticles also affect the rock’s wettability by
the retention/adsorption processes described previously in this chapter and, hence,
the relative permeabilities. Firstly, how much area of the rock is covered by
nanoparticles and how much area is available should be calculated. This is based
on experimental observations which evidenced a functionality of the type of
nanoparticles, their shape and size, the rock formation, its origin and initial
porosity, permeability, and wettability. It is assumed for this calculation that the
nanoparticles are spherical and touching each other [13]. Thus, the specific area of
the particles is

_ Avea 6
" Volume Dia,,

(35)

Anp

Therefore, with the total amount of nanoparticles adsorbed or entrapped and the
specific area, the total surface of the porous medium covered by the particles is
calculated according to Eq. (36):

6- ﬁnp
Arj,j = Dittyy (v1 4+ v+ U3)i,<jn> (36)

where f3,, is the surface area coefficient. To calculate the total specific area, the
Kozeny-Carman equation is used. This correlation originally evidenced a problem in
its applicability to all rock formations and, moreover, not valid for complex poral
geometries [80, 81]. Thus, Carman modified the expression adding a variable to
Kozeny’s equation, known as hydraulic tortuosity [82, 83]:

Ko - ¢
T\ /K} + K,

where S, is the total specific area, Ko is the Kozeny constant, and T is the
tortuosity. This new variable was initially thought to be independent of the rock
properties, but later it was proven to be a function of the porosity, with a minimum of
1 when the latter tended to unity, and then increasing monotonically as the porosity
decreases (Figure 10). There are several relationships between tortuosity and poros-
ity, for example, Eq. (38) based on the work presented by Matyka et al. [84]:

T=1-077-In¢ (38)

Using the results from previous equations, the fraction of the rock covered by
the nanoparticles can be calculated, hence the wettability alteration (Figure 11).
The reference condition is the relative permeability curves without nanoparticles in
the system (a;; = 0). On the contrary, when the entire surface of the rock is
covered by the particles, the other extreme case is obtained a;; ; /S, > 1, and then the
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Tortuosity-porosity relationship [12].
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Figure 11.

Relative permeability modification based on the adsorption of nanoparticles [12].

maximum wettability change is reached, obtaining the new relative permeabilities
k*" and k° . Between these two conditions means a partial coverage of the rock’s
surface (0 <ay; ;/S, <1), adopting a linear interpolation between the extreme cases
to calculate the relative permeability modification (Eq. (39)) [71, 72, 78, 79, 85]:

k% = min (1, ko [1 + “;"f' (Oap — 1)D (39)

where 6, , represent the maximum achievable wettability modifications due to

the nanoparticles’ adsorption (6,, = kf"’* Jk?).

4. Results
The objective of this chapter, besides the development of a new CFD model for

the simulation of a nanoparticle/polymer flooding process, is to present the poten-
tial advantages of combined techniques in EOR as well as the benefits of using CFD
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tools in order to optimize the recovery strategies in oil fields. Thus, a series of
simulations were performed in a 2D oil field with a random permeability field
(Figure 12), starting with a standard waterflooding process to be used as bench-
mark; followed by a traditional EOR polymer flooding using commercial, linear
polymers to increase the viscosity of the sweeping phase; and finally a combined
flooding with nanoparticles + branched polymers.

The recovery process was simulated during a period of 3000 days for the three
different mechanisms. The results of both the recovery factor and the fractional
flow as a function of time are presented in Figure 13.

At the beginning of the process, all the techniques render the same results, but
the influence of the EOR agents is noticeable once the oil slug reaches the producing
well. In the case of the linear polymer, there is a reduction of the oil in the field due
to the increase in the viscosity. Furthermore, when the combined process with
nanoparticles is used, these modify not only the rheology and viscoelastic properties
of the polymer solution but also the wettability of the rock formation, allowing a
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Figure 12.
Absolute permeability fields in the X (left) and Y (vight) divections for the refined mesh, expressed in mD [12].
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Figure 13.

Oil recovery and fractional flow as a function of time for the reference cases and the nanoparticles and polymer
scheme in the refined mesh [12].
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Figure 14.
Oil saturation after 3000 days for the waterflooding (a), linear polymer (b), and the nanoparticle and
polymer (c) EOR flooding schemes [12].

further recovery of oil. This can be appreciated in Figures 14 and 15. The final oil
saturation in the field decreases significantly when the nanoparticles are used,
especially alongside the diagonal line connecting both wells, where the velocities
reach the highest values.

The influence of the nanoparticles is more evident in the areas with low perme-
abilities (Figures 14 and 15) in which both waterflooding and linear polymer could
not desaturate completely. On the other hand, the polymer + nanoparticle flooding
modified the wettability of the formation, increasing the mobility of the oil phase,
rendering lower residual saturations.

Figure 15.
Oil saturation after 3000 days for a linear polymer flooding (a) and a combined nanoparticles + polymer

flooding (b) [12].
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Numerically speaking, the solution of a chemical EOR process implies solving a set
of highly nonlinear and coupled balance equations. In the proposed simulator, an
iterative approach for each time-step of the simulation has been proposed. This ren-
dered a pseudo-implicit scheme, guaranteeing the numerical stability of the system.
This behavior can be proved using a matricial stability analysis of the system [12].

5. Conclusions

The goal of this chapter was to present the current strategies in oil recovery and
how traditional techniques can be boosted by means of the nanotechnology, intro-
ducing the development of a reservoir simulation using CFD techniques. There is a
need of optimizing the production of conventional oil sources while more sustain-
able energy resources are developed and a smooth transition between these can be
carried out. One of the techniques used to evaluate the performance of these
methods is reservoir simulation, a branch of engineering that emerged in recent
years, used to justify and analyze the execution of E&P investments. Among EOR
processes, chemical agents show a great potential in different oil fields, being
mostly used in low- and medium-viscosity fields. A way to improve their efficiency
is to use the nanotechnology in order boost the advantages of these chemical agents.

A novel mathematical model of porous media flow for a combined EOR/nano-
technology process is presented during this chapter, using a (hyper)branched poly-
mer with several possible architectures, coupled with nanoparticles of different
wettabilities. The mathematical model is represented by the momentum (Darcy)
and mass conservation laws, using a compositional approach due to its versatility to
model multiphase, multicomponent systems. There are several physical phenomena
present in EOR flooding, and the combination of chemicals and nanoparticles
affects some of them, studied in this chapter, presenting a set of formulas to
implement these in a reservoir simulator. The polymer architecture is key factor in
the oil recovery, with branched (e.g., comb/star) polymers yielding better recovery
factors than linear ones. On the other hand, nanoparticle flooding increases the oil
recovered by altering the rock wettability, allowing the organic phase to flow more
easily. Thus, the synergy between both agents presents a great potential for its
application in field tests.

All in all, nanotechnology-enhanced chemical EOR flooding could represent a
novel and improved technique, considering the advantages and synergy of the
agents being injected. Nanotechnology represents a breakthrough in EOR processes,
and it is a perfect example of how well-developed, standard techniques can be
enhanced by using the advantages of materials exhibited at the nanoscale.

Nomenclature

Ad component adsorption [1/day]
cr rock compressibility [1/Pa]

D dispersion tensor

f number of arms (polymer)

K absolute permeability [mD]

k, relative permeability

p reservoir pressure [Pa]

Puf bottom-hole pressure [Pa]

q flowrate [m?/day]
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Abstract

The usage of computational fluid dynamics (CFD) has enhanced 10-fold since
the last decade, especially in the area of aerospace science. In this chapter, we will
focus on determining the feasibility and validity of CFD results that are plugged in
flight dynamic model (FDM) to that of actual flight of an aircraft. Flight data of an
actual aircraft is used to determine the aerodynamic performance of the designed
FDM. In addition to this, FDM consist of various systems integration of an aircraft;
however, this study will focus on aerodynamic parameter optimization. Relative
analysis is carried out to validate the FDM. This will enable readers to know how
CFD can be a great tool for designing FDM of an unknown aircraft.

Keywords: flight dynamic modeling, computational fluid dynamic, aerodynamics,
aircraft, FlightGear

1. Introduction

Stable flight dynamic modeling and designing of an aircraft is a crucial phase
faced by the aviation industry. From these perspective, when it comes to on-ground
training of pilots, simulative training is required before they can face actual
dynamics of real flight. Smooth and stable flight is a necessary fact as the concerned
pilot is not always alone, and also high risks are involved if the pilot is untrained
with regard to aircraft dynamics. Therefore, ground training on flight simulators is
given to pilots for a particular aircraft. However, for the particular aircraft to run on
flight simulators, initially its flight dynamic model (FDM) is designed.

1.1 Why one should design FDM?

It’s a question of interest, why one should design FDM?, because the FDM is a
heart for flight simulator [1]. The current dire need of flight simulators is captured
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from the high rate of hiring of new pilots and indulgence of the airlines whether it is
in Pakistan or international forum. As the hiring and training of new pilots is
expensive, for this reason internationally, ground training with respect to particular
aircraft is being catered by flight simulators. For this reason, high-fidelity FDM is a
concerning aspect. In line with the above, it is significantly necessary to train new
pilots from a realistic approach, keeping in mind the existing piloting reviews from
old fellows of that aircraft to adopt for a dynamically changing environment
whether that be in terms of standard operating procedures (SOPs) of flight, sys-
tems, or navigation [2]. Moreover, the need of designing a realistic FDM for flight
simulators can also reduce the amount of actual flight time pilots put on aircrafts by
which fuel and CO, emission can be saved. This effort will inline flight organiza-
tions to act according to the ICAO Programme of Action on International Aviation
and Climate Change, which enforces the ways to save material cost, i.e., fuel econ-
omy, and protect the environment which are the key concerns [1] that can be a
driving factor for designing flight simulators.

1.2 What actually is FDM?

The era of FDM has changed the pathway of flight simulations. FDM consist
description of flight model of a certain aircraft, which are the propulsion, naviga-
tion, controls, avionics, and aerodynamic data. The major part of this FDM is the
aerodynamic data, as it handles the attitude behavior of the aircraft during flight.
This aerodynamic data is acquired from either wind tunnel testing or computational
fluid dynamics (CFD). Acquiring from wind tunnel is a difficult task as it is time-
consuming and requires scaling down of the design, as it is hard to test actual size
model since they are bigger than the wind tunnel test sections. Therefore, CFD is
preferred [2] (Figure 1).

1.3 CFD as a visual and graphical quantification tool

CFD is a tool for testing and quantifying fluid dynamics over an internal or
external body where fluid flow is involved. CFD saves material cost and
manufacturing time for analyzing aerodynamics of an initial design concept that has
been created [3]. Aerodynamics is a study of airflow in either the internal or

4 i tw ¥ 53

. F 3
— i _‘ _,
Figure 1.
Flowchart of FDM.
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external side of the body. The aerodynamics concerned in this chapter is related to
the external flow over an unknown aircraft body. CFD helps to simulate actual size
of computer-aided design (CAD) model, in an enclosed control volume. Any prop-
erty in the control volume is controlled using Reynolds transport theorem as shown
in Eq. (1), and further this approach is applied on velocities over three-dimensional
space and time using Eulerian technique as shown in Eq. (2):

DBy, 9
Dt &t
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Partial differential equations are used for describing system of fluids (i.e., gasses
and liquids) that are represented by the general laws of conservation of mass,
momentum, and energy [4].

The principle of mass balance is used in light of law of conservation of mass for
fluid element, and it is written in Eq. (3) [5].

dp

—+Vx(pxv)=0
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where % with derivation of density with time change and V x (p x v) is time rate

of change of volume of moving fluid.

The momentum equations in the x-, y-, and z-axes, respectively, are expressed in
Eq. (4).
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The energy equations used were derived from Navier-Stokes which depends upon
the first law of thermodynamics [6]. The derivation for conservation of energy on a
finite fluid element consists of a single equation which is expressed in Eq. (5).
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CFD is a cost-effective and easy to use method which empowers engineers to
virtually simulate and visualize the experiments carried out using wind tunnels. As
far as the visualization of flow is concerned, CFD helps in depicting pattern of the
fluid flow, which is difficult with regular wind tunnel experiments. However, wind
tunnel experiments are expensive to conduct, and their real flow characteristics are
hard to analyze due to the limitation of size of the test section for which scaling
down of the geometry is required. Moreover, to determine the forces and moments
in a wind tunnel, several pressure orifices are required and mounted over the model
of interest to determine the pressure distribution on the surface of the model [7],
due to which it is hard to set up the experiment as compared to CFD. Now keeping
in mind our application, i.e., related to aerospace industry, Menter’s shear stress
transport (SST) model initially developed by F.R. Menter in 1994 is suitable. More-
over, according to the F.R. Menter study [8], it is noted that the SST Ko model
outperforms and predicts the reduction of kinematic eddy viscosity quantity due to
the adverse pressure gradient profiles in very good agreement for all x-station of a
flat plate with that of the experiments. Moreover, in his study, SST Ko model is
capable of predicting the accurate velocity profile charts as acquired from experi-
mental study. In addition to this, SST Ko solves two equations, viz., turbulent
kinetic energy “k” and the eddy dissipation rate “w” which are given in Egs. (6) and
(7), where the variables are in italic and constants are in non-italic format:
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Variables in Egs. (6) and (7) are as follows: i.e., p is the density; t is the time; u;
and x; are the velocity and position vectors, respectively; . is the eddy viscosity; v,
is the kinematic eddy viscosity; v is the intermittency factor; F; is a blending
function; and [3*, Oy, O, are constants. It is basically a combination of the K—e model
in the freestream and K—o model near the walls of the geometry and is well suited
for external aerodynamic flows around complex geometries and highly separated
flows like airfoils at high angles of attack. In this study Siemens STAR-CCM+
software is used to carry out CFD analysis. This software includes numerous fluid
dynamic models that are widely used in industry-level simulation requirements.
Moreover, in STAR-CCM+ different wall treatment methods like all y+, low y+, and
high y+ for treating boundary layer formation can be incorporated with the SST Ko
model for true shear stress depiction.

For conducting CFD analysis, numerous test settings are permutated for gather-
ing the aerodynamic data. However, out of different test scenarios, significance is
given to cruise profile for which assumptions that are adopted for constraining our
simulation are as follows:

Altitude: 1000 m

Air density: 0.9075 kg/m’

Air viscosity: 1.581 m*/s
Velocity: 115 m/s ~ 220 knots
Attitude cases: 372

Table 1 shows that the total number of cases conducted for CFD simulations
were 372. In Table 1, “All” in first column first row means all control surfaces at
zero deflection level. “Elevator” in first column second row shows the number of
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Type AoA Beta Flaps

All 11 8 16

Elevator 88

Rudder 88 72

Aileron 88

Subtotal 275 80 16 Total 372
Table 1.

Total number of cases for CFD simulation.

elevator deflection cases conducted. “Rudder” in first column third row shows the

number of rudder deflection cases conducted, and finally “Aileron” in first column
fourth row shows the number of aileron cases conducted. These cases were carried
out with properties already mentioned before in Table 1.

2. CFD setup

Generic settings required for setting up any CFD requires the three basic
processes:

* Preprocessing
* Processing

* Post-processing

2.1 Preprocessing

The object of the study was C-130, and its CAD model was acquired from
FlightGear database, which is an open-source platform. Preprocessing involves
CAD import, generating and optimizing mesh using various techniques, physics,
and environmental settings. The CAD model is imported using inbuilt feature
which only supports listed file formats. In this study “.stl” format file is used from
CAD software.

Note: It is worth noting here that STAR-CCM+ requires considerable computer
hardware resources to work in a faster pace. Loading times, mesh generation, and
simulation times are significantly reduced with improvement in hardware. It has
been tested by running same simulations at different desktop configuration
machines and noticed significant reduction with respect to elapsed time.

After successful importing, the CAD model is visible in current scene. The next
step is to generate mesh. “STAR-CCM+ has all-around mesh generating feature that
creates unstructured form fitted finite volume meshes of fluid and solid domains.
Software is designed such that mesh generation is automatically informed by the
surface tessellation and CAD elements defining the geometry, such as local curva-
ture, surface proximity, and retained feature elements, and is further controlled by
user-specified meshing parameters. The latter are organized into a hierarchy of
global specifications and local refinements that enables precise control to achieve
cell quality metrics, such as skewness, connectivity, conformity, near-wall cell
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properties, and growth rate with the smallest practical mesh even for exceptionally
intricate geometries. STAR-CCM+ also employs a face-based solver technology
uniquely designed to recognize arbitrary polyhedral cell topology [9].”

For meshing user-specified parameters that were assigned are shown in Table 2,
these were values adopted for a four-engine turboprop transporter aircraft.

Tables 2 and 3 values were evaluated after repetitive attempts to achieve a well-
defined and fine mesh at zero angle of attack steady flight. After running meshing
method, software generated approximately 12 million cells in the mesh. The process
of meshing was repeated with mild tweaks in values for every case of angle of attack
and control surface deflections. For each case of flight profile, the number of cells in
a mesh increases with changes in angle of attack, sideslip, and various configura-
tions of control surfaces.

2.2 Processing

At this stage, the preprocessed settings are evaluated or computed using the
solver which is tailored to our specific requirements with the options selected
earlier. The processing depends on the stopping criteria for resolution of different
number of iterations. Once the correct models and settings are chosen for physics

Continua meshing parameters

Base size

1.0m

Number of prism layers

12

Size type Relative to base
Percentage of base 33.33%
Absolute size 0.3333 m
#Pts/circle 40.0
Curvature deviation distance 0.01m
Thickness of near-wall prism layer 0.008 m
Table 2.
Continua meshing parameters for STAR-CCM+.
Aircraft body region parameters
Number of prism layers 15

Size type Relative to base
Percentage of base 25%
Absolute size 0.25m
#Pts/circle 42.0
Curvature deviation distance 0.01m
Relative minimum size: percentage of base 5%
Relative minimum size: absolute size 0.05m
Relative target size: percentage of base ~6.0%
Relative target size: absolute size 0.08 m
Thickness of near-wall prism layer 0.006 m

Table 3.

Specific mesh optimization for aivcraft body region parameters.
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conditions, then the simulations are processed for examination of the applied con-
ditions. Here, the air properties, other physical conditions, result extraction for
aerodynamic coefficients, and graphical depiction of iterated data were selected.
Physical condition and fluid dynamics models implemented are listed below:

* All y+ wall treatment

* Constant density

* Gas

* Gradients

* K-Omega turbulence

* Proximity interpolation

* Reynolds-averaged Navier-Stokes

* Segregated flow

* Segregated fluid isothermal

* SST (Menter) K-omega

e Steady

* Three-dimensional

* Turbulent

» Wall distance

The aerodynamic coefficients generated in the final report were as follows:

C; = roll moment coefficient

C, = pitch moment coefficient

C, = yaw moment coefficient

C;, = lift coeffeicient

Cp = drag coefficient

Cy = side force coeffeceint

These parameters were set up, and each case of simulation had certain control

surface deflection and angle of attack. For a four-engine turboprop transporter
aircraft, 372 cases were chosen. These cases proved to be sufficient for attaining
high-fidelity flight dynamic model for aircraft simulator. The air speed was kept
constant at 220 knots and at an altitude of 5000 feet. Air density and viscosity were
set up accordingly. After all these steps, the CFD software is ready for analysis. By

simply clicking on run button on the top pane, STAR-CCM+ starts running iteration
and plots the results simultaneously.
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The CFD software as mentioned earlier requires sufficient computer hardware
to function properly. The elapsed time for analysis was almost 6 hours for a high-
end desktop configuration machine in year 2017. Compared to this, same analysis
was done within 3 h on a high-end machine in year 2018 with new specifications.
For better and faster results, cluster computers and supercomputers are used to run
CFD simulations for acquiring tremendous amount of data sets.

2.3 Post-processing

The results attained for aircraft aerodynamics from the CFD simulations are
then used by the FDM’s aerodynamic module. Results obtained are of forces and
moment coefficients for six different axes, i.e., drag, lift, side force, roll, pitch, and
yaw axes, with deflected surfaces at different angles.

3. Mesh independency study

To acquire accuracy in attaining the CFD results, and keeping in mind the
computational power, it is necessary to analyze the geometry for mesh indepen-
dency study. For this the model’s physical properties were defined with similar inlet
velocities, and physical boundary conditions were set similar for the different cases.
The model chosen was SST Ko model. Grid convergence analysis was conducted on
coarse, medium, and fine mesh specifications at which Cp, Cy,, and Cy; were ana-
lyzed. This is conducted to determine the effect of mesh quality on CFD results. The
number of cells and simulation time for three different cases was simulated. First
set was conducted with 0° angle of attack with all control surfaces non-deflected.
The second set was with 0° angle of attack with elevator deflected by +5°. The
results collected shown in Table 4 depict that the number of cells has a huge impact
on the mesh independence and time period required for conducting simulations.
The six meshes shown in Table 4 demonstrate that mesh independency was
acquired as per deviation from coarse level mesh to fine settings has achieved a level
of stagnation for estimated parameters of Cy, Cp, and Cy,. For the fine mesh, base
size reduction for different geometrical parts was set around 6% of actual geometry.

Mesh resolution Coarse mesh Medium mesh Fine mesh
At +5° elevator on 0° AoA

Number of cells 1,810,981 2,294,045 3,628,023
CFD simulation time 1h 30 min 2 h 02 min 2 h 15 min

Estimated Cp

9.002894e—02

9.662265e—02

9.033574e—02

Estimated C.

—6.521853e—02

—6.139491e—02

—7.067754e—02

Estimated Cpy —6.438546e—02 —6.970677e—02 —6.398511e—02
At 0° elevator on 0° AoA

Number of cells 1,781,326 2,314,142 3,760,216
CFD simulation time 1h2 min 1h 11 min 1h 30 min
Estimated Cp 8.790877e—02 9.168335e—02 8.853459e—02

Estimated C;,

1.435455e—03

3.072429e—-03

—8.159027e—03

Estimated Cy,

7.883882e—02

5.123151e—-02

5.492518e—02

Table 4.

Mesh independence test on different number of meshed cells, with CFD predicted results.
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Figure 2.

Mesh independency study on a 0° AoA profile and 5° elevator deflection of the aircraft; (a1) coarse mesh, (a2)
medium mesh, (a3) fine mesh, (b1) CFD output with coarse mesh, (b2) CFD output with medium mesh, (b3)
CFD output with fine mesh.

Conducted CFD simulations for above mesh settings are demonstrated in Figure 2.
It can be noted that the CFD results demonstrated significant velocity profiles and
depiction of wake generation was considered but dominance was given to shearing
stress, i.e., related to the near-wall stresses. Special focus was given to the surface
shearing stress, as to capture the precise effect caused due to control surface deflec-
tions. Moreover, wake dominance can be optimized further by deploying more
number of cells at the aft side of aircraft geometry with more computational power.

4. CFD to FDM integration

The FDM file is then processed using the FlightGear flight simulating software;
this file is in .xml format. Moreover similar procedure is followed for checking
under the JSBSim stand-alone module designed by Jon Berndt in 2004 [10]; how-
ever, it is embedded to the external image generation tool for visual effects. Input
devices for aircraft control loading system used with JSBSim simulations were
similar to the actual flight control loading system; however, with FlightGear simu-
lation, Logitech extreme 3d edition flight joystick was used, this is further
aggregated in Table 5.

Properties Actual flight FlightGear JSBSim

Control Actual control loading ~ Logitech extreme 3d edition ~ Similar to aircraft control

loading system system of aircraft flight joystick loading system

Altitude 5000 fts ~5000 fts 4900-5300 fts

Image Real FlightGear CIGI

generation

Throttle Max Max Max

condition

Cruise velocity 210-220 knots 210-220 knots 210-220 knots
Table 5.

Control loading and basic settings set at diffevent simulators and during actual flight mode.

153



Computational Fluid Dynamics Simulations

After the hardware is set up and FDM .xml scripted file is tested, we are able to
collect different flight data of interest for quantification of flight maneuvers. In the
next section, results of responses generated for angular rates that are dependent on
the aerodynamic coefficients plugged in FDM file are discussed.

5. Results and discussion

The pitch rate variation attained from flight data recorder (FDR) data,
FlightGear, and JSBSim data shows similarities from the maxima and minima
values. The pitch rate data of actual aircraft, i.e., PITR, from Figure 3 depicts that
during the cruise phase, aircraft pitching rate was within 1.5-1°/s. However, from
the FDM perspective, i.e., for JSBSim and FG, it shows pitching motion rate maxima
and minima between —2.25 to 3.5°/s and —2.25 to 1.5°/s, respectively. The depiction
gives a clear understanding that the aircraft modeled using FDM is replicating the
motion dynamics of the actual aircraft but with some deviation. Simulation results
demonstrate greater rates than the actual aircraft because the CFD results plugged
in the aircraft dynamic file are overpredicting the pitching rate of actual aircraft.
Nevertheless, it does give insight to the reader that CFD can be helpful in the initial
designing of FDM aerodynamic table [11]. The optimizations can be used to predict
the actual behavior of the aircraft pitching rate. A note to remember for damping
the motion and response dynamics of the aircraft from pitch axis, C,,, and C,,,, are
the two variables that can be used for fine adjustments according to pilot’s require-
ment. Before, it is necessary to have a correct initializing FDM model. The file that
was being used with JSBSim-based simulator was introduced with the specific tables
of C,,4 and C,,,;, for assisting for specific cases of landing and takeoff phase. This was
implemented as per pilot’s observations.

The roll rate variation attained from FDR, FlightGear, and JSBSim data shows
high degree of resemblance from the maxima and minima values. The roll rate data
of actual aircraft, i.e., ROLLR, from Figure 4 depicts that during the cruise phase,
aircraft rolling rate was within —4 to 4°/s. However, from the flight dynamic model
perspective, i.e., for JSBSim and FG, it shows rolling motion rate minima and
maxima between —1.25 to 6.25°/s and —2.25 to 2.15°/s, respectively. The depiction

Pitch rate

ﬂ‘,@mwmw e

L

— . - PITR [deg/sec] ====--FG-Q (deg/fs) ISB-0 (deg/s)

Figure 3.
Variation of pitch rate obtained from different flight data.
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Figure 4.
Variation of voll vate obtained from different flight data.

gives a clear understanding that the aircraft modeled using FDM is replicating the
motion dynamics of the actual aircraft. In addition, the simulative results of FG are
in high degree of agreement to actual aircraft roll rate performance. However,
JSBSim demonstrates greater roll rates, specifically in positive direction, than the
actual aircraft, and this can be because the control dynamics on the JSBSim were
being operated using a feedback-based control loading system; however, in an
actual aircraft, relative wind component affects the feedback felt by pilot on the
stick, hence adding an extra variability to aircraft control. Nevertheless, the roll rate
performance was better than the pitching rate. For controlling the oscillation and
damping effects in roll axis, Cy,, (i.e., coefficient of rolling moment due to damping)
and Cj, (i.e., effect of yaw rate on coefficient of rolling moment) are the major
variables. Mostly, Cy, is used for altering the damping effect. The effectiveness in
rolling moment of the control surface is catered by C;,;, where da denotes the
change in aileron deflection angle. In addition to Cy,, the FDM file was constrained
in such a way that the code for right and left ailerons was separately designed for
giving correct effect of aerodynamic deflections. Nevertheless, in pitch similar steps
were also followed for defining aerodynamics of positive elevator separately to that
of the negative elevator deflection using C,,,, variable; however this was causing
oscillatory modes at maximum deflection of positive elevators, for this two major
variables were given full consideration during the pilot phase optimization which
were C,,, and C,,.4. These two variables assisted in changing the damping and
oscillations caused due to pitching motion.

The yaw rate variation attained from FDR, FlightGear, and JSBSim data shows
high degree of resemblance from the maxima and minima values. The yaw rate data
of actual aircraft, i.e., YAWR, from Figure 5 depicts that during the cruise phase,
aircraft yaw rate was within —2 to 2°/s. However, from the flight dynamic model
perspective, i.e., for JSBSim and FG, it shows yaw rate minima and maxima
between —2.5 to 1.05°/s and —6.45 to 2.45°/s, respectively. The depiction gives a
clear understanding that the aircraft modeled using FDM is replicating the motion
dynamics of the actual aircraft. In addition, the simulative results of JSBSim are in
high degree of agreement to the actual aircraft yaw rate performance. However, FG
demonstrates greater yaw rates, specifically in negative direction, than the actual
aircraft, and this can be because the control loading used on the FG was being
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Figure 5.
Variation of yaw rate obtained from different flight data.

operated using a joystick control. Logitech extreme 3d edition flight joystick has a
small moment in yawing direction, i.e., the maxima and minima is reached in just a
slight deflection, causing it hard to deflect gradually, hence adding an extra diffi-
culty during yawing moment while controlling through FlightGear. Therefore, it
was found that the yaw rate demonstrated better performance using JSBSim than
the FG. The stability derivatives that are used for optimizing the yaw performance
of the aircraft were C,,, C,4, and C, 5, where C,,, is coefficient of yaw moment due
to yaw rate, C,,, is the yaw moment caused due to rudder deflection, and C,; is yaw
moment caused due to sideslip angle. C, 5 and C,,, were adjusted using specific
values; however, for C,,, table was defined as per to assist for landing and ground
run effectiveness of the yaw moment due to rudder deflection.

5.1 Data quantification of the results

For the steady-state cases, the linear model with required changes according to
pilot’s input, satisfactory estimation of the aerodynamic response is achievable.
However, if the pilot induces large-amplitude maneuvers or rapid divergences from
the steady-state conditions, then nonlinear parameters need to be considered with
the basic aerodynamic model. Klein and Morelli in their research state two ways of
doing this: (a) using Taylor series expansion for defining nonlinear stability deriva-
tives and (b) combining static terms and treating stability and control derivatives of
aircraft as a function of explanatory variables, i.e., angle of attack, angle of sideslip,
and Mach number [12]. Moreover, system identification technique is also good for
validating the required results of the aerodynamic coefficients from FDR data by
reverse engineering the states using observation matrix with specific input and
outputs [13-16]. However, in this study as we are considering the steady-state flight
dynamics, some mathematical techniques like standard deviation can be used for
evaluating performance of the CFD attained variables. This quantification was
carried out using Excel.

Quantification of Figures 5-13 was conducted using Excel through which the
local maxima and minima were depicted on different charts for observing the exact
value from specific plots. By the help of the local maxima and minima, standard
deviation (SD) was also calculated using Eq. (8):
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o= |22 L (8)

where ¢ is the population standard deviation, N is the size of the population, and
x; and p are the population mean.

It was found that the SD lied on a discrepancy of about 1 °/s from mean values,
giving us a generic idea that the results deviation was nominal as seen from Table 6.
It is found that the max deviation is mostly found in the JSBSim-based results.
However, FG results deviation is similar to the deviation of the actual aircraft. From
JSBSim perspective, it can be depicted that the atmospheric model was not
completely integrated to give the effects as it was found in FlightGear.

Figure 6 shows the local maxima and minima of the actual aircraft roll rate
during a steady-state flight condition. The figure gives an idea of the local maxima
and minima in red and green color, respectively. Using this SD was calculated to
understand the difference between different operating platforms.

Figure 7 shows the local maxima and minima of the JSBSim aircraft roll rate
during a steady-state flight condition. The figure gives an idea of the local maxima
and minima in red and green color, respectively. Using this SD was calculated to
understand the difference between different operating platforms.

Figure 8 shows the local maxima and minima of the FlightGear aircraft roll rate
during a steady-state flight condition. The figure gives an idea of the local maxima
and minima in red and green color, respectively. Using this SD was calculated to
understand the difference between different operating platforms.

Rates Actual (°/s) JSB (°/s) FG (°/s)

P 0.64380827 1.24255506 0.56483048

Q 0.19825922 1.08843922 0.49144324

R 0.45549470 1.05413173 0.73910523
Table 6.

Standard deviation of the angular rates.
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Figure 6.

Local maxima and minima on the actual (P) roll vate in °/s chart, where green are the minima and red are the
maxima.
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Local maxima and minima on the JSB (P) roll rate in °/s chart, where green ave the minima and red are the
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Figure 8.
Local maxima and minima on the FG (P) voll rate in °/s chart, where green are the minima and red are the
maxima.

Figure 9 shows the local maxima and minima of the actual aircraft pitch rate
during a steady-state flight condition. The figure gives an idea of the local maxima
and minima in red and green color, respectively. Using this SD was calculated to
understand the difference between different operating platforms.

Figure 10 shows the local maxima and minima of the JSBSim aircraft pitch rate
during a steady-state flight condition. The figure gives an idea of the local maxima
and minima in red and green color, respectively. Using this SD was calculated to
understand the difference between different operating platforms.

Figure 11 shows the local maxima and minima of the FlightGear aircraft pitch
rate during a steady-state flight condition. The figure gives an idea of the local
maxima and minima in red and green color, respectively. Using this SD was calcu-
lated to understand the difference between different operating platforms.

Figure 12 shows the local maxima and minima of the actual aircraft yaw rate
during a steady-state flight condition. The figure gives an idea of the local maxima
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Local maxima and minima on the actual (Q) pitch vate in °/s chart, wheve green are the minima and red ave
the maxima.
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Figure 10.
Local maxima and minima on the JSB (Q) pitch rate in °/s chart, where green are the minima and red are the

maxima.

and minima in red and green color, respectively. Using this SD was calculated to
understand the difference between different operating platforms.

Figure 13 shows the local maxima and minima of the JSBSim aircraft yaw rate
during a steady-state flight condition. The figure gives an idea of the local maxima
and minima in red and green color, respectively. Using this SD was calculated to
understand the difference between different operating platforms.

Figure 14 shows the local maxima and minima of the FlightGear aircraft yaw
rate during a steady-state flight condition. The figure gives an idea of the local
maxima and minima in red and green color, respectively. Using this SD was calcu-
lated to understand the difference between different operating platforms.

After observing the SD, standard error measure was also calculated. Table 7
demonstrates values of the standard error measure of angular rates of actual,
JSBSim, and FlightGear responses. Standard error measure shows how varied data is
acquired from the actual responses. It can be seen that the response variation from
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Local maxima and minima on the FG (Q) pitch rate in °/s chart, wheve green ave the minima and red ave the
maxima.

pan s PREES H

i -ﬂ
5
s

t

Samples

Figure 12.

Local maxima and minima on the actual (R) yaw vate in °/s chart, where green ave the minima and red are the
maxima.

mean is in similar constraints to each other. The standard error deviation for pitch
rate (i.e., Q) is higher for JSB and FG to that of the actual model because the values
chosen for the aerodynamic coefficients are generating greater pitching moment;
nevertheless, here the control column perspective should not be neglected as this
has also a greater impact on variability of the results.

6. Conclusions
The study has compiled a way for designing FDM tables using CFD obtained
results and pilots response from FDR data. The performance of CFD-designed FDM

was tested and compared with the FDR data with similar steady-state conditions as
prevailed during actual flight scenario. It was found that the response
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Rates

Actual JSB FG

P

0.0132808 0.025632 0.0116516

Q

0.0040898 0.0224528 0.0101355

R

0.0093961 0.0217451 0.0152466

Table 7.

Standard error measure of the angular rates.

characteristics of the simulated angular rates were in correspondence with the
actual rates. In addition to this, a standard deviation error measure was below 0.1
for all the rates from the mean position, giving us a confidence on the values of the
aerodynamic coefficients plugged in the FDM. Moreover, 1°/s SD of the angular
rates explained that the CFD data is useful for initially designing the FDM;
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however, further modifications using system identification with least square
method (LSM), Taylor series expansion, and filtering methods can be employed for
increasing the accuracies of the results.
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Nomenclature

CFD computational fluid dynamics

FDM flight dynamic model

FDR flight data recorder

AoA angle of attack

FDR flight data recorder

\% velocity vector

thsys change in system material derivative with time
by change in forward velocity with time

% change in shear stress in x-direction with time
Lz temperature gradient

e symmetric stress tensor
fx body forces in x-direction due to gravity
5 body forces in x-direction due to gravity
= body forces in x-direction due to gravity
qu velocity gradient in x-direction

% pressure gradient

% dissipation rate gradient in x-direction

% pressure gradient with respect to time

& derivation of density with time change

V x (p xv) time rate of change of volume of moving fluid
p density

p pressure

t time

u; and x; velocity and position vectors, respectively
He Eddy viscosity

Uy kinematic eddy viscosity

¥ intermittency factor

F; blending function

[3*, Oy, Oy shearing constants

K—e K-epsilon model

K-o K-omega model

K turbulent kinetic energy
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® Eddy dissipation rate

u forward velocity in x-direction

v lateral velocity in y-direction

w normal velocity in z-direction

P roll rate

q pitch rate

r yaw rate

Cr lift coeffeicient

Cp drag coefficient

Cy side force coeffeceint

C roll moment coefficient

Cip roll moment coefficient due to roll rate

Cy, roll moment coefficient due to yaw rate

Clia roll moment coefficient due to aileron input
Ciar roll moment coefficient due to rudder input
Cis roll moment coefficient due to rudder input
Cong pitch moment coefficient

Cra pitch moment coefficient

Corde pitch moment coefficient

C, yaw moment coefficient

Cop roll moment coefficient due to roll rate

C,.r roll moment coefficient due to yaw rate
Chda roll moment coefficient due to aileron input
Car roll moment coefficient due to rudder input
Cup roll moment coefficient due to rudder input
Cyp roll moment coefficient due to rudder input
SD standard deviation

c the population standard deviation

N the size of the population

x;and p the population mean

SDE standard deviation error
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Chapter 9

Computational Fluid Dynamic
Simulation of Vertical Axis
Hydrokinetic Turbines

Edwin Lenin Chica Arrieta and Ainhoa Rubio Clemente

Abstract

Hydrokinetic turbines are one of the technological alternatives to generate and
supply electricity for rural communities isolated from the national electrical grid
with almost zero emission. These technologies may appear suitable to convert
kinetic energy of canal, river, tidal, or ocean water currents into electricity.
Nevertheless, they are in an early stage of development; therefore, studying the
hydrokinetic system is an active topic of academic research. In order to improve
their efficiencies and understand their performance, several works focusing on both
experimental and numerical studies have been reported. For the particular case of
flow behavior simulation of hydrokinetic turbines with complex geometries, the use
of computational fluids dynamics (CFD) nowadays is still suffering from a high
computational cost and time; thus, in the first instance, the analysis of the problem
is required for defining the computational domain, the mesh characteristics, and
the model of turbulence to be used. In this chapter, CFD analysis of a H-Darrieus
vertical axis hydrokinetic turbines is carried out for a rated power output of 0.5 kW
at a designed water speed of 1.5 m/s, a tip speed ratio of 1.75, a chord length of
0.33 m, a swept area of 0.636 m?, 3 blades, and NACA 0025 hydrofoil profile.

Keywords: renewable energy, hydrokinetic turbine, numerical simulation,
power coefficient, tip-speed ratio

1. Introduction

Nowadays, both the developed and developing countries have been actively
promoting renewable energy for their environmental and economic benefits such as
the reduction of greenhouse gas emissions, decarbonization, and the diversification
of the energy supply in order to reduce the dependence on fossil fuels, especially
for the production of electricity, creating economic development and jobs in
manufacturing and installation of the systems [1-4]. Several countries have
developed policies and programs to promote the use of renewable energy sources.
In general, the policies and programs of developing countries are limited in scope,
focusing mainly on regulatory measures, with little attention to other relevant
aspects such as research and development, market liberalization, information
campaigns, and training [3-6].

The most common renewable power technologies include solar (photovoltaic
and solar thermal systems), wind, biogas, geothermal, biomass, low-impact
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hydroelectricity, and emerging technologies such as wave and hydrokinetic sys-
tems. These technologies have unquestionably started to transform the global
energy landscape in a promising way [7, 8].

The hydrokinetic systems convert kinetic energy of canal, river, and tidal or
ocean water currents into mechanical energy and, consequently, in electrical energy
without the use of large civil structures, being the energy provided by the hydroki-
netic system more valuable and predictable than that supplied by wind and solar
devices [9].

Even though the hydrokinetic systems are still in early stages of development,
the referred technology is attractive as renewable energy sources, and it could be a
response to the decentralization of energy markets due to the low operating costs,
good predict ability, and minimal environmental impact associated [10]. Although
the hydrokinetic turbines have relatively small-scale power production, they can be
installed as multiunit arrays like wind farms to increase energy extraction. There-
fore, these turbines can be used for rural electrification of isolated and river-side
communities [10].

The two most common types of hydrokinetic turbines extract energy utilizing
horizontal or vertical axis rotor with blade moving through the water [11]. The
horizontal and vertical axis turbines have axes parallel and perpendicular to the
fluid flow, respectively. Horizontal axis turbines are widely used in tidal energy
converters [11, 12]. In contrast, the hydrokinetic turbines with vertical axis are
generally used for small-scale power generation because they are less expensive and
require lower maintenance than horizontal axis turbines [12, 13]. On the other
hand, the rotor of vertical axis hydrokinetic turbines can rotate regardless of the
flow direction, which constitutes an advantage. In turn, horizontal axis hydroki-
netic turbines typically reach higher tip speeds, making them more prone to
cavitation, which reduce the efficiency and create surface damage [11-13]. In spite
of vertical axis turbine being not as efficient as the horizontal axis turbines because
they exhibit a very low starting torque as well as dynamic stability problems, the
interest in implementing vertical axis turbines is increased which drives further
research into the development of improved turbine designs [11-13]. Gney and
Kaygusu reported a detailed comparison of various types of hydrokinetic turbines
and concluded that vertical axis turbines are more suitable for the cases where
water flow rate is relatively limited [14].

There are two different types of vertical axis turbines: (i) those ones based on
the drag force, which are included in the former group and (ii) those ones mainly
based on the lift force, corresponding to the second group. Savonius turbines have a
drag-type rotor and helical turbine (Gorlov turbine). In turn, Darrieus and H-
shaped Darrieus turbines have a lift-type rotor since lift force is the main driving
force for these kinds of machines. Generally, drag-based turbines are considered to
be less efficient than their lift-based counterparts. The power coefficient of Darrieus
hydrokinetic turbines is comparatively higher than that of the Savonius hydroki-
netic turbines. However, Darrieus hydrokinetic turbines have poor starting
characteristics [15].

Due to the high cost of the harvesting energy from water current associated with
the use of these turbines, choosing a turbine with an optimum performance at the
selected site is utmost importance. The hydrodynamics and performance of these
turbines are governed by several parameters such as (i) the tip-speed ratio (TSR or
A = Ry /V, which is defined as the ratio between the blade tip speed and the fluid
speed (V), being R the turbine radius and y the rpm); (ii) the aspect ratio (AR),
defined as the ratio between the hydrokinetic turbine height (H) and its diameter
(D); and (iii) the solidity (¢ = Bc/2R), which refers to the ratio of the product of the
blade chord length (¢) and the number of blades (B), the blade profiles, and the
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Figure 1.
Power coefficients for different rotor designs.

chord Reynolds number (Re= pVc/u), where p and u are the water density and
viscosity, respectively. In the literature, there are several studies including experi-
mental, numerical (computational fluid dynamics) and theoretical studies, focused
on optimizing the hydrokinetic turbine geometric parameters, mainly the blade
profiles, using different techniques [8, 16-23]. Figure 1 shows the typical power
curves for the most common types of turbine. In Figure 1, it can be observed that
horizontal axis hydrokinetic turbines are typically more hydrodynamically efficient
and operate at much higher TSR values than vertical axis hydrokinetic turbines.
Figure 1 is adapted from the behavior of wind turbines; from the best of the
authors’ knowledge, there is no overall graph regarding the behavior of such types
of turbines considered as hydrokinetic turbines.

The objective of this chapter is to present a methodology for the efficient design
and numerical simulation of a H-Darrieus vertical axis hydrokinetic turbine using
CFD simulation and the commercial software ANSYS Fluent. The designed hydro-
kinetic turbine is expected to generate 500 W output power at 1.5 m/s water
velocity. The hydrodynamic performance (power coefficient) was analyzed for
several TSR values.

2. Vertical axis hydrokinetic turbine hydrodynamic models

For the design of vertical axis hydrokinetic turbine, several numerical models
have been used, each of them with their own strengths and weaknesses, to accurately
predict the performance of a hydrokinetic turbine depending on their configuration.
The most common models are (i) blade element momentum (BEM) models, (ii)
vortex models, and (iii) computational fluid dynamics models [24-32]. BEM are
analytical models that combine the blade element and the momentum theory in order
to study the behavior of the water flow on the blades and related forces. It is a
technique that was pioneered by Glauert [24], Strickland [25], and Templin [26].
BEM models can be classified into three submodels: (a) single stream tube model, (b)
multiple stream tube model, and (c) double multiple stream tube (DMS) model
[28, 30], respectively, according to the increasing order of complexity.

167



Computational Fluid Dynamics Simulations

The hydrokinetic turbine is placed inside a single streamtube, and the blade
revolution is translated in an actuator disk when the single stream tube model is
used. The water speed in the upstream and downstream sides of the turbine is
considered constant. Additionally, the effects outside the streamtube are assumed
negligible. It is highlighted that this model does not deliver good accuracy due to
the assumptions required to be made. The obtained results in a number of cases
provide higher estimate values. In contrast, it has fast processing time compared to
other models.

A variation of the single streamtube modeling is the multiple streamtube
modeling, which divides the single streamtube in several parallel adjacent
streamtubes that are independent from each other and have their own undisrupted,
wake, and induced velocities. Although this model is not accurate, the predicted
performance is close to field test values, tending to give values a little higher for
high TSR with a fast processing time [25, 28].

On the other hand, a variation of the multiple streamtube modeling is the double
multiple streamtube modeling. This model divides the actuator disk into two half
cycles in tandem, representing the upstream and downstream sides of the rotor,
respectively. This model has suffered several improvements throughout time and
offers a good performance prediction and, however, presents convergence prob-
lems for high solidity turbines, giving high power prediction for high TSR and
having a high processing time [31-35].

A number of studies have been carried out to simplify numerical models
[36-40]. Nevertheless, the use of numerical methods associated with different
algorithms of CFD to analyze complex fluid flow applications has grown in recent
years due to the rapid development of computer technology. Therefore, the
analysis of vertical axis hydrokinetic turbines is also being conducted using CFD
simulation [18-23].

CFD is found in some commercial software tools such as ANSYS Fluent, FLACS,
Phoenix, and COMSOL, among others. The CFD tools transform the governing
equations of the fundamental physical principles of the fluid flow in discretized
algebraic forms, which are solved to find the flow field values in time and space.
The simulation results can be very sensitive to the wide range of computational
parameters that must be set by the user; for a typical simulation, the user needs to
select the variables of interest, turbulence models, computational domain, compu-
tational mesh, boundary conditions, methods of discretization, and the convergence
criteria, among other simulation setup parameters [20-23]. In general, the CFD
tools compute the flow field values by the equations of the fundamental physical
principles of a fluid flow. The physical aspects of any fluid flow are governed by
three principles: mass is conserved, Newton’s second law (momentum equation) is
fulfilled, and energy is conserved. These principles are expressed in integral equa-
tions or partial differential equation (continuity, momentum and energy equation),
being the most common form of momentum equation, the Navier-Stokes equations
for viscous flows and the Euler equations for inviscid flows [20-23].

The use of CFD simulation of the turbulent flow surrounding the hydrokinetic
turbine is either done by statistical modeling of turbulence based on the Reynolds-
averaged Navier-Stokes (RANS) equations, large eddy simulation (LES), or direct
numerical simulation (DNS) [41]. RANS are time-averaged equations of motion for
fluid flow; therefore, when the flow is not a stationary one, RANS equation is not
the same, due to the simulation must be a time-dependent one. This significantly
increases the computational time over conventional RANS. The use of LES and DNS
methods for this case requires a careful application and significant computational
resources [42, 43]. Additionally, since LES and DNS methods require very fine grids
for wall-bounded flows, they are still in development stages for high Reynolds
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number flow; therefore, they are not practical for modeling the flow around the
hydrokinetic turbine. An alternative for CFD simulation is the use of unsteady
Reynolds-averaged Navier-Stokes (URANS) turbulence models, which are compu-
tationally economical and of great use among both industry and academia in
comparison with LES models [41, 42, 44-50].

Recently, hybrid unsteady RANS/LES method has been increasingly used for
certain classes of simulations, including separated flows; nevertheless, the
techniques that combine the near-wall RANS region with the outer, large-eddy
simulation region need further development [51].

The specific case of the URANS equations that govern incompressible and iso-
thermal turbulent flow around the turbine blade is given by Egs. (1) and (2) [52]:

ou;
o, 0 (1)
Opu;  Opuiuj ap 0 ou; 9
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wherei =1,2,3; j =1,2,3; uand p represent the time-averaged velocity and
pressure, respectively; p is the dynamic viscosity of water; p represents the density
of water; f; expresses the body force per unit of volume, which may represent the
Coriolis and centrifugal contributions; x ; denotes the spatial coordinate component;
t is the time; and 7;; refers to the Reynolds stress, which is required to be modeled
for approximating the above equations. Nowadays, turbulent flows may be divided
into four groups (Figure 2). The first one relies on the Boussinesq assumption
according to which Reynolds stress is proportional to the mean strain rate. These
models are often called eddy viscosity models. The second group includes the so-
called nonlinear eddy viscosity models, which allow for the modeling of the turbu-
lent stress as a nonlinear function of mean velocity gradients. Within this group,
turbulent scales are determined by solving transport equations (usually, k+ one
other physical quantity). The model is set to mimic response of turbulence to
certain important types of strain. The third group involves modeling Reynolds
stress transport equations known as a second-moment closure method. The last
group concerns the DNS, LES, and the detached eddy simulation (DES). These
models rely on a direct resolution of the Navier-Stokes equation for some class of
the flows (DNS) or direct resolution of the Navier-Stokes equation for large scales
and modeling sub-grid scale (LES, DES). DES is a hybrid model of URANS and LES

Turbulence models
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Figure 2.
Classification of turbulence models.
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models, being the former one for modeling the wall region and the latter one for the
other regions. The motivation of researchers for utilizing DES is the high cost of
LES in the boundary layer region; the strategy of using DES aims at accurately
modeling the large vortices in the separated shed wake while keeping the simulation
of the near-wall region at a limited cost [51].

Eddy viscosity models use the Boussinesq approximation, which is a constitutive
relation to compute the turbulence stress tensor, z;;, defined in Egs. (3) and (4):

- 1 -~ 2
pTij = 2 (Sij - —Skk5zj) - gpkéij (3)

u (4)

where S;j is given by Eq. (5)
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In Eq. (5), k is the turbulent kinetic energy, y, refers to the dynamic eddy
viscosity, p is the water density, 7; denotes the shear stress, J; is the Kronecker
delta, and u expresses the velocity. Based on dimensional analysis, y, can be deter-
mined from a turbulence time scale (or velocity scale) and a length scale: (i)
turbulent kinetic energy (k), represented by Eq. (6); (ii) turbulence dissipation rate
(€), described by Eq. (7); and (iii) specific dissipation rate (w), expressed in Eq. (8):

ke = —u;ui'|2 -
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Each turbulence model calculates 4, differently. Within the group of eddy
viscosity models, it is possible to identify the following one- and two-equation
turbulence models: Spalart-Allmaras, standard & — € model, renormalization group
(RNG) k — € model, realizable £ — € model, standard & — w model, and shear stress
transport (SST) k — w model. The choice of turbulence model will depend on
several considerations such as the physics encompassed in the flow, the established
practice for a specific class of problem, the level of accuracy required, the available
computational resources, and the amount of time available for the simulation. To
select the most appropriate model for each application, the capabilities and limita-
tions of such as options are needed to be understood [20, 43, 52-60].

The turbulence models most usually utilized for the CFD analysis of a vertical
axis hydrokinetic turbine are RANS approach because LES models require a highly
refined mesh and are, therefore, extremely expensive from a computational point of
view [53]. For vertical axis hydrokinetic design, the most commonly used turbu-
lence models include the referred models mentioned previously, e.g., K — € model,
realizable £ — € model, standard k — w model, and shear stress transport (SST)

k — @ model. The SST model was developed to provide an answer to the necessity of
models which can handle aeronautical flows with strong adverse pressure gradients
and separation of the boundary layers. For this purpose, SST model combines the

k — w model in regions near to solid walls, with k£ — € model for the free stream flow
out of the boundary layers. SST model has been found to give very good results

for CFD analysis of horizontal and vertical axis hydrokinetic turbines [20, 54-60].
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For this reason, an SST turbulence model is adopted in the design of this vertical
axis hydrokinetic turbine proposed here in the same way used by other authors
[22, 61-65].

In general, BEM and vortex models previously described must adopt several
assumptions and corrections to account for the full three-dimensional, turbulent
flow dynamics around the turbine blades. The use of CFD simulation eliminates the
need for many, but not all, of these assumptions. It also has the advantage of
resolving the full time-dependent flow field allowing for a better understanding of
the flow at the blade wall as well as in the wake of the turbine. Although a much
greater computation cost is associated with the use of CFD simulation, it has
demonstrated an ability to generate results that can be favorably compared with
experimental data [19, 58, 66-69].

3. Geometrical modeling of a Darrieus hydrokinetic turbine

In the vertical axis category, H-Darrieus turbines are the most common options
because their installation is simple, they are less expensive, and they require less
maintenance than other types of vertical axis hydrokinetic turbines [17, 20]. During
the design of Darrieus turbines, a high rotor efficiency is desirable for increased
water energy extraction and should be maximized within the limits of affordable
production. H-Darrieus turbine consists of two or more hydrofoil blades around a
shaft perpendicular to the direction of the water flow. The available hydrokinetic
power (P) of this turbine can be computed from the water flow and the turbine
dimension, as represented by Eq. (9) [11, 12]:

P = %pCpAV3 )

where A is the swept area and C, refers to the power coefficient of the turbine. It
is widely known that a physical limit exists to quantify the amount of energy that
can be extracted, which is independent on the turbine design. The energy extraction
is maintained in the flow process through the reduction of kinetic energy and
subsequent velocity of the water. The magnitude of energy harnessed is a function
of the reduction water speed over the turbine. Total extraction, i.e., 100% extrac-
tion, would imply zero final velocity and, therefore, zero flow. The zero-flow
scenario cannot be achieved; hence all the water kinetic energy may not be utilized.
This principle is widely accepted and indicates that hydrokinetic turbine efficiency
cannot exceed 59.3%. This parameter is commonly known as C,, being the maxi-
mum C, equal to 0.593 is referred to as the Betz limit. It is important to note that the
Betz theory assumes constant linear velocity, inviscid, and without swirl flow.
Therefore, any rotational forces such as wake rotation and turbulence caused by
drag or vortex shedding (tip losses) will further reduce the maximum efficiency.
Efficiency losses are generally reduced by avoiding low tip-speed ratios which
increase wake rotation, selecting hydrofoils which have a high lift-to-drag ratio and
specialized tip geometries. Making an analysis of data from literature, the value of
maximum C, has been found to be usually ranging between 0.15 and 0.586 [22].
This coefficient only considers the mechanical energy converted directly from
water energy, i.e., it does not consider the mechanical conversion into electrical
energy [70, 71].

The power output of the hydrokinetic turbine given by Eq. (9) is also limited by
mechanical losses in transmissions and electrical losses [72, 73]. Because of these
losses and inefficiencies, one more variable is added to Eq. (9). The variable is 7,
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which is a measure of the efficiency of the gearbox, the electrical inverter, and the
generator. It takes into account all the friction, slippage, and heat losses associated
with the interior mechanical and electrical components. Values for  can greatly
differ among the turbine models. Some smaller turbines do not have transmission;
therefore, the electric generator is directly moved by the turbine shaft, while larger
turbines have transmission [74]. The range of values of 7 is presented in the litera-
ture, highlighting the study conducted by Hagerman et al., which states a range of
efficiencies between 95 and 98%. However, for the design of the blade, a reasonable
and conservative value of # around 70% was used in this work [75].

Adding 7 into Eq. (9), Eq. (10) is obtained:

1 3
P = ipCpAV n (10)

Eq. (10) is considered the power equation for the hydrokinetic turbine. P is the
net power derived from the water after accounting for losses and inefficiencies. The
hydrokinetic turbine parameters considered in the design process mentioned pre-
viously are (i) (A), (ii) (P) and C,, (iii) TSR or 4, (iv) blade profile and ¢, (v) B, and
(vi) o and AR.

The swept area is the section of water that encloses the turbine in its movement.
Its shape depends on the rotor configuration; thus, the swept area of horizontal axis
hydrokinetic turbine is a circular shaped, while for a straight-bladed vertical axis
hydrokinetic turbine, the swept area has a rectangular shape. Therefore, for a
H-Darrieus vertical axis hydrokinetic turbine, the swept area depends on both (D)
and (H) [76, 77]. Therefore, A is given by Eq. (11):

A =DH =2RH (11)

A limits the volume of water passing throughout the turbine. The rotor converts
the energy contained in the water in a rotational movement, so as the area is larger,
the power output under the same water operating conditions is also larger. Fur-
thermore, C, is strongly dependent on 4, defined in Eq. (12). This parameter is the
ratio between the tangential speed at the blade tip and the water speed:

_ Ry

A
%4

(12)

Each rotor design has an optimal TSR at which the maximum power
extraction is achieved. On the other hand, the number of blades (B) has a direct
effect in the smoothness of the rotor operation as they can compensate cycled
hydrodynamic loads [76-78]. For easiness of the turbine manufacturing, three
blades have been considered in the rotor design. In general, three blades are used for
the turbine system to keep the dynamic balance and minimize the fatigue effect
[75-77].

In turn, o is defined as the ratio between the total blade area and the projected
turbine area [76, 77]. It is a crucial non-dimensional parameter affecting self-
starting capabilities. For a straight-bladed hydrokinetic turbine, ¢ is calculated from
Eq. (13):

_Ee

R (13)

o

The factor AR is defined as the ratio between H and R [76, 77]. It can be defined
as represented by Eq. (14):
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H
AR = = (14)

The optimum range for the rotor AR for a vertical axis wind turbine was
obtained using the double multiple streamtube analytical approach by Ahmadi-
Baloutaki et al. [77], and it was found to be 1< H/R < 4. The hydrokinetic turbine of
the mentioned work was designed for a rotor with an AR of 1.5.

In relation to the blade profile, a great number of hydrofoil families and thick-
nesses have been informed to be suitable for Darrieus turbines. Since it is impossible
to analyze all of them, the choices must be narrowed in some way. Symmetrical
hydrofoils have been traditionally selected because the energy capturing is
approximately symmetrical throughout the turbine axis.

In this sense, the majority of the previously conducted research works on
vertical axis hydrokinetic turbines has been focused on straight-bladed vertical
hydrokinetic turbines equipped with symmetric hydrofoils (such as NACA four-
digit series of 0012, 0015, 0018, and 0025). In the current work, NACA 0025
hydrofoil profile was selected [66, 76, 79]. The maximum C, of a turbine with
NACA 0025 hydrofoil profile was numerical and experimentally analyzed by Dai
and Lam [101]. The results showed that a maximum average C, equal to 25.1% was
obtained for a TSR of 1745. Consequently, this C, value was used for the design
of the blade.

Nevertheless, before using Eq. (10), V must be determined or assumed. In this
research, a V value of 1.5 m/s was assumed since it constitutes an average speed of
the great rivers in Colombia. In turn, P, #, and p equal to 500 W, 70%, and 997
kg/m?(at 25°C) were calculated. R and H were equal to 1.13 m and 0.75 m, respec-
tively. It is important to note that long blades can cause many natural frequency of
vibration, which must be avoided during the operation [78, 80, 81].

Subsequently, given the rotor design parameters (e.g., R, H, hydrofoil profile and
water current velocity, among others), the main task during the blade design proce-
dure is to determine ¢, which can be obtained by equaling the thrust on the rotor,
determined from the actuator disk theory, with the thrust obtained from the BEM
theory, considering the drag different from zero [72, 81]. From the actuator disk
theory, the axial thrust (I) on the disk can be written as represented by Eq. (15):

I =2pAa(l—a)V? (15)

where 4 is the axial induction factor, which is defined as the fractional water
velocity decrease between the free stream and the rotor plane. On the other hand,
because the Darrieus turbine is primarily a lift force drive turbine, the resultant
tangential components of the lift and the drag forces on the hydrofoil provide the
driving force to the turbine. The value of 4 can be determined from Eq. (16) that
relates C, with a [82]:

c, =4 (16)

Therefore, for C, equal to 0.25 and 7 of 70%, three values for axial induction can
be obtained (1.1916, 0.76, 0.0483). The thrust coefficient for an ideal turbine is
equal to zero when 4 is equal to 1. On the other hand, the momentum theory is no
longer valid for axial induction factors greater than 0.5 because V in the far wake
would be negative. In practice, as the axial induction factor increases above 0.5, the
flow patterns through the hydrokinetic turbine become much more complex than
those predicted by the momentum theory. However, when axial induction is equal
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Figure 3.
Vertical axis hydrokinetic turbine flow velocities and blades.

to a small value, the chord length values can be also smaller, generating a decrease
in the surface where the water acts and subsequently complicating the structural
integrity of the blade; therefore, a value of axial induction equal to 0.76 was used for
the design of the vertical axis hydrokinetic turbine proposed here.

Figure 3 shows a basic schematic representation of the hydrodynamic design of
a H-Darrieus turbine. A feature of H-Darrieus turbine is that the angle of attack (a)
on a blade is a function of the blade azimuth angle (). In Figure 3, the tip velocity
vector and the lift and drag vectors generated by the rotation of the turbine blade
are illustrated. As it can be seen from Figure 3, the relative velocity (w) can be
obtained from the tangential and normal velocity components given by Eq. (17):

w =/ viSin(6))? + (v1Cos(0) + yR)? (17)

where v; is the induced velocity through the rotor. w can be written in a non-

dimensional form using free stream velocity. Therefore, Eq. (17) can be expressed
as Eq. (18):

2
% - \/ (%Sin(e)z) + <DV Cos(0) + g) (18)

The v; can be written in terms of a, as described by Eq. (19):

v;=V(1—-a) (19)

Using Egs. (12) and (19), Eq. (18) can be rewritten as Eq. (20):

”‘j_ \/ ((1 —a)Sin(9)2) +((1—a)Cos(8) + 1) (20)
From the geometry of Figure 3, W can also be represented by Eq. (21):
_ v;Sin(0)
Y= "Sin(a) D
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Using Eq. (19), Eq. (21) can be rewritten as Eq. (22):

_ V(1-a)Sin(0)

From the geometry of Figure 3, the local angle of attack can be expressed as
Eq. (23):

v;Sin(0)

- v;Cos(0) +wR (23)

tan (a)

Eq. (23) can be put in a non-dimensional form using Eq. (19); therefore, Eq. (24)
is obtained:

L[ (A—a)Sin(0)
o= fan ((1 —a)Cos(6) + z) 24

As shown in Eq. (24), a, is affected by A. In Figure 4, the variation of « as the
blade rotates according to 4 different values is illustrated. It is noteworthy that a is
the angle between the vector of the relative velocity and the direction of ¢. As the
vector of the relative velocity changes, a positive and a negative values in the
upstream and downstream region of the rotor, respectively, are observed. The
larger A, the smaller a throughout the blade rotation. The larger the blade tip
velocity vector is, the larger the tip speed ratio is.

The normal (Fy) and tangential (Fr) force for a single blade at a single azimuthal
location can be expressed as Egs. (25) and (26), respectively:

Fy = % pw?He(Cy,Cos(a) + CoSin(a)) (25)
Fr = % pw*He(CySin(a) — CpCos(a)) (26)

where Cj, is the lift coefficient and Cp is the drag coefficient for a. The
instantaneous thrust force, which is the force of the water on the turbine
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Figure 4.
Angle of attack variation in a blade revolution for different tip-speed ratios.
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experienced by one-blade element in the direction of the water flow can be calculate
using Eq. (27):

I; = FxSin(0) — FrCos(6) (27)

Substituting Eqs. (25) and (26) in Eq. (27), Eq. (28) is obtained, which repre-
sents the instantaneous thrust force:

I = %pwzHC[(CLCOS((X) + CpSin(a))Sin(0) — (CLSin(a) — CpCos(a))Cos(0)] (28)

By equating the thrust value from Eq. (15) and Eq. (28) and substituting
Eq. (22), ¢ can be found using Eq. (29):

8aRSin’a
¢= — . (29)
(1 —a)Sin“0(CpCos(a — ) — CLSin(a — 0))

Cr, and Cp depend on the shape of the blade, a, and Reynolds number under
a given operating condition. Cy, and Cp values of 0.5097 and 0.0092 were used.
These values were found in the literature for the hydrofoil NACA 0025 for
equal to 5° [79].

Although a is a variable in Eq. (29) and depends on 6 and «, in order to calculate
¢, a was considered as a constant and was equaled to angle that maximizes C;, and
Cp. In this case, @ was equal to 5° in order to find the blade ¢ for any 6. Therefore,
with the function defined in Eq. (29) and once C;, Cp, 4, and R were found, the ¢
response was possible to be evaluated at different 8 values (Figure 5). It is observed
that ¢ changes with azimuthal position, being a cyclic distribution every 180° with
asymptotic values at 0° and 180°. For 6 values between 0° and 60° and between
120° and 180°, c is very large, even much larger than R. Therefore, by averaging 6
values between 60° and 120°, an optimal ¢ value equal to 0.33 m is achieved.

Using Eq. (13), o can be found, obtaining a value of 0.66. A lower ¢ requires less
material and subsequently lower effective manufacturing cost.
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Figure 5.
Chord length for different azimuth angles.
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On the other hand, the blade aspect ratio (AB) is defined as the ratio between
the blade length and ¢ [76], as expressed by Eq. (30):

AB :? (30)

For blades with smaller AB, the lift-to-drag ratio can be reduced. Any decrease
in the lift-to-drag ratio will reduce tangential forces. This would decrease the tur-
bine overall torque and, consequently, the turbine output power. Some researchers
have demonstrated an increase in the maximum C, with the blade AB increasing a
value of about 15. In spite of this fact, utilizing blades with relatively high AB has
some drawbacks. Relatively long blades add a great amount of weight to the tur-
bine, which increases the manufacturing and maintenance costs and creates a need
for a more complex bearing. Moreover, such blades are exposed to larger bending
moments. In this work, the blade AB parameter was fixed at 3.42.

After finding out the value of ¢ for every section, the next step was to multiply
this value by the non-dimensional coordinates of NACA 0025 hydrofoil profile. The
values of x and y profile coordinates for each section were exported to parametric
3D design software. From the cross sections of the blade and using the Loft com-
mand, a 3D model of the whole blade was produced. The resulting image is shown
in Figure 6. In general, the geometric specifications of the turbine are given in
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Figure 6.
H-Darrieus vertical axis hydrokinetic votor with three blades.
Parameter Value (units)
Power output (P) 500 W
Blade’s profile NACA 0025
Chord length (c) 0.33m
Number of blades (N) 3
Solidity (o) 0.66
Turbine height (H) 113 m
Turbine radius (R) 0.75m

Table 1.
Geometric specifications of the considered turbine.
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Figure 7.
Design procedure of a vertical axis hydrokinetic turbine.

Table 1. In order to calculate those parameters, the flowchart shown in Figure 7 can
be followed.

4. Computational fluid dynamics of a Darrieus hydrokinetic turbine

A computational domain is a region in the space in which the numerical equa-
tions of the fluid flow are solved by CFD. In order to solve the physics of the flow
field around the blade, dividing the flow domain in a set of small subdomains
(rotating and stationary domains) is required, which implies the generation of a
mesh of cells, also defined as control volumes. Three fundamental aspects to evalu-
ate the accuracy and the resolution time of a simulation are the geometry and size of
the cells coupled to the numerical method used to solve the governing equations.
The mesh size must be sufficiently small to provide an accurate numerical approx-
imation, but it cannot be so small that the solution is impractical to be obtained with
the available computational resource. Thus, the mesh is usually refined in the
regions of interest around the main obstacles affecting the flow [83]. In the partic-
ular case of the vertical axis hydrokinetic turbines, these obstacles are the blades.

The mesh can be structured or unstructured. In the first case, the mesh consists
of quadrilateral cells in 2D or hexahedral cells in 3D. In turn, the unstructured mesh
usually consists of triangles in 2D and tetrahedral in 3D, but cells of the mesh can
adopt any form. Structured mesh usually implies shorter time resolution; neverthe-
less, the unstructured meshes may better represent the geometry. Yasushi [84]
presents a discussion about the development of efficient computational analysis
using unstructured mesh. On the other hand, Luo and Spiegel [85] propose a
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method to generate a hybrid mesh (coupling structured and unstructured mesh).
In some occasions, the hybrid meshes consist of quadrilateral or hexahedral ele-
ments generated in layers near the wall surfaces to capture the boundary layer and
of triangular or tetrahedral elements that fill the remainder of the domain.

Several concepts related to mesh generation are found in [86], and a detailed
discussion about the influence of the mesh in CFD applications is presented by
Thompson et al. [83].

The CFD package, ANSYS Fluent version 18.0, was used for all the simulations
performed in this study. 2DCFD model with less computational cost than 3D model
was utilized to represent the vertical hydrokinetic turbine and the water domain.
Based on the review of relevant works [78, 87-89], the use of a 2D model has been
reported to be enough for revealing the factors that influence the performance of
the turbine and the majority of factors affecting the flow physics surrounding the
vertical axis hydrokinetic turbine, such as the hydrofoil profile, B, o, and D. In the
2D numerical study of this work, the effects from supporting arms were not taken
into consideration. URANS equations were solved using the SIMPLE algorithm for
pressure velocity coupling [34, 37, 90, 91].

The vertical hydrokinetic turbine studied was a three-bladed Darrieus rotor with
a NACA 0025 blade profile. ¢ was set at 0.33 m with R equal to 0.75 m. And central
axis with a D of 0.025 m was placed in the rotation axis. As previously discussed, the
mesh is a critical part of a CFD simulation for engineering purposes. It has to be
coarse enough so that the calculation is affordable but also fine enough so that each
important physical phenomenon is captured and simulated. In this sense, the
domain mesh was created around each hydrofoil, and the surrounding water chan-
nel geometry was defined based on studies of the boundary extents. There is an
inner circular rotating domain connected to a stationary rectangular domain via a
sliding interface boundary condition that conserves both mass and momentum. The
domain extents were also selected from a series of sensitivity tests to determine the
appropriate distance of the walls, inlet and outlet boundaries from the R rotor. The
domain extends three upstream and 8R downstream of the center of the turbine and
two 5R laterally to either side of the turbine. The circular rotating domain has an
overall diameter of two 8R. Because the computational domain is 2D, the turbine
blades were implicitly assumed to be infinitely long.

Unstructured meshes were applied to both the rotor away from the near surface
region and the outer grids. Finer meshes were used around the blades and regions in
the wake of the blades. Particularly, regions at the leading and trailing edge and in
the middle of blade were finely meshed in order to capture the flow field more
accurately. The outer mesh was coarsened in regions expanding away from the
rotor in order to minimize the central processing unit (CPU) time. The different
mesh zones used for the present simulations are illustrated in Figure 8, while
various mesh details are shown in Figure 9a and b. A number of simulations were
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Figure 8.
Illustration of the 2D numerical domain.
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Figure 9.
(a) Detail of the area mesh around the blades and (b) detail of the rotor mesh around the interface area.

A 0.5 1.00 1.75 2.00 2.50
w (rad/s) 0.997 1.994 3.489 3.987 4.984
Table 2.

Flow conditions in CFD analysis.

carried out in order to determine how the mesh quality affected the CFD results. In
this sense, the torque was calculated for each grid using the Fluent solver. The
objective was to select the most appropriate mesh that can guarantee low computa-
tional costs and good result accuracy. It is widely known that the region near the
blade plays an important role on the hydrokinetic operation, since it has the highest
gradient of static pressure and velocity. Additionally, the near wake flow, which can
extent up to downstream of the blade, has a great effect on the power [56, 92, 93]. It
is well known that a refinement in the boundary layer and a sensitivity study of y*
are very important, since both of them have an effect on the turbine hydrodynam-
ics. Therefore, a common parameter to identify the subparts of the boundary layer
is the dimensionless distance from the wall y* [94], defined by y* = (Ayu™ /v),
where Ay is the distance of the first node from the wall, ™ is the wall shear velocity,
and v is the kinematic viscosity. In this regard, the near-wall region can be roughly
subdivided into three layers: the viscous layer (y* <5), the buffer layer

(5<y + <30), and the fully turbulent layer (y*>30) [95]. Therefore, the quality of
the mesh was also checked, as well as the y* values around the blades, which is
important for the turbulence modeling.

Symmetrical boundary conditions were defined at the top plane and in the
bottom plane. Additionally, a uniform pressure on the outlet boundary was set, and
a uniform velocity on the inlet boundary with a magnitude of 1.5 m/s was used for
the TSR and the corresponding v, as shown in Table 2. £ — w shear stress transport
(SST) turbulence model was employed for turbulence modeling since it showed
better performance for complex flows including adverse pressure gradients and
flow separations like occurs in vertical axis hydrokinetic turbines. The no-slip
boundary condition was applied on the turbine wall blades. To simulate the rotation
of the rotor, the circular turbine mesh with embedded blades allowed the relative
movement to the outer inertial fixed domain. An interface wall was introduced
between the fixed and rotating domains. The origin of the reference frame is the
center of the rotor. The simulation methods used in this study are similar to the
methods used in other numerical studies. Here, the rotational speed of the turbine
axis is specified by user input.

To solve the viscous sublayer of the turbulence model used, the values of y*
generally must be less than 1. Subsequently, several meshes were made by increas-
ing the refinement of the computational domain near the blade, achieving a good
resolution of the boundary layer. The mesh 4 reached a convergence of the results
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Mesh Nodes y* Maximum power coefficient C,,, Error (%)

Mesh 1 143,672 0.246 0.56 10.71

Mesh 2 167,896 0.221 0.64 14.28

Mesh 3 187,630 0.283 0.63 1.56

Mesh 4 298,878 0.261 0.62 1.58
Table 3.

Mesh convergence study.

with 298,878 nodes and 1.58% error on C, (Table 3). In this regard, further refine-
ment might not improve the numerical results. The numerical results obtained from
mesh 4 were compared with several results available in the literature.

The modeling of vertical axis hydrokinetic turbines can be done in steady state
or transient modes depending on the objectives of the research and the available
computational resources. If computational resources are scarce, relatively simple,
steady flow models can be used to model the turbine blades in different azimuthal
positions [96]. A more common approach is the transient modeling of the moving
blades through the use of URANS approach [19, 97-99].

In this work, transient analyses were carried out to characterize the performance
of the investigated NACA 0025 hydrofoil profile. Performances are described in
terms of P, T, and C,, which are calculated according to Eq. (31). Because the flow
over Darrieus turbine is a periodic one, sufficient temporal resolution is necessary
to ensure proper unsteady simulation of the vertical axis hydrokinetic turbine and
to obtain an independent solution on the time step. Different time step sizes At that
are equivalent to specific rotational displacements along the azimuth were tested.
The chosen time step size was At = 0.1°, which properly captures the vortex shed-
ding. Time step convergence was monitored for all conserved variables, and it was
observed that acceptable levels of residuals (less than 1 x 10~°) were attained after
six rotations of the hydrokinetic turbine. This means that periodic convergence was
also achieved:

0.5pAV

C, variation over a range of TSR values was studied for the selection of the best
TSR, leading to the optimal performance of NACA 0025 hydrofoil profile, which
was used in the blade geometrical design. The power versus azimuthal position of
different TSRs during rotation is shown in Figure 10. The instantaneous power
generated by the turbine is equal to the product of the turbine y and T acting on it.
A nearly sinusoidal curve was obtained with three positive maxima at each turn and
three positive minima (when TSR is equal to 1.75) or negative minima (when TSR is
equal to 0.50, 1.00, 2.00); meaning that during a revolution, there are periods of
time where the turbine produces torque on the fluid. It is observed that C, increases
and decreases approximately until 50 and 120° azimuthal position, respectively, i.e.,
the main power production occurs between 0 and 120° azimuthal positions for the
first blade when TSRs are 1.75 and 2.00. In the figure, it can be seen that the
maximum torque for the first blade is achieved at the azimuth angle around 50°.
After the peak, the drag begins to increase as the blade enters into a dynamic stall,
and the drag starts to be dominant up to a 8 of 120°. Then, the second blade repeats
the motion of the first blade, and the power production is completed with the same
motion of the third blade for one rotation of the turbine. Plot of C, versus TSR
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Figure 10.
Power output for different TSRs.

shows positive values of TSR close to 1.75, meaning that fluid is providing torque to
the turbine. Beyond 1.75 TSR, C, is negative, indicating that the turbine, rotating at
a constant i, exerts torque on the fluid. This can be explained because a high TSR
implies a high turbine angular speed and, in such as case, kinetic energy contained
in flow is not enough to deliver torque to the turbine and make it to rotate with

the same y.

In the literature, optimum values of TSR for a Darrieus turbine were reported.
For example, Kiho et al. [100], using a Darrieus turbine diameter of 1.6 m, found
that the highest efficiency was achieved at 0.56 at 1.1 m/sV and two TSRs. In turn,
Torri et al. [101] also found that the peak C, of a three-blade straight vertical axis
hydrokinetic turbine was about 0.35 at a TSR of around 2. However, Dai et al. [22]
performed numerical and experimental analyses with four sets of a three-bladed
rotor where blades were designed with NACA 0025 with four different ¢ values.
These four sets of rotors were tested in a tank at different V and R. The highest C,
was achieved by the rotor with a ¢ of 162.88 mm, R of 450 mm, and TSR of 1.745.
Furthermore, authors investigated the same rotor at different V and found 1.2 m/s
as the most effective velocity. They concluded that larger rotors are more efficient,
while flow velocity has little effect on the turbine efficiency. Figure 10 shows that
there is a high fluctuation with each revolution. The fluctuation decreases when 4 is
equal to 1.75.

The same tendencies of C, are found in the case of TSR of 1.75 and 2.00, as it
can be seen in Figure 10. The variation amplitude of C, is lower when TSR is
equal to 1.75. This result confirms that the blade with TSR of 1.75 has better
performance than any other TSRs. When TSR is equal to 1.75, the maximum C, is
0.62, and the variation amplitude of C, is near 0.37. On the other hand, when TSR is
2.00, the turbine achieved a maximum C, near 0.61 and an amplitude of only
0.83. Therefore, a turbine with a TSR of 1.75 has advantages over a turbine with
a TSR of 2.00 in terms of the reduced fluctuation of its torque curve. C, decreases
for lower values of TSR because at low values of TSR, the flow surrounding the
blade is separated, implying low lift and high drag. As a result, transferred torque
from fluid to turbine decreases. In general, the fluctuations in C, and, therefore, in
T can produce a high amount of vibration in the turbine. The effect of these
vibrations directly influences the fatigue life of the turbine blades and that of the
generated power.
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Figure 11.

The contours of pressure magnitude for the rotor (a) 6 = 0° and (b) 0 = 30°.

Figure 11 shows pressure contours at 6 are equal to 0° and 30°. The contour plot
shows that there is an increase of pressure from the upstream side to the down-
stream side across the blade. Additionally, the pressure in the outer area of the
profile is observed to be larger (intrados) than that of the inner zone (extrados).
The difference of pressure and velocity causes the overall lift for the turbine. The
pressures are negative near the ends of the blade but positive at the exit of the
computational domain.

In order to perceive the effect of TSR on the turbine performance, the average
C, achieved for different TSRs can be found. C, is not constant because the torque
and velocity are not constant in a Darrieus turbine. Hence, the average C, per cycle
is calculated as the product of the average values of these terms per cycle. TSR and
C, are in a direct relationship when the TSR is between 0.5 and 1.75. However,
TSR and C, have an opposite tendency for TSR greater than 1.75. The maximum
value of C, was achieved when TSR was 1.75; the value of the average C, was
44.33% per cycle. Similar results were obtained by Dai et al. [22] for NACA 0025
blade profile. Additionally, Lain and Osorio [102] used experimental data of Dai and
Lams work [22] and developed numerical models. They performed analysis on CFX
solver, DMS model, and Fluent solver and achieved efficiencies of 58.6, 46.3, and
52.8%, respectively, when TSR was 1.745. Results observed by using Fluent solver
were quite accurate.

5. Conclusions

The design and simulation of a vertical axis hydrokinetic turbine were presented
in this work. The most common modeling method for vertical axis hydrokinetic
turbine is CFD. The numerical simulations allow analyzing many different turbine
design parameters, providing an optimal configuration for a given set of design
parameters. Before the simulations can be performed, the determination of the
optimal grid and time step sizes required must be conducted. Finer grids and
smaller time steps might give a more accurate solution, but they increase the
computational cost. Thus, finding optimal values is also required. For this purpose,
the turbulence model generally used is k-w shear stress transport (SST) turbulence
model.

The TSR is a significant parameter that affects the performance of hydrokinetic
turbines. Consequently, the performance of the turbine was investigated with a
simplified 2D numerical model. From the 2D model, C, was computed for various
TSRs. During a turbine revolution, the blade of the turbine may experience large, as
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well as rapid variation, in C,. A C, maximum of 62% was achieved when TSR was
equal to 1.75. The value of the average C, was 44.33% per cycle. Though Darrieus
turbine is very simple to be constructed, it has some disadvantages when compared
to axial turbines since they exhibit a lower power coefficient and a variation in the
torque produced within the cycle, leading to periodic loading on the components of
the turbine.
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Abbreviations

CFD computational fluid dynamics
TSR tip-speed ratio

BEM blade element momentum theory
DMS double multiple streamtube
RANS Reynolds-averaged Navier-Stokes
LES large eddy simulation

DNS direct numerical simulation
URANS unsteady Reynolds-averaged Navier-Stokes
DES detached eddy simulation
Nomenclature

P power required

P water density

Vv water speed

0 Azimuth angle

W turbine rotational speed

A blade tip-speed ratio (TSR)

a blade angle of attack

AR blade aspect ratio

H turbine height

c solidity

R turbine radius

D turbine diameter

B number of blades

c blade chord length

a axial induction factor

A swept area of the turbine

Cp drag coefficient

Cy lift coefficient

Cp power coefficient

T turbine torque

I AXIAL thrust
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Chapter 10

The Multiphase Flow CFD
Analysis in Journal Bearings

Considering Surface Tension and
Oil-Filler Port Flow

Masayuki Ochiai, Fuma Sakai and Hivomu Hashimoto

Abstract

This chapter presents the multiphase computational fluid dynamics (CFD)
analysis on oil-lubricated high-speed journal bearings considering the oil-filler port.
Journal bearings are widely used for high-speed rotating machinery such as tur-
bines, compressors, pumps, automobiles, and so on. They can support the rotating
shaft utilizing the oil lubrication film wedge effects used in the bearing clearance.
Previously, in the analysis of journal bearings, which clearance is very narrow
compared with shaft diameter, the Reynolds equation has been used on journal
bearing analysis because of its applicability on the narrow space calculation and its
low calculation cost. However, the gaseous-phase area generated in the journal
bearing and the effect of oil-filler port cannot be reproduced accurately using the
method. Under these backgrounds, some researchers use the CFD analysis to calcu-
late the journal bearing characteristics in recent years. In this chapter, the authors
describe the multiphase flow CFD analysis on journal bearing based on our previous
studies . At first, the multiphase CFD calculation model on journal bearing and the
experimental method are explained. Then, four types of calculation results under
flooded and starved lubrication conditions are compared to the experimental ones.
Additionally, the effect of surface tension on journal bearing characteristics is
discussed. Finally, the CFD thermal analysis results under two types of supply oil
conditions are shown.

Keywords: journal bearing, multiphase flow analysis, oil-filler port, cavitation,
temperature, stability

1. Introduction

High-speed rotating machinery such as compressors, pumps, gas turbines, and
automobiles is used all over the world [1, 2]. Oil-lubricated journal bearings are used
widely as a support element of high-speed rotating shafts for reducing friction,
enhancing the rotating accuracy. On the journal bearing, many researchers and
engineers have been interested in the gaseous phase generated in the bearing
clearance, and they tried to predict the existence of the gaseous phase because the
bearing characteristics are strongly affected by the gaseous-phase areas. For
example, Hashimoto and Ochiai clarified the stability characteristics under starved
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lubrication both theoretically and experimentally, and they propose a stabilization
method utilizing the starved lubrication [3]. Furthermore, Naruse and Ochiai have
experimentally studied the relation between gaseous-phase area and temperature
distribution [4]. However, these observations have not been theoretically investi-
gated [5], because the calculation method for the detailed gaseous-phase area has
not been proposed. In addition, in actual bearing systems, if the lubricant is not able
to supply the bearing sufficiently, it means there are starved lubrication condition
and also a high possibility of serious erosion damage or serious seizure on the
bearing surfaces. Therefore, it is believed that predicting the gaseous area in journal
bearings is very important.

Generally, to analyze the oil-lubricated journal bearing, the Reynolds equation is
used, and the half-Sommerfeld condition or the Swift-Stieber condition has been
applied [6, 7] in determining the gaseous areas for the Reynolds equation. However,
in these models, it is assumed that the negative-pressure areas exist only in the gas
phase and there is no oil in the bearing clearance area. Therefore, the flow-rate
conservation does not hold in the calculations. As a more advanced method, Coyne
and Elrod’s condition [8, 9] is used. This model assumes oil-film rupture calculates
the surface tension between the oil film and gaseous phase which is ignored in the
half-Sommerfeld or the Swift-Stieber conditions. However, it is impossible to esti-
mate the cavitation area of the entire journal bearing including the oil-filler port.
Therefore, boundary condition models that consider the cavitation have been stud-
ied. For example, Ikeuchi and Mori have analyzed the oil-film cavitation areas while
using the modified Reynolds equation [10, 11]. In this method, the two-phase flow
is considered as an averaged single-phase flow of oil and gas. However, in the case
of high eccentricity ratio and starved lubrication condition, they did not conduct
the experimental verification with the cavitation area. On the other hand, consid-
ering the finger-type cavitation, analytical methods have been proposed by
Boncompine et al. [12] and Hatakenaka et al. [13]. However, the estimations of the
variation of the gaseous-phase area against the changing of amount of oil lubricant
have not been able to for bearing engineers or researchers. Furthermore, it is
reported by Hashimoto, Ochiai, and Sakai that the oil-filler port and supply oil
quantity affect the journal bearing characteristics [14, 15]. However, the internal
flow of the oil-filler port has not been mentioned specifically. Therefore, a different
approach is required to analyze the journal bearing while considering the internal
flow of an oil-filler port.

The computational fluid dynamics (CFD) treating a two-phase flow has been
proposed [16] recent years. The volume of fluid (VOF) method has the advantage
of convergency and calculation times comparing with other methods [17]. More-
over, the VOF method also has the merit of reproducibility of slag flow in journal
bearings. Therefore, there are some studies treating a two-phase flow CFD analysis
utilizing the VOF method. For example, Zhai et al. and Dhande et al. [18, 19]
studied the effect of vapor pressure and rotational speed on the gaseous-phase area
of a journal bearing.

However, the experimental verifications have not been done in this study. On
the other hand, a combination of the Reynolds equation and CFD analysis consid-
ering the two-phase flows was reported by Egbers et al. [20]. Furthermore, the
gaseous-phase area in the oil-filler port and the opposite load side that was obtained
by the analytical method in this study have been compared with that obtained in the
experimental results. However, the analytical results cannot precisely produce the
gaseous-phase scale and shape, because the influence of the surface tension has not
been calculated.

In this situation, the authors have tried to reproduce the gaseous-phase area on
both the bearing surface and the oil-filler port in a small-bore journal bearing under
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the flooded and starved lubrication conditions while using a CFD model. Further,
effects of VOF, surface tension, and vapor pressure of the setting condition were
studied, and these analytical results were compared with the experiment, and the
applicability was verified. Then, the authors considered the influence of surface
tension on journal bearing from the Weber number, W,. Furthermore, thermal
analysis results under two types of supply oil conditions are shown. The effect of
supply oil on bearing temperature characteristics was discussed from the results of
calculation and experimental results.

2. Theory and calculation model
As mentioned above, the VOF method has some advantages of calculation cost,
convergency, and easy to handle compared with other methods [21-24]. Therefore,

the authors selected the VOF method, and actually ANSYS FLUENT 15.0 is used in
this study. The used methodology is explained below.

2.1 Governing equations
Instead of the Reynolds equation, we applied the Navier-Stokes equation con-
sidering the surface tension to the journal bearing analysis in this study. The mass

conservation equation and the momentum equation are shown as follows:

V-u=0 (¢))

p

ou S I -
at+v(u-u)1 = —Vp +uV?U + pg + (VGJrayn)ﬁm (2)

where p is the fluid density, # velocity vector, p fluid pressure, y fluid viscosity,

pg gravitational force, o surface tension, 7 normal vector, y curvature of the
boundary surface, and 6, Dirac’s delta function.
Moreover, Vis a differential operator, defined by

Jd d 0
v-(2.2.9) 3

In this VOF calculation model, the fluid density and fluid viscosity are expressed
as follows:

p=Fp +(1-F)p, (4)
u="Fu; +(1-F)u, (5)

where F is the volume fraction and subscription 1 means oil and 2 means gaseous
phase.

This CFD analysis can analyze the internal flow of an oil-filler port with the
bearing clearance simultaneously because the inertia term is considered in the basic
equation.

On the other hand, the energy equation is shown as follows:

pey [ZJV(T)} = VT +S), + u (sza‘) (6)
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where ¢, is the specific heat and 4 thermal conductivity. Moreover, the second
term in the right side means the volume heat term and the third term in the right
side means the viscous dissipation term.

2.2 Surface tension and cavitation model

To consider the effect of surface tension, the continuum surface force (CSF)
model proposed by Brackbill et al. [25] was used as the surface tension model

implemented in FLUENT out-of-the-box. The last term of (Vc + ayﬁ) S in Eq. (2)

represents the surface tension. In Brackbill et al.’s CSF model, the effect of surface
tension is included as the surface tension term in the Navier-Stokes equation.

In addition, the cavitation model proposed by Schnerr and Sauer [20] was also
used. The equation for the volume fraction of fluid is as follows:

9 _ P DF

o (Fpy) + V(Epy) = D1 @)
The vapor volume fraction ? is related to the number of bubbles 7, per unit

volume of liquid and bubble radius R, as shown in the following equation:

np %R'Rba (8)
1+ ny %ﬂRba

where 7,, is the number of bubbles which was set as 10" in this study.

While considering the vapor pressure, the volume of air that is dissolved in oil
expanded caused by a negative pressure which was observed in the journal bearing.
Therefore, the vapor pressure was set to zero in this study. Moreover, the flow is
laminar, and the analysis was conducted in a steady-state condition.

2.3 Calculation model

Figure 1 depicts the outline of a bearing treating in this study. We chose a full
circular-type journal bearing in this study. The upper position of the bearing is
provided with an oil-filler port, allowing the lubricating oil to flow into the bearing
clearance by using gravity. Table 1 lists its major dimensions. This model is one of
the typical bearings for a small-size rotating machinery.

The model of bearing CFD calculation in this study is depicted in Figure 2. The
bearing clearance with oil-filler port and oil-supply groove were set as flow calcu-
lation regions. The symmetrical configuration against the bearing center is used in
reducing the calculation cost. The clearance around the minimum part contains

il filler port

Journal - jﬂHaTl]TH

Figure 1.
Geometry of the test journal beaving [1].
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Diameter (D) [mm] 25.0

Length (L) [mm] 14.5

Clearance (C,) [mm] 0.125

Width-diameter ratio (L/D) 0.58

Diameter of oil-filler hole (D)) [mm] 8.2
Table 1.

Specifications of bearing.

Inlet

il filler port Oil filler groove

Boundary of symmetry
Stationary wall
Bearing surfac

Moving wall  Computational grid
J:{Shaﬂ {Shaft surface)

¥

Computational grid x
(Shaft surface)

Figure 2.
Calculation model of the journal bearing [1].

Multiphase model Volume of fluid
Calculation procedure Implicit method
Calculation conditions Vaporization pressure (P,) [Pa] 0
Surface tension (S) [N/m] 0.04
Fluid property Density (p) [kg/m?] oil 860
Air 1.23
Viscosity (u) [Pa-s] QOil 0.019
Air 175 x 10 ~°
Thermal conductivity (f), [W/m-K] oil 0.13
Air 0.024
Specific heat (Cp), J/kg-K oil 19.5% 10 2
Air 10.1x 10
Table 2.

Calculation conditions.

six-layer grids in the direction of the bearing clearance. The total mesh number
under flooded and starved lubrication conditions were 64 x 10° and 18 x 10°,
respectively. The confirmation of mesh size was conducted, and enough calculation
results were obtained as a pre-test study.

Table 2 shows the calculation conditions. The tension between oil and air was
also considered while performing the calculations. The vapor pressure is set zero the
same as the ambient pressure. Because, in this study, the side of the bearing and side
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of the oil-supply groove are open to the outside, the outside gas is easy to flow into
the bearing and easy to generate the gaseous-phase cavitation at the position of
negative-pressure generation. The surface tension was set to 0.04 N/m, which was
measured while using the du Noiiy method (ASTM 971-50).

3. Experiment setup and experimental method

The schematic of the experimental test rig is depicted in Figure 3. This rig
consists of a rotor installed at its center and a rotating shaft supported by two
bearings on its left- and right-hand sides. The right one is the test bearing for
visualizations. It is manufactured while using transparent acryl, which allows us to
observe the formation of the oil film and the generation of the gaseous phase. The
shaft is driven with a DC motor that can control the rotational speed continuously
by an inverter. The displacements in the horizontal and vertical directions of the
journal are measured with eddy current-type proximity probes. The lubricating oil
is supplied from the oil tank positioned on the top of the bearing through a control
valve. The leaking oil from the side end of the bearing is returned using the pump.
The VG22 oil is used and the oil temperature in the oil tank is fixed to 40°C with a
heater.

In this study, we also conducted the measurement of temperature distribution in
the journal bearing clearance using sheathed thermocouples. Figure 4 shows the
positions of the thermocouples in the bearing. Two lines of bearing centerline and
halfway between the center and side end of the bearing are installed, and they are
positioned 45° apart on the bearing’s circumference. Moreover, the thermocouples
were only installed on one side of the bearing in order to be able to visualize the
gaseous phase in the bearing clearance at the same time. It was found in the
previous experiments that the temperature measurement error was almost negligi-
ble in the case of the obliquely installed thermocouple. The thermocouples were
secured by feedthroughs, and oil leakage through the insertion hole was prevented
by applying a sealant. As the experimental method, the temperature of the supplied
oil was fixed at 40°C, while the rotating speed of the shaft was increased to
7500 rpm. Moreover, the ambient temperature was fixed at 25°C. In this study, the
temperature in the bearing clearance was measured under two kinds of supply oil
conditions.

Eddy-current Opposite
type proximity

probe wedge side .

il tank
Oil flow

[ 3

Rotating shaft _| — Oil control valve

Test bearing

Wedge side—" | il filler port

Coupling [ I!LE" (
0 ’§

Pump

(il retaining bearing Rotor

Figure 3.
Geometry of an experimental test vig ([1] partially modified).

198



The Multiphase Flow CFD Analysis in Journal Bearings Considering Surface Tension and Oil...
DOI: http://dx.doi.org/10.5772/intechopen.92421

Fixing tool Thermocouples Thermocouples

.

'11{"

3.625mm : -
180° 14.5mm |

I

Figure 4.
Positions of thermocouples [2].

4. Results and discussions
4.1 Gaseous-phase area reproducibility
4.1.1 Under flooded lubrication conditions in the journal bearing

In this study, four types of calculations were calculated to clarify the effects of
vapor pressure and surface tension. Results of (i) analysis of the volume fraction F
distribution of oil and (ii) experimental visualization under flooded lubrication
conditions are depicted in Figure 5. The red color in Figure 5(i) indicates the phase
of complete oil, whereas the blue color indicates that of complete gas. Further, the
solid and dotted black lines perpendicular to the circumferential direction of the
bearing indicate the maximum and the minimum clearance, respectively. The 0°
means the position of the most upper part of the bearing and the oil-filler port of the
bearing exists at this position. The black arrow means the rotational direction and,
consequently, the main flow direction of lubrication oil is the same.

In this study, we have presented the results for the surface of the rotating shaft.
Moreover, in Figure 5(ii) of the experimental result, the yellow areas represent the
gaseous phase, and the remaining areas indicate the oil film. The conditions of these
calculations and experiment are as shown below. The rotational speed was
n = 3500 rpm. The volume of oil supply was g = 2.6 cm®/s, the eccentricity ratio
€ = 0.54, and the attitude angle ¢ = 72.9°. These values are based on the
experimental result.

In the case of VOF and VOF with surface tension as shown in Figure 5(i-a, i-b),
the volume fraction around the side end of the bearing decreases between 270° and
135°, and the volume fraction of the remaining area is approximately 1, which
means complete oil. Around the oil-filler port, the volume fraction is most
decreased. In the case of VOF with vapor pressure as depicted in Figure 5(i-c), the
volume fraction around the side end of the bearing slightly decreases between 300
and 100°. The range of the volume-fraction decrease in this case is smaller than that
observed in the case of VOF alone or in the case of VOF with surface tension. On the
other hand, in the case of VOF with vapor pressure and surface tension as shown in
Figure 5(i-d), the volume fraction around the bearing side end is approximately 1
between 300 and 0°. This tendency is quite different from other cases. Moreover,
between 0 and 135°, the value of volume fraction decreases, and the decreased area
which means the gaseous-phase area is wider than that of VOF with vapor pressure
shown in Figure 5(c-1). The tendency found in Figure 5(i-d) of the gaseous-phase
area is also found in the experiment. Therefore, it is concluded that Figure 5(i-d) is
in good agreement with the experiment compared with the other cases.
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Figure 5.
Comparison of calculation and experimental results under flooded lubrication conditions ([1] partially
modified). (i) Calculation results and (ii) Experimental vesult.

4.1.2 Under starved lubrication conditions in the journal bearing

The calculation results of oil volume fraction and experimental visualization
result under starved lubrication conditions are depicted in Figure 6. Further, the
volume of oil supply under this condition was g = 0.5 cm>/s, the eccentricity ratio
was ¢ = 0.76, and the attitude angle was ¢ = 71.5°.

From these results, it is found that the volume-fraction distribution and gaseous
area under starved lubrication differ from the results under flooded lubrication. In
the case of VOF, the volume fraction as shown in Figure 6(i-a) is one which means
a complete oil phase at the minimum clearance of 180°, and the range of the
decrease of volume fraction increases for the remaining ranges. In a wide range of
around the side end of the bearing, the volume fraction decreases compared to that
of the flooded lubrication conditions.

In Figure 6(i-b), in the case of VOF with surface tension, a similar tendency is
observed in the case of VOF. In contrast, from Figure 6(i-c), the volume fraction
increases at the side end of the opposite wedge side, and the volume fraction
between 0 and 130° decreases at a greater rate than that observed in the cases of
VOF and VOF with surface tension. Further, the volume fraction of the opposite
wedge is observed to moderately decrease between 180 and 295°.

On the other hand, in the case of VOF with vapor pressure and surface tension
shown in Figure 6(i-d), the different tendency is observed. The volume fraction in
the vicinity of bearing centerline and side end decreases from 270 to 0°, and
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Figure 6.
Comparison of calculation and experimental results under starved lubrication conditions ([1] partially
modified). (i) Calculation results and (ii) Experimental vesult.

between them, striped bands of oil are observed. Additionally, the volume of frac-
tion in the vicinity of the bearing center between 0 and 120° is zero, and this range
is observed to be the full air phase. From the above results, it is found that the
gaseous phase changes before and behind of oil-filler port.

In the case of VOF with vapor pressure and surface tension as shown in
Figure 6(i-d), the tendency of the gaseous-phase area is in good agreement with
that of the experiment shown in Figure 6(ii). On the other hand, other calculation
results which are shown in Figure 6(i-a—c) are very different from the experiment.
The differences are more clear than the case of the flooded lubrication condition.
Therefore, it is important to consider both vapor pressure and surface tension in the
case of starved lubrication conditions especially. From these results, we were
interested in the oil-film rupture shape at the end of the wedge side in the case of
starved lubrication conditions as shown in Figure 7.

Figure 8 depicts the calculation and experimental visualization results of the oil-
film rupture under starved lubrication conditions. It is found that the volume
fraction near the moving shaft surface is one, and the value is decreasing gradually
as approaching the bearing surface in the case of VOF with vapor pressure, as
shown in Figure 8(i-a). This tendency is the same as the model of the Coyne and
Elrod which define the gas-liquid boundary between the bearing gap. However, in
this case, the strong fluctuation is found between the boundaries of the volume
fraction.

201



Computational Fluid Dynamics Simulations

Bearing

o ~ Cavitation]
Interface

Bearing

ol 2 Physical situation

Figure 7.
Oil-film rupture position.
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Figure 8.
Calculation and experimental results of the oil-film rupture under starved lubrication [1]. (i) Comparison of
calculations and (ii) Experimental visualization result.

In the case of VOF with vapor pressure and surface tension as shown in Figure 8(i-b),
a two-phase flow exhibits a similar tendency as that exhibited by VOF with vapor
pressure shown in Figure 8(i-a). However, the interface between the oil film and
gaseous phase is smoothly curved with an increase in clearance. From these results, it is
confirmed that our proposed 3D CFD calculation model considering the vapor and the
surface tension can reproduce the oil-gas boundary and it is in good agreement with the
experiment shown in Figure 8(ii).

4.2 Inner flow difference on the oil-filler port

From the abovementioned results, we focused on the inner state of the oil-filler
port, because the gaseous area around the oil-filler port including the supply groove
was large especially under the starved lubrication conditions.

Figure 9 depicts the results at a cross section of the oil-filler port in the case of
under flooded lubrication conditions of Figure 9(a) and under starved lubrication
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Results of inner flow on the oil-filler port [1].

conditions Figure 9(b). Figure 9(i) indicates the calculation results in volume
fraction, Figure 9(ii) indicates the calculation results in velocity distribution, and
Figure 9(iii) indicates the experimental visualization results. These figures depict
the view from the front. The dash-dotted lines indicate the surface of symmetry.

From Figure 9(i-a), under flooded condition, the oil phase is observed through-
out the structure of the oil-filler port and the oil-supply groove. Furthermore, from
Figure 9(ii-a), it is observed that the velocity vectors are directed from the
entrance surface of the oil-filler port to the oil-supply groove and bearing clearance
in strong momentum. Hence, it is considered to be a less gaseous phase in the
bearing clearance under flooded conditions. Here, the comparison between the
analytical and experimental visualization results shows that the obtained results are
close to the experimental results under the flooded lubrication conditions.

On the other hand, under starved lubrication conditions as shown in Figure 9(i-b),
itis observed that the gaseous phase exists in the major area of the oil-filler port whereas
the oil exists around the inlet of oil-filler port and at the upper center area of oil-supply
groove. Further, from the velocity vector result of Figure 9(i-b), it is found that the oil
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flows from the top surface of the oil-filler port to the oil-supply groove along the walls
whereas outer air flows into the oil-filler port through the oil-supply groove. One of the
main causes of these flows is considered due to the surface tension of oil and air, and the
effects appear to be significant especially in the case of starved lubrication.

Furthermore, oil is supplied from the oil-supply groove to the bearing, thereby
causing the occurrence of the gaseous phase at the center of the bearing of the
wedge side of the journal bearing under starved lubrication conditions.

The same tendencies are confirmed from the experimental visualization results

of Figure 9(iii).

4.3 Influence of surface tension in the journal bearing

In the previous section, it is confirmed that considering the surface tension to
calculate the gaseous-phase areas accurately in journal bearings especially under
starved lubrication is important. In the next step, we considered the influence of
surface tension on journal bearing from the viewpoint of Weber number W,. The
Weber number is expressed in the following equation:

pU’H
(o2

We = (9)

where U represents the speed and H represents representative length.

In the Weber number W,, the meaning of the numerator is the fluid inertia force
and that of the denominator is the surface tension. Generally, it is known that if W,
is less than one, the influence of surface tension is strong.

First, we examined the surface tension influence on bearing clearance. In this
case, it was assumed that the representative speed U is the peripheral speed of
moving the journal surface. Since the rotational speed is high, the Weber number
extremely exceeds, and the influence of surface tension is negligible. This result is
reasonable. Because many previous studies have been neglected, the surface tension
effect and the reliability have been verified. However, as mentioned above, it is
found that the influence of surface tension on gaseous-phase areas under starved
lubrication is significant. Therefore, we focused on the internal flow of the oil-filler
port. As the representative speed, the internal flow speed which is determined from
supply oil flow rate was used.

2
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Figure 10.
Relation between the Weber number and amount of supply oil [1].
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Figure 10 depicts the calculation result of the Weber number W, against the oil
flow rate. The continuous line indicates the value, whereas several plots indicate the
value in other studies of journal bearings under the starved lubrication conditions
[3, 26, 27]. Focusing on the continuous line, the Weber number W, drop below 1
approximately under the amount of supply oil of 4 cm®/s, and the influence of
surface tension in the internal flow of the oil-filler port becomes too large to ignore.

Moreover, it is found that the Weber number W, of another research of journal
bearing under starved lubrication is remarkably smaller than one. Therefore, it is
concluded that the cause of surface tension influence is related to supply velocity
from the oil-filler port.

4.4 Temperature analysis

In this section, the thermal CFD analysis in journal bearing under two kinds of
lubrication conditions is discussed. In our previous study [3, 4], it was found that
the supply oil quantity affects the journal bearing stability, and the critical oil-
supply quantity of transition state is determined. Therefore, two types of oil-supply
quantity, one is transition state and the other one is starved lubrication condition,
were selected in this chapter. The conditions of supply quantity and journal center
positions are shown in Table 3. These conditions were decided by the experiment.

4.4.1 Oil-film temperature and volume fraction

Figure 11 shows the thermal CFD analysis results under two conditions of
supply oil quantity. Figure 11(i) indicates the volume-fraction distribution of oil
under both conditions. The red color means full oil and the blue color means full air.
Figure 11(ii) indicates the analytical results of the temperature distribution of
bearing. From Figure 11(i-a), under transition condition, the volume fraction of the
wedge side becomes zero at the side end. Thus, these areas are the gaseous phase.
Moreover, the volume fraction increases at the centerline of bearing. On the other
hand, the volume fraction of the inverse wedge side decreases with increasing of
clearance. From Figure 11(ii-a), the temperature slightly rises caused by the shear
friction, but it is found that the temperature is almost 40°C at the full area of the
bearing. Thus, it is found that the heat quantity by the shear friction is small in the
case of the transition region.

On the other hand, from Figure 11(i-b), the volume fraction of the wedge side
increases at the center of bearing, while it is zero around the side end. The volume
fraction of the inverse wedge side decreases with increasing of clearance, while it
becomes zero around the oil-filler port. From Figure 11(ii-b), it is found that the
temperature around the oil-filler port is about 38°C while it decreases compared to
the temperature of supply oil. Moreover, the temperature of the around centerline
on the bearing is smaller compared around the side end.

Figure 12 shows the theoretical results of temperature distribution on the tran-
sition region and starved conditions at the point of centerline under (a) transition

Ol supply aemount 3, cm'/s Eccwausicity 3 Abtitude angle ¢, deg.

Iransition region 3. 04 66,9

Slarved hulerication ] 0,53 433

Table 3.
Specifications of calculation conditions [2].
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Results of thermal CFD analysis [2].
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Analytical vesults in temperature distributions [2]. (a) Transition Q = 3.7 cm?/s and (b) Starved Q = 0.5 cm’/s.

and (b) starved lubrication conditions. From Figure 12(a), the temperature eleva-
tion in the bearing clearance against the supply oil temperature which is 40°C is not
so high. In addition, there is a little difference from 22.5 to 90°. On the other hand,
from the results for the starved lubrication condition, as shown in Figure 12(b), the
temperature distributions are extremely different from those of the oil transition
conditions. The temperature distributions of the starved lubrication condition
increase with an increasing bearing angle after 135°, and the highest temperature
area is found around the bearing angle of 250°. This is because the minimum
clearance around the bearing angle of 250° decreases and the share friction resis-
tance of oil film rises in the starved lubrication conditions. The temperature differ-
ence of the bearing center is found from 22.5 to 90° same as the transition region;
however, the amount of difference is larger than that of transition region. More-
over, in the low-temperature region, the value of temperature is lower than the
supply oil temperature of 40°C.
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Figure 13.

Results of temperature distributions and gaseous-phase visualizations [2]. (i) Experimental results in
temperature distributions ((a) Transition Q = 3.7 cm’/s; (b) Starved Q = 0.5 cm?/s). (ii) Experimental
visualization results of gaseous-phase region ((a) Transition Q = 3.7 cm’/s; (b) Starved Q = 0.5 cm’/s).

Figure 13 depicts the experimental visualization results of (i) temperature dis-
tributions and (ii) results of gaseous-phase visualization. In Figure 13(ii-a, b), there
are typically four results which are indicated due to some fluctuation of gaseous-
phase existing under actual rotations.

From the results in Figure 13(i), it is found that the same tendencies of temper-
ature distributions are shown between calculation and experiment. As shown in
Figure 13(i), the temperatures are almost constant against the bearing angle in the
case of transition condition. Hence, the same tendencies of temperature distribu-
tions are found between the calculation and the experiment. On the other hand,
under the starved lubrication condition, the temperatures are higher against the
bearing angle, and the difference of temperature between two bearing positions is
found. Here, the temperature at the center of bearing is lower than that of between
the center and side despite being closer to outside the edge. Generally, the temper-
ature of the bearing is larger than that of the side. Therefore, the reason could be the
cooling effect from the visualization results shown in Figure 13(ii).

As shown in Figure 13(ii-a), the gaseous phase rarely existed at the center of the
bearing at bearing angles between 0 and 135°. However, the temperatures are
almost constant. This is because the friction resistance is not so high due to the
relatively large amount of oil-film thickness existing in this case.

On the other hand, under starved condition shown in Figure 13(ii-b), the
gaseous phase exits at the center of the bearing. The gas is considered the inflow air
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from the oil-filler port. Hence, it is believed that the oil film at the center position
was cooled down by an inflow air. Comparing with it, the position of between
center and side, oil phase exists. Therefore, the cooling effect is lower than that of
bearing center position.

From the abovementioned results, the authors considered that the internal flow
of the oil-filler port influenced the temperature characteristics of starved lubrica-
tion conditions. Therefore, we focused on the calculation results in the oil-filler port
under starved lubrication conditions.

4.4.2 Results in oil-filler port

Figure 14 shows the calculation results of the oil-filler port. Figure 14(a) indi-
cates the results of the internal oil-filler port at the center of the bearing width of
starved lubrication condition. Figure 14(i-a) indicates the volume fraction, while
Figure 14(i-b) indicates the temperature. Moreover, Figure 14(ii) indicates the
analytical results in the front view of the oil-filler port. From Figure 14(ii), the
temperature is high near the shaft, and the volume fraction decreases in that area.
From the above, it is considered that the gas phase in this region is a circulating
flow. In contrast, the gas phase exists in the wide area in the inside of the oil-filler
port, while the temperature of the gaseous phase is smaller than the temperature of
supply oil. Moreover, it is found that the temperature of oil is commensurate with
the temperature of supply oil or less than. Furthermore, the temperature of the
gaseous phase from the bearing clearance is about 40°C at the center of the oil-filler
port. In Figure 14(ii), the gaseous phase exists in the wide area in the inside of the
oil-filler port as with Figure 14(i), while it exists also in the oil-supply groove. The
temperature of gaseous phase around the side end of the oil-supply groove is the
same as the ambient atmosphere temperature set on the analysis; thus, it is found
that outside air counterflows the oil-supply groove. From these results, in the case
of the starved lubrication condition, it is considered that the outside air flows from

0
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Figure 14.

Calculation results in the oil-filler port under starved lubrication conditions [2]. (i) Results in the center surface
from the view of the side ((a) Volume fraction; (b) Temperature). (ii) Results in the front view ((a) Volume
fraction; (b) Temperature).
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the oil-supply groove and the side end of bearing cooled the supplied oil and the
circulating flow; thus, the temperature of the center of bearing is controlled.

5. Conclusion

In this chapter, using a two-phase flow CFD analysis, the calculation of gaseous-
phase areas in journal bearings under flooded and starved lubrication conditions
was conducted, and the surface tension effect on multiphase flow CFD analysis of
journal bearing especially generating the gaseous-phase area was studied.

As a result of comparing the calculation results and the experimental results, the
VOF calculation considering the surface tension and vapor pressure was observed to
be in good agreement under both lubrication conditions.

Furthermore, under starved lubrication, the calculation results of the interface
of the oil film and gaseous phase during oil-film rupture agree rather well with
experimental visualization result if they consider both vapor pressure and surface
tension. While using these results, the effect of surface tension was discussed from
the viewpoint of the Weber number, and it is concluded that the Weber number is
strongly lower than one by using the supply oil speed as the representative speed
and strongly influenced.

Moreover, thermal CFD analysis of a two-phase flow was conducted under two
conditions of supply oil, and they were compared with the experiment. As a result,
it is believed that in the case of the starved lubrication conditions, the air flowing
outside of the oil-supply groove created a circulating flow; thus, the temperature in
the bearing is controlled.

It is concluded that the two-phase VOF CFD analysis considering the vapor
pressure and surface tension is applicable in reproducing the gaseous phase on the
journal bearing.
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Chapter 11

CFD Application for Gas Turbine
Combustion Simulations

Valeriu Vilag, Jeni Vilag, Razvan Carlanescu,
Andreea Mangra and Florin Florean

Abstract

The current chapter presents the use of computational fluid dynamics (CFD) for
simulating the combustion process taking place in gas turbines. The chapter is based
on examples and results from a series of applications developed as part of the
research performed by the authors in national and European projects. There are
envisaged topics like flame stability, pollutant emission prediction, and alternative
fuels in the context of aviation and industrial gas turbines, growing demands for
lower fuel consumption, lower emissions, and overall sustainability of such ener-
getic machines. Details on the available numerical models and computational tools
are given along with the expectation for further developing CFD techniques in the
field. The chapter includes also some comparison between theoretical, numerical,
and experimental results.

Keywords: combustion, gas turbine, numerical simulations, models,
alternative fuels, experiments

1. Introduction

Gas turbines are energetic machines based on Brayton thermodynamic cycle [1]
(Figure 1) meaning, among others, temperature rise using combustion at
quasi-constant pressure.

In Figure 1, evolution (1-2) represents the real compression evolution of the
working fluid into the compressor, (2-3) represents combustion at constant pres-
sure, (3—4) represents real expansion of the working fluid into the turbine, and
(4-1) represents the cooling down of the working fluid at constant pressure, usually
the atmospheric one. Evolutions (1-2is) and (3-4is) are the isentropic compression
and isentropic expansion, respectively, and they are shown on the graphic in order
to emphasize the difference between real and ideal (isentropic).

Unlike compressors and turbines in which only pure gas-dynamic processes
develop, combustion involves also chemical reactions between air and fuel,
resulting in flue gases driving the turbine. Since combustion is known from ages,
the overall efficiency of it is very high [2] and enhanced by the high pressure
provided by the compressor. Still, many current studies are directed on this subject
willing to reduce pollutant emissions or to accommodate alternative fuels such as
biogas or both.

In general, the combustion process is organized into the gas turbine as shown in
Figure 2 [3].
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In Figure 2 the red arrows represent the burning working fluid (realizing close
to stoichiometric mixture ratio with the injected fuel and very high temperature in
the flame presented in orange), and the blue arrows represent the fluid which cools
down the burning one down to the required temperature of the thermodynamic
cycle (which is limited by the materials used to realize the combustion chamber and
the turbine).

The arrangement of the combustion chamber is the subject of many research
projects, some of the latest being lean burn program [4] where the reduction of
NOx through the reduction of combustion temperature by multiple combustion is
sought.

In Figure 3, depicted is a type of combustion which may lead to lower NOx
production: the red zone (R) is rich in fuels, meaning more fuel than the calculated

Figure 1.
Brayton cycle in temperature vs. entropy coordinates.

Figure 2.
Combustion chamber.

Figure 3.
Clean Sky research project [4].
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from stoichiometric reaction, while the blue zone (L) is lean in fuel, meaning less
fuel than the calculated from stoichiometric reaction. The Clean Sky research pro-
ject aims at demonstrating that by realizing such an arrangement of the combustion
process, the maximum flame temperature can be lowered reducing thus the
dissociation reactions that create NOx, at the same final temperature reaching
the turbine.

The thermodynamics of combustion is relatively simple and is based on the heat
of reaction as shown in Eq. (1):

Products| ;i — HEAT
Reactants| i — or (1)
Products | Tcombustion

Still, the use of this equation gives good results only for the temperature at the
end of the combustion process and not so accurate results on the resulting compo-
sition. Thus, the chemical reaction must be carefully studied and implemented in
the study concerning the combustion chamber of a gas turbine.

Computational fluid dynamics (CFD) has been intensively used in the
aerospace domain mainly for predicting the performances of the studied object
which can be the entire aircraft or some particular part of it. For the gas turbines,
all the main components can be studied using CFD: in the case of the compressor,
the aerodynamic part is the most important seeking for high efficiency of
transforming the available mechanical work into total pressure of the air; in the
case of the turbine, the things are reversed, the study being focused on reducing
the losses of transforming the potential energy of the fluid in the form of
pressure and temperature, into mechanical work; in the case of the combustion
chamber, aerodynamics plays a big role in the injection of fuel and mixing, but
it must be coupled with chemical reactions and heat release within the
transforming fluid.

2. Combustion and chemistry in CFD

The combustion process is the result of a strong exothermic chemical reaction as
a result of energy exchanges that occur due to intermolecular collisions.

Generally, at ambient temperature, a chemical reaction occurs very slowly,
because, although collisions at molecular level occur, they do not generate a suffi-
cient amount of energy to trigger a chemical transformation.

According to the chemical kinetic theory, only “active” collisions, collisions
involving molecules having an initial energy greater than or equal to an energy
called activation energy, lead to a chemical reaction. This energy is needed to
destroy or weaken existing intermolecular connections. The activation energy is
given by Arrhenius equation [5, 6]:

k=A TP exp (R_E,}> (2)

where k is the reaction rate coefficient, A is the pre-exponential factor, E, is the
activation energy, R is the universal gas constant, f is the temperature exponent,
and T is the temperature.

The combustion process can be expressed in a simplified way through the global
reaction mechanism, Eq. (3):
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Fuel + Oxidizer — CO; 4+ H,0 + Heat 3)

In CFD modeling more complex reaction mechanisms (e.g., mechanisms which
take into consideration the formation of NO) are also available. Using a more
complex reaction mechanism is more time-consuming and requires higher compu-
tational power. Thus, depending on the purpose of the conducted numerical simu-
lation, a simpler or more complex reaction mechanism should be chosen.

In CFD modeling several combustion models are available [7-9].

2.1 Eddy dissipation model (EDM)

The eddy dissipation model is based on the concept that chemical reaction is fast
relative to the transport processes in the flow. When reactants mix at the molecular
level, they instantaneously form products. The model assumes that the reaction rate
may be related directly to the time required to mix reactants at the molecular level.

By default, for the eddy dissipation model, it is sufficient that fuel and oxidant
be available in the control volume for combustion to occur.

Because of the assumption of complete combustion, the eddy dissipation model
may overpredict temperature under certain conditions (e.g., for hydrocarbon fuels
in regions with fuel-rich mixture).

The eddy dissipation model was developed for use in a wide range of turbulent
reacting flows covering premixed and diffusion flames. Because of its simplicity and
robust performance in predicting turbulent reacting flows, this model has been
widely applied in the prediction of industrial flames.

2.2 The finite-rate chemistry (FRC) model

The finite-rate chemistry model allows the computation of reaction rates
described by the molecular interaction between the components in the fluid. It can
be combined with the eddy dissipation model for flames where chemical reaction
rates might be slow compared with the reactant mixing rates. The finite-rate chem-
istry model is best applied to situations where the chemical time scale is
rate-limiting. This model can be used in conjunction with both laminar and
turbulent flow.

2.3 The flamelet model

The flamelet model can provide information on minor species and radicals, such
as CO and OH, and accounts for turbulent fluctuations in temperature and local
extinction at high scalar dissipation rates, for the cost of solving only two transport
equations. The model is only applicable for two-feed systems (fuel and oxidizer)
and requires a chemistry library as input. The model can be used only for non-
premixed systems.

The flamelet concept for non-premixed combustion describes the interaction of
chemistry with turbulence in the limit of fast reactions (large Damkéhler number).
The combustion is assumed to occur in thin sheets with inner structure called
flamelets. The turbulent flame itself is treated as an ensemble of laminar flamelets
which are embedded into the flow field.

The main advantage of the flamelet model is that even though detailed informa-
tion of molecular transport processes and elementary kinetic reactions are included,
the numerical resolution of small length and time scales is not necessary. This avoids
the well-known problems of solving highly nonlinear kinetics in fluctuating flow
fields and makes the method very robust. Only two scalar equations have to be
solved independent of the number of chemical species involved in the simulation.
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Information of laminar model flames are pre-calculated and stored in a library to
reduce computational time (PDF table). On the other hand, the model is still
restricted by assumptions like fast chemistry or the neglecting of different Lewis
numbers of the chemical species.

The coupling of laminar chemistry with the fluctuating turbulent flow field is
done by a statistical method. The PDF used can in principle be calculated at every
point in the flow field by solving a PDF transport equation.

The most often mentioned advantage of this method is that the nonlinear chem-
ical source term needs no modeling. Even though the method avoids some modeling
which is necessary if using moment closure, it still requires modeling of some of the
most important terms, in particular, the fluctuating pressure gradient term and the
molecular diffusion term. If combustion occurs in thin layers as assumed here, the
molecular diffusion term is closely coupled to the reaction term, and the problem of
modeling the chemical source term is then shifted towards modeling the diffusion
term.

2.4 Burning velocity model (BVM) and extended coherent flame model
(ECFM)

The burning velocity model (BVM) and the extended coherent flame model
(ECFM) model the propagation of a premixed or partially premixed flame by
solving a scalar transport equation for the reaction progress. The BVM uses an
algebraic correlation for modeling the turbulent burning velocity (propagation
speed of the flame in turbulent flow). When using the ECFM, the turbulent burning
velocity is closed by solving an additional transport equation for the flame surface
density.

The BVM is a combined model using:

* A model for the progress of the global reaction: burning velocity model (BVM),
also called turbulent flame closure (TFC).

* A model for the composition of the reacted and nonreacted fractions of the
fluid: laminar flamelet with PDF.

The ECFM is a combined model employing:

* A model for the progress of the global reaction: extended coherent flame model
(ECFM), which is a member of the class of flame surface density models.

* Aa model for the composition of the reacted and nonreacted fractions of the
fluid: laminar flamelet with PDF.

2.5 The monotone integrated LES (MILES)

The model solves the unfiltered Navier-Stokes equations for a global chemical
reaction mechanism. The method uses no sub-grid closure models but employs the
inherent numerical scheme dissipation to account for the energy transferred to the
sub-grid scales.

2.6 The linear eddy mixing (LEM) model

LEM is a stochastic approach aimed at stimulating the turbulent mixing, molec-
ular diffusion, and the chemical reaction in a one-dimensional domain embedded in
the LES cells of the computational domain (LEMLES). LEM is the only known
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combustion model that does not use the scale separation hypothesis and is, there-
fore, valid even in regimes where the hypothesis fails. Also, the model is highly
compatible with the large eddy simulation (LES) technique and very flexible in
terms of the chemical reaction mechanism used to describe the chemical reactions.
Nevertheless, the approach has some limitations. Most importantly, LEMLES is
relatively much more expensive than conventional LES models, such as EBULES.
However, it is highly scalable, so the overall computation time can be decreased by
increasing the number of processors. Laminar molecular diffusion across LES cells is
not included, but this limitation is significant only in laminar regions, whereas
LEMLES is designed for high Reynolds number turbulent flow applications. Also,
the viscous work is neglected in the sub-grid temperature equation but is explicitly
included in the LES energy equation, which is used to ensure total energy conser-
vation. Finally, the flame curvature effect is not explicitly present in the sub-grid.

3. CFD simulations for gas turbine combustion chamber and
comparison to experimental results

3.1 Helicopter engine on alternative fuels

The desire to use top aviation technology in ground applications has led, through
the years, to the transformation of a series of aviation gas turbines into drivers as
part of industrial power plants. Some of these transformations have been made by
the gas turbine producers, others even by beneficiaries or research institutions, such
as COMOTI Romanian R&D Institute for Gas Turbines.

This section is focused on the behavior of a turboshaft with a structural con-
struction allowing the modification of the entire fuel system, from the feeding lines,
to the injection ramp and the actual injectors, as well as the relatively easy replace-
ment of the aggregates.

From the theoretical point of view, several gaseous fuels have been studied as
alternatives for the initial one, kerosene, such as methane and biogas with different
chemical compositions (Figure 4). Obtaining chemical equilibrium for the
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Figure 4.
The variation of the combustion temperature (T3M) with the air excess (1) for different fuels (with focus on the
usual zone for gas turbines).
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combustion of these fuels has allowed to determine the parameters to be used as
input data in numerical simulations of the combustion process in the gas turbine’s
combustor.

The numerical simulations, starting from data provided by either the producer,
theoretical computations or experimental, include four cases, for the two men-
tioned alternative fuels, at two different operating regimes of the gas turbine:
nominal and idle. The working fluids are defined as ideal gases: air as bicomponent
mixture with 21% oxygen and 79% nitrogen; methane from the software library and
biogas, as reacting mixture with 50% methane and 50% carbon dioxide. The cases
are summarized in Table 1.

The numerical grid and boundary conditions are shown in Figure 5.

The eddy dissipation model, within ANSYS CFX [11], controls the formation of
the reaction products, while the NO formation is controlled by two reaction
schemes, WD1 and WDS. The advantage of the WDS scheme is that it also contains
the CO creation model, through water-gas shift mechanism, allowing for higher
accuracy, a fact also confirmed by the comparison with the experimental results,
while the disadvantage consists in the necessity for higher computational resources
and up to 50% more computing time. Some images with the temperature distribu-
tion in the combustion chamber are displayed in Figures 6 and 7.

Using the 17 double thermocouples mounted on the engine, Figure 8 containing
a comparison between numerical and experimental results was obtained. It can be
seen that the numerical results predict that two areas of maximum temperature
exist at the end of the combustion chamber, and it was confirmed by the experi-
ments on the entire engine.

Case/ Reference Air mass O, mass Fuel mass CH; mass CO, mass
parameter pressure flow rate  fraction flow rate fraction fraction
[Pa] [kg/s] [kg/s]

Cl1 Methane, 760,000 0.825 0.233 0.010683 1 0
nominal

C2 Methane, 232,500 0.314 0.233 0.003212 1 0

idle

C3 Biogas, 760,000 0.825 0.233 0.0419 0.267 0.733
nominal

C4 Biogas, idle 232,500 0.314 0.233 0.0118 0.267 0.733

Table 1.

Input data for numerical cases.

Figure 5.
Computational grid with defined regions for the boundary conditions [10].
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Figure 6.
General aspect of the temperature field in the combustor.

Figure 7.
Temperature fields at the end of the combustor.

Figure 8.
Hybrid experimental diagram for biogas combustion [10].
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3.2 Micro gas turbine for power generation

The numerical simulation of the gas-thermodynamic processes inside a Garrett
micro gas turbine has been conducted using the commercial software ANSYS CFX.
This work is part of the [12] PhD. thesis. The purpose of these numerical simula-
tions was to validate the combination of numerical models used to simulate the
turbulence process, combustion process, and liquid fuel atomization process and
compare the numerical results with the functioning data of the used micro gas
turbine engine.

The Garrett micro gas turbine is composed of an intake device, a single-stage
centrifugal compressor, a tubular-type combustion chamber, a single-stage radial
turbine, and an exhaust device (Figure 9).

The numerical simulation was performed only on the combustion chamber
assembly. An unstructured-type computational grid, having 3.576.588 tetrahedral-
type elements and 592.465 nodes, has been generated using ICEM CFD. A
density was created near the injector to better capture the field near the fuel inlet
(Figure 10).

EXHALST

INTECTOR

Figure 9.
Garrett micro gas turbine geometry.

a)
c)
Figure 10.

Computational grid: (a) the exterior of the combustion chamber assembly, (b) the interior of the combustion
chamber assembly, (c) the fire tube, (d) the injector.

d)
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The nominal functioning regime (20 KW load) has been considered for the
simulation; thus, the fuel mass flow rate has been set at 0.0075 kg/s, and the air
mass flow has been set at 0.522 kg/s. The air excess is of 4.7. Generally, for a gas
turbine engine, the excess air should be between 3 and 5 [1]. The initial air temper-
ature was set at 420 K. The used liquid fuel, Jet A, has been considered to enter the
computational domain in the form of droplets. The mean diameter of the droplets
has been assumed to be 30 pm, a value chosen based on the liquid droplet distribu-
tion diagram. The initial fuel temperature has been set at 300 K. The fuel spray cone
angle has been set at 70°, based on the data presented in the micro gas turbine’s
maintenance manual [13].

A Reynolds averaged Navier-Stokes (RANS)-type turbulence model has been
chosen, namely, the k-e model, which is a numerically stable and robust model
and very popular in the realization of technical applications numerical simulations
[14-17].

The chosen combustion model has been the EDM model, based on a two-step
kerosene-air reaction mechanism, imported from the ANSYS library. A simple
reaction mechanism has been chosen because the purpose of these numerical simu-
lations was to see if the used numerical models give a good approximation of the
turbo engine functioning as a whole. The pollutant emission level has not been of
interest at this stage. Using a more complex reaction mechanism would have been
more time-consuming and would have required more powerful computational
resources. The EDM combustion model has been chosen because of its simplicity
and robust performance in predicting turbulent reacting flows. Because of these,
the model is very often used in the realization of technical application numerical
simulations [18-21].

The fuel droplet atomization and evaporation processes have been simulated
using the cascade atomization and breakup (CAB) model, respectively, and the
liquid evaporation model, both models imported from ANSYS library.

The reference pressure has been set at 101,325 Pa.

In Figure 11 the pressure field through the micro gas turbine is presented. The
pressure levels are relative to the reference pressure.

The pressure inside the fire tube is quasi-constant, as it can be seen in Figure 3,
thus conforming the hypothesis that the combustion process inside a gas turbine
combustion chamber takes place at constant pressure. The average air absolute total
pressure at compressor exit-combustion chamber entrance is 275.466 Pa, thus
obtaining an overall compression ratio of 2.7:1 which is close to the reported overall
compression ratio of 3:1. The obtained pressure loss through the combustion
chamber assembly is of 15%.

Figure 11.
The total pressuve field inside the combustion chamber assembly: (a) plan XY and (b) plan YZ.
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In Figure 12 the total temperature field through the micro gas turbine is
presented.

From Figure 12(a) it can be observed that high-temperature zone is found only
inside the fire tube and does not extend into the volute that redirects the exhaust
gases to the turbine stator. The average total temperature at combustion chamber
exit-turbine entrance is 992 K.

In Figure 13 the fuel spray cone and the fuel droplet diameter distribution are
presented.

From Figure 13 it can be observed that the fuel is completely evaporated in the
primary zone of the fire tube, before reaching the walls. This confirms that the
numerical models chosen to simulate the spraying and vaporization processes of the
liquid fuel are appropriate for the given application.

In Figure 14 Jet A vapor mass fraction field is presented.

The results presented in Figures 13 and 14 are in good correlation. Jet A vapors
obtained from the vaporization of the liquid fuel are located in the primary zone of
the fire tube. They are completely consumed inside the fire tube, as it should
happen in the case of a properly functioning turbo engine. The average Jet A vapor
mass fraction at combustion chamber assembly exit is of 7 x 107".

In Figures 15 and 16, the CO mass fraction field and the CO, mass fraction field,
inside the combustion chamber, are presented, respectively.

Figure 12.
The total temperature field inside the combustion chamber assembly: (a) plan XY and (b) plan YZ.

Figure 13.
Fuel spray cone and droplet diameter distribution.
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Figure 14.
Jet A vapor mass fraction field: (a) plan XY and (b) plan YZ.

Figure 15.
The CO mass fraction field: (a) plan XY and (b) plan YZ.

Figure 16.
The CO, mass fraction field: (a) plan XY and (b) plan YZ.

The highest CO and CO, concentrations are found inside the fire tube. This is in
good correlation with the temperature field (Figure 12) and Jet A vapor field
(Figure 14), suggesting that the combustion reaction takes place and is completed
inside the fire tube. The average CO and CO, mass fractions at combustion chamber
assembly exit are 7.4 x 10~ ° and 0.0465532, respectively.

Based on the obtained results, the temperature and pressure fields, the fuel
vapor, and CO and CO, mass fraction fields, it has been concluded that the numer-
ical models used for the numerical simulation of the gas-thermodynamic processes
inside the combustion chamber are appropriate for the given application, the results
being consistent with actual functioning data of the Garrett micro gas turbine.
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3.3 Afterburning system

The afterburning system is a component that is added to aviation engines (gas
turbine engines), usually military ones, in order to maximize the thrust force of the
planes. But it also has industrial applications like cogeneration. Cogeneration is a
modern solution which allows simultaneous production of electricity and heat. Due
to cogeneration units, not only it is possible to lower the costs associated with
heating and electricity producing, but it can also generate it in a way that is efficient
and environmentally friendly. The fact that the combustion process in the gas
turbine consumes only a small part of the oxygen from the intake air flow makes
possible the application of a supplementary firing (afterburning) for increasing the
steam flow rate of the heat recovery steam generator. A new patented afterburner
installation was proposed, for use in cogenerative applications (Figure 17) [22].

This study focuses on Stage I of the afterburner (Figure 18) for which a special
experimental installation was designed. Here experimental measurements and
numerical results of mean velocity and temperature are presented. The velocity
measurements are carried out using particle image velocimetry (PIV), and the
temperature measurements are performed using Rayleigh spectroscopy. Supple-
mentary, flame front position measurements are presented, obtained with the
planar laser-induced fluorescence (PLIF) technique [23]. The experimental setup,
closely reproduced by the numerical simulations, consists of a post-combustion
system, designed and manufactured at COMOTT and installed behind a Garrett
30-67 gas turbine engine serving as a gas generator. The flame is stabilized by
means of a V-shaped flame holder, placed in the gas generator exhaust flow.
Methane is injected into the flow upstream of the flame holder and ignited
downstream of it, at a location where premixed conditions are reached.

(b)

Figure 17.
Afterburning system for cogeneration: (a) partial 3D viewing and (b) assembly of the installation.

(a) (b) (c)

Figure 18.
Experimental setup design: (a) afterburner; (b) casing; and (c) flame stabilizer.
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3.3.1 Experimental setup
3.3.1.1 The afterburning system

The afterburning system, shown in Figure 18, has the following overall dimen-
sions: length = 304 mm, height = 228 mm, and width = 168 mm. The afterburning
system is composed of a casing and flame stabilizer assembly. The casing has
240 mm in height and 304 mm in length. The casing also includes a gas fueling pipe
with the following dimensions: diameter = 10 mm and height = 470 mm. The gas
pipe has 20 equally spaced holes of 2 mm in diameter. The flame stabilizer assembly
includes the actual, “V”-shaped flame stabilizer. The assembly also includes the
ignition pipe, of the following dimensions: diameter = 16 mm and height = 115 mm.
The post-combustion system presented above can raise the exhaust gas temperature
up to a temperature of maximum 1800 K.

3.3.1.2 The gas turbine engine Garrett 30-67

The gas turbine engine Garrett 30-67 [24] was fitted with a pipe that allows
PIV flow seeding and transfers the seeded exhaust gas to the afterburning system
(Figure 19).

3.3.1.3 The PIV measurement system

The experimental program presented here aimed at determining the instanta-
neous three-dimensional velocity field in the exhaust gas downstream of the post-
combustion system. For the measurement a medium intensity laser beam was used,
emitted by a Nd:YAG double-pulsed laser (Litron Lasers, wavelength of 532 nm and
a maximum output power of 1200 mj), simultaneously with the triggering of two
fast charge-coupled device (CCD) cameras that record the images thusly formed.
The laser beam is passed through a light sheet optic device that converts the beam to
a light sheet in the experimental zone. The time interval between two laser impulses
was of 10 ps [25].

3.3.1.4 Rayleigh spectroscopy

Rayleigh scattering (RS) is a nonresonant elastic effect in contrast to the
commonly used laser-induced fluorescence. RS is instantaneous and therefore
completely independent of the molecules’ environment [26].

Figure 19.

Experimental setup.
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3.3.1.5 The PLIF measurement system

The planar laser-induced fluorescence method is presented here. When laser
radiation is tuned to specific wavelengths, it will excite certain species (molecules)
within a flame to a higher energy level. Fluorescence occurs when this excited state
decays and emits radiation of a longer wavelength than the incident laser radiation.
In the atmospheric pressure flame created by the afterburner, quenching is negligi-
ble, and the fluorescence signal is proportional to the OH concentration. For the OH
measurements presented here, the coumarin 153 dye was used. Laser light has a
fundamental frequency of 1064 nm. The fluorescent light photons are captured by
an intensified charge-coupled device (ICCD) camera equipped with a filter that lets
through only the fluorescent light wavelength [23].

3.3.1.6 CFD software and numerical simulation setup

In order to evaluate the effect of the combustion model validity on the accuracy
of the numerical simulation, the reference numerical simulation will use an
extended EDM [27] combustion model, implemented in a fully three-dimensional
numerical simulation conducted using the commercial software ANSYS CFX. In this
study, the shear stress transport (SST) model has been used. The computational
domain includes the post-combustion system described in the previous section and
extends 350 mm downstream of the bluff body stabilizer. In the transversal direc-
tion, the extension measures 300 mm, centered on the post-combustion symmetry
axis, and in the spanwise direction, it reaches the edges of the post-combustion
chamber.

The following results will be shown. Combustion temperature has a significant
effect on NOx. NO emissions increase, but N,O emissions decrease, with increasing
temperature. Velocity—the speed at which premixed laminar and turbulent flames
propagate—is a fundamental parameter in many combustion applications, such as
engines and gas turbines. Flame speeds influence knocking events in spark-ignited
engines and play an important role in their performance and emissions. OH con-
centration shows flame front shape and stability. Figures 4 and 5 present, respec-
tively, the mean temperature and velocity components along the symmetry axis of
the afterburner. The length of the recirculation region that is created in the flow by
the presence of the bluff body stabilizer is of about 90 mm, and the maximum
absolute value of the negative velocity reaches about 25 m/s. The far-field free
stream velocity is about 35 m/s.

In Figures 20-23, various comparisons between numerical and experimental
results are presented.

The mean velocity field of the flow inside the previously defined computational
domain and its axial and transversal components are presented.
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Figure 20.
Temperature profile along the centerline.
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Below the variation of the mean OH concentration along the axis of symmetry is
presented. The reaction mechanism used in numerically simulation did not allow
the concentration of hydroxyl (OH) to be captured so that it is presented experi-
mentally and not numerically validated. It must be noted from the beginning that
the OH radical is a very fast radical, which is created and destroyed rapidly in the
combustion process. For this reason, its presence can be detected in the flame front
only, being a very precise indication on its position. As seen in Figure 24, the
position of the mean flame front coincides to the recirculation region that forms
downstream of the flame stabilizer. The turbulent flame brush, clearly visible in
Figure 24, determines a significant increase of the mean flame front, as compared
to its instantaneous thickness. The turbulent flame brush is an effect of the turbu-
lent intermittency, which causes, through the effect of the turbulent fluctuation of
the flame, a given point in space in the flame front region to be part of the time
inside the flame front and part of the time outside it. Therefore, the averaging
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Figure 21.
Axial velocity profile along the centerline.
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Figure 22.
Left: numerical mean axial velocity field. Right: PIV experimental mean axial velocity field (the same velocity
color scale).
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Figure 23.
Left: numerical mean transversal velocity field. Right: experimental mean transversal velocity field (the same
velocity color scale).
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Mean OH axial concentration.
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Figure 25.

The variation in the mean OH concentration along the axis of symmetry.

process leads to a region much thicker than the very thin flame front characteristic
to a laminar flame, where the mean fields have characteristics corresponding par-
tially to the flame front, partially to the preheating region, and partially to the
oxidation zone [28]. In the axial direction in Figure 25, the maximum OH concen-
tration, of about 5000 ppm, is reached at about 50 mm from the flame stabilizer
trailing edge, and the turbulent flame brush extends between 0 and 100 mm with
respect to the same axial coordinate origin.

3.4 Hydrogen use in gas turbines

Hydrogen is studied as a possible fuel in gas turbines due to its high calorific
value and promising results in the field of environmental protection. More, hydro-
gen become actual again, since new ways for producing and transporting it devel-
oped lately. One interesting idea is to produce the hydrogen on site by electrolysis,
using wind power or solar energy, and to transport it using the existing natural gas
distribution network. Combining hydrogen with natural gas strongly influences the
combustion parameters, due to the different properties of the mixture. Using the
existing equipment would face new problems, like the modification of the flame
front, the risk of flashback, and higher temperatures.

By numerical simulation on the combustion chamber of a small gas turbine, for
100% CH, and 100% H,, a clear difference can be observed in Figure 26, indicating
probable working problems and a possible installation’s component damage.

Thus, the idea of searching for a new solution was born, by changing the type of
injector and part of the geometry of the combustion chamber.

In the process of designing of the new injector solution, numerical simulations
were used, testing and comparing different types, in order to obtain an optimized
variant to be produced and experimentally tested later on. For example, in
Figure 27, two types of geometries for swirl injectors were compared in respect to
the flow characteristics and temperature and velocity fields.
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The second type of injector shows better volume flame repartition and more
intense recirculation zones, benefic characteristics for flame stability, and pollutant
emission formation/inhibition. Also the higher swirl number resulted for type 2 is
promising, influencing the inlet turbulence, with the mention that other authors of
[30] suggest that it is not the case that a rise in the swirl number leads always to an
increase in combustion efficiency, but there is an optimum angle for swirling vanes
at which the combustion efficiency, temperature, and radiation heat transfer of the
flame stand at their maximum. In the same time, the higher local temperatures can

100% CH,

[T

1007 H;

.

Figure 26.
Temperature field distribution for CH, and H, combustion.

Figure 27.
CFD analysis for two different types of swirled injectors [29]. (a) Type 1 and (b) Type 2.

Type |

-

Type2 Type2

(b) (c)

Figure 28.
Comparison of CFD results and visualization during the experiment. (a) Temperature field (combustion
simulation); (b) velocity fields (cold simulation); and (c) experimental images.
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lead to thermal NO, formation, a disadvantage that can be controlled by flame
cooling technics.

The CFD results show a clear picture of the differences between the two types,
with very similar results to the later conducted experiments (Figure 28), helping in
choosing the right geometry and leading to the optimized version to be
manufactured and tested (Figure 29) [31].

The design of the new swirl injector was patented, considering some innovative
ideas. For example, the convergent shape of the nozzle avoids the uneven velocities
between the base section and tip section at the exit of the channel and leads to
higher velocity in the exit section than the burning velocity of the fuel, eliminating
the danger of flashback phenomenon.

The specific numerical simulation methods also helped for studying the main
subject of the work, mentioned above, focusing on the different aspects of com-
bustion of the mixtures CH4-H,, with various volumetric proportions (Figure 30).
The results show relevant data, with very similar results as in the experiments,

Figure 29.
The swirl injector and working principle [29].

20% Hz 80% CHa

Figure 30.
Isometric section for 0% H, and 20% H, (airflow 0.04 kg/s, excess air 3.5).
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validating the chosen CFD methods and input values, as part of a PhD. thesis [32]
and part of a Romanian Research Authority-funded project [33].

For all these RANS simulations, k-¢ model turbulence model was used. As for
combustion model, the flamelet probability density function (FPDF) model was
chosen, because of the CFX available kinetic reaction library, which provided a fast
and easy way to mix the two gaseous fuels. This mathematical model has some
known drawbacks too, like slightly higher temperature estimations and the absence
of NOjy calculation, but this case did not require high precision; the only purpose
was just getting a correct image of the combustion process for different cases, in
order to optimize the solution and to have a clear preview to the experimental
phase.

For this specific case, the combustion of CH4-H, mixtures, there is also an
interesting important issue that has no solution for the moment: the existing math-
ematical models do not take into consideration the very different reaction times of
the two fuels in this mixture and thus cannot capture and validate the hypothesis
that the hydrogen from the mixture burns faster and consumes at a higher rate from
the oxygen required to burn the entire mixture, thus resulting in incomplete com-
bustion of methane.

Considering all these aspects, depending on the studied case and on the purpose
of the research, different CFD methods should be chosen, considering the
resources, the allocated time, and the requested detail level of the results.

4, Conclusions

CFD represents a powerful tool that can be used even for studying the complex
process taking place into the combustion chamber of a gas turbine. There exist
many simple models giving relatively good results since of main interest in this field
is the combustion temperature which is a measure of the entire gas turbine perfor-
mance. Still, if someone needs to predict the pollutant emissions, complex models
including reaction mechanisms must be employed.

The given examples show that good correlation can be obtained between CFD
simulations and experiments at gas turbine assembly level, no matter the size of the
gas turbine nor the fuel. An afterburning application was also analyzed since higher
velocities are expected, but the results are still conclusive.
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