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Preface

Due to increasing globalization and the explosion of media available on the Internet, 
computer techniques to organize, classify, and find desired media are becoming 
more and more relevant. To extract semantic information from multimedia data 
sources, the Multimedia Information Retrieval (MMIR or MIR) technique has been 
applied. This evolution continues to grow, as multimedia sensors are present in 
diverse contexts.

MIR is a broad area covering both structural issues and intelligent content analysis 
and retrieval. These aspects must be integrated into a seamless whole, which involves 
expertise from a wide variety of fields. This book presents recent applications of MIR 
in content-based image retrieval and fusion, bioinformation analysis and processing, 
forensic multimedia retrieval techniques, and audio and music classification.

The book is organized into four sections. The first two sections include two chapters 
each, and the last two sections contain one chapter each. Section 1, “Content-Based 
Image Retrieval and Fusion,” discusses the application of computer techniques 
to search for videos and images in large databases, as well as mechanisms to apply 
multiple-image fusion. Section 2, “Bioinformation Analysis and Processing,” 
examines information extraction and processing in biomedical applications. 
Section 3, “Forensic Multimedia Retrieval Techniques,” provides the design and 
test of a framework addressing the challenges of evidence collection in critical 
infrastructures are provided. Finally, Section 4, “Audio and Music Classification 
and Separation,” provides a full review of classification and separation algorithms 
for audio and music signals.

Section 1: “Content-Based Image Retrieval and Fusion”

Chapter 1, “Towards Large-Scale Image Retrieval System Using Parallel Frameworks”, 
highlights that the increasing use of mobile devices such as smartphones has resulted 
in a dramatic increase in the number of images collected every day. Consequently, 
this chapter introduces some fundamental theories for content-based image retrieval 
for large-scale databases using parallel frameworks. The main issues and basic 
concepts of Big Data and its technologies are discussed, moving towards modern 
tools including cutting-edge storage platforms.

Chapter 2 “Multiple-Image Fusion Encryption (MIFE) Using Discrete Cosine 
Transformation (DCT) and Pseudo Random Number Generators”, proposes a new 
multiple-image encryption algorithm based on the spectral fusion of watermarked 
images and new chaotic generators. First, the discrete cosine transformation and 
the low-pass filter of appropriate sizes are used to combine the target watermarked 
images in the spectral domain in two different multiplex images. Second, each 
of the two images is concatenated into blocks of small size, which are mixed by 
changing their position following the order generated by a chaotic sequence from 
the Logistic-May system. Finally, the fusion of both scrambled images is achieved 
by a nonlinear mathematical expression based on Cramer’s rule to obtain two 
hybrid encrypted images. Then, after the decryption step, the hidden message can 
be retrieved from the watermarked image without any loss.
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Section 2: “Bioinformation Analysis and Processing”

Chapter 3, “Information Extraction Techniques in Hyperspectral Imaging 
Biomedical Applications”, includes an overview of information extraction 
techniques for hyperspectral imaging in biomedical applications. First, it 
presents the background of hyperspectral imaging and the main motivations of 
its usage for medical applications. Second, it discusses information extraction 
techniques based on both light propagation models within tissue and machine-
learning approaches. Third, it examines the usage of such information extraction 
techniques in hyperspectral imaging biomedical research applications. Finally, 
it discusses the main advantages and disadvantages of the most commonly 
used image processing approaches, along with the current challenges in HSI 
information extraction techniques in clinical applications.

Chapter 4, “A Hybrid Image Fusion Algorithm for Medical Applications”, proposes 
a hybrid fusion approach for brain medical imaging based on two stages. The initial 
stage deals with the enhancement of a computed tomography scan image exploitation, 
a novel with respect to other techniques such as bar graph equalization or adaptation 
bar graph. In the second stage, the improved computed tomography scan image is 
joined to tomography image exploitation, considering fusion algorithms such as 
Discrete Wavelet Transform and Principal Component Analysis.

Section 3: “Forensic Multimedia Retrieval Techniques”

Chapter 5, “The Role of Penetration Testing in Forensic Multimedia Retrieval 
Process”, proposes techniques for focusing an investigation and targeting potential 
case information from the vulnerability identification phase, through to the media 
identification phase. These techniques, oriented to critical infrastructures, are based 
on penetration testing. Moreover, as the main issue for the digital investigator is the 
vast array of media in which evidence is stored or transmitted, the chapter proposes 
a framework of methods flexible and adaptable to the context of an investigation.

Section 4: “Audio and Music Classification and Separation”

Chapter 6, “Classification and Separation of Audio and Music Signals”, presents and 
discusses some algorithms for the classification and separation processes of audio 
and music signals. The classification algorithms are divided into three categories 
including approaches in the real-time, frequency domain, and time-frequency 
distribution. Additionally, the chapter introduces some algorithms for separation 
and segregation of music and audio signals, like Independent Component Analysis, 
pitch cancellation, and those based on artificial neural networks.

The editor would like to thank the staff at IntechOpen for the opportunity to work 
on this book.

Eduardo Quevedo Gutiérrez
Institute for Applied Microelectronics,

University of Las Palmas de Gran Canaria,
Las Palmas de Gran Canaria, Spain
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Chapter 1

Towards Large Scale Image 
Retrieval System Using Parallel 
Frameworks
Saliha Mezzoudj

Abstract

Recently, the increasing use of mobile devices, such as cameras and smartphones, 
has resulted in a dramatic increase in the amount of images collected every day. 
Therefore, retrieving and managing these large volumes of images has become a 
major challenge in the field of computer vision. One of the solutions for efficiently 
managing image databases is an Image Content Search (CBIR) system. For this, 
we introduce in this chapter some fundamental theories of content-based image 
retrieval for large scale databases using Parallel frameworks. Section 2 and Section 3 
presents the basic methods of content-based image retrieval. Then, as the emphasis 
of this chapter, we introduce in Section 1.2 A content-based image retrieval system 
for large-scale images databases. After that, we briefly address Big Data, Big Data 
processing platforms for large scale image retrieval. In Sections 5, 6, 7, and 8. Finally, 
we draw a conclusion in Section 9.

Keywords: big data processing platforms, image retrieval system, big data, parallel 
frameworks

1. Introduction

Computer vision (also called artificial vision or digital vision) is a branch of artificial 
intelligence whose main goal is to allow a machine to analyze, process and understand 
one or more images taken by an acquisition system (example: cameras, mobile, etc.) 
[1]. It is used to automate the tasks that the human visual system can do: recognition, 
motion analysis, scene reconstruction, and image restoration [1]. In this chapter, we are 
interested in the recognition task, there are several specialized applications based on 
recognition exist, such as content image search (CBIR) and image classification systems. 
Image classification is an important task in the field of computer vision, and it requires 
the development of robust classification systems, which can improve the performance 
of vision systems. Indeed, most image CBIR systems have three stages:

• The first step: it is the extraction of low-level characteristics of the images 
(extraction of descriptors). Indeed, the use of low-level image descriptors is 
the core of current image classification systems.

• the searching step, in which the feature vector of a query image is computed 
and compared to the image feature vectors of the database. As a result, the 
CBIR system returns the closest images to the user [2, 3].
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For a long time, high calculation errands caused by calculating complexity and 
gigantic amount of image during indexing, and retrieving steps have been obstacles 
for building a CBIR systems [3, 4]. Furthermore, the conventional content-based 
image retrieval systems have focused on small databases of face images. Therefore, 
it is important to generalize and train these systems on large-scale databases [5, 6]. 
Therefore, in this chapter, we will present the basics of CBIR systems for large-scale 
databases, Big Data, Big Data processing platforms for large scale image retrieval.

2. The methods for extracting visual characteristics

The extraction of features from images is the basis of any computer vision system 
that does recognizing. These characteristics can contain both text (keywords; anno-
tations, etc.), and visual characteristics (color, texture, shapes, faces, etc.). We will 
focus on techniques for extracting these visual features only. And for that the visual 
characteristics (descriptors) are classified in two categories general descriptors and 
specific domain descriptors [7, 8]:

2.1 General descriptors

They contain low-level descriptors that give a description of color, shape, 
regions, textures and movement.

Color: Color is one of the most used visual characteristics in facial recogni-
tion systems or anything like that. It is relatively robust to the complexities of 
the background and independently of the size and orientation of the image. The 
most well-known representation of color is the histogram, which denotes the 
frequencies of occurrence of the intensities of the three color channels. Many other 
representations of this characteristic exist: we speak especially of the moments of 
color. The mathematical basis of this approach is that each color distribution can be 
characterized by its color moments. Furthermore, most of the information on color 
is concentrated on lower order moments which are respectively: mean, standard 
deviation, color skewness, variance, median, etc.

Texture: A wide variety of texture descriptors have been proposed in the 
literature. These were traditionally divided into statistical, spectral, structural and 
hybrid [9] approaches. Among the most popular traditional methods are probably 
those based on histograms, Gabor filters [10], co-occurrence matrices [11] and 
models (lbp) [12]. These descriptors present various strengths and weaknesses, in 
particular as regards their invariance with respect to the acquisition conditions.

Shape: Over the past two decades, 2D shape descriptors have been actively used 
in 3D search engines and sketch-based modeling techniques. Some of the most 
popular 2D shape descriptors are curvature scale space (CSS) [13], SIFT [14], and 
SURF [15]. In fact, in the literature, 2D shape descriptors are classified into two 
main categories: contours and regions. Outline-based shape descriptors extract 
shape entities from the outline of a shape only. In contrast, region-based shape 
descriptors obtain shape characteristics of the entire region of a shape. In addition, 
hybrid techniques have also been proposed, combining techniques based on the 
contour and the [16] region.

Movement: Movement is related to the movement of objects in the sequence 
and to the movement of the camera. The latter information is provided by the 
capture device, while the rest is implemented by means of image processing. The 
set of descriptors is the following [7]: Motion Activity Descriptor (MAD), Camera 
Motion Descriptor (CMD), Motion Trajectory Descriptor (MTD), and Warp and 
Parametric Motion Descriptor (WMD and PMD).
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Location: The location of items in the image is used to describe items in the 
spatial domain. In addition, elements can also be located in the [7] time domain: 
Region Locator Descriptor (RLD), Spatio Time Locator Descriptor (STLD).

3. Image classification

Image classification is an important step in the image recognition process. 
Indeed, many image classification techniques have been proposed to date. It is 
considered to be one of the main types of machine learning. Various studies have 
been carried out in order to choose the best technique for classifying [17] images.

3.1 What is machine learning?

It is one of the subdomains of artificial intelligence (AI) which uses a series of 
techniques to let computers learn, (that is, gradually improve the performance of 
the computer on a task specific) with data, without being explicitly programmed. 
Indeed, machine learning covers a vast field of tasks. Below are the types of 
machine learning described in this section [18]:

Supervised learning (classification): In this case, the entries are tagged by 
an expert, and the algorithm must learn from the tags of these entries in order to 
predict the class of each new entry. In other words, from a set of observations X and 
another set of measures Y, we seek to estimate the dependencies between X and Y.

Unsupervised learning (clustering): In this case, the entries are not labeled, 
no expert is available, and the algorithm must predict the class of each entry. The 
objective of this type of learning is to describe how the data is organized and to 
extract homogeneous subsets.

Semi-supervised learning: the algorithm combines labeled and unlabeled 
examples to generate an appropriate function or class.

Learning to learn: where the algorithm learns its own inductive bias based on 
previous experience.

4.  A content-based image retrieval system for large-scale images 
databases

Indeed, the most of conventional CBIR systems are evaluated on small bases of 
images that fit easily in main memory, such as Caltech-101 [19], Caltech-256 [20] or 
PASCAL VOC [21].

Recently, the increase in images produced in different fields has enabled the 
acquisition and storage of a large amount of images, which offers new concepts 
such as Big Data, which are of huge volumes of images from a variety of sources, 
produced in real time and exceeding the storage capacity of a single machine. 
Indeed, these images are difficult to process with traditional image retrieval 
systems.

As digital cameras become more affordable and ubiquitous, digital images are 
growing exponentially on the Internet, such as ImageNet 1 [22] which consists of 
14,197,122 images labeled for 21,841 classes. Indeed, this enormous quantity of 
images makes the task of classification of images much more complex and difficult 
to perform, especially since traditional processing and storage methods do not 
always manage to cope with this enormous quantity of images.

This challenge motivated us to develop a new image search and classification 
system allowing the storage, management and processing of large quantities of 



Multimedia Information Retrieval

4

For a long time, high calculation errands caused by calculating complexity and 
gigantic amount of image during indexing, and retrieving steps have been obstacles 
for building a CBIR systems [3, 4]. Furthermore, the conventional content-based 
image retrieval systems have focused on small databases of face images. Therefore, 
it is important to generalize and train these systems on large-scale databases [5, 6]. 
Therefore, in this chapter, we will present the basics of CBIR systems for large-scale 
databases, Big Data, Big Data processing platforms for large scale image retrieval.

2. The methods for extracting visual characteristics

The extraction of features from images is the basis of any computer vision system 
that does recognizing. These characteristics can contain both text (keywords; anno-
tations, etc.), and visual characteristics (color, texture, shapes, faces, etc.). We will 
focus on techniques for extracting these visual features only. And for that the visual 
characteristics (descriptors) are classified in two categories general descriptors and 
specific domain descriptors [7, 8]:

2.1 General descriptors

They contain low-level descriptors that give a description of color, shape, 
regions, textures and movement.

Color: Color is one of the most used visual characteristics in facial recogni-
tion systems or anything like that. It is relatively robust to the complexities of 
the background and independently of the size and orientation of the image. The 
most well-known representation of color is the histogram, which denotes the 
frequencies of occurrence of the intensities of the three color channels. Many other 
representations of this characteristic exist: we speak especially of the moments of 
color. The mathematical basis of this approach is that each color distribution can be 
characterized by its color moments. Furthermore, most of the information on color 
is concentrated on lower order moments which are respectively: mean, standard 
deviation, color skewness, variance, median, etc.

Texture: A wide variety of texture descriptors have been proposed in the 
literature. These were traditionally divided into statistical, spectral, structural and 
hybrid [9] approaches. Among the most popular traditional methods are probably 
those based on histograms, Gabor filters [10], co-occurrence matrices [11] and 
models (lbp) [12]. These descriptors present various strengths and weaknesses, in 
particular as regards their invariance with respect to the acquisition conditions.

Shape: Over the past two decades, 2D shape descriptors have been actively used 
in 3D search engines and sketch-based modeling techniques. Some of the most 
popular 2D shape descriptors are curvature scale space (CSS) [13], SIFT [14], and 
SURF [15]. In fact, in the literature, 2D shape descriptors are classified into two 
main categories: contours and regions. Outline-based shape descriptors extract 
shape entities from the outline of a shape only. In contrast, region-based shape 
descriptors obtain shape characteristics of the entire region of a shape. In addition, 
hybrid techniques have also been proposed, combining techniques based on the 
contour and the [16] region.

Movement: Movement is related to the movement of objects in the sequence 
and to the movement of the camera. The latter information is provided by the 
capture device, while the rest is implemented by means of image processing. The 
set of descriptors is the following [7]: Motion Activity Descriptor (MAD), Camera 
Motion Descriptor (CMD), Motion Trajectory Descriptor (MTD), and Warp and 
Parametric Motion Descriptor (WMD and PMD).

5

Towards Large Scale Image Retrieval System Using Parallel Frameworks
DOI: http://dx.doi.org/10.5772/intechopen.94910

Location: The location of items in the image is used to describe items in the 
spatial domain. In addition, elements can also be located in the [7] time domain: 
Region Locator Descriptor (RLD), Spatio Time Locator Descriptor (STLD).

3. Image classification

Image classification is an important step in the image recognition process. 
Indeed, many image classification techniques have been proposed to date. It is 
considered to be one of the main types of machine learning. Various studies have 
been carried out in order to choose the best technique for classifying [17] images.

3.1 What is machine learning?

It is one of the subdomains of artificial intelligence (AI) which uses a series of 
techniques to let computers learn, (that is, gradually improve the performance of 
the computer on a task specific) with data, without being explicitly programmed. 
Indeed, machine learning covers a vast field of tasks. Below are the types of 
machine learning described in this section [18]:

Supervised learning (classification): In this case, the entries are tagged by 
an expert, and the algorithm must learn from the tags of these entries in order to 
predict the class of each new entry. In other words, from a set of observations X and 
another set of measures Y, we seek to estimate the dependencies between X and Y.

Unsupervised learning (clustering): In this case, the entries are not labeled, 
no expert is available, and the algorithm must predict the class of each entry. The 
objective of this type of learning is to describe how the data is organized and to 
extract homogeneous subsets.

Semi-supervised learning: the algorithm combines labeled and unlabeled 
examples to generate an appropriate function or class.

Learning to learn: where the algorithm learns its own inductive bias based on 
previous experience.

4.  A content-based image retrieval system for large-scale images 
databases

Indeed, the most of conventional CBIR systems are evaluated on small bases of 
images that fit easily in main memory, such as Caltech-101 [19], Caltech-256 [20] or 
PASCAL VOC [21].

Recently, the increase in images produced in different fields has enabled the 
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such as Big Data, which are of huge volumes of images from a variety of sources, 
produced in real time and exceeding the storage capacity of a single machine. 
Indeed, these images are difficult to process with traditional image retrieval 
systems.

As digital cameras become more affordable and ubiquitous, digital images are 
growing exponentially on the Internet, such as ImageNet 1 [22] which consists of 
14,197,122 images labeled for 21,841 classes. Indeed, this enormous quantity of 
images makes the task of classification of images much more complex and difficult 
to perform, especially since traditional processing and storage methods do not 
always manage to cope with this enormous quantity of images.

This challenge motivated us to develop a new image search and classification 
system allowing the storage, management and processing of large quantities of 
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images (Big Data), this imposes a parallelisation of calculations to obtain results in 
reasonable time, and optimum precision.

Massively parallel machines are more and more available at increasingly afford-
able costs, such is the case with multiprocessors. This justifies our motivation to 
direct our research efforts in large-scale image classification towards the exploita-
tion of such architectures with new Big Data platforms that use the performance of 
these machines.

5. The basics of big data

Every day, we generate trillions of bytes of data (Big Data). This data comes 
from everywhere: from sensors used to collect climate information, messages on 
social media sites, digital images and videos posted online, transactional records of 
online purchases and GPS signals from phones mobile, to name a few sources.

Big Data is characterized by its volume (massive data); they are also known for 
their variety in terms of formats and new structures, as well as a requirement in 
terms of speed in processing. But until now, according to our research, no software 
is able to handle all this data which has many types and forms and which is growing 
very rapidly. So Big Data issues are part of our daily life, and more advanced solu-
tions are needed to manage this mass of data in a short time.

Distributed computing is concerned with processing large amounts of data. 
This processing cannot be achieved with traditional data processing paradigms, it 
requires the use of distributed platforms. In the literature, there are several solu-
tions, for the implementation of this paradigm. Among these solutions we find 
the example Google, which has developed a very reliable programming model for 
the processing of Big Data: it is the MapReduce model. This model is implemented 
on several platforms such as the Hadoop platform. Despite all these advantages, 
Hadoop suffers from latency problems which is the main cause of development of a 
new alternative to improve the performance of processing data, it is the Spark plat-
form which is more powerful, more flexible and faster than Hadoop MapReduce.

In this chapter, we will explain the basics of Big Data, Big Data processing 
platforms, as well as storage.

5.1 Definition

Big Data refers to a very large volume of often heterogeneous data which has 
several forms and formats (text, sensor data, sound, video, route data, log files, 
etc.), and including heterogeneous formats: structured data, unstructured and 
semi-structured. Big Data has a complex nature that requires powerful technolo-
gies and advanced algorithms for its processing and storage. Thus, it cannot be 
processed using tools such as the traditional DBMS [23]. Most scientists and data 
experts define big data with the concept of 3Vs as follows [23]:

• Velocity: Data is generated quickly and must be processed quickly to extract 
useful information and relevant information. For example, Wallmart (an inter-
national chain of discount retailers) generates over 2.5 petabytes (PB) of data 
every hour from its customers’ transactions. YouTube is another good example 
of the fast speed of big data.

• Variety: Big data are generated from various sources distributed in multiple 
formats (e.g. videos, documents, commentaries, journals). Large data sets 
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include structured and unstructured data, public or private, local or remote, 
shared or confidential, complete or incomplete, etc.

• Volume: it represents the amount of data generated, stored and used. The 
volume of data stored today is exploding, it is almost 800,000 petabytes, 
Twitter generates more than 7 terabytes of data every day, Facebook generates 
more than 10 terabytes and the data volume in 2020 can reach 40 zeta bytes 
(Figure 1) [24].

Thereafter, the three original dimensions are widened by two other dimensions 
of big data (also known as the “5 V Big Data”):

• Truth: Truthfulness (or validity) of data is the reliability and accuracy of data, 
and the confidence that big data inspires in decision-makers. If the users of this 
data doubt its quality or relevance, it becomes difficult to invest more in it.

• Value: This last V plays a key role in Big Data, the Big Data approach only 
makes sense to achieve strategic goals of creating value for customers and for 
companies in all areas (Figure 2).

One of the reasons for the emergence of the concept of Big Data is the need to 
realize the technical challenge of processing large volumes of information of several 
types (structured, semi-structured and unstructured) generated at high speed. Big 
Data is based on four data sources [25]:

1. The logs (connection logs) from traffic on the company’s official website: 
These data sources are the paths taken by visitors to reach the site: search 
engines, directories, bounces from other sites, etc. Businesses today have a 
web storefront through its official website. The latter generates traffic that it 
is essential to analyze, so these companies have trackers on the different pages 
in order to measure the navigation paths, or the time spent on each page, etc. 
Some of the best-known analytics solutions include: Google Analytics, Adobe 
Omniture, Coremetics.

Figure 1. 
The 3 V big data model.
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2. Social media insights: A complementary approach is to collect comments on 
posts and apply sentiment analysis algorithms to them. Let us mention a few 
avenues to follow our various accounts: Hootsuite, Radian6 or even the APIs 
made available and queried with the Power Query add-in for Excel, IRaMuTeQ 
for the analysis of textual data.

3. Behavioral data (third party data) These data are all data on Internet users 
collected via forms or cookies. Beyond traditional identity information (sex, 
age, CSP, etc.), it is now much more efficient to measure behavior (navigation, 
hardware configuration, time spent on pages, etc.). For this, there are special-
ized web players who help us collect information on our customers or pros-
pects and thus improve communication campaigns. Some players in the field 
of third party data: Bluekai, Exelate, Weborama, Datalogix, etc.

4. Open and reusable data “Open data” are all open and reusable data, it makes 
possible to put open data online, to make the data more reliable and to make 
them reusable and usable, where openness consists in making the data public: 
free of rights, downloadable, reusable and free. The opening does not apply 

Figure 2. 
The 5 V big data model.

Figure 3. 
The four sources of big data.
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to private data, sensitive and security information, documents protected by 
copyright, etc. (Figure 3).1

5.2 Big data processing and storage technologies

Big Data requires redefining the data storage and processing systems that can 
support this volume of data. Indeed, several technologies have been proposed in 
order to represent this data, these technologies take at least one axis between the 
two, either improving storage capacities or improving computing power [23]:

• Improved computing power: the goal of these techniques is to allow process-
ing on a large set of data, at considerable cost, and to improve execution 
performance such as processing time and tolerance breakdowns. Before the 
appearance of the Hadoop platform, there were several technologies such 
as Could Computing, massively parallel MPP architectures and In-Memory 
technologies.

• Improvement of storage capacities: improvement of storage of distributed 
systems, where the same file can be distributed over several hard drives, this 
allows storage volumes to be increased by using basic hardware. These storage 
technologies are always evolving to offer faster access to data such as NoSQL, 
HDFS from the Hadoop platform, HBase, Cloud Computing, etc.

6. MapReduce

6.1 Why MapReduce?

Traditional business systems normally have a centralized server to store and 
process data. The traditional model is certainly not suited to handling large volumes 
of scalable data and cannot be handled by standard database servers. In addition, 
the centralized system creates too much bottleneck when processing multiple files 
simultaneously. Google solved this bottleneck issue using MapReduce template.

6.2 MapReduce model definition

It was designed in the 2000s by Google engineers. It is a programming model 
designed to process several terabytes of data on thousands of computing nodes in 
a [26] cluster. MapReduce can process terabytes and petabytes of data faster and 
more efficiently. Therefore, its popularity has grown rapidly for various brands of 
companies in many fields. It provides a highly efficient platform for parallel execu-
tion of applications, allocation of data in distributed database systems, and fault 
tolerant network communications [27]. The main goal of MapReduce is to facilitate 
data parallelization, distribution, and load balancing in a simple [26] library.

6.3 The MapReduce model architecture

Google created MapReduce to process large quantities unstructured or semi-
structured data, such as documents and logs of requests for web pages, on large 
clusters of nodes. It produced different types of data, such as inverted indices or 

1 The four sources of big data, https://www.communication-web.net/2016/03/07/
les-4-sources-du-big-data/
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1 The four sources of big data, https://www.communication-web.net/2016/03/07/
les-4-sources-du-big-data/
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URL access frequencies [28]. The MapReduce has three main parts, including the 
Master, the Map and reduce function. An example of this data flow is shown in 
Figure 4.

The Master is responsible for the management of the Map and Reduce func-
tions and the provision of data and procedures, he organizes communication 
between mappers and reducers. The map function applies to each input record 
and produces a list of intermediate records. The Collapse function (also known 
as Reducer) is applied to each group of intermediate records with the same key 
and generates a value. Therefore, the MapReduce process includes the following  
steps:

• The input data are divided into records.

• Map functions process this data and produce key/value pairs for each  
record.

• All key/value pairs resulting from the Map function are merged together and 
grouped by a key, then they are sorted.

• The intermediate results are passed to the Reduce function, which will produce 
the final result [30].

7. Big data processing platforms

7.1 The Hadoop platform for the distributed computing of big data

First of all, Hadoop is a free framework, written in java, created and distributed 
by the Apache foundation, and intended for the processing of large data (of the 
order of petabytes and more) as well as for their intensive management. Inspired 
by several technical publications written by the giant Google, its goal is to provide 
a distributed, scalable and extensible storage and data processing system. It can 
handle a large number of data types (including unstructured data). We say that 
it is organized in a non-relational mode, it is more general than NoSQL, we can 
for example store data with two types of systems HDFS (Hadoop Distributed File 
System) and HBase which form a database management system oriented data, 
columns projected for servers distributed in clusters [31].

Hadoop parallelizes the processing of data across many nodes that are part of a 
cluster of computers, which speeds up calculations and hides the latency of input 
and output operations. Hadoop contains a reliable distributed file system that 
ensures fault tolerance through data replication.

Figure 4. 
An example of data flow in the MapReducee big data architecture [29].
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7.2 The Spark platform for the distributed computing of big data

7.2.1 Motivation of Spark

Since its inception, Hadoop has become an important technology for Big Data. 
One of the main reasons for this success is its ability to manage huge amounts of 
data regardless of their type (structured, semi-structured, unstructured). However, 
users have been consistently complaining about the high latency issue with Hadoop 
MapReduce stating that the batch response to all of these real-time applications is 
very painful when it comes to processing and analysis data.

7.2.2 History of Spark

Spark is a high-speed compute cluster developed by contributions from nearly 
250 developers from 50 AMPLab companies at UC Berkeley, to make data analysis 
faster and easier to write and thus run. Spark started in 2009 as a research project in 
the Berkeley Lab RAD, which would later become AMPLLab. Researchers in the lab 
had previously worked on Hadoop MapReduce, and observed that MapReduce was 
ineffective for iterative and interactive computing jobs. So from the start Spark was 
designed to be fast for interactive queries and iterative algorithms, bringing ideas 
like in-memory storage support and efficient fault recovery. Research papers have 
been published about Spark at academic conferences and shortly after its inception 
in 2009 it was already 10–100 times faster than MapReduce for some jobs. Some of 
the early Spark users were other groups in UC Berkeley, including researchers, such 
as the Millennium Mobile Project, which used Spark to monitor and forecast traffic 
jams in San Bay. Francisco Machine Learning. In a very short time, however, many 
external organizations have started using Spark.

In 2011, AMPLab started developing high-level components on Spark, such as 
Shark and Spark streaming. These and other components are sometimes referred to 
as Berkeley Data Analytics Stack (ODB). The Spark was open source in March 2010, 
and it was transferred to the Apache Software Foundation on June 2013, where it is 
now a high level [32] project.

7.2.3 Definition

Apache Spark is an open source processing framework, it is built around speed, 
ease of use and the ability to handle large data sets, which are of diverse nature (text 
data, graph data, etc.), Spark extends the MapReduce model to efficiently support 
multiple types of computations, including iterative processing, interactive queries, 
and flow processing (Figure 5) [32].2

7.2.4 Advantages of Spark over Hadoop MapReduce

Spark is a strong framework for future large data applications that may require low 
latency queries, iterative computing, and real-time processing. The Spark has many 
advantages over the Hadoop MapReduce Framework among them we find [32, 33]:

7.2.4.1 Speed

Spark is an open source compute environment similar to Hadoop, but it has some 
useful differences that make it superior in some workloads, it allows loading the 

2 https://meritis.fr/bigdata/larchitecture-framework-spark/
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2 https://meritis.fr/bigdata/larchitecture-framework-spark/
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dataset into distributed memory to optimize iterative workload and queries. Spark 
can run jobs 10 to 100 times faster than Hadoop MapReduce simply by reducing the 
number of reads and writes to disk.

7.2.4.2 Iterative processing

There are many algorithms which apply the same function to several steps. Like 
learning algorithms, Hadoop MapReduce is based on an acyclic data flow model, 
that is, the output of a previous MapReduce job is the input of the next MapReduce 
job. In this case we waste a lot of time in the I/O operation, so in Hadoop 
MapReduce between two MapReduce operations, there is a synchronization barrier 
and we need to keep the data on disk every time [33].

But with Spark, the concept of RDD (Resilient Distributed Datasets) allows data 
to be saved to memory and preserve disk only for result operations. So it does not 
have a whole synchronization barrier that could possibly slow down the process. So 
Spark allows to reduce the number of read/write on the disk.

7.2.4.3 Interactive queries

For processing in interactive data extraction algorithms where a user needs 
to run multiple queries on the same subset of data, Hadoop loads the same data 
multiple times from disk depending on the number of queries.

But Spark loads the data only once, it stores that data in distributed memory, 
then it does the proper processing. For processing in interactive data extraction 
algorithms where a user needs to run multiple queries on the same subset of data.

7.2.4.4 Richer

Spark provides concise and consistent APIs to Scala, Java and Python and 
Supports multiple functions (actions and transformations), unlike Hadoop, there 
are only two Map and Reduce functions.

7.2.4.5 Ease of use

Spark lets you quickly write applications in Java, Scala, or Python with simple, 
readable instructions.

Figure 5. 
Spark architecture [32].

13

Towards Large Scale Image Retrieval System Using Parallel Frameworks
DOI: http://dx.doi.org/10.5772/intechopen.94910

7.2.4.6 General

On the general side, Spark is designed to cover a wide range of workloads that 
previously require separate distributed systems, including real-time processing 
applications, iterative algorithms, interactive queries, and streaming. By supporting 
these workloads in the same engine, Spark makes it easy and inexpensive to com-
bine the different types of processing, which is often required in production data 
analysis pipelines.

7.2.4.7 Spark’s real-time streaming method to process streams

In case of Hadoop MapReduce, it is just possible to process a flow of stored data, 
but with Apache Spark, it is thus possible to modify the data in real time thanks to 
Spark streaming [32].

7.2.4.8 Graphics processing

Developers can now as well make use of Apache Spark for graphics process-
ing which maps relationships in data between various entities such as people and 
objects [32].

7.2.4.9 Learning algorithms

Spark comes with a learning library called MLlib, it provides several types of 
learning algorithms, including classification, regression, grouping and collabora-
tive filtering, as well as supporting features like evaluation of the template and data 
import [32]. But in Hadoop you have to integrate a learning library called Mahout.

7.2.4.10 Quick management of structured data

Spark SQL is Spark’s module for working with structured data, it allows query-
ing data structured as a Distributed Data Set (RDD) in Spark, with built-in APIs in 
Python, Scala, and Java.3

7.2.4.11 Storage general

Spark uses the HDFS file system for data storage. It also works with any Hadoop 
compatible data source, including, HBase, Cassandra, etc.

7.2.4.12 Interactive

Offers an interactive console for Scala and Python. This is not yet available in 
Java.

7.2.5 Deployment

Executing heavy processing on a cluster, controlling the slave nodes, distributing 
the tasks for them fairly, and arbitrating the amount of CPU and memory that will be 
allocated to each process, this is the role of a cluster manager. Spark currently offers 
three solutions for this: Spark standalone, YARN and Mesos. Comes with Spark, 

3 Spark Programming Guide-Spark 1.2.0 Documentation. [Online]. Available: http://spark.apache.org/
docs/1.2.0/programming-guide.html
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dataset into distributed memory to optimize iterative workload and queries. Spark 
can run jobs 10 to 100 times faster than Hadoop MapReduce simply by reducing the 
number of reads and writes to disk.

7.2.4.2 Iterative processing

There are many algorithms which apply the same function to several steps. Like 
learning algorithms, Hadoop MapReduce is based on an acyclic data flow model, 
that is, the output of a previous MapReduce job is the input of the next MapReduce 
job. In this case we waste a lot of time in the I/O operation, so in Hadoop 
MapReduce between two MapReduce operations, there is a synchronization barrier 
and we need to keep the data on disk every time [33].

But with Spark, the concept of RDD (Resilient Distributed Datasets) allows data 
to be saved to memory and preserve disk only for result operations. So it does not 
have a whole synchronization barrier that could possibly slow down the process. So 
Spark allows to reduce the number of read/write on the disk.

7.2.4.3 Interactive queries

For processing in interactive data extraction algorithms where a user needs 
to run multiple queries on the same subset of data, Hadoop loads the same data 
multiple times from disk depending on the number of queries.

But Spark loads the data only once, it stores that data in distributed memory, 
then it does the proper processing. For processing in interactive data extraction 
algorithms where a user needs to run multiple queries on the same subset of data.

7.2.4.4 Richer

Spark provides concise and consistent APIs to Scala, Java and Python and 
Supports multiple functions (actions and transformations), unlike Hadoop, there 
are only two Map and Reduce functions.

7.2.4.5 Ease of use

Spark lets you quickly write applications in Java, Scala, or Python with simple, 
readable instructions.

Figure 5. 
Spark architecture [32].
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3 Spark Programming Guide-Spark 1.2.0 Documentation. [Online]. Available: http://spark.apache.org/
docs/1.2.0/programming-guide.html
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Spark Standalone is the easiest way to set up. This cluster manager relies on Akka for 
exchanges and on Zookeeper to guarantee the high availability of the master node. It 
has a console to supervise processing, and a mechanism to collect logs from slaves.

Alternatively, YARN the Hadoop cluster manager, Spark can run on it, and 
alongside Hadoop jobs. Finally, more sophisticated and more general, Mesos allows 
you to configure more finely the allocation of resources (memory, CPU) to different 
applications.

7.2.6 Components of Spark

Because Spark’s core engine is both fast and versatile, it powers multiple spe-
cialized high-level components for various workloads, such as SQL or machine 
learning. These components allow you to combine them like libraries in a software 
project. Spark Core: Contains the basic functionality of Spark, including com-
ponents for job scheduling, memory management, disaster recovery, interaction 
with storage systems, and more. Spark Core is also the API that defines Elastic 
Distributed Datasets (RDDs), which are the main programming abstractions in 
Spark. RDDs represent a collection of objects distributed over several compute 
nodes that can be manipulated in parallel. Spark Core offers many APIs for building 
and manipulating these collections.

Other than Spark Core API, there are additional libraries that are part of  
the Spark ecosystem and provide additional capabilities in big data analysis 6. 
These libraries are: Spark streaming, Spark SQL, Spark MLlib, Spark GraphX 
(Figure 6) [32].

7.2.7 RDD dataset resilient distributed

7.2.7.1 Definition

An RDD is a collection of objects partitioned across a set of machines, allowing 
programmers to perform in-memory calculations on large clusters in a way that 
provides fault tolerance.4

7.2.7.2 Characteristics

1. RDD achieves fault tolerance through a notion of lineage: if a partition of an RDD 
is lost, the RDD has enough information to simply rebuild that partition. This 
removes the need for replication to achieve fault tolerance.

2. There are two possibilities to create an RDD either to reference external data 
or to parallelize an existing collection. Spark allows you to create an RDD from 
any data source accepted by Hadoop (local file, HDFS, HBase, etc.).

3. You can modify an RDD with a transformation, but the transformation returns 
you a new RDD while the original RDD remains the same.

4. RDD supports two types of operations Transformations and Actions:

Transformation: Transformations do not return a single value, they return a 
new RDD. Nothing is evaluated when you call a transform function. The evaluation 

4 Spark Programming Guide - Spark 1.2.0 Documentation. [Online]. Available: http://spark.apache.org/
docs/1.2.0/programming-guide.html.
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of transformations is lazy, operations are performed only when a result must be 
returned. Action: an operation that evaluates and returns a new value. When 
an action function is called on an RDD object, all data processing requests were 
computed at that time and the result value is returned [33].

8. Storage

When processing a large amount of data, input data and results should be stored. 
Additionally, the performance of data intensive applications typically depends on 
the hardware and software infrastructure used for storage.

8.1 Classical storage

In this type of storage, the primary and easiest way to store data is a simple 
hard drive attached directly to the node. This type of storage system is sometimes 
referred to as a direct storage (DAS). On these disks, data is stored using a classic 
hierarchical file system like ext3 or ReiserFS. These file systems are typically imple-
mented by an operating system driver as a sensitive part for security, performance, 
and reliability. This type of storage allows for fast read and write operations since 
everything is done locally. It is also simple to use as it is used with any operating 
system. However, there is no easy way to exchange data between multiple nodes.

8.2 Centralized network storage

A second way to store data is centralized network storage, usually referred to as 
etworkAttached Storage (NAS). In this case, a node has one or more disk connected 
and allows other nodes to read and write files through a standard interface and serve 
them through the network. Network File System (NFS) is primarily a protocol for 
accessing files over the network. While the server is free to implement any means 
of accessing the actual data to be provided over the network, most implementations 
simply depend on whether the data is directly accessible on the server. One of the 
main advantages of this type of architecture is the ease of sharing data between 
multiple compute nodes. Since the data is stored on a server, it is easily maintained.

8.3 Parallel and distributed storage

In order to overcome the limitations of centralized network storage, data can 
be distributed across multiple storage nodes. Using multiple nodes allows access 
to multiple files at the same time without conflict. It also allows better throughput 

Figure 6. 
Spark components [32].
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of transformations is lazy, operations are performed only when a result must be 
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an action function is called on an RDD object, all data processing requests were 
computed at that time and the result value is returned [33].
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Additionally, the performance of data intensive applications typically depends on 
the hardware and software infrastructure used for storage.

8.1 Classical storage

In this type of storage, the primary and easiest way to store data is a simple 
hard drive attached directly to the node. This type of storage system is sometimes 
referred to as a direct storage (DAS). On these disks, data is stored using a classic 
hierarchical file system like ext3 or ReiserFS. These file systems are typically imple-
mented by an operating system driver as a sensitive part for security, performance, 
and reliability. This type of storage allows for fast read and write operations since 
everything is done locally. It is also simple to use as it is used with any operating 
system. However, there is no easy way to exchange data between multiple nodes.

8.2 Centralized network storage

A second way to store data is centralized network storage, usually referred to as 
etworkAttached Storage (NAS). In this case, a node has one or more disk connected 
and allows other nodes to read and write files through a standard interface and serve 
them through the network. Network File System (NFS) is primarily a protocol for 
accessing files over the network. While the server is free to implement any means 
of accessing the actual data to be provided over the network, most implementations 
simply depend on whether the data is directly accessible on the server. One of the 
main advantages of this type of architecture is the ease of sharing data between 
multiple compute nodes. Since the data is stored on a server, it is easily maintained.

8.3 Parallel and distributed storage

In order to overcome the limitations of centralized network storage, data can 
be distributed across multiple storage nodes. Using multiple nodes allows access 
to multiple files at the same time without conflict. It also allows better throughput 
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to play the same file when there are replicas on multiple nodes. A distributed file 
system is usually designed to be better than centralized storing. Additionally, in 
theory, distributed storage systems can avoid the single point of the fault tolerance 
problem.

The distributed storage system often has a single entry point node that receives 
all requests to read or write data. As its role is central and critical, its work should 
be kept to a minimum. This master node generally only allows global collabora-
tion among all the nodes involved in the storage system and can store metadata 
(file name, file size, access attributes, …). Thus, when a request to read or write a 
file is received, the client is redirected to another node which will actually process 
his request. However, while the metadata can be stored on the master node, the 
actual data is still stored on other nodes and can be reproduced. The downside of 
distributed storage is that for the best performance, the application should consider 
locality. This is because even though it was thought that the default behavior of the 
storage system might be quite good, it is usually better to read or write data from the 
node closest to the system storage from’a node with a high network cost.

An example of this storage system is the Hadoop Distributed File System 
(HDFS) and Tachyon.

8.3.1 HDFS architecture

HDFS has a master/slave architecture. An HDFS cluster consists of a single mas-
ter called NameNode which manages the namespace of the file system and regulates 
access to files by clients (open, close, rename, etc.), as well as a set of DataNodes to 
manage the actual data storage (Figure 7) [30].

8.4 Definition of Tachyon

Tachyon is a memory-centric, distributed storage system that allows users to 
share data across platforms and perform read/write actions at memory speed across 
cluster processing platforms. It also achieves a write rate of 110x more than in HDFS 
[34]. To ensure fault tolerance, the lost output is recovered by rerunning the opera-
tions that created the output, called lineage [34]. Thus, the Tachyon lineage option 
is seen as a major challenge in Tachyon, and the lineage layer provides high through-
put I/O and follows the job sequence and data lineage in the storage layer.

8.4.1 Tachyon architecture

Indeed, Tachyon uses a standard master–slave architecture similar to HDFS (see 
Figure 8),5 this architecture is called master-worker.

The master manages the metadata and contains a workflow manager, the latter 
interacts with a cluster resource manager to allocate resources and recalculate. 
Whereas, workers manage local resources and report status to the master, and each 
worker uses a RAM disk to store memory-mapped files.

8.4.2 The components of Tachyon

Tachyon’s design uses a single master and multiple workers. Tachyon can be 
divided into three components, the master, the workers and the customers. The 
master and workers together constitute the Tachyon servers, which are the com-
ponents that a system administrator would maintain and manage. Customers are 

5 https://www.slideshare.net/DavidGroozman/tachyon-meetup-slides

17

Towards Large Scale Image Retrieval System Using Parallel Frameworks
DOI: http://dx.doi.org/10.5772/intechopen.94910

typically applications, such as Spark or MapReduce, or Tachyon command line users. 
So Tachyon users usually only need to interact with the client part of Tachyon [34].

a. Master: Tachyon can be deployed in one of two main modes, a single master or 
several masters. The master is primarily responsible for managing the overall 
metadata of the system, for example, the file system tree. Clients can interact 
with the master to read or modify this metadata. In addition, all workers 
periodically poll the master to maintain their participation in the cluster. The 
master does not initiate communication with the components; it only interacts 
with components responding to requests.

b. Workers: Tachyon workers are responsible for managing the local resources 
allocated to Tachyon. These resources could be local memory, SSD or hard 
drive and they are user configurable. Tachyon workers store data as blocks, and 
respond to customer requests to read or write data by reading or creating new 
blocks. However, the worker is only responsible for the data in these blocks.

c. Customer: The Tachyon client provides users with a gateway to interact with 
Tachyon servers. It initiates communication with the master to carry out 
metadata operations and with workers for reading and writing data.

9. Conclusion

In this chapter, we presented the domain of content based image retrieval system 
for large scale images using parallel platforms, we covered the basic concepts of 

Figure 7. 
HDFS architecture [30].

Figure 8. 
The Tachyon architecture [34].
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system for large scale images (Big data) databases and its problems, the definition 
of Big Data and its platforms, these later allow us to go beyond classic tools, which 
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Multiple-Image Fusion Encryption
(MIFE) Using Discrete Cosine
Transformation (DCT) and
Pseudo Random Number
Generators
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Abstract

This chapter proposes a new multiple-image encryption algorithm based on
spectral fusion of watermarked images and new chaotic generators. Logistic-May
(LM), May-Gaussian (MG), and Gaussian-Gompertz (GG) were used as chaotic
generators for their good properties in order to correct the flaws of 1D chaotic maps
(Logistic, May, Gaussian, Gompertz) when used individually. Firstly, the discrete
cosine transformation (DCT) and the low-pass filter of appropriate sizes are used to
combine the target watermarked images in the spectral domain in two different
multiplex images. Secondly, each of the two images is concatenated into blocks of
small size, which are mixed by changing their position following the order gener-
ated by a chaotic sequence from the Logistic-May system (LM). Finally, the fusion
of both scrambled images is achieved by a nonlinear mathematical expression based
on Cramer’s rule to obtain two hybrid encrypted images. Then, after the decryption
step, the hidden message can be retrieved from the watermarked image without
any loss. The security analysis and experimental simulations confirmed that the
proposed algorithm has a good encryption performance; it can encrypt a large
number of images combined with text, of different types while maintaining
a reduced Mean Square Error (MSE) after decryption.

Keywords: spectral fusion, chaotic generators, image encryption,
watermarked images

1. Introduction

Several image encryption algorithms are being developed today to meet privacy
needs in multimedia communications [1–33]. With the rapid expansion of the
Internet, innovative technologies, and cryptanalysis, it has become necessary to
build new and appropriate cryptosystems for secured data transfer, especially for
digital images. Nowadays, a large quantity of images is produced in various fields
and exchanged sometimes with text through different channels, favoring the
development of multiple-image encryption (MIE) instead of single-image encryp-
tion (SIE). A secure technique to protect the large amounts of data (image and text)
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This chapter proposes a new multiple-image encryption algorithm based on
spectral fusion of watermarked images and new chaotic generators. Logistic-May
(LM), May-Gaussian (MG), and Gaussian-Gompertz (GG) were used as chaotic
generators for their good properties in order to correct the flaws of 1D chaotic maps
(Logistic, May, Gaussian, Gompertz) when used individually. Firstly, the discrete
cosine transformation (DCT) and the low-pass filter of appropriate sizes are used to
combine the target watermarked images in the spectral domain in two different
multiplex images. Secondly, each of the two images is concatenated into blocks of
small size, which are mixed by changing their position following the order gener-
ated by a chaotic sequence from the Logistic-May system (LM). Finally, the fusion
of both scrambled images is achieved by a nonlinear mathematical expression based
on Cramer’s rule to obtain two hybrid encrypted images. Then, after the decryption
step, the hidden message can be retrieved from the watermarked image without
any loss. The security analysis and experimental simulations confirmed that the
proposed algorithm has a good encryption performance; it can encrypt a large
number of images combined with text, of different types while maintaining
a reduced Mean Square Error (MSE) after decryption.
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1. Introduction

Several image encryption algorithms are being developed today to meet privacy
needs in multimedia communications [1–33]. With the rapid expansion of the
Internet, innovative technologies, and cryptanalysis, it has become necessary to
build new and appropriate cryptosystems for secured data transfer, especially for
digital images. Nowadays, a large quantity of images is produced in various fields
and exchanged sometimes with text through different channels, favoring the
development of multiple-image encryption (MIE) instead of single-image encryp-
tion (SIE). A secure technique to protect the large amounts of data (image and text)
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exchanged in unsecured communication channels is to combine cryptography and
watermarking [26, 27]. These two combined approaches help to produce a two-level
security of the text and image, especially when the message is hidden in the image
to be encrypted. Various watermarking techniques are proposed in the literature
[28–32], and the most used are discrete wavelet transformation (DWT) and discrete
cosine transformation (DCT). For instance, if an information, such as a signature, a
logo, or a text is embedded in low- or medium-frequency DCT coefficients, then it
may be recovered without any loss; however, only high-frequency DCT coefficients
are lost in low-pass filtering.

In literature, many encryption algorithms, such as International Data Encryption
Algorithm (IDEA), Advanced Encryption Standard (AES), and Data Encryption
Standard (DES) have been proposed [1]. However, these standard algorithms do
not seem to be appropriate for image encryption, because of the intrinsic features of
images, such as huge data capacity, high redundancy, strong correlation among
adjacent pixels, and low entropy [2]. Some basic properties of chaotic systems such
as the sensitivity to the initial condition and control parameters, sensitivity to plain
text, ergodicity and randomness behavior, meet the requirements for a good cryp-
tosystem. Consequently, several cryptosystems were developed by researchers,
based on chaotic systems because the latter provided a good combination of speed,
high security, complexity, reasonable computational overheads, and computational
power [3]. With these features, chaotic-based cryptosystems have excellent prop-
erties of confusion and diffusion, which are desirable in cryptography. Therefore,
many techniques involving different chaotic systems have been published
[2–12, 23], and we can distinguish one-dimensional (1D) chaotic maps and high-
dimensional (HD) chaotic maps.

Among the chaotic encryption algorithms developed, the ones using a one-
dimensional (1D) chaotic system like Logistic, May, Tent, and Sine map have
proven to have some strengths, such as: high-level efficiency, simplicity, and high-
speed encryption. 1D chaotic structures have been widely used [4] due to their
simple structures, as opposed to the complex ones of higher dimensional chaotic
system (which causes a relative slowness in computation). However, some schemes
using the 1D map have been broken due to their weaknesses like nonuniform data
output, small key space, periodic data output, and poor ergodicity properties for
some ranges of control parameters [5, 6]. To overcome this drawback, some
researchers stated that the 1D chaotic map should not be used alone [7, 8]. Others
proposed new 1D chaotic systems with better properties like Spatiotemporal chaos
in [9], coupled with the 1D chaotic map [6], the Nonlinear Chaotic map Algorithm
(NCA) [10], and, more recently, nonlinear combinations of two different 1D cha-
otic maps [3, 11, 12]. For example, Abanda and Tiedeu [3] combined outputs of
Duffing and Colpitts chaotic systems to encrypt gray and color images. Kamdeu and
Tiedeu [11] proposed a fast and secured encryption scheme using new 1D chaotic
systems obtained from Logistic, May, Gaussian, and Gompertz maps. In [12],
Chenaghlu et al. proposed a polynomial combination of 1D chaotic maps for image
encryption using dynamic functions generation.

Recently, in order to increase the efficiency of cryptosystems for multiple
images, some authors proposed algorithms integrating the concept of fusion or
mixing images as a step in the encryption process. Image fusion has been proven
to have potential for encryption in both spatial and frequency domains. In the last
8 years, much effort has been devoted to compressing and encrypting images at
the same time [13], which is considered as a new tool used to reduce the amount
of data to be transmitted and protecting the use of these data against
unauthorized access. In particular, the discrete cosine transformation (DCT) is
employed as a useful tool for spectral fusion in most of these methods. The widely
used application DCT for image compression is mainly based on its energy
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compaction property, which means that the low-frequency coefficients are
located around the top-left corner of its spectral plane [24]. In 2018, Jridi and
Alfalou [14] proposed a cryptosystem to improve a Simultaneous Fusion,
Compression and Encryption (SFCE) scheme [15] in terms of time consumption,
bandwidth occupation, and encryption robustness. In [16], Dongfeng et al.
proposed a new scheme for simultaneous fusion, imaging and encryption of
multiple target images using a single-pixel detector. This algorithm achieves good
performance in terms of robustness as the number of images to multiplex
increases, but suffered from reduced key space and poor quality of images
recovered. Mehra and Nishchal [17] proposed an image fusion encryption based
on wavelets for securing multiple images through asymmetric keys. It offers a
large key space, which enhances the security of the system. In 2016, Qin et al. [18]
proposed an optical multiple-image encryption scheme in diffractive imaging
using spectral fusion and nonlinear operations.

More recently, Zhang and Wang [19, 20] proposed two schemes of multiple-
image encryption (MIE): the first algorithm based on mixed image element and
permutation, and the second MIE algorithm based on mixed image element and
chaos. The cryptosystem shows good performances, but can be improved in terms
of compression to reduce the size of the multiplex big image when the number of
target images increases. In [21], Zhu and Zhang proposed an encryption algorithm
of mixed image element based on an elliptic curve cryptosystem. Experimental
results and theoretical analysis show that the algorithm possesses a large key space
and can accomplish a high level of security concerning information interaction on
the network platform, but the encryption and decryption computational time is
long. In 2013, Abdalla and Tamimi [22] proposed a cryptosystem, which combines
two or more images of different types and sizes by using a shuffling-substitution
procedure. Here, the process of mixing image combines stream cipher with block
cipher, on the byte level.

After analyzing most MIE algorithms operating in the spectral domain, the
robustness of the cryptosystem increases with the number of input images.
Consequently, the quality of decrypted images is degraded. Therefore, it is
important to design cryptosystems that can keep a good compromise between
a large number of images added to text to encrypt, a small MSE after decryption,
and a good performance in terms of robustness and efficiency.

As a result, this chapter suggests a new MIE algorithm based on the spectral
fusion of different types of watermarked images of same size using discrete cosine
transformation (DCT) associated with a low-pass filter and chaotic maps. The
proposed scheme has several strengths: it is robust, combines watermarking and
cryptography, which produce a two-level security, uses chaotic maps with good
properties, encrypts a large number of watermarked images into two hybrid
ciphered images, and the quality of the reconstructed images and text is good
(reduced MSE). The encryption process comprises three main steps: in the first
step, target images are fused into two images through DCT and low-pass filter; in
the second step, the small blocks with the size of (4 � 4) images are permuted in a
certain order; and in the last step, which is the diffusion phase, the two scrambled
images are fused by a nonlinear mathematical expression based on Cramer’s rule to
obtain two hybrid encrypted images. The key generation of the cryptosystem is
made dependent on the plain images.

The rest of the chapter is organized as follows: Section 2 presents an overview of
chaotic generators used in the cryptosystem and the description of the
watermarking process. In Section 3, spectral fusion of plain images is detailed. The
proposed encryption/decryption scheme is given in Section 4. In Section 5, experi-
mental results and algorithm analyses are presented, then compared with others in
the literature. We end with a conclusion in Section 6.
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2. Brief review on 1D chaotic systems used

2.1 1D logistic, May, Gaussian, and Gompertz maps

The equations of 1D Logistic, May, Gaussian, and Gompertz maps are described
from Eqs. (1) to (4), respectively [11].

2.1.1 1D logistic map

xnþ1 ¼ rxn 1� xnð Þ (1)

where xn ∈ 0, 1½ � is the discrete state of the output chaotic sequence and r is the
control parameter with values in the range (0, 4]. The chaotic behavior of the
Logistic map is observed in the range [3.5, 4].

2.1.2 May map

xnþ1 ¼ xn exp a 1� xnð Þð Þ (2)

where xn ∈ 0, 10:9½ � and the control parameter a belongs to the range [0, 5].

2.1.3 Gaussian map

xnþ1 ¼ exp �αx2n
� �þ c (3)

where α ∈ [4.7, 17], c ∈ [�1, 1].

2.1.4 Gompertz map

xnþ1 ¼ �bxn ln xn (4)

where the control parameter b ∈ (0, e], e = 2.71829… and is the exponential
function.

2.2 Combination of new 1D chaotic maps

The chaotic properties of 1D Logistic, May, Gaussian, and Gompertz maps are
not suitable to build a secure cryptosystem when they are used alone. To solve this
problem, Zhou et al. [23] proposed to combine the different seed maps. Figure 1
shows the new map obtained from a nonlinear combination of two different 1D
chaotic maps.

Figure 1.
New chaotic scheme.
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2.2.1 Logistic-May map (LM)

Its equation is defined by Eq. (5)

xnþ1 ¼ xn exp rþ 9ð Þ 1� xnð Þð Þ � rþ 5ð Þxn 1� xnð Þð Þmod2 (5)

where xn ∈ 0, 1½ � and r∈ 0, 5½ �. From its bifurcation diagram, we can observe that
chaotic properties are excellent within [0, 5], with a maximum Lyaponuv exponent
equal to 8.3.

2.2.2 May-Gaussian (MG)

Eq. (6) defines the May-Gaussian (MG) map

xnþ1 ¼ xn exp rþ 10ð Þ 1� xnð Þð Þ þ rþ 5ð Þ
4

þ exp �αx2n
� �� �

mod2 (6)

where xn ∈ 0, 1½ �, r∈ 0, 5½ �, α∈ 4:7, 17�½ . From its bifurcation diagram, the
Lyaponuv exponents are positive and belong to the range [2.5, 5.6].

2.2.3 Gaussian-Gompertz

It is defined by Eq. (7)

xnþ1 ¼ r=5þ 26ð Þ
4

þ exp �αx2n
� �� r=5þ 26ð Þxn log xn

� �
mod2 (7)

where xn ∈ 0, 1½ �, r∈ 0, 5½ �, α∈ 4:7, 17�½ . It has a mean Lyaponuv exponent
around 2.5.

Figure 2 illustrates the bifurcation diagram and the Lyaponuv exponent
graphics of these maps. Referring to Figure 2, all the previous 1D chaotic systems
present a wider chaotic range and a more uniform distribution of their density
functions. Furthermore, the maximum Lyaponuv exponent values obtained are
respectively 8.1, 5.6, and 2.5. Then, these combined 1D systems are more suitable
for secure and high-speed encryption if the encryption algorithm is built around a
good algebraic structure. Additively, in order to confirm the good performance of
the previous pseudo random number generators, we performed the NIST statistical
tests. Analysis of these results (see Table 1) showed that all the 15 tests were
congruent for the three chaotic maps.

2.3 Description of the watermarked process

Before multiplexing the target images, a binary information in the form of a logo
was inserted in one of the target images. To do this, we used a simple watermarked
algorithm, which makes the hidden message imperceptible in the watermarked
image. Taking advantage of the benefits of DCT, it is possible to embed an infor-
mation or watermark (text, logo, image) in low- or medium-frequency DCT coef-
ficients. In fact, DCT decomposes an image into three frequency regions: low,
medium, and high frequencies. It is recommended to insert the watermark in the
low- and medium-frequency regions of the host image in order to ensure
imperceptibility [32]. In this work, we adopted the watermarking technique
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described in [33] in which the message to hide is added to the medium-frequency
region discrete cosine coefficients in selected pixel blocks of size 8� 8. All the
blocks satisfying the condition Ds>Av� α are eligible blocks suitable for water-
mark embedding, where Av is the average for all pixels in the block considered from

Figure 2.
Bifurcation diagrams and Lyaponuv exponent graphics of combined chaotic maps, (a) and (d) logistic-may,
(b) and (e) May-Gaussian, (c) and (f) Gaussian-Gompertz.

Statistical test Logistic-May map
(LM)

May-Gaussian map
(MG)

Gaussian-Gompertz
map

p-Value Result p-Value Result p-Value Result

Frequency 0.98147 98/100 0.99680 100/100 0.99438 100/100

Block-frequency 0.6929 97/100 0.69842 98/100 0.678415 97/100

Cumulative-sums 0.78621 96/100 0.87124 97/100 0.9014 100/100

Runs 0.88052 99/100 0.92735 100/100 0.87246 98/100

Longest-runs 0.98654 99/100 0.99815 100/100 0.97729 98/100

Rank 0.54702 97/100 0.57914 98/100 0.5873 99/100

FFT 0.87531 97/100 0.89678 98/100 0.82670 98/100

Nonoverlapping-templates 0.78951 100/100 0.75091 99/100 0.77856 98/100

Overlapping-templates 0.28435 99/100 0.18942 97/100 0.25167 98/100

Universal 0.38277 99/100 0.34834 98/100 0.37051 100/100

Approximate entropy 0.45393 98/100 0.49357 99/100 0.41560 98/100

Random-excursions 0.195257 60/60 0.192410 59/60 0.19478 59/60

Random-excursions Variant 0.14358 58/60 0.13871 57/60 0.15120 59/60

Serial 0.42962 97/100 0.47359 99/100 0.41757 97/100

Linear-complexity 0.08945 98/100 0.32876 100/100 0.15762 98/100

Final result success success success

Table 1.
Statistical NIST tests results of 1,000,000 bits.
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the host image; Ds represents the difference sum for all the pixels used in the block;
and α is a constant threshold value selected. The value of α must be high to ensure
the most hidden message imperceptibility in the watermarked image; α є [0, 255].

To illustrate an embedded process, as can be seen in Figure 3, we used a host
image of size 512�512, and a binary watermarked image of size 64�64. We can
notice from Figure 3 that the binary image (watermarked) is recovered without loss
of information.

In order to protect the watermarked and host image from unauthorized access
and noise attack, the watermarked image was encrypted with other images in a
mixed process.

2.4 Spectral fusion of target images

In this section, N target images of size M,Mð Þ are combined into two images,
each containing N=2f g target images. As described in [24], discrete cosine
transformation (DCT) is first applied separately to each of the target images. In the
second step, every spectrum is multiplied by a low-pass filter, of size (M’, M’)
pixels, as indicated in Figure 4. In this manner, it is possible to reconstruct every
target image through the relevant information contained in each block. At this step,
the compression rate Cp is:

Cp ¼ 1– size of multiplexed DCT spectral plane=size of N inputs imagesð Þ
cp ¼ 1� M2=N �M2� � ¼ 1� 1=N (8)

Then, after all of these target images are grouped together by a way of simple
addition, the inverse discrete cosine transformation (IDCT) of the multiplex image

Figure 3.
Results of the watermarked process. (a) Host image (512 �512Þ, (b) watermark (64 �64Þ, (c) watermarked
image, (d) recovered watermark.

Figure 4.
Spectral fusion of target images.
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the host image; Ds represents the difference sum for all the pixels used in the block;
and α is a constant threshold value selected. The value of α must be high to ensure
the most hidden message imperceptibility in the watermarked image; α є [0, 255].

To illustrate an embedded process, as can be seen in Figure 3, we used a host
image of size 512�512, and a binary watermarked image of size 64�64. We can
notice from Figure 3 that the binary image (watermarked) is recovered without loss
of information.

In order to protect the watermarked and host image from unauthorized access
and noise attack, the watermarked image was encrypted with other images in a
mixed process.

2.4 Spectral fusion of target images

In this section, N target images of size M,Mð Þ are combined into two images,
each containing N=2f g target images. As described in [24], discrete cosine
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is performed. A simple rotation is performed on each of these blocks before spectral
multiplexing, to prevent from information overlap. Figure 4 illustrates the descrip-
tion of the process. It is possible to multiplex a large number of target images by
selecting a smaller size of the filter. However, in this case, the recovered images will
be highly altered. To keep a good quality of reconstructed images while maintaining
a large number of target images to encrypt, we chose to group these images in two
multiplex images of the same size.

2.5 Proposed encryption/decryption scheme

This section presents the proposed cryptosystem, which comprises blocks-
permutation and diffusion steps using chaotic generators. Figure 5 illustrates the
entire process.

2.5.1 Encryption process

A. Blocks-permutation

The plain image is each of the two multiplex images obtained in Section 3. The
plain image is decomposed into small blocks of the same size; let us choose blocks
size of (4� 4) pixels. In fact, increasing the number of blocks by using smaller
block size resulted in a lower correlation and higher entropy; then, the intelligible
information contained in the image will be reduced.

The permutation of blocks is realized as follows:

1.Divide the plain image I I of size M�M into k blocks of size (4� 4), with
k ¼ M

4 � M
4

2.Use initial condition and control parameters x01, r01 of Logistic-May system to
generate a chaotic sequence by iterating k times Eq. (5). The values of the
sequence X obtained are ranged in a row vector P of size 1, kð Þ.

3.Repeat step 2 to generate a new sequence, using new initial condition and
control parameters x02 and r02. This second sequence is to permute the small
blocks of the second multiplex image.

4.Sort the chaotic sequence P in ascending order, and get a new sequence P0 ¼
P0
t

� �
k ¼ P0

t1;P
0
t2, …P0

tk

� �
. Therefore, the sequence x01, r01, x02, r02 is the

permutation of the sequence 1, 2,… , k.

Figure 5.
Encryption scheme.
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Number all the blocks of the plain image obtained in step 1, and adjust their
positions with the previous permutation of step 3. Then, the image obtained is a
block image permuted.

The values x01, r01, x02, r02 are calculated through Eqs. (9) and (10). In this
process, we subdivide each multiplex image Ii, (i = 1, 2) in two parts, P1 and P2 of
same size.

x0i ¼ x0 þmean Iið Þ=255ð Þmod1 (9)

r0i ¼ r0 þ 0:1� max S1, S2ð Þ=N �M� 29
�

(10)

where, S1 is the sum of pixels’ intensities of the first part P1 of the multiplex
image Ii, and S2 for P2. x0 ϵ [0, 0.9], r ϵ [0, 4.9].

B. Diffusion of the scrambled images

At this level, the two scrambled images are combined in order to create the final
hybrid encrypted images that would be difficult to crack. The May-Gaussian and
Gaussian-Gompertz systems in Eqs. (6) and (7) are used as pseudo random gener-
ators to generate two chaotic sequences after 2 M � 2 M iterations. These values are
arranged in two arrays W and T of sizes 2 M � 2 M, respectively, where M
represents the number of rows and columns of each scrambled image. W and T are
converted into real values in unit 8 format; (W = uint8(W�255); T = uint8(T�255)).
The initial conditions and control parameters of the two pseudo random numbers
generators are xp1, rp1 and xp2, rp2, α, respectively, for May-Gaussian and Gaussian-
Gompertz systems. These parameters are determined with Eqs. (11) and (12).

xpi ¼ x0 þ 0:1� min Iið Þ=256 (11)

rpi ¼ rþ 0:1� min Ii þ 1ð Þ=max Ii þ 2ð Þ (12)

where max (Ii) and min (Ii) are, respectively, maximum and minimum pixel’s
intensities values of Ii. x0 ϵ [0, 0.9], r ϵ (0, 4.9].

ð13Þ

The arrays W and T are divided into four sub-blocks of same size M � M. The
two scrambled images I1 and I2 are linearly combined with the sub-blocks ofW and
T using the following equations:

C1 i, jð Þ ¼ w11 � I1 i, jð Þ þ w12 � I2 i, jð Þ½ Þmod256⊕ floor t11 � t21ð Þ � 1015Þ� (14)

C2 i, jð Þ ¼ w21 � I1 i, jð Þ þ w22 � I2 i, jð Þ½ Þmod256⊕ floor t12 � t22ð Þ � 1015Þ� (15)

where C1 i, jð Þ and C2 i, jð Þ are the two encrypted hybrid images of the cryptosys-
tem, and ⊕ is the bit wise XOR operator. The mixed product tij � tji in the above
relations enhances the quality of the merged images.

2.5.2 Decryption process

In the decryption process, the encrypted images are first decomposed using
Cramer’s rule in order to recover the scrambled images. Knowing the fusion keys
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(xp1, rp1, xp2, rp2, α), the receiver can get the images I1 and I2 by solving the system
of equations below:

I1 i, j½ � �w11 þ I2 i, j½ � �w12ð Þmod256 ¼ C1 floor t11 � t21ð Þ � 1015
� �

I1 i, j½ � �w21 þ I2 i, j½ � � w22ð Þmod256 ¼ C2 floor t12 � t22ð Þ � 1015� �
(

(16)

Then, the two multiplex images can be obtained easily by decrypting I1 and I2
through reverse permutation operations.

3. Experimental results and algorithm analysis

Numerical simulation experiments have been carried out to verify the proposed
encryption method using MATLAB 2016 b platform on a PC with Core (TM)
i7-353U processor of 2.5GHz. We first take eight images with 512 � 512 pixels and
256 gray levels as the target images to be encrypted, which are combined in two
multiplex images as shown in Figure 6 (a–h), respectively. The compression ratio
Cp is 0.75 for each multiplex image. The size of low-pass filter is (M’, M’) = (256,
256) pixels. Results are analyzed more in terms of statistical attack, differential

Figure 6.
Plain and combined images. (a–d) Images combined in multiplex image 1, (e–h) images combined in
multiplex image 2, (i) multiplex image 1 before IDCT, (j) multiplex image 1 after IDCT.
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attack, quality of decrypted images, and speed. We chose the different values as
keys of the proposed cryptosystem:

x01 = 0.351482953177765; x02 = 0.972970074275508; r01 = 4.988242173292221;
r02 = 4.909240772131021; xp1 = 0.363606938668312; xp2 = 0.890363879273465;
rp1 = 4.841585120587438; rp2 = 4.738149127386060; α = 6.187.

The size of the filter (M’, M’) and the number of target images N constitute
additional parameters of the key.

3.1 Statistical analysis

3.1.1 Histogram

For a well-ciphered image, all the frequencies of pixels must be uniformly
distributed. As one can see in Figure 7, the histogram of the multiplex encrypted
images is uniform.

NPCR ¼
P

i,jD i, jð Þ
W �H

� 100% (17)

UACI ¼ 1
W �H

X
i, j

C1 i, jð Þ � C2 i, jÞð j
255

����
�
� 100%

"
(18)

3.1.2 Correlation analysis

A good cryptosystem produces a cipher image with a correlation coefficient
close to zero, for two adjacent pixels. Five thousand pairs of adjacent pixels were
chosen to calculate the correlation coefficients in horizontal, vertical, and diagonal
directions respectively, by using Eq. (17).

Figure 7.
Encrypted images and their histograms. (a) Multiplexed image 1, (b) multiplexed image 2.
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where X and Y are the values of two adjacent pixels in the image, Crxy belongs to
the range [�1, 1] and K denotes the number of pairs of pixels randomly selected.
Crxy tends to be 1 or � 1 for strong correlation and tends to be 0 for every poor
correlation. Table 2 shows the calculated correlation coefficient of 512� 512
cameraman and peppers images in every direction. A mean value of the proposed
encryption algorithm is about 0.0032, which tends to be zero, which is the expected
value. The same result can be confirmed in Figure 8, where the pixels of encrypted

Figure 8.
Plot of correlation coefficients in horizontal, vertical, and diagonal directions of plain and cipher cameraman
(512 � 512). (a, c, e) correlation coefficients of plain images in horizontal, vertical, and diagonal directions
respectively. (b, d, f) correlation coefficients of ciphered images in horizontal, vertical, and diagonal directions
respectively.
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images are not correlated in different directions. Then, these results prove that
attacks based on correlation analysis cannot succeed on the proposed cryptosystem.

3.1.3 Information entropy analysis

The information entropy evaluates the level of randomness contained in a
sequence m, and it is defined as follows:

S mð Þ ¼
X2M�1

i¼0

p mið Þ log 2
1

p mið Þ
� �

(20)

where p mið Þ is the probability of the recurrence of elementmi andM denotes the
number of bits of information m. The ideal entropy value of a 256-grayscale image
represented on 8 bits with equal probability is 8. Table 3 shows entropy values of
the two multiplex images of the proposed encryption algorithm very close to 8, as
expected.

3.2 Key analysis

Key space size is the total number of different keys that can be used in an
encryption algorithm. A good encryption algorithm needs to contain sufficiently
large key space to make the brute-force attack infeasible. The high sensitivity to
initial conditions inherent to any chaotic system, that is, exponential divergence of
chaotic trajectories, ensures high security [11].

In literature, a key space of at least 1030 is required for the system to be robust
[19]. The proposed encryption algorithm actually does have some of the following
secret keys: the initial values x01, x02, xp1, xp2 and control parameters r01, r02, rp1, rp2
and α of the chaotic systems used; the number N of target images and the size
M0 �M0 of the filter. We suppose that the computer precision is 10�15, so the key
space is greater than 1015 � 9 = 10135. Therefore, this key space is large enough to
resist the brute-force attack. Moreover, key sensitivity analysis has been carried out,
but the results are not presented here for reasons of space. These results confirm

Imageq Test Plain image Encrypted multiplex image 1 or 2

Cameraman HC 0.9314 0.0023

VC 0.9400 0.051

DC 0.8931 �0.003

Peppers HC 0.9934 0.0013

VC 0.9954 �0.0020

DC 0.9919 0.0044

Table 2.
Correlation coefficient.

Gray image Proposed algorithm [20] (2017) [19] (2017)

Multiplex image 1 7.9993 — —

Multiplex image 2 7.9993 7.9993 7.9992

Table 3.
Information entropy of some ciphered images.
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images are not correlated in different directions. Then, these results prove that
attacks based on correlation analysis cannot succeed on the proposed cryptosystem.

3.1.3 Information entropy analysis

The information entropy evaluates the level of randomness contained in a
sequence m, and it is defined as follows:
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� �

(20)

where p mið Þ is the probability of the recurrence of elementmi andM denotes the
number of bits of information m. The ideal entropy value of a 256-grayscale image
represented on 8 bits with equal probability is 8. Table 3 shows entropy values of
the two multiplex images of the proposed encryption algorithm very close to 8, as
expected.

3.2 Key analysis

Key space size is the total number of different keys that can be used in an
encryption algorithm. A good encryption algorithm needs to contain sufficiently
large key space to make the brute-force attack infeasible. The high sensitivity to
initial conditions inherent to any chaotic system, that is, exponential divergence of
chaotic trajectories, ensures high security [11].

In literature, a key space of at least 1030 is required for the system to be robust
[19]. The proposed encryption algorithm actually does have some of the following
secret keys: the initial values x01, x02, xp1, xp2 and control parameters r01, r02, rp1, rp2
and α of the chaotic systems used; the number N of target images and the size
M0 �M0 of the filter. We suppose that the computer precision is 10�15, so the key
space is greater than 1015 � 9 = 10135. Therefore, this key space is large enough to
resist the brute-force attack. Moreover, key sensitivity analysis has been carried out,
but the results are not presented here for reasons of space. These results confirm
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Multiplex image 1 7.9993 — —

Multiplex image 2 7.9993 7.9993 7.9992

Table 3.
Information entropy of some ciphered images.
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that by changing only one bit in any parameter of the key, it is not possible to
recover the plain images.

3.3 Sensitivity analysis

3.3.1 Differential attack analysis

An excellent encryption algorithm should have the desirable property of
spreading the influence of slight change to the plain text over as much of the cipher
text as possible. The sensitivity of a cryptosystem is evaluated through Number of
Pixel Change Rate (NPCR), see Eq. (19), and Unified Average Change Intensity
(UACI), see Eq. (20), criteria, which consist in testing the influence of one-pixel
change of a plain image in the resulting cipher image.where C1 and C2 are two
images with same size W �H. If C1(i, j) # C2(i, j) C1 i, jð Þ 6¼ C2 i, jð Þ then D i, jð Þ ¼ 1
D i, jð Þ ¼ 1, otherwise, D i, jð Þ ¼ 0.

Table 4 gives the measurement of NCPR and UACI between two cipher images
of cameraman, Lena and peppers, when a Least Significant Bit (LSB) changed on
gray value in the last pixel’s position. We can notice that the values obtained are
around the mean of 99.61 for NCPR and 33.49 for UACI. This result shows that a
slight change to the original images will result in a great change in all the encrypted
images. The results also imply that the proposed algorithm has an excellent ability to
resist the differential attack.

3.3.2 Quality of reconstructed images

As the number of target images to encrypt increases, the quality of recovered
images decreases. In order to reduce the NMSE between plain and decrypted images
and enlarge the number of target images, we grouped them into two multiplexed
images before encryption. To evaluate quantitatively the quality of decrypted
image, we used the normalized mean square error (NMSE) between the original
image and the decrypted image. The NMSE is defined as:

NMSE ¼
PN

i¼1
PM

j¼1 ID i, jð Þ � IEði, jÞ½ �2
PN

i¼1
PM

j¼1 IE i, jð Þ½ �2 (21)

where M � N are the size of the image, ID(i, j) and IE(i, j) are the values of the
decrypted image and the original image at the pixel (i, j), respectively. Table 5
presents the values of NMSE for a set of different target images of size 512 � 512.
From this table, we can observe that for N = 16 target images combined in one
multiplex image, that is, 32 images to encrypt by the proposed cryptosystem,

Image Test

Multiplex encrypted image 1 NCPR 99.62

UACI 33.54

Multiplex encrypted image 2 NCPR 99.63

UACI 33.47

Table 4.
NCPR AND UACI measure after a LSB change.
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the NMSE is still low, which attests the good quality of reconstructed images and
good performances of the proposed cryptosystem.

3.4 Encryption/decryption time

Table 6 reports a comparison of encryption time by the proposed algorithm
with some recent works in literature for different images. The algorithm written
under Matlab platform was not optimized. The computer time consumption is
0.27389 s, which is smaller than those of [19, 24].

3.5 Comparison with other encryption algorithms

The performance of the proposed algorithm compared to similar and good
standing ones in literature is shown in Table 7. From the table, we can observe that
the proposed encryption algorithm has a large key space and can encrypt a large
number of target images in a good time compared to others. As for UACI and
NPCR, they are about the best values expected (respectively >33.3 for UACI and
>99.6 for NPCR) as can be seen in the table. Finally, our cryptosystem exhibits the
best correlation value and a reduced normalized Mean Square Error (MSE) after
decryption step.

Number of images Proposed algorithm [19] (2017) [20] (2017) [24] 2016

08 or 09, size 512� 512 0.27389 0.7103 0.191 11.66

Table 6.
Encryption time in seconds.

Key
space

Average
correlation

Entropy NPCR UACI Encryption
time (s)

NMSE

Proposed
algorithm

10135 0.0032 7.9993 99.61 33.49 0.27389 3.7 � 10�3

Ref. [19]
[2017]

1060 0.003 7.9994 99.62 33.50 0.7103 —

Ref. [20]
[2017]

1056 — 7.8225 — — 0.255 —

Ref. [24]
[2016]

1090 — — — — 11.66 8.448 �
10�3

Ref. [14]
[2015]

2260 0.0032 — 99.92 — — ≈0

Ref. [25]
[2018]

10210 0.0031 7.9986 99.62 33.42 2.386 0.0155

Table 7.
Comparison of the proposed cryptosystem with others.

Number of target images (N � 2) 4� 2 9� 2 16� 2

NMSE 0.00082 0.0019 0.00376

Table 5.
NMSE for a set of different target images.
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0.27389 s, which is smaller than those of [19, 24].
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the proposed encryption algorithm has a large key space and can encrypt a large
number of target images in a good time compared to others. As for UACI and
NPCR, they are about the best values expected (respectively >33.3 for UACI and
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NMSE for a set of different target images.
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4. Conclusion

In this chapter, an image encryption algorithm based on spectral fusion of
multiple watermarked images and new chaotic generators is proposed. Logistic-
May (LM), Gaussian-Gompertz (GG), and May-Gaussian (MG) systems were used
as chaotic generators in the processes of confusion and diffusion. The target images
were firstly combined in two multiplex images of same size through DCT and a low-
pass filter. Secondly, the previous images are scrambled by permuting the blocks
size of (4� 4) of each multiplex image. Finally, the later scrambled images are
fused by a nonlinear mathematical expression based on Cramer’s rule to obtain two
hybrid encrypted images. At the decryption step, the watermark hidden in one of
the target images is recovered without loss of information. The evaluation metrics
of the proposed cryptosystem NCPR, UACI, correlation coefficient, entropy, key
space, and NMSE, are among the best values in literature. More interestingly, the
proposed cryptosystem can encrypt 32 target images simultaneously with a small
NMSE≈4:16� 10�3≈ 3.7 � 10�3, and encrypted images are sensitive to the key. The
proposed encryption algorithm can surely guarantee security and speed of all types
of digital data (text and images) transfer in a digital network.
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fused by a nonlinear mathematical expression based on Cramer’s rule to obtain two
hybrid encrypted images. At the decryption step, the watermark hidden in one of
the target images is recovered without loss of information. The evaluation metrics
of the proposed cryptosystem NCPR, UACI, correlation coefficient, entropy, key
space, and NMSE, are among the best values in literature. More interestingly, the
proposed cryptosystem can encrypt 32 target images simultaneously with a small
NMSE≈4:16� 10�3≈ 3.7 � 10�3, and encrypted images are sensitive to the key. The
proposed encryption algorithm can surely guarantee security and speed of all types
of digital data (text and images) transfer in a digital network.
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Abstract

Hyperspectral imaging (HSI) is a technology able to measure information about 
the spectral reflectance or transmission of light from the surface. The spectral data, 
usually within the ultraviolet and infrared regions of the electromagnetic spectrum, 
provide information about the interaction between light and different materials 
within the image. This fact enables the identification of different materials based on 
such spectral information. In recent years, this technology is being actively explored 
for clinical applications. One of the most relevant challenges in medical HSI is the 
information extraction, where image processing methods are used to extract useful 
information for disease detection and diagnosis. In this chapter, we provide an 
overview of the information extraction techniques for HSI. First, we introduce the 
background of HSI, and the main motivations of its usage for medical applications. 
Second, we present information extraction techniques based on both light propa-
gation models within tissue and machine learning approaches. Then, we survey 
the usage of such information extraction techniques in HSI biomedical research 
applications. Finally, we discuss the main advantages and disadvantages of the most 
commonly used image processing approaches and the current challenges in HSI 
information extraction techniques in clinical applications.

Keywords: hyperspectral imaging, biomedical, clinical, information extraction, 
machine learning, deep learning, image processing

1. Introduction

Hyperspectral imaging (HSI), also known as imaging spectroscopy, is a technology 
capable of sampling hundreds of narrow spectral bands across the electromagnetic 
spectrum through the use of an optical element that disperses the incoming radia-
tion into certain wavelengths [1]. This technology combines the main features of two 
existing technologies: imaging and spectroscopy, making possible to exploit both the 
morphological features and the chemical composition of objects captured by a camera. 
The interaction between electromagnetic radiation and matter is distinctive for each 
material, therefore by using this technology it is possible to discriminate among 
different materials [2]. The characteristic spectral curve associated with a certain 
material is called spectral signature or spectral fingerprint, and through its analysis it 
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is possible to differentiate among different materials or substances. The data structure 
used in HSI comprises both the spectral and spatial features from a given scene, and is 
referred to as hyperspectral (HS) cube. Figure 1 shows a graphical representation of 
an HS cube with an example of a spectral signature for the top-right pixel.

Although historically HSI has been applied to remote sensing [3], in recent 
years this technology has become a trending topic in different research fields such 
as food quality analysis [4, 5], military and security applications [6] or agriculture 
[7, 8], among many others [9]. HSI is also an emerging imaging modality in the 
medical field. It has been proven that the interaction between the electromagnetic 
radiation and matter carries useful information for diagnostic proposes [10]. As an 
alternative diagnostic tool, one of the strengths offered by HSI is being completely 
non-invasive and label-free. In medical research applications, this technology has 
been employed for more than twenty years in different areas such as the analysis 
of cancerous tissues in in-vivo and ex-vivo samples [11], digital and computational 
pathology [12], melanoma detection [13] or several gastroenterology diseases [14].

In this chapter, a survey of the most common processing frameworks employed 
in the literature for information extraction in medical HSI will be presented. First, a 
brief introduction of the optical properties of biological tissues is provided. Second, 
the most common information extraction methods employed for HSI medical 
processing are described and discussed, including optical inverse modeling  
and machine learning methods. The last section summarizes the conclusions 
reached in this literature analysis.

2. Optical properties of biological tissue

The interaction between light and biological tissues has been proven to be a 
useful tool to identify and classify several diseases. Absorption, refraction and 
scattering are the three different types of interaction that can be measured in 
biological tissues [15]. Light absorption measures the amount of light absorbed and 
transformed to energy by tissue molecules. Specific wavelengths of the spectrum 
will present absorption peaks related to the transitions between two energy levels 
in a molecule, which can provide tissue diagnostic information. Absorption is 
the inverse measurement of reflectance using HSI systems. The measurement of 
refraction and reflection of light is based on changes in speed and direction of the 
incident light into tissue. Particularly, hemoglobin (Hb) is the major component of 

Figure 1. 
Example of a HS cube with an example of a spectral signature.
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the spectral signature between 450 and 600 nm of biological tissues, and spectral 
differences can be observed in the absorption/reflectance between oxygenated and 
deoxygenated Hb states [16]. A single absorbance peak is found at 560 nm in deoxy-
genated Hb, while two absorbance peaks are found at 540 and 580 nm in oxygenated 
Hb [17]. Figure 2 shows an example of these Hb signatures published in [18].

Regarding the measurement of light scattering, it is achieved when there is a 
spatial variation of the reflective index in the illuminated tissue. Scattering proper-
ties can be highly useful in diagnostic applications, since they provide different 
variations in tissue affected by a certain disease [19]. For example, the spectral 
range between 700 and 900 nm is related with the scattering dominant optical 
properties of collagen [20]. Also, the near-infrared spectral region is the scattering 
dominant region of fat, lipids, collagen, and water. Moreover, several tissues have 
fluorescence properties that can be revealed when such tissue is excited with certain 
wavelengths. As an example, ultraviolet light can be used to excite tissues, reveal-
ing the fluorescence emission of proteins and nucleic acids [21]. More details about 
biological tissue optical properties can be found in [19].

3. Information extraction methods for HSI

There are two main types of medical HSI processing: optical inverse modeling 
and machine learning approaches. In this section, both methods will be presented 
in detail, showing their main characteristics, as well as their advantages and 
disadvantages.

Figure 2. 
Oxy-Hb (a) and deoxy-Hb (b) normalized absorption spectra, with Hb concentrations of 50 g/L and 68 g/L, 
respectively. The solid lines are experimentally measured, and the dotted black lines are the ideal. Oxy-Hb  
(c) and deoxy-Hb (d) measured and theoretical attenuation coefficients [18].
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the spectral signature between 450 and 600 nm of biological tissues, and spectral 
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deoxygenated Hb states [16]. A single absorbance peak is found at 560 nm in deoxy-
genated Hb, while two absorbance peaks are found at 540 and 580 nm in oxygenated 
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Regarding the measurement of light scattering, it is achieved when there is a 
spatial variation of the reflective index in the illuminated tissue. Scattering proper-
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variations in tissue affected by a certain disease [19]. For example, the spectral 
range between 700 and 900 nm is related with the scattering dominant optical 
properties of collagen [20]. Also, the near-infrared spectral region is the scattering 
dominant region of fat, lipids, collagen, and water. Moreover, several tissues have 
fluorescence properties that can be revealed when such tissue is excited with certain 
wavelengths. As an example, ultraviolet light can be used to excite tissues, reveal-
ing the fluorescence emission of proteins and nucleic acids [21]. More details about 
biological tissue optical properties can be found in [19].
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(c) and deoxy-Hb (d) measured and theoretical attenuation coefficients [18].
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3.1 Optical inverse modeling

In optical inverse modeling techniques, a mathematical equation which models 
the interaction between the light and tissue is proposed, and the collected HS data is 
used to extract optical properties, such as the absorption or scattering of tissue. First, 
a physics-based model is proposed for the light propagation in tissues. Second, the 
HS data are used to extract optical properties from the proposed light propagation 
model. Although the number of studies which make use of this type of approach 
is limited, some researchers have used HS and light transport models in tissue to 
extract useful information for the detection of different diseases or conditions. 
Milanic et al. used Monte Carlo simulations of a light transport model in skin to 
extract information about the contents of melanin and blood saturation, with the 
goal of measuring cholesterol levels in human skin [22]. The same authors performed 
a similar processing analysis to skin HS data, but with the goal of detecting arthritis 
[23]. Claridge et al. demonstrated the utility of optical inverse modeling techniques 
for the estimation of the blood volume fraction of ex-vivo colon samples, showing 
statistically significant differences between the blood volume fraction of tumor and 
healthy conditions [24].

The use of optical inverse modeling for information extraction in medical HSI 
presents some advantages and challenges. The main advantage is to count with 
an established physical-based model for correlating measured data, which are 
theoretically strong and contain tissue optical parameters that can be used for 
diagnostics. The main disadvantage of this approach is the possibility of bias in the 
model development and over-simplification of complex physical processes, which 
could result in suboptimal performance for information extraction.

3.2 Machine learning methods

Machine Learning (ML) methods are algorithms able to learn from data. ML 
algorithms enable solutions to difficult tasks which usually cannot be performed by 
a traditionally designed computer program [25]. There are different ML algorithms 
depending on the task they perform. In regression problems, a numerical variable is 
estimated from the data. In the context of medical HSI, Arimoto et al. used regres-
sion techniques to estimate the oxygen saturation map from human retina [26]. In 
classification problems, the objective is to assign a data sample to a fixed category. 
For example, Fabelo et al. used classification to identify normal tissue, tumor 
tissue, hypervascularized tissue and background in HS images from in-vivo human 
brain tissue [27]. The results of the classification of a medical HS image are usually 
represented as a classification map or heat map, where different colors are used for 
each class (Figure 3).

ML algorithms can be classified as supervised and unsupervised. In unsuper-
vised algorithms, the goal is to cluster similar data samples in groups, extracting 
the information from data features. In supervised algorithms, the data is comprised 
of the data features and associated labels [29]. For example, in the example of 
Figure 3A, the data features consist of the spectra of each pixel of the HS image, 
and the labels are the different categories into which each pixel can be categorized, 
i.e. normal tissue, tumor tissue, hypervascularized tissue and background. The 
main goal of supervised algorithms is to use data and their labels to train a model 
which can be used to perform predictions about new data. ML techniques can 
be categorized as Feature Learning (FL) or Deep Learning (DL) methods. In FL 
approaches, the inputs of a supervised classifier are given by features extracted 
from the data. For example, in an image processing framework, such features may 
be related to shape, texture or color. On the contrary, DL approaches are devoted 
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to use all the data as input to a supervised classifier, and the important features to 
perform the classification task are learned by the supervised classifier.

There are challenges related with both types of ML approaches. On the one 
hand, in FL methods, the classification may be biased by which features are selected 
from the data for the classification, while the identification of features is performed 
automatically in a DL algorithm. On the other hand, DL methods usually require 
large amounts of data to succeed in the feature extraction and classification, while 
FL approaches may provide good performance with a limited dataset. Next, we 
provide a survey about the different ML approaches which are commonly used for 
HSI processing in medical applications.

3.2.1 Feature learning

In this section, we describe the most common FL approaches which have been 
employed for processing medical HS data. This section is categorized in three 
main categories, namely pixel-wise classification, feature extraction and selection 
methods, and the usage of both the spatial and spectral information.

3.2.1.1 Pixel-wise classifiers

In the HS literature, the concept of pixel-wise processing refers to the exclusive 
usage of the spectral information within an HS cube for extracting information from 
HS data. Recently, Ghamisi et al. performed a survey between the most commonly 
used classifiers in pixel-wise classification of HS images [30]. The most common 
classifiers used for the classification of HS images from a feature learning perspec-
tive are Support Vector Machines (SVMs), Random Forest (RF) and Multinomial 
Logistic Regression (MLR) based approaches.

SVM is a binary classification algorithm proposed by Vapnik [31]. The algorithm 
finds the optimal hyperplane that maximizes the margin between samples belonging 
to different classes. Although it was originally designed for linear classification, an 
SVM classifier can be used for nonlinear classification problems by using different 
kernels to map the data into a higher dimensional space. SVM has been shown to 
provide competitive classification performance on HS data even with a limited train-
ing sample size [32].

RF was firstly proposed by Breiman [33]. This algorithm consists of an ensemble 
of decision trees, where, in each decision tree, the training data are hierarchically 

Figure 3. 
Example of classification and heat maps obtained through ML classification from (A) in-vivo brain tissue HS 
images [27] and (B) in-vitro H&E brain tissue HS images [28].
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diagnostics. The main disadvantage of this approach is the possibility of bias in the 
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depending on the task they perform. In regression problems, a numerical variable is 
estimated from the data. In the context of medical HSI, Arimoto et al. used regres-
sion techniques to estimate the oxygen saturation map from human retina [26]. In 
classification problems, the objective is to assign a data sample to a fixed category. 
For example, Fabelo et al. used classification to identify normal tissue, tumor 
tissue, hypervascularized tissue and background in HS images from in-vivo human 
brain tissue [27]. The results of the classification of a medical HS image are usually 
represented as a classification map or heat map, where different colors are used for 
each class (Figure 3).

ML algorithms can be classified as supervised and unsupervised. In unsuper-
vised algorithms, the goal is to cluster similar data samples in groups, extracting 
the information from data features. In supervised algorithms, the data is comprised 
of the data features and associated labels [29]. For example, in the example of 
Figure 3A, the data features consist of the spectra of each pixel of the HS image, 
and the labels are the different categories into which each pixel can be categorized, 
i.e. normal tissue, tumor tissue, hypervascularized tissue and background. The 
main goal of supervised algorithms is to use data and their labels to train a model 
which can be used to perform predictions about new data. ML techniques can 
be categorized as Feature Learning (FL) or Deep Learning (DL) methods. In FL 
approaches, the inputs of a supervised classifier are given by features extracted 
from the data. For example, in an image processing framework, such features may 
be related to shape, texture or color. On the contrary, DL approaches are devoted 
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to use all the data as input to a supervised classifier, and the important features to 
perform the classification task are learned by the supervised classifier.

There are challenges related with both types of ML approaches. On the one 
hand, in FL methods, the classification may be biased by which features are selected 
from the data for the classification, while the identification of features is performed 
automatically in a DL algorithm. On the other hand, DL methods usually require 
large amounts of data to succeed in the feature extraction and classification, while 
FL approaches may provide good performance with a limited dataset. Next, we 
provide a survey about the different ML approaches which are commonly used for 
HSI processing in medical applications.

3.2.1 Feature learning

In this section, we describe the most common FL approaches which have been 
employed for processing medical HS data. This section is categorized in three 
main categories, namely pixel-wise classification, feature extraction and selection 
methods, and the usage of both the spatial and spectral information.

3.2.1.1 Pixel-wise classifiers

In the HS literature, the concept of pixel-wise processing refers to the exclusive 
usage of the spectral information within an HS cube for extracting information from 
HS data. Recently, Ghamisi et al. performed a survey between the most commonly 
used classifiers in pixel-wise classification of HS images [30]. The most common 
classifiers used for the classification of HS images from a feature learning perspec-
tive are Support Vector Machines (SVMs), Random Forest (RF) and Multinomial 
Logistic Regression (MLR) based approaches.

SVM is a binary classification algorithm proposed by Vapnik [31]. The algorithm 
finds the optimal hyperplane that maximizes the margin between samples belonging 
to different classes. Although it was originally designed for linear classification, an 
SVM classifier can be used for nonlinear classification problems by using different 
kernels to map the data into a higher dimensional space. SVM has been shown to 
provide competitive classification performance on HS data even with a limited train-
ing sample size [32].

RF was firstly proposed by Breiman [33]. This algorithm consists of an ensemble 
of decision trees, where, in each decision tree, the training data are hierarchically 

Figure 3. 
Example of classification and heat maps obtained through ML classification from (A) in-vivo brain tissue HS 
images [27] and (B) in-vitro H&E brain tissue HS images [28].
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partitioned into smaller homogeneous groups. In RF, different decision trees are 
generated from the training data, and the different classification results are com-
bined by a voting process. The main advantage of RF is a reduced training time. RF 
has been successfully used for the classification of HS images [34].

Finally, MLR [35] approaches exploit the posterior class distributions of the 
training data for making predictions, and these methods have been successfully 
applied for the classification of HS images. The main advantages of MLR are fast 
computation for training and customizability, which allows modifications to the 
original algorithm to provide better generalization, e.g. sparsity constraints or 
multiple feature learning.

In the context of medical HS classification, several authors have utilized the 
spectral information for the diagnosis of different diseases in a pixel-wise man-
ner. The most commonly used pixel-wise classifier in medical HSI is SVM. In the 
context of surgical guidance, Akbari et al. processed HS images from the abdomen 
to detect intestinal ischemia [36]. For cancer detection, SVM and HSI have been 
used for the identification of gastric cancer [37], prostate cancer [38], tongue 
cancer [39], and skin cancer [40]. Although RF and MLR have been widely used for 
HS information extraction, their usage in medical HSI is limited. RF has been used 
for the detection of in-vivo oral cancer [41], while MLR has been considered for 
identification of ulcerative colitis in histological slides [42]. The main challenge in 
this field is to determine which pixel-wise classifier is more suitable for the classifi-
cation of certain HS data. In this sense, some authors have performed comparisons 
of performance of different pixel-wise classifiers for the detection of brain cancer 
in histological slides [43], or the detection of the tumor margins in head and neck 
ex-vivo tissue [44]. Although SVM has been shown to outperform other classifiers, 
a deeper comparison between different classifiers should be urgently performed to 
definitively demonstrate which pixel-wise classifier performs better with HSI across 
multiple applications.

3.2.1.2 Feature extraction and feature selection

HS data are characterized by a high dimensionality. For this reason, instead 
of exploiting the complete spectral signature for image analysis, one trend in HSI 
processing is the use of Dimensionality Reduction (DR) methods. These methods 
are devoted to reduce dimensionality of the original data while preserving the most 
relevant information [45]. DR methods have been extensively used for HS image 
processing. There are two main types of DR approaches: feature extraction and 
feature selection methods.

On the one hand, in feature extraction methods, a transformation is applied 
to the data to generate a new representation with lower dimensionality, but 
similar information content. The most studied DR algorithm for HSI is Principal 
Component Analysis (PCA). The goal of PCA [46] is searching for a linear 
transformation of the data by using orthogonal projections which minimize the 
covariance matrix of the original data. On the other hand, several data transfor-
mation approaches have been proposed for dimensionality reduction, such as 
wavelet transformations [47], different orthogonal projection approaches, or the 
exploitation of manifold embedding [48].

Nevertheless, in feature extraction methods the data are transformed, and thus 
the physical information about specific wavelengths is lost, which means that the 
provided interaction between light and tissue cannot be analyzed, which may affect 
certain applications. For this reason, feature selection methods are devoted to find 
the most relevant features from the original data by keeping the most relevant 
information. In the context of HSI, feature selection methods are also known as 
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band selection methods, which also seek to identify the most relevant spectral 
features for a certain application. There are several types of band selection methods. 
In this chapter, we only describe the most prominent methods used in medical HSI. In 
a large-dissimilarity criteria approach, the goal is to select the most dissimilar spectral 
bands. Conversely, in a low-correlation criterion, the spectral bands showing low 
correlation between each other are selected. An example of this kind of algorithm is 
Maximum Relevance Minimum Redundancy (mRMR). In search-based methods, 
the band selection is performed by solving an optimization problem driven by a 
given optimization function. These algorithms search for the best bands to solve 
such optimization problem. Some search-based methods used in HSI are Genetic 
Algorithm (GA) [49] or Particle Swarm Optimization (PSO) [50]. Further details 
about more sophisticated band selection techniques can be found in [51].

In the context of medical HSI, feature extraction methods are used both as 
standalone methods and as a preprocessing stage before further data analysis. The 
former approach is to enhance the visualization of data, while the latter reduces the 
complexity of the data for being processed by other machine learning approaches. 
As an example of the direct application of PCA for tissue visualization enhance-
ment, Zuzak et al. applied PCA to abdominal HS images in order to enhance the 
visualization of biliary trees using in-vivo samples [52]. Also, Wilson et al. demon-
strated the ability of HSI for melanin detection in histological unstained specimens 
of melanocytic lesions in the skin and the eye using PCA and false-color representa-
tions of data [53]. PCA has been used for extracting the most important features 
of HS data prior to classification in different applications, such as the detection of 
in-vivo oral cancer [54], prostate cancer in histological slides [55], the identification 
of white blood cells in blood smear slides [56] or the intraoperative delineation of 
brain tumors [57]. Another example of the utility of feature extraction methods 
was demonstrated by Hadoux et al., where relevant differences between the retinal 
spectral data from patients with Alzheimer and healthy patients were found after 
applying an orthogonal projection of data [58]. Such differences in the spectral 
signature from different disease states were not possible using the raw spectral 
signature of tissue. Beyond PCA and orthogonal projection methods, Ravi et al. 
proposed a modification of the t-Distributed Stochastic Neighbor Embedding fea-
ture extraction algorithm, a non-linear dimensionality reduction technique, prior to 
the identification of tumor tissue within in-vivo brain samples [59]. Other feature 
extraction methods used in medical HSI prior to classification are the use of wavelet 
transformation for the detection of prostate cancer in mice models [60], or the use 
of Fourier Series coefficients for breast cancer detection [61].

The use of band selection methods for medical HSI applications is not as 
extended as in other fields, such as remote sensing. However, some researchers 
have successfully exploited different band selection methods in HSI. Goto et al. 
used the Mahalanobis distance to determine the optimal wavelengths for gastric 
cancer, correctly identifying normal and tumor mucosa [62]. Additionally, 
mRMR has been used for the identification of the most relevant bands for ex-vivo 
breast cancer detection [61], and for in-vivo head and neck cancer [63]. Finally, 
Martinez-Vega et al. proposed a search-based method based on different optimiza-
tion algorithms for the identification of the most relevant wavelengths for brain 
tumor detection within in-vivo HS images [64]. The optimization function was the 
pixel-wise classification performance metrics obtained by an SVM classifier. The 
results demonstrated that a GA optimization slightly improves tumor identification 
compared to the full-spectra counterpart.

Both feature selection and feature extraction methods aim to reduce the dimen-
sionality of HS data while retaining the most important information. Successful 
application of these techniques leads to reduced computational time, which is 
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partitioned into smaller homogeneous groups. In RF, different decision trees are 
generated from the training data, and the different classification results are com-
bined by a voting process. The main advantage of RF is a reduced training time. RF 
has been successfully used for the classification of HS images [34].

Finally, MLR [35] approaches exploit the posterior class distributions of the 
training data for making predictions, and these methods have been successfully 
applied for the classification of HS images. The main advantages of MLR are fast 
computation for training and customizability, which allows modifications to the 
original algorithm to provide better generalization, e.g. sparsity constraints or 
multiple feature learning.

In the context of medical HS classification, several authors have utilized the 
spectral information for the diagnosis of different diseases in a pixel-wise man-
ner. The most commonly used pixel-wise classifier in medical HSI is SVM. In the 
context of surgical guidance, Akbari et al. processed HS images from the abdomen 
to detect intestinal ischemia [36]. For cancer detection, SVM and HSI have been 
used for the identification of gastric cancer [37], prostate cancer [38], tongue 
cancer [39], and skin cancer [40]. Although RF and MLR have been widely used for 
HS information extraction, their usage in medical HSI is limited. RF has been used 
for the detection of in-vivo oral cancer [41], while MLR has been considered for 
identification of ulcerative colitis in histological slides [42]. The main challenge in 
this field is to determine which pixel-wise classifier is more suitable for the classifi-
cation of certain HS data. In this sense, some authors have performed comparisons 
of performance of different pixel-wise classifiers for the detection of brain cancer 
in histological slides [43], or the detection of the tumor margins in head and neck 
ex-vivo tissue [44]. Although SVM has been shown to outperform other classifiers, 
a deeper comparison between different classifiers should be urgently performed to 
definitively demonstrate which pixel-wise classifier performs better with HSI across 
multiple applications.

3.2.1.2 Feature extraction and feature selection

HS data are characterized by a high dimensionality. For this reason, instead 
of exploiting the complete spectral signature for image analysis, one trend in HSI 
processing is the use of Dimensionality Reduction (DR) methods. These methods 
are devoted to reduce dimensionality of the original data while preserving the most 
relevant information [45]. DR methods have been extensively used for HS image 
processing. There are two main types of DR approaches: feature extraction and 
feature selection methods.

On the one hand, in feature extraction methods, a transformation is applied 
to the data to generate a new representation with lower dimensionality, but 
similar information content. The most studied DR algorithm for HSI is Principal 
Component Analysis (PCA). The goal of PCA [46] is searching for a linear 
transformation of the data by using orthogonal projections which minimize the 
covariance matrix of the original data. On the other hand, several data transfor-
mation approaches have been proposed for dimensionality reduction, such as 
wavelet transformations [47], different orthogonal projection approaches, or the 
exploitation of manifold embedding [48].

Nevertheless, in feature extraction methods the data are transformed, and thus 
the physical information about specific wavelengths is lost, which means that the 
provided interaction between light and tissue cannot be analyzed, which may affect 
certain applications. For this reason, feature selection methods are devoted to find 
the most relevant features from the original data by keeping the most relevant 
information. In the context of HSI, feature selection methods are also known as 
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band selection methods, which also seek to identify the most relevant spectral 
features for a certain application. There are several types of band selection methods. 
In this chapter, we only describe the most prominent methods used in medical HSI. In 
a large-dissimilarity criteria approach, the goal is to select the most dissimilar spectral 
bands. Conversely, in a low-correlation criterion, the spectral bands showing low 
correlation between each other are selected. An example of this kind of algorithm is 
Maximum Relevance Minimum Redundancy (mRMR). In search-based methods, 
the band selection is performed by solving an optimization problem driven by a 
given optimization function. These algorithms search for the best bands to solve 
such optimization problem. Some search-based methods used in HSI are Genetic 
Algorithm (GA) [49] or Particle Swarm Optimization (PSO) [50]. Further details 
about more sophisticated band selection techniques can be found in [51].

In the context of medical HSI, feature extraction methods are used both as 
standalone methods and as a preprocessing stage before further data analysis. The 
former approach is to enhance the visualization of data, while the latter reduces the 
complexity of the data for being processed by other machine learning approaches. 
As an example of the direct application of PCA for tissue visualization enhance-
ment, Zuzak et al. applied PCA to abdominal HS images in order to enhance the 
visualization of biliary trees using in-vivo samples [52]. Also, Wilson et al. demon-
strated the ability of HSI for melanin detection in histological unstained specimens 
of melanocytic lesions in the skin and the eye using PCA and false-color representa-
tions of data [53]. PCA has been used for extracting the most important features 
of HS data prior to classification in different applications, such as the detection of 
in-vivo oral cancer [54], prostate cancer in histological slides [55], the identification 
of white blood cells in blood smear slides [56] or the intraoperative delineation of 
brain tumors [57]. Another example of the utility of feature extraction methods 
was demonstrated by Hadoux et al., where relevant differences between the retinal 
spectral data from patients with Alzheimer and healthy patients were found after 
applying an orthogonal projection of data [58]. Such differences in the spectral 
signature from different disease states were not possible using the raw spectral 
signature of tissue. Beyond PCA and orthogonal projection methods, Ravi et al. 
proposed a modification of the t-Distributed Stochastic Neighbor Embedding fea-
ture extraction algorithm, a non-linear dimensionality reduction technique, prior to 
the identification of tumor tissue within in-vivo brain samples [59]. Other feature 
extraction methods used in medical HSI prior to classification are the use of wavelet 
transformation for the detection of prostate cancer in mice models [60], or the use 
of Fourier Series coefficients for breast cancer detection [61].

The use of band selection methods for medical HSI applications is not as 
extended as in other fields, such as remote sensing. However, some researchers 
have successfully exploited different band selection methods in HSI. Goto et al. 
used the Mahalanobis distance to determine the optimal wavelengths for gastric 
cancer, correctly identifying normal and tumor mucosa [62]. Additionally, 
mRMR has been used for the identification of the most relevant bands for ex-vivo 
breast cancer detection [61], and for in-vivo head and neck cancer [63]. Finally, 
Martinez-Vega et al. proposed a search-based method based on different optimiza-
tion algorithms for the identification of the most relevant wavelengths for brain 
tumor detection within in-vivo HS images [64]. The optimization function was the 
pixel-wise classification performance metrics obtained by an SVM classifier. The 
results demonstrated that a GA optimization slightly improves tumor identification 
compared to the full-spectra counterpart.

Both feature selection and feature extraction methods aim to reduce the dimen-
sionality of HS data while retaining the most important information. Successful 
application of these techniques leads to reduced computational time, which is 
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required in applications such as surgical guidance. Nevertheless, for biomedical HS 
applications, there are some relevant advantages of using band selection methods 
instead of feature extraction methods. The first advantage is that the information 
about the concrete wavelengths that are used is retained. This fact allows further 
analysis about the physical response of different tissues to specific wavelengths. The 
second advantage of band selection methods is the possibility of developing custom 
HS cameras which only captures the most relevant spectral channels for a given 
application. Such reduced-band cameras would be able to acquire HS video, which 
would be also convenient for some surgical guidance applications.

3.2.1.3 Spatial-spectral information

Although the aforementioned data processing methods rely on the spectral infor-
mation, a HS cube is a 3D data structure containing both the spatial and the spectral 
information of a scene. In a recent review manuscript, He et al. provided a survey 
about different spatial-spectral techniques which have been used for the classification 
of HSI [65]. The inclusion of both spectral and spatial information is motivated by the 
limitations found in the spectral data. First, the high dimensionality of spectral data 
together with a limited dataset can lead to the curse of dimensionality. This phenom-
enon offers more detailed information about the captured scene, but it also contains 
redundant information and increases the computational time required to process the 
data [4]. Second, the high variability shown in the spectral data due to different light-
ing conditions, instrumentation noise, or other phenomena, makes the classification 
based only on the spectral information a challenge. In addition, high intra-class and 
low inter-class variability of the spectral signatures produces difficulties in the differ-
entiation between classes. This problem is particularly challenging in biomedical data, 
where data originate from multiple patients. For these reasons, researchers within the 
HSI processing community have successfully improved the classification of pixel-wise 
approaches by the utilization of spatial and spectral features from HS images.

In [65], the authors proposed a classification of spatial-spectral approaches in 
three main types, depending on how the spatial information is integrated in the 
processing framework. In pre-processing approaches, spatial and spectral features 
are extracted from the HS cube, and then such features are used for the classifica-
tion. In integrated classification, both spatial and spectral features are used to train 
the classifier. Finally, in post-processing approaches, the spatial information is 
employed to refine the results of a pixel-wise processing of the HS cube.

In the context of medical HSI processing, most of the spatial-spectral 
approaches have been focused in pre-processing and post-processing schemes. 
Some pre-processing approaches are the following. In leukemia detection in blood 
smear slides, Wang et al. evaluated the usage of three types of inputs for a super-
vised classifier: spatial features, spectral features, and spatial-spectral features. The 
results of this study suggest that the exploitation of both the spatial and the spectral 
features significantly improves the quality of the classification [66]. Similarly, Li 
et al. evaluated the feasibility of utilizing HSI for Red Blood Cell (RBC) counting. 
After conducting the RBC counting using uniquely spatial or spectral features of 
blood cells, the authors found an improvement in the under-counting and over-
counting rates when they performed the image analysis using both types of features 
together [67]. Ortega et al. make use of the spatial information of the HS data by 
performing superpixel segmentation [68]. In post-processing approaches, Fabelo 
et al. proposed the incorporation of the spatial information to the SVM pixel-wise 
classification by using a K-nearest neighbors spatial filter which makes use of a one-
dimensional representation of the HS cube extracted using PCA for the identifica-
tion of in-vivo brain tumor [57].
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3.2.2 Deep learning methods

Deep Learning is a family of machine learning algorithms that learn abstract 
features to best represent and make predictions about new data that is presented. 
More specifically, neural networks (NNs) consist of consecutive layers of neurons 
that have non-linear activations that connect the input data, extract features, and 
connect to logical outputs representing the classes of labels to provide prediction 
probabilities. Neural networks can have various dimensionalities, which largely 
depends on the size and dimensions of the input data. For example, utilizing only 
spectral signature information, a 1-D NN can extract features with fully-connected 
layers or 1-D convolutions. However, HS cameras acquire spatial information and 
spectral signatures simultaneously. Therefore, to exploit both sets of features, 
pseudo 3-D HS data can be input directly into a 2D-CNN and extract spatial features 
with learned convolutional kernels in the spatial domain, and these filters are con-
nected across the entire spectral domain of the HS data. Lastly, 3D-CNN can utilize 
the full pseudo 3D HS data as input and extract spatial-spectral features with 3D 
convolutional kernels. There are numerous approaches, but these methods require 
more computational processing as more features and dimensions are involved.

The most widely used approach is 2D-CNNs. Aggressive brain tumors, such as 
glioblastoma, often require surgical resection for treatment, and surgeons often 
implement multiple imaging modalities, including fluorescence, to aid in this 
very challenging task. In a pilot study to aid brain surgeons with label-free HSI, 
Fabelo et al. compared both 2D-CNN and 1D-DNN, considering spectral-only and 
spectral-spatial classification using DL [69]. In HSI digital histology, Ortega et al. 
detected glioblastoma brain cancer in digital slides using a patch-based 2D-CNN 
approach [70]. Additionally, Halicek et al. has employed very deep 2D-CNNs for 
classification, specifically the widely-used Inception v4 model (Figure 4) imple-
mented in a sliding patch-based approach for head and neck squamous cancer 
[71] and thyroid and salivary gland cancers [72]. For comparing 2D-CNN and 
3D-CNNs, in [73] Halicek et al. explored spatial-spectral convolutions in 3D CNNs 
with 3D convolutional kernels to 2D approaches. Although data were limited to 
only 12 patients, the preliminary results suggest 3D convolutions outperformed 2D 
convolutions for CNN design at the cost of computational power and speed.

Another desired application of DL for HSI is semantic segmentation, which allows 
the entire scene to be classified altogether from spectral-spatial features in the entire 
scene. Semantic segmentation does not require image reconstruction like patch-based 
2D-CNN approaches. The most commonly used method is the U-Net, as first used in 

Figure 4. 
Schematic diagram of the modified inception v4 CNN architecture. The CNN was customized to operate on the 
25 × 25 × 91 patch-size selected. The receptive field size and number of convolutional filters is shown at bottom 
of each inception block. The convolutional kernel size used for convolutions is shown in italics inside each 
convolution box. Squeeze-and-excitation modules were added to the CNN to increase performance [72].
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required in applications such as surgical guidance. Nevertheless, for biomedical HS 
applications, there are some relevant advantages of using band selection methods 
instead of feature extraction methods. The first advantage is that the information 
about the concrete wavelengths that are used is retained. This fact allows further 
analysis about the physical response of different tissues to specific wavelengths. The 
second advantage of band selection methods is the possibility of developing custom 
HS cameras which only captures the most relevant spectral channels for a given 
application. Such reduced-band cameras would be able to acquire HS video, which 
would be also convenient for some surgical guidance applications.

3.2.1.3 Spatial-spectral information

Although the aforementioned data processing methods rely on the spectral infor-
mation, a HS cube is a 3D data structure containing both the spatial and the spectral 
information of a scene. In a recent review manuscript, He et al. provided a survey 
about different spatial-spectral techniques which have been used for the classification 
of HSI [65]. The inclusion of both spectral and spatial information is motivated by the 
limitations found in the spectral data. First, the high dimensionality of spectral data 
together with a limited dataset can lead to the curse of dimensionality. This phenom-
enon offers more detailed information about the captured scene, but it also contains 
redundant information and increases the computational time required to process the 
data [4]. Second, the high variability shown in the spectral data due to different light-
ing conditions, instrumentation noise, or other phenomena, makes the classification 
based only on the spectral information a challenge. In addition, high intra-class and 
low inter-class variability of the spectral signatures produces difficulties in the differ-
entiation between classes. This problem is particularly challenging in biomedical data, 
where data originate from multiple patients. For these reasons, researchers within the 
HSI processing community have successfully improved the classification of pixel-wise 
approaches by the utilization of spatial and spectral features from HS images.

In [65], the authors proposed a classification of spatial-spectral approaches in 
three main types, depending on how the spatial information is integrated in the 
processing framework. In pre-processing approaches, spatial and spectral features 
are extracted from the HS cube, and then such features are used for the classifica-
tion. In integrated classification, both spatial and spectral features are used to train 
the classifier. Finally, in post-processing approaches, the spatial information is 
employed to refine the results of a pixel-wise processing of the HS cube.

In the context of medical HSI processing, most of the spatial-spectral 
approaches have been focused in pre-processing and post-processing schemes. 
Some pre-processing approaches are the following. In leukemia detection in blood 
smear slides, Wang et al. evaluated the usage of three types of inputs for a super-
vised classifier: spatial features, spectral features, and spatial-spectral features. The 
results of this study suggest that the exploitation of both the spatial and the spectral 
features significantly improves the quality of the classification [66]. Similarly, Li 
et al. evaluated the feasibility of utilizing HSI for Red Blood Cell (RBC) counting. 
After conducting the RBC counting using uniquely spatial or spectral features of 
blood cells, the authors found an improvement in the under-counting and over-
counting rates when they performed the image analysis using both types of features 
together [67]. Ortega et al. make use of the spatial information of the HS data by 
performing superpixel segmentation [68]. In post-processing approaches, Fabelo 
et al. proposed the incorporation of the spatial information to the SVM pixel-wise 
classification by using a K-nearest neighbors spatial filter which makes use of a one-
dimensional representation of the HS cube extracted using PCA for the identifica-
tion of in-vivo brain tumor [57].
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depends on the size and dimensions of the input data. For example, utilizing only 
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classification, specifically the widely-used Inception v4 model (Figure 4) imple-
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with 3D convolutional kernels to 2D approaches. Although data were limited to 
only 12 patients, the preliminary results suggest 3D convolutions outperformed 2D 
convolutions for CNN design at the cost of computational power and speed.

Another desired application of DL for HSI is semantic segmentation, which allows 
the entire scene to be classified altogether from spectral-spatial features in the entire 
scene. Semantic segmentation does not require image reconstruction like patch-based 
2D-CNN approaches. The most commonly used method is the U-Net, as first used in 

Figure 4. 
Schematic diagram of the modified inception v4 CNN architecture. The CNN was customized to operate on the 
25 × 25 × 91 patch-size selected. The receptive field size and number of convolutional filters is shown at bottom 
of each inception block. The convolutional kernel size used for convolutions is shown in italics inside each 
convolution box. Squeeze-and-excitation modules were added to the CNN to increase performance [72].
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HSI by Trajanovski et al. for tongue cancer detection with a 2D input data using all HS 
channels for semantic segmentation of ex-vivo specimens [74]. Additionally, Kho et al. 
used ex-vivo specimens from patients with breast cancer and applied a standard U-net 
with 2D input HS data using all spectral channels for semantic segmentation [75].

More recently, several modern DL approaches with origins in computer-vision 
have been applied to medical HSI experimentally. In [76], a generative adversarial 
network (GAN) was applied to use DL to learn the association of RGB images 
and HS images to learn the ability to generate HS digital histology images from 
standard RGB digital histology images of breast cancer. Another modern approach 
is long-short-term-memory (LSTM) and recurrent neural networks (RNN) which 
can utilize spatial-spectral and time-based inputs to operate in real-time video 
approaches. In [77], RNNs are compared to and outperform 2D- and 3D-CNN 
methods for in-vivo cancer detection with the goal of real-time video endoscopy.

The use of DL for HS processing is currently a hot topic in the research commu-
nity in different fields. The main advantage of DL approaches in HSI is their capa-
bility to exploit jointly the spatial and the spectral information for image processing 
tasks. Currently, researchers are experimenting with different DL architectures in 
order to find the most appropriate DL model for HSI [78]. In the context of medical 
HSI, the use of DL in medical HS have shown good performance in different appli-
cations, but its usage is still limited compared to other ML approaches. The main 
reason is the limited number of data due to the novelty of the technology. More 
publicly available datasets with a large number of patients are required in order to 
definitively establish an adequate comparative of DL and traditional ML techniques.

4. Conclusions

In this book chapter, we provide a survey about the most common processing 
frameworks for information extraction in medical HSI. First, we show the main 
motivations on the usage of HS technology for biomedical data: the interaction 
between the light and tissue provides useful information for diagnostic applica-
tions. Second, we survey the most common approaches for HSI processing in the 
medical field: inverse optical modeling and machine learning approaches.

Within the ML approaches, we show there is a big variety in the methods which 
are used, mainly in two different types: traditional machine learning approaches 
based handcrafted features and recent DL techniques. Even within each subfield, 
the variety of options to extract information in medical HSI is still wide.

In Table 1 we provide a summary of the applications of the different methods 
which have been described in this book chapter. Such table relates the main infor-
mation extraction methods and the biomedical applications of HSI. Further litera-
ture revision about the different biomedical HSI applications are out of the scope 
of this chapter. However, we recommend readers who are interested in further 
information about the usage of HSI for different biomedical applications to refer the 
different literature reviews in this context mentioned in the introduction section.

The main challenge in HS medical image processing is to determine which 
processing framework is the most appropriate for clinical applications. Nowadays, 
the current trend for researchers working with medical HS data is to collect their 
own data, and then propose a processing framework to address a certain problem. 
Normally such processing frameworks are customized for their particular applica-
tions. In order to reach an agreement by the research community on the most success-
ful information extraction methods for HSI, there is the need of further investigations 
with comparisons among the most promising processing approaches. To this end, the 
availability of large public datasets would help. However, although there is no general 
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Information extraction 
method

Algorithm Application Ref.

Optical inverse modeling Light transport models and 
Monte Carlo Simulations

Cholesterol identification in skin [22]
Arthritis identification in skin [23]
Blood volume fraction estimation in 
colon cancer samples

[24]

Feature 
learning

Pixel-wise 
classification

SVM Intestinal ischemia identification [36]
Gastric cancer detection [37]
Prostate cancer [38]
Tongue cancer [39]
Skin cancer [40]

RF In-vivo oral cancer [41]
MLR Ulcerative colitis in histological slides [42]
SVM, RF Brain cancer in histological slides [43]
SVM, RF, LDA Head and neck tumor [44]

Feature 
extraction 
and feature 
selection

PCA Biliary trees visualization 
enhancement

[52]

PCA and false color Melanocytic lesions visualization [53]
PCA and supervised 
classification

Detection of in-vivo oral cancer [54]
Prostate cancer in histological slides [55]
The identification of white blood 
cells in blood smear slides

[56]

Intraoperative brain tumor 
delineation

[57]

Orthogonal projections Retina analysis for Alzheimer’s 
detection

[58]

t-SNE and supervised 
classification

In-vivo brain tumor detection [59]

Wavelet transformation and 
supervised classification

Prostate cancer in mice models [60]

Fourier series and supervised 
classification
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Band selection with 
Mahalanobis distance
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Band selection with mRMR Ex-vivo breast cancer detection [61]
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Band selection with 
optimization techniques
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Spatial-
spectral 
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Spatial and spectral features in 
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Leukemia detection in blood smear [66]
Red blood cell counting [67]
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slides

[68]

Supervised classification and 
K-NN spatial filtering
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Salivary gland cancer [72]
2D-CNN and 3D-CNN Head and neck cancer [73]
2D-CNN (U-Net) Tongue cancer detection [74]

Breast cancer [75]
GAN HS image generation from RGB [76]
RNNs, 2D-CNN and 3D-CNN Head and neck cancer detection [77]

Publicly available datasets are marked with ‡.

Table 1. 
Summary of information extraction methods for medical HSI.
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have been applied to medical HSI experimentally. In [76], a generative adversarial 
network (GAN) was applied to use DL to learn the association of RGB images 
and HS images to learn the ability to generate HS digital histology images from 
standard RGB digital histology images of breast cancer. Another modern approach 
is long-short-term-memory (LSTM) and recurrent neural networks (RNN) which 
can utilize spatial-spectral and time-based inputs to operate in real-time video 
approaches. In [77], RNNs are compared to and outperform 2D- and 3D-CNN 
methods for in-vivo cancer detection with the goal of real-time video endoscopy.

The use of DL for HS processing is currently a hot topic in the research commu-
nity in different fields. The main advantage of DL approaches in HSI is their capa-
bility to exploit jointly the spatial and the spectral information for image processing 
tasks. Currently, researchers are experimenting with different DL architectures in 
order to find the most appropriate DL model for HSI [78]. In the context of medical 
HSI, the use of DL in medical HS have shown good performance in different appli-
cations, but its usage is still limited compared to other ML approaches. The main 
reason is the limited number of data due to the novelty of the technology. More 
publicly available datasets with a large number of patients are required in order to 
definitively establish an adequate comparative of DL and traditional ML techniques.

4. Conclusions

In this book chapter, we provide a survey about the most common processing 
frameworks for information extraction in medical HSI. First, we show the main 
motivations on the usage of HS technology for biomedical data: the interaction 
between the light and tissue provides useful information for diagnostic applica-
tions. Second, we survey the most common approaches for HSI processing in the 
medical field: inverse optical modeling and machine learning approaches.

Within the ML approaches, we show there is a big variety in the methods which 
are used, mainly in two different types: traditional machine learning approaches 
based handcrafted features and recent DL techniques. Even within each subfield, 
the variety of options to extract information in medical HSI is still wide.

In Table 1 we provide a summary of the applications of the different methods 
which have been described in this book chapter. Such table relates the main infor-
mation extraction methods and the biomedical applications of HSI. Further litera-
ture revision about the different biomedical HSI applications are out of the scope 
of this chapter. However, we recommend readers who are interested in further 
information about the usage of HSI for different biomedical applications to refer the 
different literature reviews in this context mentioned in the introduction section.

The main challenge in HS medical image processing is to determine which 
processing framework is the most appropriate for clinical applications. Nowadays, 
the current trend for researchers working with medical HS data is to collect their 
own data, and then propose a processing framework to address a certain problem. 
Normally such processing frameworks are customized for their particular applica-
tions. In order to reach an agreement by the research community on the most success-
ful information extraction methods for HSI, there is the need of further investigations 
with comparisons among the most promising processing approaches. To this end, the 
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Chapter 4

A Hybrid Image Fusion Algorithm
for Medical Applications
Appari Geetha Devi, Surya Prasada Rao Borra
and Kalapala Vidya Sagar

Abstract

The main objective of medical imaging is to get a extremely informative image
for higher designation. One modality of medical image cannot offer correct and
complete data in several cases. In brain medical imaging, resonance Imaging (MRI)
image shows structural data of the brain with none useful information, wherever as
pc imaging (CT) image describes useful data of the brain however with low spatial
resolution particularly with low dose CT scan, that is helpful to scale back the
radiation impact to physique. Within the field of diagnosing, Image fusion plays a
really very important role. Fusing the CT and tomography pictures provides a whole
data concerning each soft and exhausting tissues of the physique. This paper pro-
poses a 2 stage hybrid fusion formula. Initial stage deals with the sweetening of a
coffee dose CT scan image exploitation totally different image sweetening tech-
niques viz., bar graph Equalization and adaptation bar graph deed. Within the
second stage, the improved low dose CT scan image is united with tomography
image exploitation totally different fusion algorithms viz., distinct rippling rework
(DWT) and Principal element Analysis (PCA). The projected formula has been
evaluated and compared exploitation totally different quality metrics.

Keywords: Image fusion, Image Enhancement, MRI Imaging, Low dose CT, DWT,
PCA

1. Introduction

In medical imaging, different modalities replicate different details of human
organs and tissues. For example, Magnetic Resosance Imaging (MRI) provides low
density soft tissues such as blood vessels, whereas Computed Tomography(CT)
provides clear detail about bone tissue and also provides the reference for location
of the lesion [1]. As it is known, dose reduction lowers the radiation exposure risks,
but at the same time decreases the image quality. By its nature, CT involves larger
radiation doses than the more common, conventional x-ray imaging procedures [2].
We briefly discuss the nature of CT scanning and its main clinical applications, both
in symptomatic patients and, in the screening of asymptomatic patients. We focus
on the increasing number of CT scans being obtained, the associated radiation
doses, and the consequent cancer risks in adults and particularly in children [3].
Although the risks for any one person are not large, the increasing exposure to
radiation in the population may be a public health issue in the future. The use of CT
has increased rapidly since 1980’s, according to recent surveys, it is showing that
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more than 62 million CT scans are currently obtained ever year in the United States,
as compared with about 3 million in 1980’s. The largest use of CT scan, however, are
within the classes of pediatric identification and adult screening, and these trends
are often expected to continue for ensuing few years [4]. The rise in use of CT scan
in kids has been driven primarily by the decrease within the time required to scan,
that is a smaller amount than a second, and additionally eliminating the necessity
for physiological condition to forestall the kid from moving throughout image
acquisition method. The foremost growth space in exploitation CT scan for young-
sters has been presurgical identification of inflammation, that CT seems to be each
correct and efficient.

The radiation doses from CT scanning are considerably larger than those from
corresponding conventional radiography. Michael F. McNitt-Gray [3] discussed
that the radiation doses to a particular organ from any given CT scan depends on
number of factors, such as range of scans, the tube current and scanning time in
milliampseconds (mAs), the scale of the patient, the axial scan vary, the scan pitch
(the degree of overlap between adjacent CT slices), the tube voltage within the
potential unit peaks (kVp), and therefore the specific style of the scanner being
employed. Patient dosimetry and evaluation of image quality are basic aspects of
any quality control program in diagnostic radiology. Image quality must be ade-
quate for diagnosis and obtained with reasonable patient doses [5]. As per the
recommendations of International Commission on Radiological Protection, No dose
limit applies to medical exposure to patients, but diagnostic reference levels or
reference values have been proposed by the International Commission on Radio-
logic Protection [6]. Thomas Lehnert et al. said that it is always the relative noise in
CT images will increase as the radiation dose decreases, which means that there will
always be a tradeoff between the need for low-noise images and the desirability of
using low doses of radiation [4]. The low dose CT scan image usually suffers from
serious noise and artifacts by using analytical reconstruction methods. It is always
preferable to have standard imaging techniques that diminish the patient dose with
reasonable image quality [7]. As part of implementation efforts, an important
clinical requirement has been addressed that low-dose CT (LDCT) images need to
be improved in the Electronic Health Records (EHR). Khalid et al., proposed an
enhanced dynamic quadrant equalization for image contrast enhancement, in
which input image histogram is divided into 8 subhistograms by using median
values. For individual subhistograms, clipping of histogram is done by the average
pixels. New dynamic range is assigned to each subhistograms and HE is done
separately. This approach preserves the mean brightness [8]. As there is no guaran-
tee that the contrast will always be increased by the histogram equalization [1],
Adaptive Histogram Equalisation has been applied on low dose CT scan image to
improve the contrast.

This chapter gives a comparative study related to performance of the image
fusion techniques. Organization of this paper is as follows; Section 2 explains the
image enhancement techniques. The principle of PCA and DWT image fusion
techniques are discussed in Section 3. In Section 4, fusion performance assessment
techniques are explained. In Section 5, the results of fused images for two different
data sets are compared with PCA and DWT applied to medical images by
implementing in MATLAB.

2. Image enhancement

The goal of an image enhancement is to improve the visual effects of the entire
image or to enhance the certain information in accordance with specific needs [9].
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2.1 Histogram equalization

Histogram equalization is a global processing technique used to spread the pixel
values over the dynamic range of image and the equalized histogram must be
approximately uniformly distributed in the dynamic range [10]. It is a distribution
function transformation method based on histogram modification.

Characteristics of Histogram of a digital image:

1.The frequency of the histogram reflects only the pixels in the image of a
certain grey level values but not reflects the position of each pixel.

2.Histogram of an image doesn’t overlap each sub section of an image.

It is not sure that the contrast will always be increased by the histogram equal-
ization. There may be some cases in which histogram equalization can be worse. In
that cases the distinction could also be decreased. In general, normal bar graph
exploit uses an equivalent transformation that comes from the image bar graph to
rework all pixels. This works well once the distribution of pel values is comparable
throughout the image [11]. However, once the image contains regions that square
measure considerably lighter or darker than most of the image, the distinction in
those regions won’t be sufficiently increased. Adaptive bar graph exploit (AHE)
improves during this side by remodeling every pel with a change perform derived
from its neighbourhood region.

2.2 Adaptive histogram equalization

Adaptive bar graph feat (AHE) may be a pc image process technique wont to
improve the distinction in pictures. It differs from normal bar graph feat within the
respect that the adaptive technique computes many histograms, every admire a
definite section of the image, and uses them to spread the brightness values of the
image [12]. In its simplest type, every element is remodeled supported the bar graph
of a sq. close that element. The transformation functions derived from the bar
graphs is precisely constant as for normal histogram feat. The transformation per-
form is proportional to the accumulative distribution function (CDF) of element
values within the neighbourhood. Pixels close to the image boundary have to be
compelled to be treated specially, as a result of their neighbourhood wouldn’t lie
fully at intervals the image [13]. It is so appropriate for rising the native distinction
and enhancing the definitions of edges in every region of a picture. However, AHE
contains a tendency to over amplify noise in comparatively homogeneous regions of
a picture. Properties of Adaptive Histogram Equalisation:

• The size of the neighbourhood region is a parameter of the method. It improves
the contrast at smaller scales and reduces the contrast at larger scales.

• Due to the character of bar chart feat, the resultant price of a component
underneath AHE is proportional to its rank among the pixels in its
neighbourhood. This permits Associate in Nursing economical implementation
of hardware that may compare the middle component with all different
pixels within the neighbourhood [3]. Associate in Nursing unnormalized
result price may be computed by adding two for every component with a
smaller price than the middle component, and adding one for every
component with equal price.
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• When the image region containing a pixel’s neighbourhood that is uniform, its
bar graph are going to be powerfully peaked, and therefore the transformation
perform can map a slender vary of constituent values to the complete vary of
the resultant image [14]. This causes AHE to over amplify the little amounts of
noise in for the most part uniform regions of the image [4].

3. Image fusion

3.1 DWT image fusion

Image fusion process is used to associate the two or more images in to a single
image. The resultant fused image obtained will be more explanatory than the dis-
tinct source images. The wave remodel may be a mathematical tool which will be
wont to discover native options in an exceedingly signal method. It can also be wont
to decompose two-dimensional (2D) signals like second grayscale image signals into
totally different resolution levels for multiresolution analysis. Wave remodel has
been greatly utilized in several areas, like information compression, texture
analysis, feature detection, and image fusion.

Wavelet transforms offer a framework within which a picture is rotten, with
every level equivalent to lower band and better frequency bands. The DWT may be
a spatial-frequency decomposition that provides a versatile multiresolution analysis
of a picture. In general, the essential plan of image fusion supported ripple remodel
is to perform a multiresolution decomposition on every supply image; the coeffi-
cients of each the low-frequency band and high-frequency bands are then
performed with a definite fusion rule [13]. The wide used fusion rule is most choice
rule. This straightforward theme simply selects the biggest absolute ripple constant
at every location from the input pictures because the constant at that location
within the united image [15]. After that, the united image is obtained by playacting
the inverse DWT (IDWT) for the corresponding combined ripple coefficients. The
elaborated fusion steps supported ripple remodel will be summarized below.

Step 1. the pictures to be amalgamated should be registered to assure that the
corresponding pixels square measure aligned.

Step 2. These pictures square measure rotten into riffle remodeled pictures,
severally, supported riffle transformation. The remodeled pictures with K-level
decomposition can embrace one low-frequency portion (low-low band) and three
high-frequency parts (low-high bands, poker game bands, and high-high bands).

Step 3. The remodel coefficients of various parts or bands square measure
performed with an explicit fusion rule.

Step 4. The amalgamated image is built by acting associate inverse riffle remodel
supported the combined remodel coefficients from Step 3 [16].

The overall fusion processing goes through the preprocessing and image registra-
tion followed by wavelet decomposition. The input images must be of same size for
fusion. For easy computation and to abstract data, the image has got to be born-again
into a grey scaled image from color image. Bar chart standardisation provides tonal
distribution of the complete image. Preprocessed pictures square measure split in to
four frequency sub bands like LL, LH, HL and HH. A general fusion rule is to select,
the coefficients whose values are higher and the more dominant features at each scale
are preserved in the new multi-resolution representation [17]. The fused image is
constructed by performing an inverse wavelet transformation. The main objective of
an image fusion is combining complimentary, as well as redundant data from multi-
ple pictures to make one image that provides a lot of complete and correct descrip-
tion. This amalgamated image is a lot of appropriate for human visual, machine
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perception or additional image process and analysis tasks. Another advantage of
image fusion is that it decreases the cupboard space and price by storing solely the
one amalgamated image, rather than storing totally different modality pictures [14].
within the space of medical imaging, combining the photographs {of totally different|
of various} modalities of same scene offers numerous benefits it should be fusion of
image taken at different spatial resolution, intensity and by totally different strategies
helps medical practitioner/Radiologists to simply extract or acknowledge the options
or abnormalities that will not be typically visible in single image [18] (Figure 1).

3.1.1 Simple averaging rule

In remodel primarily based fusion formula an easy “averaging rule” is adopted to
fuse the low frequency coefficients. Low-frequency coefficients contain define data
associated with the image rather than specific major details, ANd therefore an
averaging technique is applied to provide the composite low-frequency coefficients
[18]. The computation is performed as follows:

F x, yð Þ ¼ F1 x, yð Þ þ F2 x, yð Þ
2

(1)

where F(x, y) are the low frequency coefficients of the fused image IF, f1(x, y)
and f2(x, y) are the low frequency coefficients of the source images.

3.1.2 Maximum selection rule

Maximum selection rule is used in high frequency coefficients. Two images
wavelet coefficients are compared and select the maximum value coefficient for
fusion process as shown in Eq. (2)

W x, yð Þ ¼ W1 X,Yð Þ if I1 x, yð Þ> I2 x, yð Þ
W2 X,Yð Þ if I1 x, yð Þ< I2 x, yð Þ (2)

W1 (x, y) – Image l wavelet coefficient.
W2 (x, y) - Image 2 wavelet coefficient.

3.2 Principal component analysis

Principal element analysis is performed that aims at decreasing giant an outsized
an oversized set of variables into a little set that also containing most of the data that

Figure 1.
Fusion Process using Wavelet transforms.
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was existing within the large set. As medical image knowledge is large, to cut back
these knowledge PCA methodology is important. The strategy of principal element
analysis permits USA to make and use a weakened set of variables, that area unit
referred to as principal vectors. A reduced set is way easier to research and inter-
pret. The foremost simple thanks to build a amalgamate image of many input
pictures is playing the fusion as a weighted superposition of all input images [14].
The best coefficient coefficients, with relevancy info content and redundancy
removal, is determined by a principal element analysis (PCA) of all input intensi-
ties. By computing PCA of the variance matrix of input intensities, the weights for
every input image area unit obtained from the eigenvector comparable to the most
important chemist price. PCA is that the simplest of verity eigenvector-based sta-
tistical procedure. Often, its operation is thought of as revealing the interior struc-
ture of the information in a very means that best explains the variance within the
data [19]. If a variable knowledge set is envisioned as a collection of coordinates in a
very high-dimensional data area (1 axis per variable), PCA will offer the user with a
lower-dimensional image, a “shadow” of this object once viewed from its most
informative viewpoint. This can be done by mistreatment solely the primary few
principal parts in order that the spatial property of the remodeled knowledge is
reduced. The amount of principal parts is a smaller amount than or capable the
amount of original variables [20].

PCA Algorithm:

• Transform the info into column vectors. Confirm the mean on every column

• Subtract the empirical mean vector.

• Compute the variance matrix C of X i.e. =XXT

• Mean of expectation = covariance(X).

• Compute the eigenvectors V and Eigen|chemist} price D of C and kind them by
decreasing Eigen price

• Consider the primary column of V that corresponds to larger Eigen price to
figure P1 and P2 as

• P1 = V(1)/ΣV and P2 = V(2)/ΣV

The input images (images to be fused) I1(x, y) and I2(x, y) are arranged in
two column vectors and their empirical means are subtracted. From the resulting
vector, compute the eigenvector and Eigen values and the Eigenvectors
corresponding to the larger eigen value are obtained. The normalized components
P1 and P2 (i.e., P1 + P2 = 1) are computed from the obtained eigenvector. The fused
image is

IF x, yð Þ ¼ P1 ∗ I1 x, yð Þ þ P2 ∗ I2 x, yð Þ (3)

Where P1 and P2 are the principal components.

4. Performance analysis

In this, the outcome of fusion transformation is evaluated with different param-
eter, may be quantitatively & qualitatively and compared the results with the other
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algorithms, to check efficiency of the hybrid algorithm. Some of the quantitative
parameters are listed below:

Entropy: Entropy is a measure of the information content in an image. An image
with high information will have high entropy.

H ¼ �
XL�1

i¼0

pi log pi
� �

(4)

Where L is the number of grey levels in an image; Pi is the probability of
occurring ith grey level.

Standard Deviation: Standard Deviation is used to measure the contrast in the
fused image. It consists of both signal and noise, an image with more information
would have high standard deviation.

σ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXL�1

i¼0
i� i
� �2

hIf ið Þ
r

(5)

Where hIf(i) is the normalized histogram of the fused image; L is the number of
grey levels in an image.

Mean Squared Error:

MSE ¼
PM�1

i¼0
PN�1

j¼0 R i, jð Þ � F i, jð Þ½ �
MXN

2

(6)

Root Mean Square Error (RMSE): The error between fused image F and
reference image R is given by,

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM�1
i¼0

PN�1
j¼0 R i, jð Þ � F i, jð Þ½ �
MXN

2
s

(7)

Where R is reference image and F is fused image.
Peak Signal-to-Noise Ratio (PSNR):
PSNR is the ratio between the maximum possible power of a signal and the

power of corrupting noise that affects the fidelity of its representation.
The PSNR measure is given by

PSNR ¼ 10 ∗ log 10
L� 1ð Þ2
MSE

(8)

The higher the PSNR value, better the fusion process.

5. Results and discussion

The proposed algorithms are tested and compared with different fusion tech-
niques. The testing data sets are of two medical modality images like, CT and MRI
of size 480X403. The original MRI image of set 1 is shown in Figure 2(a) and also
the CT image of set 1 is shown in Figure 2(b).

Figure 3 shows an image resulting from DWT simple averaging fusion tech-
nique. DWT maximum selection rule is applied on data set 1 and resulting image is
shown in Figures 4 and 5 shows an image which is obtained from PCA fusion
method.
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Table 1 shows the values of different quality parametric measures like Entropy,
Standard Deviation, Mean Squared Error and Root Mean Squared Error for various
fusion algorithms. Values for the proposed PCA is resulted better than other w.r.t
the quality parametric measures.

The testing data sets are of two medical modality images i.e., CT and MRI of size
410X388. The original MRI image of set 2 is shown in Figure 6(a) and the CT image
of set 1 is shown in Figure 6(b).

DWT maximum selection rule is applied on data set 2 and resulting image is
shown in Figures 7 and 8 shows an image resulting from DWT simple averaging
fusion technique and Figure 9 shows an image which is obtained from PCA fusion
method.

Table 2 shows, the values of different quality parametric measures like Entropy,
Standard Deviation, Mean Squared Error and Root Mean Squared Error for various
fusion algorithms. Values for the proposed PCA is resulted better than other w.r.t
the quality parametric measures.

Figure 2.
Data set-1 of the brain. (a) MRI scan image. (b) CT scan image.

Figure 3.
Fused image of data set 1 in DWT. Simple Averaging method.
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Figure 5.
Fused image of data set-1 in PCA.

DWT Simple Averaging

Entropy Standard Deviation MSE RMSE PSNR

CT 4.5208 74.0343

MRI 5.6829 73.4328

DWT Simple Average 5.8438 71.2463 91.2320 9.5515 47.3835

DWT Maximum Selection Rule 6.2348 69.3433 94.0791 9.6994 53.3932

PCA 7.0439 67.3869 95.2059 9.7573 58.6465

Existing [20] 6.9253 66.8564 96.6523 9.3254 56.3254

Table 1.
Comparison parameters of the output images of fusion algorithm of Dataset-1.

Figure 4.
Fused image of data set 1 in DWT. Maximum selection Rule method.
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6. Conclusion

Image fusion plays a very important role in medical diagnosis to help doctors for
examining the abnormalities in CT and MRI images. In this chapter, different image
fusion techniques have been discussed and three algorithms have been
implemented in MATLAB for two different datasets collected from various sources

Figure 6.
Data set-2 of the brain. (a) MRI scan image. (b) CT scan image.

Figure 7.
Fused image of data set 2 in DWT. Maximum selection Rule method.
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and compared the results with the existing methods in literature. Low dose CT scan
images have been enhanced using Image enhancement techniques and fused with
MRI images. From the results, it is analysed that the PCA algorithm results in better
performance in terms of PSNR, MSE and RMSE.

Figure 8.
Fused image of Data set-2 in DWT. Simple Averaging Method.

Figure 9.
Fused image of data set-2 in PCA.

71

A Hybrid Image Fusion Algorithm for Medical Applications
DOI: http://dx.doi.org/10.5772/intechopen.96974



6. Conclusion

Image fusion plays a very important role in medical diagnosis to help doctors for
examining the abnormalities in CT and MRI images. In this chapter, different image
fusion techniques have been discussed and three algorithms have been
implemented in MATLAB for two different datasets collected from various sources

Figure 6.
Data set-2 of the brain. (a) MRI scan image. (b) CT scan image.

Figure 7.
Fused image of data set 2 in DWT. Maximum selection Rule method.

70

Multimedia Information Retrieval

and compared the results with the existing methods in literature. Low dose CT scan
images have been enhanced using Image enhancement techniques and fused with
MRI images. From the results, it is analysed that the PCA algorithm results in better
performance in terms of PSNR, MSE and RMSE.

Figure 8.
Fused image of Data set-2 in DWT. Simple Averaging Method.

Figure 9.
Fused image of data set-2 in PCA.

71

A Hybrid Image Fusion Algorithm for Medical Applications
DOI: http://dx.doi.org/10.5772/intechopen.96974



Author details

Appari Geetha Devi1, Surya Prasada Rao Borra1* and Kalapala Vidya Sagar2

1 Prasad V. Potluri Siddhartha Institute of Technology, Kanuru, Vijayawada,
Andhra Pradesh, India

2 VNR Vignana Jyothi Institute of Engineering and Technology, Hyderabad, India

*Address all correspondence to: suryaborra1679@gmail.com

©2021 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

DWT Maximum Selection Rule

Entropy Standard Deviation MSE RMSE PSNR

CT 6.3425 81.1017 — — —

MRI 5.6423 53.3808 — — —

DWT Simple Average 6.6093 73.5183 99.8073 9.9904 28.1394

DWT Maximum Selection Rule 6.6746 72.3431 78.7480 8.8740 29.1684

PCA 6.6921 70.2923 72.0784 8.4899 29.5528

Existing [20] 6.6235 69.6541 70.3512 7.6854 28.3522

Table 2.
Comparison parameters of the output images of fusion algorithm of Dataset-2.
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DWT Maximum Selection Rule

Entropy Standard Deviation MSE RMSE PSNR

CT 6.3425 81.1017 — — —

MRI 5.6423 53.3808 — — —

DWT Simple Average 6.6093 73.5183 99.8073 9.9904 28.1394

DWT Maximum Selection Rule 6.6746 72.3431 78.7480 8.8740 29.1684

PCA 6.6921 70.2923 72.0784 8.4899 29.5528

Existing [20] 6.6235 69.6541 70.3512 7.6854 28.3522

Table 2.
Comparison parameters of the output images of fusion algorithm of Dataset-2.
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Chapter 5

The Role of Penetration Testing 
in Forensic Multimedia Retrieval 
Process
Amr Adel and Brian Cusack

Abstract

Digital forensic investigators are faced with multimedia retrieval and discovery 
challenges that require innovation and application of evolving methodologies. This 
work is made more difficult in critical infra-structure environments where the 
acquired evidence is in many formats, types and presentations. Penetration testing 
is one of the techniques used to focus an investigation and to target the potential 
case information from the vulnerability identification phase, through to the media 
identification phase. In this chapter a review of these processes is made and a 
framework example developed to show how the investigator discovers relevant 
evidence. The problem for the digital investigator is the vast array of media in 
which evidence is stored or transmitted. Some work is from live retrieval and others 
static. A framework of methods that is flexible and adaptable to the context of 
investigation is proposed and the discovery methods for multimedia environments 
elaborated.

Keywords: penetration testing, digital forensics, critical infrastructures,  
evidence extraction, process framework

1. Introduction

Forensic Investigators conduct forensic examinations in order to identify 
evidence and to prevent future compromises of a system. The increasing volume 
of digital data to be managed and the diversity of media type is a contemporary 
challenge. The diversity of devices, operating systems, media and services pres-
ent obstacles that require solution for efficient and effective professional practice. 
The variety of data sources, formats and styles poses a multimedia problem that 
requires working solutions for information access and content documentation. 
The acquired evidence can include different types of forensic data such as pictures, 
audios, videos, files, directories, and texts [1]. The systems for extraction are either 
live and functioning or static and stored. In either situation due processes, methods, 
standards and guidelines must be complied to achieve a repeatable practice for 
later auditing. In many instances copies are taken of the various media so analysis 
proceeds on identical images and not the original media. Investigation processes 
are segregated into phases to assure the best deployment of specialist skills and the 
preservation of the evidence [2]. Segregation is usually divided into preparation, 
acquisition, analysis, and reporting phases and sequenced towards a deliverable 
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that provides corrective actions [3]. In such a situation the system of work and 
the targeting of the work objectives are critical to the deliverable and the viability 
of an investigation. In this Chapter we derive a framework for investigation in an 
intensive multimedia environment and then demonstrate the targeting power of 
penetration testing techniques.

Critical infrastructures (CI) involve complex systems for the control and protec-
tion of assets, and the production and distribution of services to detect suspicious 
activities [4]. Any unplanned disturbance to these facilities seriously affects the 
quality of life and economic wellbeing of humans. Modern society depends on digi-
tal infrastructures to provide their management of services and the fair and timely 
distribution. For example, one day of disrupted power supply to a region of users 
stops work of all kinds and prevents the usual activities that support daily living 
[5]. Extended power failure causes long-term destruction of economic relationships 
and negatively affects the necessities for daily life. These systems require protec-
tion and one of the ways to do this is to use forensic investigation of events, and to 
do penetration testing before anything unplanned occurs [6]. In addition to other 
security provisions, forensic techniques are commonly implemented to document 
baseline configurations in order to detect abnormal activities, such as unauthorized 
access into network infrastructure. However, the challenge is to gain a fair estima-
tion of the data provisions in the systems that are chaotically fill of large volumes of 
static and live data, and a full range of multimedia data types [7].

In this research we designed and tested an investigation framework for mul-
timedia data types to address the challenges of evidence collection in CIs. The 
volume and complexity issues influence the evidence collection phase but also 
each environment has unique features from organizational cultures, administra-
tion designs, recovery tools, record structures, logging systems, and general usage 
patterns that all impact the scope and success of an investigation [8]. In addition, 
there are further challenges such as automation, volatility of data, and data min-
gling. Automation creates key information resources in order to handle the data 
and abstract data from its context. Volatility makes the process of collecting data 
difficult because the data within the collection process is removed, deleted, or over-
written [9]. Furthermore, Data Mingling is a serious problem of data mixing and 
the types being indistinguishable. Often, the sample of total data investigated in the 
forensic process comprises of both data related to the incident and data unrelated to 
the incident [10]. Forensic investigators require help to make sense of the complex 
multimedia contexts in which they have to work. An investigation framework 
that is responsive to CI complexities and has targeting features to make workloads 
manageable is required. The following sections describe how these requirements are 
designed and become functional in an investigation process.

2. Background literature

Industrial Control Systems in critical infrastructures support monitoring, 
administering, and controlling essential services. Therefore, by design architecture, 
components, and environments in CI, allow forensic capabilities to be implemented 
and to further mitigate the potential risk of security failure. Industrial Control 
System Architecture is deployed based on Service Oriented Architecture [11]. Hence, 
three different designs are found according to the architecture of the system. First, 
Supervisory Control and Data Acquisition (SCADA) systems apply central admin-
istration by using a central computer to communicate remotely through a Remote 
Terminal Unit (RTU). A Human Machine Interface (HCI) is linked to SCADA and 
facilitates the process of displaying, and monitoring processes. The typical uses 
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for SCADA are in natural gas, electricity, and water distribution [12]. Second, 
Distributed Control Systems (DCS) distribute processes that have been controlled to 
devices for execution [13]. The typical uses of DCS are in manufacturing, chemical 
and electric power plants. Third, Non-Centralised System design allows for a number 
of control systems that do not require centralised administration. Accordingly, 
Programmable Logic Controllers (PLC) or any other control devices can be imple-
mented and configured as a combination of Control System, Data Historian and 
Human Machine Interface [13]. This type of configuration is usually designed for 
manufacturing processes.

The distribution of media type is found spread evenly through the layers of an 
industrial control system for CI [14]. These layers are often described as starting 
at layer 0 where the sensors of the system and primitive data are found, through to 
layer 4 which is the enterprise level where the business applications and rich media 
reside [15]. In Table 1 these layers and media types are described and elaborated 
to identify the data types and the diversity of media type a digital investigator 
must review in discovery processes. Discovery processes hence require extreme 
multimedia processing capabilities that can span the scope of data type and format 
found in a CI environment. This requires critical tool selection and the designing of 
staged and sequenced tool use for comprehensive discovery. The task is difficult and 
is challenged by the constant innovation and adoption of new data type and struc-
tures that come with new versions of software and new applications. The multime-
dia processing capability an investigator chooses reflects the design and scope of an 
investigation, and the professional capacity to adapt and acquire the necessary tools 
and techniques [16, 17].

3. Designing a framework

Primarily an investigator requires a systematized process framework to effec-
tively guide an investigation through the known and unknown media types found 
in a CI investigation. The design proceeds through a phased approach outlined in 
Figure 1. A digital forensic investigation in engineering workstations or control 
rooms in CIs includes all electronic devices that are interconnected with each other 
for sending/receiving messages or two-way communications, such as, mobile 
phones, laptops, computers, tablets, PDAs, programmable logic controllers, human 
machine interfaces, and supervisory control and data acquisition systems [16]. 
These systems and devices have their own storage systems. Either physical storage 
systems or virtual technologies such as cloud computing for logging all activities, 
incidents, and events [18–21]. Conducting a forensic investigation on engineering 

Level Information System Media Type

0 Sensor Networks, Internet of Things, and so on Data, streams of text and digits

1 Programmable Logic Controller, Picture 
Archiving and Communication

Structured data, text, frames, objects

2 Supervisory Control and Data Acquisition Ladder logics, objects, words, text and 
digits

3 Management Expert and Management 
Information Systems

Images, videos, text, files, directories

4 Enterprise Resource Planning Files, directories, all manner of media type

Table 1. 
CI Media types at organization levels.
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in a CI investigation. The design proceeds through a phased approach outlined in 
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rooms in CIs includes all electronic devices that are interconnected with each other 
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workstations and applying physical and remote data acquisition will discover 
evidence in the different media that can be used for legal, employment, and other 
purposes [22]. In this type of investigation, physical and remote data acquisition 
are an advantage, and hence the investigation equipment must have the capacity to 
manage volumes, data complexities and multimedia types.

Each investigation requires phases that develop the focus for evidence collection 
and then pass the findings to the next phase for further refinement. Planning and 
Identification is a starting point for a structured investigation. At this stage, the 
incident has to be verified in order to collect fact sheets and plan for a capability 
handling strategy for the particular case. The major objective of this phase is to 
boost the productivity of gathering the necessary information about the incident 
and facilitate the process of data acquisition [23]. Critically the acceptance of 
multimedia types by the acquisition tools allows credibility to be established 
and documented against the brief scope. If media types cannot be collected then 
the performance and adequacy of the investigation are brought into question. 
Furthermore, obtaining authorizations and authentications are also compulsory, 
when the case needs an authorized access to the system for media acquisition. 
System settings are one of most important facts required to be obtained by inves-
tigators for determining the device’s system state when the incident occurred. 
System settings can include the system specifications of all machines that are under 
investigation, and the time or date. Moreover, conducting a network reconnais-
sance is the last step to obtain IP addresses of all machines and their mac addresses 
and any other information that could lead to personal ownership identifica-
tion or related activities [23]. At each of the context levels in Table 1 different 
evidence is located and each data and media type must be accommodated in the 
 framework design.

The search and data collection stage employs discovery techniques that allow all 
information in the multiplicity of media types present to be collected. The investi-
gation process requires detailed information about the daily events for the users in 
the systems and machines or devices. All information that is collected, will be taken 
into consideration and preserved for relevancy determination. The collected data 
goes in to a complex process to determine whether the data acquired is compliant 
to evidentiary standards and the acquisition process and the deliverable are repro-
ducible by others. If the data is admissible, then it will go to further analysis for 
case relevancy and positioning in the data log. If not, the data will be stored for a 
specific period of time and reserved for analysis later when the circumstances may 
have changed. This stage aims to prepare all potential credible data to go through 
a parsing process, which is a more detailed analysis and sieving of the data. All 
necessary data is available to construct and to reconstruct a walkthrough of the 
control room.

A penetration testing phase is useful to target and to identify weaknesses in the 
system under investigation [24]. It is conducted remotely for acquiring live data 
on the system often when the users have not been formally informed that their 
machines are going through forensic investigation [25]. This step will assist in 

Figure 1. 
The Five Phases.
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preserving live data before the digital evidence gets damaged or corrupted. The aim 
of this step is to combat the anti-forensic tools used by advanced persistent threat 
(APT) attackers and professional hackers in critical infrastructures [26]. Dead or 
static acquisition will be confirmed as the second step when relevant evidence is 
found. At this step, screenshots can be taken as a credible evidence of weaknesses 
and potential vulnerabilities to the work system.

The data examination stage features methodical assessment of all data, fact 
sheets, system settings, parsed data, data that came from the initial assessment, 
and media. Further processes of data analysis and examination also assure each 
media type is correctly processed and tools are found to process any irregular 
types. Timeline analysis and other perspectives allow systematic categorization 
and documentation of the relevant elements of information for the case [27]. This 
is a vital stage and beneficial as it comprises evidence history such as what time 
the files have been accessed, modified, created and changed, in a clear format that 
humans can understand. The data is collected using a diversity of applications 
and is released from the layer of metadata from the file system regardless of the 
operating system or format, and then analyzed. The timeline is fixed and applica-
tion data reconstructed if required as a part of the data analysis and examination. 
Media and artefact analyses is addressed by, for example, what applications have 
been executed, which archives have been opened or downloaded, which documents 
have been clicked on, which records were checked, which files were deleted, where 
did the user browse, and many other properties. Another type of analysis, which 
is necessary for finding indirect paths of information is at the signature level. This 
analysis is where forensic investigators implement techniques and practices that will 
search for byte signatures of known folders, files and regular expressions that lead 
to the cookies. Link analysis is employed to find the relationships and trusted links 
to other entities, servers, domains, email, images, audio, people, and other relevant 
objects that can be traced to identify all possible communications [28].

Finally reporting and presentation is the stage that contains reporting the 
results of the analysis and then presenting it to requested recipients. This step 
includes stating potential risks, clarifying the actions taken, specifying what other 
arrangements are required for completion; also suggestions for enhancing proce-
dures, guidelines, policies, applications, and other aspects of the forensic process 
investigations required in the target infrastructure [29]. This step is essential as it 
is important for the stakeholders in order to determine what strategies they must 
think about for future preparation. It includes a capability statement with respect 
to the investigation ability to process all multimedia formats or otherwise. The 
report has to be formulated in a form that is acceptable to the court or for any legal, 
employment or administrative purpose.

4. The framework

Digital forensic investigation frameworks have typically been developed for spe-
cialist areas of investigation by selecting standardized and repeatable process steps. 
In the former section we have described such phased steps for the generation of an 
investigation guideline for CI. However, what has yet to be addressed is the unique 
system and architectures of CI designs. A CI divides into work stations and control 
rooms. These are the two areas in which evidence must be collected by an investiga-
tor. The workstations interface at each of the CI levels described in Section 2 and 
Table 1 and carry live data and stored data that can include volatile components 
such as RAMs and Flash memory. The digital investigator has to strategically plan 
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workstations and applying physical and remote data acquisition will discover 
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Figure 1. 
The Five Phases.
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for the full range of devices and media types, and to tactically deploy capability 
to act effectively and efficiently in these environments. The digital investigator is 
also faced with enormous volumes of data and not just the variability of formats. 
To cope with volumes our modelling proposes deployment of Hadoop architectures 
to manage the big data volumes, and the selection of relevant evidences. Figure 2 
is designed to include these features and to deliver sufficient guidance to a digital 
investigator that they can manage the challenges of a CI environment. The frame-
work provides control of the investigation from the five central phases where each 
phase appropriately connects to the big data issues on the right, and the workstation 
and control room issues on the left.

4.1 The five phases of investigation

The framework design centers the five phases of digital investigation between 
the two challenges in the CI environment – the media complexity and the data 
volumes. An investigator proceeds through the five phases described in Section 
3 to assure completion and compliance with standardized procedures. The sys-
tematic and sequenced approach allows concentration on the system in focus and 
the completion of the professional activities associated. The investigator has the 
deliverable and the budget in mind at all times. Different types of evidence require 
different treatment and handling while data format and media type determine 
adequate access for imaging. By staging the investigation phases in the center of 
the framework the work system is established and the challenges of the environ-
ment are managed, phase by phase. On the left hand side the complexities of the 
CI workstation context and on the right hand side the strategy for managing large 
data quantities, are specified. The investigator can hence branch left and right to 
effectively acquire evidence, while maintaining the phased requirements for due 
processes.

Figure 2. 
A CI Investigation Framework.
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4.2 Workstation and control room investigation

The workstations and control rooms context requires structured and planned 
entry. The control for investigation comes from the central digital investigation 
phases and the management constraints. At any step acquired evidence can include 
different types of forensic data such as pictures, audios, videos, text, files, directo-
ries, and so on. The multi layered challenge of the environment has to be addressed 
by strategy and tools that have proven effectiveness for data identification, time 
matching, multi-tenancy acquisition, data ownership differentiation, live forensic 
acquisition, privacy and privilege compliance, operating systems variation, media 
variation, format variations, and cloud compatibility. Sophisticated tools such as 
those that copy processes, examine evidence, analyze programs for generating 
checksums in order to complete the verification may not fit perfectly to some of 
control systems technologies. Control system technologies are also time stamped by 
the history of the system emergence and some data formats and operating systems 
may not be current. Consequently, many digital forensic tools demonstrate limited 
scope and require careful matching and mapping to the CI contexts to assure 
compatibility and effectiveness.

Importantly penetration tests are featured for the workstations and control 
rooms between the ‘Search & Data Collection’, and the ‘Initial Assessment’ phases. 
The penetration tests can confirm and limited the scope of further investigation. 
They can also provide vulnerability clues that redeploy of the ‘Search & Data 
Collection’ is done again for efficient targeting of areas for further investigation. 
This is a core component any CI forensic investigation. The major function of each 
one of these core components is to make sure that environments have correctly 
disclosed all the media for collection, and assurance is gained that complete analysis 
may proceed. The overall performance of an investigation will be limited unless the 
CI environmental and context variations can are fully addressed.

4.3 Big data investigation

The Hadoop context requires structured and planned entry for execution. The 
control for investigation comes from the central digital investigation phases and 
the management constraints. At any step acquired evidence can include different 
types of forensic data but the strategy is to organize the data into category and class 
nodes, and also data nodes. This organization and technical capability structures 
the data fields to optimize access at each phase of the central investigation plan. 
Live and dead nodes are discovered in a Hadoop architecture. They both contribute 
the necessary information needed to complete the digital forensic investigation 
on big data volumes. Nodes information is identified based on the different levels 
described in Table 1, such as node name with port number and IP address, last 
contact, admin state and additional information related to the data management 
and storage time and structure features. The scope includes all the logs created and 
stored on the cluster which contain the log files of data nodes, name nodes, second-
ary name nodes, the history server, user logs, the node manager, and the resource 
manager for all nodes. These files are vital for the process of hypotheses examina-
tion. To examine the Hadoop cluster, multimedia data acquisition techniques are 
used for the search and data collection. Data acquisition comes as a bit-by-bit copy 
of the content such as journal status, storage, log files, images, directories and 
logical database objects. The forensic examination is conducted through extracting 
system and nodes information using a range of proprietary and open source tools 
that are all selected and customized for the media type and performance. In this 
way the investigation phases can be executed in the big data context.
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control systems technologies. Control system technologies are also time stamped by 
the history of the system emergence and some data formats and operating systems 
may not be current. Consequently, many digital forensic tools demonstrate limited 
scope and require careful matching and mapping to the CI contexts to assure 
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rooms between the ‘Search & Data Collection’, and the ‘Initial Assessment’ phases. 
The penetration tests can confirm and limited the scope of further investigation. 
They can also provide vulnerability clues that redeploy of the ‘Search & Data 
Collection’ is done again for efficient targeting of areas for further investigation. 
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one of these core components is to make sure that environments have correctly 
disclosed all the media for collection, and assurance is gained that complete analysis 
may proceed. The overall performance of an investigation will be limited unless the 
CI environmental and context variations can are fully addressed.
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The Hadoop context requires structured and planned entry for execution. The 
control for investigation comes from the central digital investigation phases and 
the management constraints. At any step acquired evidence can include different 
types of forensic data but the strategy is to organize the data into category and class 
nodes, and also data nodes. This organization and technical capability structures 
the data fields to optimize access at each phase of the central investigation plan. 
Live and dead nodes are discovered in a Hadoop architecture. They both contribute 
the necessary information needed to complete the digital forensic investigation 
on big data volumes. Nodes information is identified based on the different levels 
described in Table 1, such as node name with port number and IP address, last 
contact, admin state and additional information related to the data management 
and storage time and structure features. The scope includes all the logs created and 
stored on the cluster which contain the log files of data nodes, name nodes, second-
ary name nodes, the history server, user logs, the node manager, and the resource 
manager for all nodes. These files are vital for the process of hypotheses examina-
tion. To examine the Hadoop cluster, multimedia data acquisition techniques are 
used for the search and data collection. Data acquisition comes as a bit-by-bit copy 
of the content such as journal status, storage, log files, images, directories and 
logical database objects. The forensic examination is conducted through extracting 
system and nodes information using a range of proprietary and open source tools 
that are all selected and customized for the media type and performance. In this 
way the investigation phases can be executed in the big data context.
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5. Penetration testing targeting

Cost efficiency is a critical factor in any digital investigation. Many elements, 
such as complexity and data volumes, hinder the efficient completion of investiga-
tion in CI environments. Consequently, strategies have to be employed to speed the 
completion without compromising the integrity of an investigation. Penetration 
testing is one such strategy. It is usually controlled and handled by penetration 
testers or qualified auditors and security specialists who are contracted in to scope 
the system and to identify useful investigation targets before the formal investiga-
tion proceeds. A penetration test seeks out the vulnerabilities of the system that 
an attacker could exploit, and where the system weaknesses are located. Such tests 
are performed from inside and outside the CI network infrastructure in order to 
test the overall performance of the network. The tests also determine the security 
level by categorizing the potential risks from high to low on the different interfaces. 
CI systems are a combination of applications interconnected to the control plane 
by network, hosts or branch networks. Penetration testing is a simulation process 
where real world attacks are made on potential targets to simulate the scope of 
hackers, attackers and other intruders. Penetration testing is also a valuable step 
towards developing a secure system that has assessed and mitigated potential 
vulnerabilities.

A basic penetration test may involve scanning for hosts’ IP addresses in the 
network in order to check whether they are offering services with known vulner-
abilities or hidden vulnerabilities that may be used in exploitation processes. The 
process would then extend to scanning ports for each host in the network and 
identifying unwanted opened ports that could be used as a gateway to the system. 
After following the penetration test plan the findings are reviewed and documented 
to be sent to stakeholders and investigators for action.

The objectives for penetration testing are [29, 30]:

• Preparing for the most effective starting test targets;

• Identification of security risks;

• Improving the performance of security systems;

• Prepare before an event occurs to prevent it; and,

• Reduce critical situations and potential crisis.

Important matters that come into consideration for planning CI penetration 
testing are aspects such as the scope, the intensity, the approach, the implementa-
tion techniques, and where to start. Each of these considerations will now be 
reviewed. The scope of the penetration test considers which systems and the degree 
to which each system will be tested. The cost may be reduced and complexity of the 
solution by limiting the extent of the testing in three categories:

• By performing Full penetration testing, the test will examine the overall 
performance and system safety policies of the target system.

• By performing Limited penetration testing, the access will include specific 
parts of the systems such as systems that are suspected hosts instead of testing 
the whole system.
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• By performing Focused testing, where either one part of the system is tested or 
one service of the systems. The approach will provide only information about 
the test part not general information about the overall system security status.

The intensity of penetration testing is determined by the urgency of the 
 situation. The urgency is measured by risk and is categorized into four metrics:

• Aggressive, is the highest level of penetration testing which generates a vast 
amount of network traffic about the infrastructure. The penetration tester 
tries to exploit all possible vulnerabilities in the system to identify whether 
the system is infected or secured. Some examples of aggressive attacks could 
be used in penetration testing such as Denial of Service attacks and buffer 
overflows. Calculated, cautious, and passive techniques are employed to get the 
best results. Covert and overt approaches are also used to sequence information 
gathering, and to achieve a comprehensive overview of a system. Different 
implementation techniques are also applied that differentiate characteristics 
of penetration tests and customize for the CI environment. The best approach, 
the motivation, and the important considerations when developing the optimal 
methodology and plan require sensitizing to the CI challenges. The implemen-
tation of an effective penetration testing plan can make an investigation cost 
efficient and deliver the best results earlier.

6. Conclusion

Conducting forensic investigations in industrial control systems is a complex 
process, not only because of the diversity of data and media, but also the variety 
of physical and logical partitions that are interconnected to the network including 
name nodes, data nodes and checkpoints. The research has delivered a framework 
for systematizing the process steps of investigation, and assuring the key issues 
of volume, format diversity, and management of data, are addressed. The innova-
tion of featuring penetration testing into the investigation processes provides 
cost efficiencies and targeting towards completeness in an investigation. It steps 
beyond dependence on tool extraction of evidences, and justifies following the 
trail of evidence from the point(s) of greatest weakness and to the evidential media 
within the scope of a case. Such innovation improves assurance of completeness in 
an investigation and rigor for the methodologies. Digital forensic investigators are 
challenged by multimedia retrieval and data diversity. The proposed framework of 
methods is flexible and adaptable to multimedia environments, and assures control 
over the discovery processes.
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Chapter 6

Classification and Separation of
Audio and Music Signals
Abdullah I. Al-Shoshan

Abstract

This chapter addresses the topic of classification and separation of audio and
music signals. It is a very important and a challenging research area. The impor-
tance of classification process of a stream of sounds come up for the sake of building
two different libraries: speech library and music library. However, the separation
process is needed sometimes in a cocktail-party problem to separate speech from
music and remove the undesired one. In this chapter, some existed algorithms for
the classification process and the separation process are presented and discussed
thoroughly. The classification algorithms will be divided into three categories. The
first category includes most of the real time approaches. The second category
includes most of the frequency domain approaches. However, the third category
introduces some of the approaches in the time-frequency distribution. The
approaches of time domain discussed in this chapter are the short-time energy
(STE), the zero-crossing rate (ZCR), modified version of the ZCR and the STE with
positive derivative, the neural networks, and the roll-off variance. The approaches
of the frequency spectrum are specifically the roll-off of the spectrum, the spectral
centroid and the variance of the spectral centroid, the spectral flux and the variance
of the spectral flux, the cepstral residual, and the delta pitch. The time-frequency
domain approaches have not been yet tested thoroughly in the process of classifica-
tion and separation of audio and music signals. Therefore, the spectrogram and the
evolutionary spectrum will be introduced and discussed. In addition, some algo-
rithms for separation and segregation of music and audio signals, like the indepen-
dent Component Analysis, the pitch cancelation and the artificial neural networks
will be introduced.

Keywords: audio signal, music signal, classification, separation, time domain,
frequency domain, time-frequency domain

1. Introduction

Audio signal processing is an important subfield of signal processing that is
concerned with the electronic manipulation of audio signals [1–6]. The problem of
discriminating music from audio has increasingly become very important as auto-
matic audio signal recognition (ASR) systems and it has been increasingly applied in
the domain of real-world multimedia [7]. Human’s ear can easily distinguish audio
without any influence of the mixed music [8–23]. Due to the new methods of the
analysis and the synthesis processing of audio signals, the processing of musical
signals has gained particular weight [16, 24], and therefore, the classical sound
analysis methods may be used in the processing of musical signals [25–28]. Many
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types of musical signals such as Rock music, Pop music, Classical music, Country
music, Latin music, Arabic music, Disco and Jazz, Electronic music, etc. are existed
[29]. The sound type signals hierarchy is shown in Figure 1 [30].

Audio signal changes randomly and continuously through time. As an example,
music and audio signals have strong energy content in the low frequencies and
weaker energy content in the high frequencies [31, 32]. Figure 2 depicts a general-
ized time and frequency spectra of audio signals [33]. The maximum frequency fmax

varies according to type of audio signal, where, in the telephone transmission fmax is
equal to 4 kHz, 5 kHz in mono-loudspeaker recording, 6 KHz in multi-loudspeaker
recording or stereo, 11 kHz in FM broadcasting, however, it equals to 22 KHz in the
CD recording.

Acoustically speaking, the audio signals can be classified into the following
classes:

1.Single talker in specific time [34].

2.Singing without music.

3.Mixture of background music and single talker audio.

4.Songs that are a mixture of music with a singer voice.

5.May completely be music signal without any audio component.

6.Complex sound mixture like multi-singers or multi-speakers with multi-music
sources.

Figure 1.
Types of audio signals.

Figure 2.
Generalized frequency spectrum for audio signal [33].
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7.Non-music and non-audio signals: like fan, motor, car, jet sounds, etc.

8.Audio signal that is a mixture of more than one speakers talking
simultaneously at the same time [8].

9.Abnormal music can be single word cadence, human whistle sound, or
opposite reverberation [4, 34–38].

2. Analysis of audio and music signals

2.1 Properties of audio signal

2.1.1 Representation of audio signal

The letters symbols used for writing are not adequate, as the way they are
pronounced varies; for example, the letter “o” in English, is pronounced differently
in words “pot” most“ and “one”. It is almost impossible to tackle the audio classifi-
cation problem without first establishing some way of representing the spoken
utterances by some group of symbols representing the sounds produced [39–43].
The phonemes in Table 1 are divided into groups based on the way they are
produced [44], forming a set of allophones [45]. In some tonal languages, such as
Vietnamese and Mandarin, the intonation determines the meaning of each word
[46–48].

2.1.2 Production of audio signal

Since the range of sounds that can be produced by any system is limited [39–44],
the pressure in the lungs is increased by the reverse process. They push the air up
the trachea; the larynx is situated at the top of the trachea. By changing the shape of
the vocal tract, different sounds are produced, so the fundamental frequency will be
changing with time. The spectrogram (or sonogram) for the sentence “What can I
have for dinner tonight?” is shown in Figure 3.

Vowels Diphthongs Fricatives Plosives Semivowels Nasals Affricates

heed bay sail bat was am jaw

hid by ship disc ran an chore

head bow funnel Goat lot sang

had bough thick pool yacht

hard beer hull tap

hod doer zoo kite

hoard boar azure

hood boy that

who’d bear valve

hut

heard

the

Table 1.
Phoneme categories of British English and examples of words in which they are used [44].
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The way that humans recognize and interpret audio signal has been considered
by many researchers [1, 25, 39]. To produce a complete set of English vowels, many
researchers have depicted that the two lowest formants are necessary, as well as that
the three lowest formants in frequency are necessary for good audio intelligibility.
As the number of formants increased, sounds that are more natural are produced.
However, when we deal with continues audio, the problem becomes more complex.
The history of audio signal identification can be found in [1, 25, 39–48].

2.2 Properties of music signal

2.2.1 Representation of music signal

There are two kinds of tone structures in music signal. The first one is a simple
tone formed of single sinusoidal waveform, however, the second one is a more
complex tone consisting of more than one harmonic [31, 49–52]. The spectrum of
music signal has twice the bandwidth of audio spectrum, and most of the power of
audio signal is concentrated at lower frequencies. Melodists and musicians divide
musical minor to eight parts and each part named octave, where each octave is
divided into seven parts called tones [30]. For different instrument, a tempered
scale is shown in Table 2. These tones, shown in Table 2, are named (Do, Re, Me,
Fa, So, La and Se) or simply (A, B, C, D, E, F, and G). The tone (A1) at the first
octave has the fundamental frequency of the first tone in each octave, i.e., every
first tone in each octave takes the reduplicate frequency of the first tone of previous
one, (i.e., An = 2nA1 or Bn = 2n B1 and so on where n ∈ {2, 3, 4, 5, 6, 7}.

From Table 2, the highest tone C8 occurs at the frequency of 4186 Hz, which is
the highest frequency produced by human sound system, which leads musical

Figure 3.
A sonogram for the sentence “What can I have for dinner tonight?” [43].

A Hz B Hz C Hz D Hz E Hz F Hz G Hz

A1 27.5 B1 30.863 C1 32.703 D1 36.708 E1 41.203 F1 43.654 G1 48.99

A2 55 B2 61.735 C2 65.406 D2 73.416 E2 82.407 F2 87.307 G2 97.99

A3 110 B3 123.47 C3 130.81 D3 146.83 E3 164.81 F3 174.61 G3 196

A4 220 B4 246.94 C4 261.63 D4 293.66 E4 329.63 F4 349.23 G4 392

A5 440 B5 493.88 C5 523.25 D5 587.33 E5 659.26 F5 698.46 G5 783.9

A6 880 B6 987.77 C6 1046.5 D6 1174.7 E6 1318.5 F6 1396.9 G6 1568

A7 176 B7 1975.5 C7 2093 D7 2349.3 E7 2637 F7 2793 G7 3136

A8 352 B8 3951.1 C8 4186

Table 2.
Frequencies of notes in the tempered scale [3].
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instrument manufactures to try their best to bound music frequency to human’s
sound system limits to achieve strong concord [35, 53, 54]. In the real world,
musical instruments cover more frequencies than audible band, which is limited to
20 kHz).

2.2.2 Production of music signal

The concept of tone quality that is most common depends on the subjective
acoustic properties, regardless of partials or formants and the production of music
depends mainly on the kind of musical instruments [53, 54]. These instruments can
be summarized as follows:

1.The string musical instrument. Its tones is produced by vibrating chords
made from horsetail hair, or other manufactured material like copper or
plastic. Every vibrating chord has its own fundamental frequency, producing
complex tones so that it covers most of the audible bands. Figure 4 shows
string instruments.

2.The brass musical instrument. The Brass musical instrument depends on
blowing air like woodwind. Its shape looks like an animal horn and has manual
valves to control cavity size. Brass musical instrument has huge number of
nonharmonic signals existed in its spectrum. Figure 5 shows brass
instruments.

3.The woodwind musical instrument. Woodwind instrument consists of an
open cylindrical tube at both ends. Some woodwind instruments may use
small-vibrated piece of copper to produce tones. It produces many numbers of
harmonic tones. Figure 6 shows woodwind instruments.

4.The percussion musical instrument. Examples of percussion instruments are
piano, snare drum, chimes, marimba, timpani, and xylophone. Most of the
power of tones in percussion instruments produces non-harmonic
components. Figure 7 shows some percussion instruments.

5.The electronic musical instrument. The most qualified robust and accurate
electronic musical instrument is the organ. It has a large keyboard, a memory
that can store notes and use their frequencies as basic cadences or tones.
Without organ help, disco, pop, rock and jazz cannot stand [29, 35–38]. Organ
is not the only electronic musical producer. If the electronic musical

Figure 4.
String instruments.
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string instruments.
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Figure 4.
String instruments.
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instruments are used for producing music, the tone quality measure of the
fundamental frequency or harmonics is not needed. Figure 8 shows an
example of organ electronic instrument.

2.3 Characteristics and differences between audio and music

The audio signal is a slowly time varying signal in the sense that, when examined
over a sufficiently short period of time “between 5 and l00 msec. Therefore, its
characteristics are stationary within this period of time. A simple example of an
audio signal is shown in Figure 9.

Figure 10 is a typical example of music portion. It is very clear from the two
spectrums in Figures 9 and 10 that we can distinguish between the two types of
signals.

Figures 11 and 12 depict the evolutionary spectrum of two different types of
signals, audio and music.

Now, let us discuss some of the main similarity and differences between the two
types of signals.

Figure 5.
Brass instruments.

Figure 6.
Woodwind instruments.
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Figure 7.
Percussion instruments.

Figure 8.
Electronic organ.

Figure 9.
An example of audio signal of specking the two-second long phrase “Very good night”: (a) time domain
(b) magnitude. (c) Phase.
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Tonality. By tone, we mean a single harmonic of a pure periodical sinusoid.
Regardless of the type of instruments or music, the musical signal is composed of a
multiple of tones; however, this is not the case in the voice signal [47, 52, 55–57].

Bandwidth. Normally, the audio signal has 90% of its power concentrated within
frequencies lower than 4 kHz and limited to 8 kHz; however, music signal can extend
its power to the upper limits of the ear’s response, which is 20 kHz [52, 58].

Figure 11.
The spectrum of an average of 500 specimens: (a) audio, (b) music.

Figure 12.
Evolutionary spectrum of an average of 500 specimens: (a) audio, (b) music.

Figure 10.
A 2-second long music signal: (a) time domain. (b) Spectrum. (c) Phase.
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Alternative sequence. Audio exhibits an alternating sequence of noise-like seg-
ment while music alternates in more tonal shape. In other words, audio signal is
distributed through its spectrum more randomly than music does.

Power distribution. Normally, the power distribution of an audio signal is
concentrated at frequencies lower than 4 kHz, and then collapsed rapidly above this
frequency. On the other hand, there is no specific shape of the power of music
spectrum [59].

Dominant frequency. For a single talker, his dominant frequency can accu-
rately be determined uniquely, however, in a single musical instrument only the
average dominant frequency can be determined. In multiple musical instruments,
the case will be worst.

Fundamental frequency. For a single talker, his fundamental frequency can be
accurately configured. However, this is not the case for a single music instrument.

Excitation patterns. The excitation signals (pitch) for audio are usually existed
only over a span of three octaves, while the fundamental music tones can span up to
six octaves [60].

Energy sequences. A reasonable generalization is that audio follows a pattern of
high-energy conditions of voicing followed by low energy conditions, which the
envelope of music is less likely to exhibit.

Tonal duration. The duration of vowels in audio is very regular, following the
syllabic rate. Music exhibits a wider variation in tone lengths, not being constrained
by the process of articulation. Hence, tonal duration would likely be a good
discriminator.

Consonants. Audio signal contains too many consonants while music is usually
continuous through the time [33].

Zero crossing rate (ZCR). The ZCR in music is greater than that in audio. We
can use this idea to design a discriminator [60].

In the frequency domain, there is a strong overlapping between audio and music
signals, so no ordinary filter can separate them. As mentioned before, audio signal
may cover spectrum between 0 and 4 kHz with a dominant frequency of an aver-
age = 1.8747 kHz. However, the lowest fundamental frequency (A1) of a music
signal is about 27.5 Hz and the highest frequency of the tone C8 is around 4186 Hz.
The reason behind this is that musical instrument manufacturers try to bound
music frequency to human’s sound limits in order to achieve a strong consonant and
a strong frequency overlap. Moreover, music may propagate over the audible

Key Difference Audio Music

Units of Analysis Phonemes Notes Finite

Temporal
Structure

• Short sample (40 ms–200 ms).
• More steady state than dynamic.
• Timing unstrained but variable.
• Amplitude modulation rate for

sentences is slow (� 4 Hz)

• Longer sample: 600–1200 ms.
• Mix of steady state (strings, winds)

and transient (percussion).
• Strong periodicity.

Spectral Structure • Largely harmonic (vowels, voiced
consonants).

• Tend to group in formants.
• Some inharmonic stops.

• Largely harmonic and some
inharmonic (percussion).

Syntactic /
Semantic
Structure

• Symbolic
• Productive
• Can be combined in grammar

• Symbolic
• Productive
• Combined in a grammar

Table 3.
The main differences between audio and music signals.
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Energy sequences. A reasonable generalization is that audio follows a pattern of
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envelope of music is less likely to exhibit.

Tonal duration. The duration of vowels in audio is very regular, following the
syllabic rate. Music exhibits a wider variation in tone lengths, not being constrained
by the process of articulation. Hence, tonal duration would likely be a good
discriminator.

Consonants. Audio signal contains too many consonants while music is usually
continuous through the time [33].

Zero crossing rate (ZCR). The ZCR in music is greater than that in audio. We
can use this idea to design a discriminator [60].

In the frequency domain, there is a strong overlapping between audio and music
signals, so no ordinary filter can separate them. As mentioned before, audio signal
may cover spectrum between 0 and 4 kHz with a dominant frequency of an aver-
age = 1.8747 kHz. However, the lowest fundamental frequency (A1) of a music
signal is about 27.5 Hz and the highest frequency of the tone C8 is around 4186 Hz.
The reason behind this is that musical instrument manufacturers try to bound
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spectrum to cover more than the audible band of 20 kHz, with a dominant
frequency of an average = 1.9271 kHz [25].

Table 3 summarizes the main similarity and differences between music and
audio signals.

3. Audio and music signals classification

The main classification approaches will be discussed in this section. They can be
categorized into three different approaches: (1) time domain approaches, (2) fre-
quency domain approaches, and (3) time-frequency domain approaches. A two-
level music and audio classifier was developed by El-Maleh [61, 62]. He used a
combination of long-term features such as the variance, the differential parameters,
the zero crossing rate (ZCR), and the time-averages of spectral parameters.
Saunders [60] proposed another two-level classifier. His approach was based on the
short-time energy (STE) and the average ZCR features. In addition, Matityaho and
Furst [63] have developed a neural network based model for classifying music
signals. Their model was designed based on human cochlea functional performance.

For audio detection, Hoyt and Wecheler [64] have developed a neural network
base model using Fourier transform, Hamming filtering, and a logarithmic function
as pre-processing then they applied a simple threshold algorithm for detecting
audio, music, wind, traffic or any interfering sound. In addition, to improve the
performance, they suggested wavelet transform feature for pre-processing. Their
work is much similar to the work done by Matityaho and Furst’s [63, 64]. 13
features were examined by Scheirer and Slaney [65]. Some of these features were
simple modification of each other’s. They also tried combining them in several
multidimensional classification forms. From these previous works, the most pow-
erful discrimination features were the STE and the ZCR. Therefore, the STE and the
ZCR will be discussed thoroughly. Finally, the common classifiers of the audio and
the music signals can be divided into the following approaches:

I.The Time domain algorithms:

1.The ZCR algorithm [1, 34, 66–77]:

a. The standard deviation of first order difference of the ZCR.

b. The 3rd central moment of the mean of ZCR.

c. The total number of zero crossings exceeding a specific threshold.

2.The STE [60–65, 78].

3.The ZCR and the STE positive derivative [78, 79].

4.The Pulse Metric [31, 59, 80–82].

5.The number of silence [32, 60].

6.The HMM (Hidden Markov Model) [83–85].

7.The ANN (Artificial neural networks) [12, 49, 58, 63, 79, 83–120].

8.The Roll-Off Variance [31, 59].
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II.The Frequency-domain algorithms [32, 33, 35, 59, 112, 66–77, 121]:

1.The Spectrum [31, 111]:

a. The Spectral Centroid.

b. The Spectral Flux Variance.

c. The Spectral Centroid Mean and Variance.

d. The Spectral Flux Mean and Variance.

e. The Spectrum Roll-Off.

f. The Signal Bandwidth.

g. The Spectrum Amplitude.

h. The Delta Amplitude.

2.The Cepstrum [122]:

a. The Cepstral Residual [122–124].

b. The Variance of the Cepstral Residual [122–124].

c. The Cepstral feature [122–124].

d. The Pitch [94, 107, 108, 117–119, 125, 126].

e. The Delta Pitch [88, 119].

III.The Time-Frequency domain algorithms:

1.The Spectrogram (or Sonogram) [13, 19, 86, 127].

2.The Evolutionary Spectrum and the Evolutionary Bispectrum
[81, 128, 129].

3.1 Time domain algorithms

3.1.1 The ZCR algorithm

The ZCR algorithm can be defined as the number of crossing the signal the zero
axis within a specific window. It is widely used because its simplicity and robustness
[34]. We may define the ZCR as in the following equation.

Zn ¼ 1
2N

XN
m¼n�Nþ1

∣ sgn x mð Þ½ � � sgn x m� 1ð Þ½ �∣ (1)

where Zn is the ZCR, N is the number of samples in one window, and sgn
is the sign of the signal such that sgn [x(n)] = 1 when x(n) > 0, sgn [x(n)] = �1,
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∣ sgn x mð Þ½ � � sgn x m� 1ð Þ½ �∣ (1)
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when x(n) < 0. An essential not is that the sampling rate must be high
enough to catch any crossing through zero. Another important note before evaluat-
ing the ZCR is to normalize the signal by subtracting its average value. It is clear
from Eq. (1) that the value of the ZCR is proportional to the sign change in the
signal, i.e., the dominant frequency of x(n). Therefore, we may find that the
ZCR of music is, in general, higher than that of audio, but not sure at the
unvoiced audio.

Properties of ZCR:
The ZCR properties can be summarized as follow.

1.The Principle of Dominant Frequency

The dominant frequency of a pure sinusoid is the only value in the
spectrum. This value of frequency is equal to the ZCR of the signal in one
period. If we have a non-sinusoidal periodic signal, its dominant frequency is
frequency with the largest amplitude. The dominant frequency (ω0) can be
evaluated as follow.

ωo ¼ πE Dof g
N � 1

(2)

where N is the number of intervals, E{.} is the expected value, and Do is the
ZCR per interval.

2.The Highest frequency

Since D0 denotes the ZCR of a discrete-time signal Z(i), let us assume that
Dn denotes the ZCR of the nth derivative of Z(i), i.e., D1 is the ZCR of the
first derivative of Z(i), D2 is the ZCR of the second derivative of Z(i), and
so on. Then, the highest frequency ωmax in the signal can be evaluated as
follow.

ωmax ¼ lim
i!∞

π E Dif g
N � 1

(3)

where N is the number of samples. If the sampling rate equals 11 KHz, then
the change in ωmax can be ignored for i > 10.

3.The Lowest frequency

Assuming that the time period between any two samples is normalized
to unity, the derivative∇ of Z(i) can be defined as Z(i) = Z(i) – Z(i–1).
Then, the ZCR of the nth derivative of Z(i) is defined as Dn. Now, let us
define ∇ + as the +ve derivative of Z(i), then ∇ + [Z(i)] can be defined as
follow.

∇þ Z ið Þ½ � ¼ Z ið Þ þ Z i� 1ð Þ (4)

Now, let us define the ZCR of the nth + ve derivative of Z(i) by the symbol nD.
Then we can find the lowest frequency ωmin of a signal as follow.

Wmin ¼ lim
i!∞

π E iD
� �

N � 1
(5)
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4.Measure of Periodicity

A signal is said to be purely periodic if and only if.

E 1D
� � ¼ E 2D

� �
(6)

Using Eq. (6), it was found that music is more periodic or than audio
[44–47, 55–57, 130].

The Ratio of High ZCR (RHZCR)
It was found that the variation of the ZCR is more discriminative than the exact

ZCR, so the RHZCR can be considered as one feature [78]. The RHZCR is defined as
the ratio of the number of frames whose ZCR are above 1 over the average ZCR in
one-window, and can be defined as follow.

RHZCR ¼ 1
2N

XN�1

n¼0

sgn ZCR nð Þ � ZCRavð Þ þ 1½ (7)

ZCRav ¼
XN�1

n¼0

ZCR nð Þ (8)

where N is the number of frames per one-window, n is the index of the frame,
sgn[.] is a sign function and ZCR(n) is the zero-crossing rate at the nth frame. In
general, audio signals consist of alternating voiced and unvoiced sounds in each
syllable rate, while music does not have this kind of alternation. Therefore, from
Eq. (7) and Eq. (8), we may observe that the variation of the ZCR (or the RHZCR)
in an audio signal is greater than that of a music, as shown in Figure 13.

3.1.2 The STE algorithm

The amplitude of the audio signal varies appreciably with time. In particular, the
amplitude of unvoiced segments is generally much lower than the amplitude of
voiced segments. The STE of the audio signal provides a convenient representation

Figure 13.
Music and audio sharing some values [65].
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that reflects these amplitude variations. Unlike the audio signal, since the music
signal does not contain unvoiced segments, the STE of the music signal is usually
bigger than that of audio [60]. The STE of a discrete-time signal s(n) can define as.

STES ¼
X∞
n¼�∞

s nð Þj j2 (9)

where STEs in Eq. (9) is the total energy of the signal. The average power of s(n)
is defined as.

Ps ¼ lim
N!∞

1
2N þ 1

XN
n¼�N

∣s nð Þ2∣ (10)

Signals can be classified into three types, in general: an energy signal, which has
a non-zero and finite energy, a power signal, which has a non-zero and finite
energy, and the third type is neither energy nor power signal, see Table 4. Now, let
us define another sequence {f(n;m)} as follow.

f s n,mð Þ ¼ s nð Þw m� nð Þ (11)

where w(n) is just a window with a length of N with a value of zero outside [0,
N-1]. Therefore, fs(n,m) will be zero outside [m-N + 1, m].

Deriving short term features
The silence and unvoiced period in audios can be considered a stochastic back-

ground noise. Now, let us define Fs as a feature of {s(n)}, mapping its values of the
Hilbert space, H, to a set of complex numbers C such that.

Fs : H ! C (12)

The long-term feature of {s(n)} may be defined as follow.

L s nð Þf g ¼ lim
N!∞

1
2N þ 1

XN
n¼�N

s nð Þ (13)

The long-term average, when applied to energy signals, will have zero values,
however, it is appropriate for power signals. Eq. (13) can be re-written as follow.

L s nð Þf g ¼ 1
2N

X∞
n¼�∞

s nð Þ (14)

Energy Signal
0 < Es < ∞

Transient S(n) = αnu(n) |α| < 1

Finite Sequence eβt[u(n)-u(n-255)] |β| < ∞

Power Signal
0 < Ps < ∞

Constant s(n) = α -∞ < α < ∞

Periodic s(n) = α sin(nωo + φ) -∞ < α < ∞

Stochastic S(n) = rand (seed)

Neither Energy nor Power Signal Zero s(n) = 0

Blow up s(n) = αn u(n) |α| > 1

Table 4.
Types of signals.

104

Multimedia Information Retrieval

Resulting a family of mappings. If each member of the family is selected to be a
λ, the we can use the notation Fs(λ). The discrete-time Fourier transforms is an
example of a parametric long-term feature. The long-term feature can be of the
form.

L M λð Þ s nð Þf gf g (15)

where M in Eq. (15) is the mapping sequence. It maps {s(n)} to another
sequence. The long-term feature Fs(λ) is defined as LoM, a composition of function
L and M. If Fs(λ) is the long-term feature of Eq. (12), then the short-term feature
Fs(λ,m) of time period m can be constructed as follows:

• Define a frame as in Eq. (11).

• Apply the long-term feature transformation to the frame sequence as in
Eq. (16).

Fs λ,mð Þ ¼ L M λð Þf g f s n,mð Þ� �

¼ L M λð Þf g s nð Þw m� nð Þf g

¼ 1
N

X∞
n¼�∞

M λð Þ s nð Þw m� nð Þf g
(16)

Low Short Time Energy Ratio (LSTER)
As done in the ZCR, the variation is selected [33]. Here, the LSTER is used to

represent the variation of the STE. LSTER is defined as the ratio of the number of
frames whose STE are less than 0.5 times of the average STE in a one-second
window, as in Eq. (17).

LSTER ¼ 1
2N

XN�1

n¼0

sgn 0:5STEav � STE nð Þ þ 1ð �½ (17)

where.

STEav ¼
XN�1

n¼0

STE nð Þ (18)

N is the total number of frames, STE(n) is the STE at the nth frame, and STEav in
Eq. (18) is the average STE in a one-window.

3.1.3 The effect of positive derivation

Figure 14 shows the preprocessing flow on Z(i) using the positive derivation
concept (∇+), which provided some improvement in the discrimination process [78].

This pre-processing increased the ZCR of music and reduced the ZCR of the
audio with the expenses of some delay. The averages of the ZCR in speech, mixture,
and music are shown in Figure 15, after applying the +ve derivative of order 50.

Figure 14.
The preprocessing using the +ve derivative before evaluating the ZCR.
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Resulting a family of mappings. If each member of the family is selected to be a
λ, the we can use the notation Fs(λ). The discrete-time Fourier transforms is an
example of a parametric long-term feature. The long-term feature can be of the
form.

L M λð Þ s nð Þf gf g (15)

where M in Eq. (15) is the mapping sequence. It maps {s(n)} to another
sequence. The long-term feature Fs(λ) is defined as LoM, a composition of function
L and M. If Fs(λ) is the long-term feature of Eq. (12), then the short-term feature
Fs(λ,m) of time period m can be constructed as follows:

• Define a frame as in Eq. (11).

• Apply the long-term feature transformation to the frame sequence as in
Eq. (16).
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¼ 1
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Low Short Time Energy Ratio (LSTER)
As done in the ZCR, the variation is selected [33]. Here, the LSTER is used to

represent the variation of the STE. LSTER is defined as the ratio of the number of
frames whose STE are less than 0.5 times of the average STE in a one-second
window, as in Eq. (17).

LSTER ¼ 1
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where.
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N is the total number of frames, STE(n) is the STE at the nth frame, and STEav in
Eq. (18) is the average STE in a one-window.

3.1.3 The effect of positive derivation

Figure 14 shows the preprocessing flow on Z(i) using the positive derivation
concept (∇+), which provided some improvement in the discrimination process [78].

This pre-processing increased the ZCR of music and reduced the ZCR of the
audio with the expenses of some delay. The averages of the ZCR in speech, mixture,
and music are shown in Figure 15, after applying the +ve derivative of order 50.
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3.1.4 Artificial neural network (ANN) approach

The ANN approach is a multipurpose technique that was used for implementing
many algorithms [14, 36, 63, 79, 86–105, 110, 125], especially in classification issues
[16, 49, 107–111, 119, 120, 131, 132]. A multi-layer ANN approach was used in many
classification tools since it can represent nonlinear decision support systems.

3.2 Algorithms in the frequency domain

3.2.1 The spectrum approaches

3.2.1.1 Spectral flux mean and variance

This feature characterizes the change in the shape of the spectrum so it measures
frame-to-frame spectral difference. Audio signals go through less frame-to-frame
changes thanmusic. The spectral flux values in audio signal is lower than that of music.

The spectral flux, sometimes called the delta spectrum magnitude, is defined as
the second norm of the spectral amplitude of the difference vector and defined as in
Eq. (19).

SF ¼ k ∣X kð Þ‐∣X kþ 1ð Þ∣ ∣ k (19)

where X(k) is the signal power and k is the corresponding frequency. Another
definition of the SF is also described as follow.

SF ¼ 1
N � 1ð Þ M� 1ð Þ

XN�1

n¼1

XM�1

k¼1

log A n, kð Þ þ δð Þ � log A n� 1, kð Þ þ δð Þ½ �2 (20)

where A(n, k) in Eq. (20) is the discrete Fourier transform (DFT) of the nth

frame of the input signal and can be described as in Eq. (21).

A n, kð Þ ¼ ∣
X∞

m¼�∞
x mð Þw nL�mð Þe j2πL km∣ (21)

and x(m) is the original audio data, L is the window length,M is the order of the
DFT, N is the total number of frames, δ is an arbitrary constant, and w(m) is the

Figure 15.
The average ZCR of speech, mixture, and music, after pre-processing with the +ve derivative [78].
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window function. Scheirer and Slaney [65] has found that SF feature is very useful
in discriminating audio from music. Figure 16 depicts that the variances are lower
for music than for audio, and the means are less for audio than for music signal.
Rossignol and others [133] have computed the means and variances of a one-second
segment using frames of length 18 milliseconds.

Rossignol and others [133] have tested three classification approaches to classify
the segments. They used the k-nearest-neighbors (kNN) with k = seven, the Gauss-
ian mixture model (GMM), and the ANN classifiers. Table 5 shows their results are
shown in Table 5, using the mean and the variance of the SF.

3.2.1.2 The mean and variance of the spectral centroid

In the frequency domain, the mean and variance of the spectral centroid feature
describes the center of frequency at which most of the power in the signal is found.
In audio signals, the pitches of the signals are concentrated in narrow range of low
frequencies. In contrast, music signals have higher frequencies that result higher
spectral means, i.e., higher spectral centroids. For a frame at time t, the spectral
centroid can be evaluated as follows.

SC ¼
P

kkX kð ÞP
kX kð Þ (22)

where X(k) is the power of the signal at the corresponding frequency band k.
When the mean and the variance of the SP are combined with the mean and the
variance of the SC in Eq. (22), and the mean and the variance of the ZCR, the results
of Table 6 are found.

Figure 16.
3D histogram normalized features (the mean and the variance of spectral flux) of: (a) music signal, (b) audio
signal [133].

Training Testing Cross-validation

GMM 8.0% 8.1% 8.2%

kNN X 6.0% 8.9%

ANN 6.7% 6.9% 11.6%

Table 5.
Percentage of misclassified segments [133].
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classification tools since it can represent nonlinear decision support systems.
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frame of the input signal and can be described as in Eq. (21).
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and x(m) is the original audio data, L is the window length,M is the order of the
DFT, N is the total number of frames, δ is an arbitrary constant, and w(m) is the
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window function. Scheirer and Slaney [65] has found that SF feature is very useful
in discriminating audio from music. Figure 16 depicts that the variances are lower
for music than for audio, and the means are less for audio than for music signal.
Rossignol and others [133] have computed the means and variances of a one-second
segment using frames of length 18 milliseconds.

Rossignol and others [133] have tested three classification approaches to classify
the segments. They used the k-nearest-neighbors (kNN) with k = seven, the Gauss-
ian mixture model (GMM), and the ANN classifiers. Table 5 shows their results are
shown in Table 5, using the mean and the variance of the SF.

3.2.1.2 The mean and variance of the spectral centroid

In the frequency domain, the mean and variance of the spectral centroid feature
describes the center of frequency at which most of the power in the signal is found.
In audio signals, the pitches of the signals are concentrated in narrow range of low
frequencies. In contrast, music signals have higher frequencies that result higher
spectral means, i.e., higher spectral centroids. For a frame at time t, the spectral
centroid can be evaluated as follows.

SC ¼
P

kkX kð ÞP
kX kð Þ (22)

where X(k) is the power of the signal at the corresponding frequency band k.
When the mean and the variance of the SP are combined with the mean and the
variance of the SC in Eq. (22), and the mean and the variance of the ZCR, the results
of Table 6 are found.

Figure 16.
3D histogram normalized features (the mean and the variance of spectral flux) of: (a) music signal, (b) audio
signal [133].

Training Testing Cross-validation

GMM 8.0% 8.1% 8.2%

kNN X 6.0% 8.9%
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Percentage of misclassified segments [133].
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3.2.1.3 Energy at 4 Hz modulation

Audio signal has an energy peak centered on the 4 Hz syllabic rate. Therefore, a
2nd order band pass filter is used, with center frequency of 4 Hz. Although audio
signals have higher energy at that 4 Hz, some music bass instruments was found to
have modulation energy around this frequency [65, 133].

3.2.1.4 Roll-off point

In the frequency domain, the roll-off point feature is the value of the frequency
that has 95% of the power of the signal. The value of the roll-off point can be found
as follow [65, 133].

X
k< v

X kð Þ ¼ 0:95ð Þ
X
k

X kð Þ (23)

where the left hand side of Eq. (23) is the sum of the power at the frequency
value V, and the right hand side of Eq. (23) is the 95% of the total power of the
signal of the frame, and X(k) is the DFT of x(t).

3.2.2 Cepstrum

The cepstrum of a signal can be defined as the inverse of the DFT of the
logarithm of the spectrum of a signal. Music signals have higher cepstrum values
than that of speech ones. The complex cepstrum is defined in the following Equa-
tion [122–124].

X̂ ejω
� � ¼ log X ejω

� �� � ¼ log ∣X ejω
� �

∣þ jarg X ejω
� �� �

(24)

and then.

x̂ nð Þ ¼ 1
2π

ðπ
�π
X̂ ejωn
� �

dω (25)

where X(ejω) is the DFT of the sequence x(n).

3.2.3 Summary

Table 7 summarizes the percentage error of a simulation done per each feature.
Latency refers to the amount of past input data required to calculate the feature.

Scheirer and Slaney [65] have evaluated their models using 20 minutes long data
sets of music and audio. Their data set consists of 80 samples, each with 15-second-
long audio. They collected their samples using a 16-bit monophonic FM tuner with a
sampling rate of 22.05 kHz, from a variety of stations, with different content styles

Training Testing Cross-validation

GMM 7.9% 7.3% 22.9%

kNN X 2.2% 5.8%

ANN 4.7% 4.6% 9.1%

Table 6.
Percentage of misclassified segments [133].
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3.2.1.3 Energy at 4 Hz modulation

Audio signal has an energy peak centered on the 4 Hz syllabic rate. Therefore, a
2nd order band pass filter is used, with center frequency of 4 Hz. Although audio
signals have higher energy at that 4 Hz, some music bass instruments was found to
have modulation energy around this frequency [65, 133].

3.2.1.4 Roll-off point

In the frequency domain, the roll-off point feature is the value of the frequency
that has 95% of the power of the signal. The value of the roll-off point can be found
as follow [65, 133].

X
k< v

X kð Þ ¼ 0:95ð Þ
X
k

X kð Þ (23)

where the left hand side of Eq. (23) is the sum of the power at the frequency
value V, and the right hand side of Eq. (23) is the 95% of the total power of the
signal of the frame, and X(k) is the DFT of x(t).

3.2.2 Cepstrum

The cepstrum of a signal can be defined as the inverse of the DFT of the
logarithm of the spectrum of a signal. Music signals have higher cepstrum values
than that of speech ones. The complex cepstrum is defined in the following Equa-
tion [122–124].

X̂ ejω
� � ¼ log X ejω

� �� � ¼ log ∣X ejω
� �

∣þ jarg X ejω
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(24)

and then.

x̂ nð Þ ¼ 1
2π

ðπ
�π
X̂ ejωn
� �

dω (25)

where X(ejω) is the DFT of the sequence x(n).

3.2.3 Summary

Table 7 summarizes the percentage error of a simulation done per each feature.
Latency refers to the amount of past input data required to calculate the feature.

Scheirer and Slaney [65] have evaluated their models using 20 minutes long data
sets of music and audio. Their data set consists of 80 samples, each with 15-second-
long audio. They collected their samples using a 16-bit monophonic FM tuner with a
sampling rate of 22.05 kHz, from a variety of stations, with different content styles

Training Testing Cross-validation

GMM 7.9% 7.3% 22.9%

kNN X 2.2% 5.8%

ANN 4.7% 4.6% 9.1%

Table 6.
Percentage of misclassified segments [133].
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and different noise levels, over a period of three days in the San Francisco Bay Area.
They also claimed that they have audios from both male and female.

They also recorded samples of many types of music, like pop, jazz, salsa, coun-
try, classical, reggae, various sorts of rock, various non-Western styles [29, 65].
They also used several features in a spatial partitioning classifier. Table 8
summarizes their results.

The features used in Best 8 are the plus the 4 Hz modulation, the variance
features, the pulse metric, and the low-energy frame [80, 134]. In the Best 3, they
used the pulse metric, the 4 Hz energy, and the variance of spectral flux. In the Fast
5, they used the 5 basic features. From results shown in Table 8, we conclude that it
is not necessary to use all features in order to have a good classification, so in real
time a good performance system may be found using only few features. A more
detailed discussion can be found in [29, 65, 80, 134].

3.3 Algorithms in the time-frequency domain

3.3.1 Spectrogram (or sonogram)

The spectrogram is an example of time-frequency distribution and this method
was found to be a good classical tool for analyzing audio signal [13, 19, 86, 127]. The
spectrogram (or sonogram) of a signal x(n) can be defined as follow.

X n,ωð Þ ¼
XN

m¼�N

W nþmð Þx mð Þe�jω m (26)

where N is the length of the sequence x(n), and W(n) is a specific window.
The method of spectrogram can be used in discriminating audio from music

signal, however, it may have a high percentage error. That is because it depends on
the strength of the frequency in the tested samples. Figure 17 depicts two examples
of spectrograms of audio and music signals.

3.3.2 Evolutionary spectrum (ES)

The spectral representation of a stationary signal may be viewed as an infinite
sum of sinusoids with random amplitudes and phases as described in Eq. (27).

e nð Þ ¼
ðπ

�π

ejωndZ ωð Þ (27)

where Z(ω) is the process with orthogonal increments i.e.

E dZ ∗ ωð ÞdZ Ωð Þf g ¼ S ωð Þdω
2π

δ ω� Ωð Þ (28)

Subset All features Best 8 Best 3 VS Flux only Fast 5

Audio % Error 5.8 +/� 2.1 6.2 +/� 2.2 6.7 +/� 1.9 12 +/� 2.2 33 +/� 4.7

Music % Error 7.8 +/� 6.4 7.3 +/� 6.1 4.9 +/� 3.7 15 +/� 6.4 21 +/� 6.6

Total % Error 6.8 +/� 3.5 6.7 +/� 3.3 5.8 +/� 2.1 13 +/� 3.5 27 +/� 4.6

Table 8.
Performance for various subsets of features.
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andS ωð Þ in Eq. (28) is the spectrum of e(n) [81]. Since the audio signal is, in
general nonstationary, we will use the Wold-Cramer (WC) representation of a
nonstationary signal. WC considers the discrete-time non-stationary process {x(n)}
as the output of a casual, linear, and time-variant (LTV) system with a white noise
input e(n) that has a zero-mean, unit-variant, i.e.,

x nð Þ ¼
Xn
m¼∞

h n,mð Þe n�mð Þ (29)

where h(n,m) is defined as the unit impulse response of an LTV system.
Substituting e(n) into x(n) of Eq. (29) (assuming S(ω) = 1 for white noise) we get.

x nð Þ ¼
ðπ

�π

H n,ωð Þejω ndZ ωð Þ (30)

where H(n,ω) in Eq. (30) is the time-frequency transfer function of the LTV
system defined as

H n,ωð Þ ¼
Xn

m¼�∞
h n,mð Þe�jω m (31)

and the instantaneous power of x(n) is given by

E x nð Þj j2
n o

¼ 1
2π

ðπ

�π

H n,ωÞð j2dω�� (32)

and then, the Wold-Cramer ES is defined as

S n,ωð Þ ¼ 1
2π

H n,ωÞð j2�� (33)

The ES S(n,ω) in Eq. (33) was found to be a good classifier for the distinction of
audio from music signals [81, 129]. Because of the extensive math calculation of the
time-frequency spectrum, they may be very useful in off-line classification and
analysis. The ESs of music and audio signals are shown in Figure 18(a) and (b),
respectively. The suppression of the amplitude for audio might due to gaussianity.

Figure 17.
(a) Audio spectrogram, (b) music Spectrum.
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4. Separation of audio and music signals

Since the separation of audio and music signals is more complicated than classi-
fication, in this section we will introduce only two approaches [7–13, 22, 76, 77, 86,
135]. The first approach is the approach of independent component analysis (ICA)
with ANN. The second classifier is the pitch cancelation approach. A block diagram
of a classifier integrated with a separator is depicted in Figure 19.

4.1 ICA with ANN separation approach

In [13, 20, 21, 127, 136], Wang and Brown proposed a model for audio segrega-
tion algorithm. His model consists of preprocessing using cochlear filtering,
gammatone filtering, and correlogram forming autocorrelation function and feature
extraction. The impulse response of the gammatone filters is represented as.

hi tð Þ ¼ tn�1e �2πbitð Þ cos 2π f itþφið Þ½ �U tð Þ g ið Þ, l≤ i≤N (34)

where n is the filter order, N is the number of channels, and U is the unit step
function. Therefore, the gammatone system can be considered as a causal, time
invariant system with an infinite response time. For the ith channel, fi is the center

Figure 18.
(a) The ES of a music signal, (b) the ES of an audio signal [81].

Figure 19.
A block diagram of a classifier integrated with a separator.
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frequency of the channel, ϕi is the phase of the channel, b is the rate of decay of the
impulse response and g(i) is an equalizing gain adjust for each filter. Figure 20
depicts the impulse response of the gammatone system, where Figure 21 depicts the
block diagram of the Wang and Brown model.

Wang and Brown model has some drawbacks. The first drawback is its com-
plexity. Their model needs a high specification hardware to perform the calcula-
tions. In [20], Andre reported that Wang and Brown model needs to be improved.
The ICA method can be used for separation if two sources of mixture are available
assuming that the two signals from the two different sources are statistically inde-
pendent [66, 74, 75, 121, 137]. In [19], Takigawa tried to improve the performance
of W & B model. He used the short time Fourier transform (STFT) in the input
stage and used the spectrogram values instead of correlogram, however, they have
not reported the amount of improvement. A similar work for separating the voiced
audio of two talkers speaking simultaneously at similar intensities in a single chan-
nel, using pitch peak canceling in cepstrum domain, was done by Stubbs [8].

4.2 The pitch cancelation

The pitch cancelation method is widely used in noise reduction. A good try to
separate two talkers speaking simultaneously at similar intensities in a single chan-
nel, or by other words, separation of two talkers without any restriction was intro-
duced by Stubbs [8]. For a certain person, the letters A and R have lot of consonant.
These consonants, in the frequency domain, have low amplitudes, however, they
appear as long pitch peak in the cepstrum domain. If these consonants are deleted

Figure 20.
4th order impulse responseGammatone system: (a) In time domainwhen i = 1, fi = 80Hz. (b) In time domainwhen
i = 5, fi = 244Hz. (c) In the frequency domain for the 1st five filters (i.e i = 1 to i = 5)with gain g(i) set to unity.

Figure 21.
A block diagram of Wang and Brown model.

113

Classification and Separation of Audio and Music Signals
DOI: http://dx.doi.org/10.5772/intechopen.94940



4. Separation of audio and music signals

Since the separation of audio and music signals is more complicated than classi-
fication, in this section we will introduce only two approaches [7–13, 22, 76, 77, 86,
135]. The first approach is the approach of independent component analysis (ICA)
with ANN. The second classifier is the pitch cancelation approach. A block diagram
of a classifier integrated with a separator is depicted in Figure 19.

4.1 ICA with ANN separation approach

In [13, 20, 21, 127, 136], Wang and Brown proposed a model for audio segrega-
tion algorithm. His model consists of preprocessing using cochlear filtering,
gammatone filtering, and correlogram forming autocorrelation function and feature
extraction. The impulse response of the gammatone filters is represented as.

hi tð Þ ¼ tn�1e �2πbitð Þ cos 2π f itþφið Þ½ �U tð Þ g ið Þ, l≤ i≤N (34)

where n is the filter order, N is the number of channels, and U is the unit step
function. Therefore, the gammatone system can be considered as a causal, time
invariant system with an infinite response time. For the ith channel, fi is the center

Figure 18.
(a) The ES of a music signal, (b) the ES of an audio signal [81].

Figure 19.
A block diagram of a classifier integrated with a separator.

112

Multimedia Information Retrieval

frequency of the channel, ϕi is the phase of the channel, b is the rate of decay of the
impulse response and g(i) is an equalizing gain adjust for each filter. Figure 20
depicts the impulse response of the gammatone system, where Figure 21 depicts the
block diagram of the Wang and Brown model.

Wang and Brown model has some drawbacks. The first drawback is its com-
plexity. Their model needs a high specification hardware to perform the calcula-
tions. In [20], Andre reported that Wang and Brown model needs to be improved.
The ICA method can be used for separation if two sources of mixture are available
assuming that the two signals from the two different sources are statistically inde-
pendent [66, 74, 75, 121, 137]. In [19], Takigawa tried to improve the performance
of W & B model. He used the short time Fourier transform (STFT) in the input
stage and used the spectrogram values instead of correlogram, however, they have
not reported the amount of improvement. A similar work for separating the voiced
audio of two talkers speaking simultaneously at similar intensities in a single chan-
nel, using pitch peak canceling in cepstrum domain, was done by Stubbs [8].

4.2 The pitch cancelation

The pitch cancelation method is widely used in noise reduction. A good try to
separate two talkers speaking simultaneously at similar intensities in a single chan-
nel, or by other words, separation of two talkers without any restriction was intro-
duced by Stubbs [8]. For a certain person, the letters A and R have lot of consonant.
These consonants, in the frequency domain, have low amplitudes, however, they
appear as long pitch peak in the cepstrum domain. If these consonants are deleted

Figure 20.
4th order impulse responseGammatone system: (a) In time domainwhen i = 1, fi = 80Hz. (b) In time domainwhen
i = 5, fi = 244Hz. (c) In the frequency domain for the 1st five filters (i.e i = 1 to i = 5)with gain g(i) set to unity.

Figure 21.
A block diagram of Wang and Brown model.

113

Classification and Separation of Audio and Music Signals
DOI: http://dx.doi.org/10.5772/intechopen.94940



by replacing the five-cepstral samples centered at the pitch peak by zeros, the audio
segment may be attenuated or distorted completely. A typical example of the
cepstrum of two audio and music signals is depicted in Figure 22 for 5 seconds
signals. The logarithmic effect will increase low amplitude reduce high one, and the
values near zero will be very large after the logarithm.

5. Conclusions

In this chapter, a general review of the common classification and separation
algorithms used for speech and music was presented and some were introduced and
discussed thoroughly. The approaches dealt with classification were divided into
three categories. The first category included most of the real-time approaches. In
the real-time approaches, we introduced the ZCR, the STE, the ZCR and the STE
with positive derivative, with some of their modified versions, and the neural
networks. The second category included most of the frequency domain approaches
such as the spectral centroid and its variance, the spectral flux and its variance, the
roll-off of the spectrum, the cepstral residual, and the delta pitch. However, the last
category introduced two time-frequency approaches, mainly the spectrogram and
the evolutionary spectrum. It has been noticed that the time-frequency classifiers
provided an excellent and a robust discrimination result in discriminating speech
from music signals in digital audio. Depending on the application, the decision of
which feature should be chosen is selected. The algorithms of the first category are
faster since the processing is made in the real time; however, those of the second

Figure 22.
(a) A typical 5 seconds audio signal in cepstrum domain, the pitch peak appears near zero. (b) a typical
5 seconds music signal in cepstrum domain.

Approaches Time domain Frequency domain
(Spectrum) | (Cepstrum)

Time-Frequency
domain

Algorithms ZCR Spectral Centroid Cepstral Residual Spectrogram (Sonogram)

STE Spectral Flux Variance of the
Cepstral Residual

Evolutionary Spectrum

Roll-Off Variance Spectrum Roll-Off Cepstral feature Evolutionary Bispectrum

Pulse Metric Signal Bandwidth Pitch

Number of
Silence

Spectrum
Amplitude

Delta Pitch

HMM Delta Amplitude

ANN

Table 9.
Summary of the classification and separation algorithms.
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one are more precise. The time-frequency approaches has not been discussed thor-
oughly in literature and they still need more research and elaboration. Lastly, we
may conclude that many classification algorithms were proposed in literature,
however, few ones were proposed for separation. The algorithms introduced in this
chapter can be summarized in Table 9.
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