In the field of plasma physics, plasmas (including charged fine particles) have been actively studied for more than 40 years, and special features of wave phenomena, self-organizations of the particles, potential formations, fluid-like motions of the particles, generations of fine particles in the plasmas, etc. have been investigated. Here, these plasmas are called “fine particle plasmas”, which are also called “dusty plasmas” and “complex plasmas”. This book intends to provide the reader with the recent progress of studies of fine particle plasmas from the viewpoints of wide and interdisciplinary directions, such as self-organized fine particles, Coulomb crystal formation, behaviors of fine particles, their stability, and syntheses of nano-sized particles in reactive plasmas. Further, the phenomena of dense grain particles and the effects of massive neutrinos in galaxy clustering are included.
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Preface

Research on fine particle plasmas, which are also called “dusty plasmas”, began with the theoretical study of the origin and existence of cosmic dust and their observations. Since the early 1980s, planet images sent from exploring space crafts have interested astronomers and space scientists studying cosmic dust and dusty plasmas in planetary rings. In the late 1980s, many researchers in the field of electronic devices began to study dusty plasmas, the fine particles generated during plasma processing or introduced from outside reactors, thus contaminating the reactors, and reducing the production yield of microdevices. In 1994, epoch-making experimental discoveries of Coulomb crystals in dusty plasmas were made in several laboratories around the world. Research on dusty plasmas in fields of basic science as well as their applications has increased significantly since that time. The study of Coulomb crystals is also related to basic physical research, such as on strongly coupled plasmas, phase transitions, and critical phenomena.

A plasma that contains a large number of fine particles exhibits unique properties because it includes not only electrons and ions but also large negatively charged particles, which markedly change the plasma properties simply composed of electrons and ions. The mixed system of three kinds of charged particles can be approximately treated as that of negatively charged particles that are embedded in a uniform positive background, which can form a Coulomb crystal. On the other hand, a plasma containing a small number of fine particles can be analyzed as a general plasma containing negatively charged particles. The behaviors of dust in reactors in nuclear-fusion experiments have been analyzed assuming that dust exist in a high-temperature and high-density plasma under constant conditions.

The main feature of the experimental analyses of a fine particle plasma is that individual particles in the plasma can be directly observed and recorded using video cameras. Therefore, the analysis of the dynamic motion or behavior of individual charged particles in an electromagnetic field is possible, which is carried out in comparison with theoretical analysis. From the relationship between the obtained results of the analysis of individual particles and the macroscopic properties of the fine particle plasma, it is expected to be possible to investigate the relationship between microscale and macroscale physics.

Many international conferences on fine particle plasmas or dusty plasmas have been held over the last few decades. In Japan, the international meeting of the Workshop on Fine Particle Plasmas was started 20 years ago and has taken place every year at NIFS (National Institute for Fusion Science). In 2019, the 20th Workshop on Fine Particle Plasmas was held. The publication of this book was planned to commemorate the 20th workshop.
Research on fine particle plasmas, which are also called “dusty plasmas”, began with the theoretical study of the origin and existence of cosmic dust and their observations. Since the early 1980s, planet images sent from exploring space crafts have interested astronomers and space scientists studying cosmic dust and dusty plasmas in planetary rings. In the late 1980s, many researchers in the field of electronic devices began to study dusty plasmas, the fine particles generated during plasma processing or introduced from outside reactors, thus contaminating the reactors, and reducing the production yield of microdevices. In 1994, epoch-making experimental discoveries of Coulomb crystals in dusty plasmas were made in several laboratories around the world. Research on dusty plasmas in fields of basic science as well as their applications has increased significantly since that time. The study of Coulomb crystals is also related to basic physical research, such as on strongly coupled plasmas, phase transitions, and critical phenomena.

A plasma that contains a large number of fine particles exhibits unique properties because it includes not only electrons and ions but also large negatively charged particles, which markedly change the plasma properties simply composed of electrons and ions. The mixed system of three kinds of charged particles can be approximately treated as that of negatively charged particles that are embedded in a uniform positive background, which can form a Coulomb crystal. On the other hand, a plasma containing a small number of fine particles can be analyzed as a general plasma containing negatively charged particles. The behaviors of dust in reactors in nuclear-fusion experiments have been analyzed assuming that dust exist in a high-temperature and high-density plasma under constant conditions.

The main feature of the experimental analyses of a fine particle plasma is that individual particles in the plasma can be directly observed and recorded using video cameras. Therefore, the analysis of the dynamic motion or behavior of individual charged particles in an electromagnetic field is possible, which is carried out in comparison with theoretical analysis. From the relationship between the obtained results of the analysis of individual particles and the macroscopic properties of the fine particle plasma, it is expected to be possible to investigate the relationship between microscale and macroscale physics.

Many international conferences on fine particle plasmas or dusty plasmas have been held over the last few decades. In Japan, the international meeting of the Workshop on Fine Particle Plasmas was started 20 years ago and has taken place every year at NIFS (National Institute for Fusion Science). In 2019, the 20th Workshop on Fine Particle Plasmas was held. The publication of this book was planned to commemorate the 20th workshop.

In this book, the recent progress of experimental and theoretical studies on fine particle plasmas is described. In Chapter 1, the generation of fine particle plasmas and Coulomb crystals is reviewed. The observation of these fine particles is described. In Chapter 2, the theoretical analysis of fine particle plasmas under gravity and microgravity is described. In Chapter 3, the observation of fine particle plasmas under
microgravity using a jet plane is reviewed. In Chapter 4, the investigation of the dynamic behavior of a flow of fine particles in a plasma under gravity is reported, and the results are described, focusing on the discovery of the bow shock phenomenon. In Chapter 5, the results from a 3D and microscopic observation of particles in plasmas using a specially developed camera are clearly described. In Chapter 6, the generation of a fine particle plasma in supercritical carbon dioxide is reported, and the experimental results are clearly described. In Chapter 7, in relation to the wall study of nuclear-fusion plasmas, the production of tungsten nanoparticles by magnetron sputtering and their characteristics are discussed. In Chapter 8, turbulence generation in magnetized plasmas including fine particles is theoretically studied and the analysis results are described. In Chapter 9, the flow and segregation of granular materials are theoretically studied and their characteristics are described. In Chapter 10, kinetic equations of granular media including inelastic collisions are studied and the physical properties are described. In Chapter 11, related with liquid flow including a lot of grain particles, proppant transport process was simulated. In Chapter 12, effects of massive neutrinos and galaxy clustering in space were studied from various angles and influence of their gravity was analyzed.

We expect that readers will discover new and attractive aspects of fine particle plasmas within this book, and that the results of the studies described will inspire them to investigate new physical and chemical phenomena related to their fields of study.

Finally, the editors express cordial gratitude to the support of late professor Noriyoshi Sato of Tohoku University, Japan.

The research in this book was partly supported by JSPS KAKENHI 18K04999.
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Section 1

Coulomb Crystals
Chapter 1
Observation and Analyses of Coulomb Crystals in Fine Particle Plasmas
Yasuaki Hayashi

Abstract
Observations of crystal-like ordering of fine particles in plasmas were first reported in 1994, when we succeeded to observe it by growing carbon fine particles in a methane plasma. Video cameras and Mie-scattering ellipsometry were applied for the analyses of fine particles and their crystal ordering. 3D and 2D crystal structures were observed for smaller and larger particles, respectively. The former structures were fcc, fco, and bct, but bcc structure was not observed. The result is due to the fact that the rearrangement from fcc to fco or bct occurs with both constant particle density in horizontal planes and constant interplane vertical distance. Behaviors of fine particles under microgravity were observed and analyzed using ready-made and injected fine particles. Its experimental result showed that the resultant force composed of electrostatic and ion drag forces pushes fine particles outward from the center forming a void.

Keywords: fine particle plasma, fine particle, plasma, Coulomb crystal, ellipsometry, Mie scattering, Mie-scattering ellipsometry, dusty plasma, microgravity, one-component plasma, strongly coupled plasma

1. Introduction
Observations of crystal-like ordering of fine particles in plasmas were first reported in 1994 [1–4]. They were performed by growing carbon particles in a methane plasma [1], silica particles growing in plasma [2], and ready-made polymer particles in argon plasmas [3, 4]. The possibility of observation of crystal-like ordering of fine particles, which was called Coulomb solid or Coulomb crystal, in a low-pressure plasma was predicted through calculation by Ikezi [5]. It was similar to those in the solution of colloids generally negatively single-charged, while micron-sized fine particles get thousands of electrons or more on their surface in a plasma. They can form solid state easily because of larger value of the Coulomb-coupling parameter, \( \Gamma \), as follows:

\[
\Gamma = \frac{(eQ)^2}{4\pi \varepsilon_c a} k_BT,
\]

where \( e \), \( Q \), \( a \), and \( T \) are the unit charge, the number of electron charge per one particle, the Wigner-Seitz radius, and absolute temperature, respectively. The numerator and denominator of Eq. (1) are the average Coulomb energy and the kinetic energy of a fine particle, respectively. In the case that \( a \gg \lambda_D \), where \( \lambda_D \) is
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1. Introduction

Observations of crystal-like ordering of fine particles in plasmas were first reported in 1994 [1–4]. They were performed by growing carbon particles in a methane plasma [1], silica particles growing in plasma [2], and ready-made polymer particles in argon plasmas [3, 4]. The possibility of observation of crystal-like ordering of fine particles, which was called Coulomb solid or Coulomb crystal, in a low-pressure plasma was predicted through calculation by Ikezi [5]. It was similar to those in the solution of colloids generally negatively single-charged, while micron-sized fine particles get thousands of electrons or more on their surface in a plasma. They can form solid state easily because of larger value of the Coulomb-coupling parameter, $\Gamma$, as follows:

$$\Gamma = \frac{\left( eQ \right)^2 / 4 \pi \varepsilon_0 a}{k_B T},$$

(1)

where $e$, $Q$, $a$, and $T$ are the unit charge, the number of electron charge per one particle, the Wigner-Seitz radius, and absolute temperature, respectively. The numerator and denominator of Eq. (1) are the average Coulomb energy and the kinetic energy of a fine particle, respectively. In the case that $a \gtrsim \lambda_D$, where $\lambda_D$ is
the Debye length, the Yukawa-type interaction works and the Coulomb-coupling parameter is replaced with $\Gamma^\ast$ defined as

$$\Gamma^\ast = \Gamma e^{-a/\lambda_D} = \frac{(eQ)^2}{4\pi \varepsilon_0 a} e^{-a/\lambda_D}.$$  \hspace{1cm} (2)

Charge neutrality is satisfied in a fine particle plasma as

$$-N_d Q + (n_i - n_e) = 0,$$  \hspace{1cm} (3)

where $N_d$, $n_i$, and $n_e$ are the density of fine particles, ions, and electrons, respectively. The first term of the left side of Eq. (3), $-N_d Q$, is negative and $N_d Q$ is balanced with the positive second term, $(n_i - n_e)$. Since an ion and an electron have much smaller mass and higher mobility than a fine particle, it is suggested that the part $(n_i - n_e)$ acts as background field equivalently. This means that negatively charged fine particles are surrounded by the positive background. Such a system is called one-component plasma [6]. As with charged particles, neutral atoms or molecules act on fine particles as background temperature environment. The friction to fine particles by neutral atoms or molecules decreases the temperature $T$ in Eq. (1) or Eq. (2).

The physics of one-component plasma or strongly coupled plasma has been studied mainly by computer simulation such as the Monte Carlo method and molecular dynamics since 1957, when the liquid–solid phase transition by hard spheres in a confined condition was discovered by Alder and others [7–9]. Following this study, the phase transitions were confirmed using other repulsive potentials such as Coulomb [10], soft sphere [11], and Yukawa [12, 13].

Although theoretical or computer-simulation studies on one-component plasma and strongly coupled plasma have been proceeded, there are not many experimental studies except for the use of ion trap or colloidal solutions. Ions confined in a Pawl or Penning trap can form crystal ordering [14, 15]. Colloids in electrolyte solution form crystal structures [16]. However, special skills and time are required for the formation. Compared to that, Coulomb crystals in fine particle plasma are formed more easily and quickly.

In this chapter, the formation, observation, and analysis of Coulomb crystals in fine particle plasmas are presented. Current status of their application to study of solid state physics phenomena is also described.

2. Formation and observation of Coulomb crystal in fine particle plasmas

2.1 Formation of Coulomb crystal

Coulomb crystals in fine particle plasmas have been formed typically under the conditions as shown in Table 1.

**Table 1. Typical conditions for Coulomb crystal formation in plasma.**

<table>
<thead>
<tr>
<th>Material</th>
<th>Polymer, silica, carbon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>1–10 μm</td>
</tr>
<tr>
<td>Material</td>
<td>Divinylbenzene polymer</td>
</tr>
<tr>
<td>Size distribution</td>
<td>Monodisperse</td>
</tr>
<tr>
<td>Discharge device</td>
<td>Power supply RF (13.56 MHz), DC</td>
</tr>
<tr>
<td>Electrode type</td>
<td>Parallel-plate</td>
</tr>
<tr>
<td>Plasma conditions</td>
<td>Discharge gas Argon, helium, methane, pressure 10–100 Pa, discharge power as low as limit of particle suspension</td>
</tr>
</tbody>
</table>

**Figure 1.** Schematic view of plasma system for Coulomb crystal formation. Dark red and light blue parts show RF electrode and viewing glass windows, respectively. Other parts are grounded.

**Figure 2.** Side view of arrangement of fine particles above RF electrode.

**Figure 1** shows an example of a plasma system for Coulomb crystal formation [17]. The system is a parallel-plate 13.56-MHz radio-frequency (RF) plasma device, which includes eight pieces of permanent magnets in the RF electrode to generate planar-magnetron plasma. Discharge gas is introduced and evacuated far from the area of center of vacuum chamber in order that fine particles are suspended under a stagnant condition to reduce the effect of gas drag. A side view of suspended fine particles above the RF electrode is shown in **Figure 2**. In this case, fine particles of spherical divinylbenzene polymer 2.74 μm in diameter were injected into argon plasma under the pressure of 65 Pa and RF power of 2 W.
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![Figure 1. Schematic view of plasma system for Coulomb crystal formation. Dark red and light blue parts show RF electrode and viewing glass windows, respectively. Other parts are grounded.](image)

The arrangement of fine particles in Figure 2 is divided up and down. The upper part of fine particles forms horizontal planes, while the lower part forms vertical strings. It is judged that the border of the two particle arrangements corresponds
to the plasma-sheath boundary. It was explained by theoretical analysis [18] and computer simulation [19] that the vertical particle string of fine particles in the lower part is created by ion-wake field, which is effective in the region of ion speed more than Mach sound velocity, that is, in the sheath region. When the particle strings are closely packed, they form a two-dimensional (2D) hexagonal structure. Meanwhile, the horizontal layers of fine particles in the upper part are formed under the one-dimensional (1D) compressive force in the vertical direction [20]. Fine particles are arranged closely packing in each plane. To minimize the free energy in three-dimension (3D), such particles tend to be staggered with those in the next layer forming 3D close-packed structures: hexagonal close-packing (hcp) or face-centered cube (fcc). In this way, fine particles can form a 2D hexagonal structure and 3D structures such as fcc and hcp. The possibility of formation of body-centered cubic (bcc) structure will be described in Section 2.2.

2.2 Observation of Coulomb crystal

Coulomb crystals can be observed by laser light scattering. When a visible light laser is used, light scattering from micron-sized fine particle is in the Mie-scattering regime. In such a regime, fine particles can be individually observed by the scattered laser light of output power of even a few mW when they are in the arrangement of solid-like state.

3D structures of Coulomb crystal were observed by the use of plasma system as shown in Figure 3. The system consists of a vacuum reaction chamber, a blue argon-ion laser (wavelength: 488 nm, 100 mW output power), and two CCD video cameras, and a rotating analyzer for Mie-scattering ellipsometry [21]. In case of confirmation of the position of fine particles in the vertical direction, a red diode laser (wavelength: 690 nm, 20 mW output power) was also used. The light beam of the diode laser was expanded perpendicular to the RF electrode with the use of a cylindrical lens.

![Figure 3. Schematic of plasma system for observation of 3D structure of Coulomb crystal [21].](image-url)
The vacuum chamber is a cube with a side length of 10 cm. Viewing windows are provided in the five faces of the chamber. Two are for the incidence and outgoing of laser light. Two others are for the observation of Coulomb crystals from the side and the top. The other one is for the monitoring of the particle diameter by Mie-scattering ellipsometry. RF of 13.56 MHz was applied to an electrode of 4 cm diameter with the chamber wall grounded. A ring of 3 cm inner diameter was put on the electrode in order to effectively trap fine particles above it by forming a potential bucket. Gas inlet and exhausting ports were provided close to each other so that particles were not transported by gas flow.

Fine particles were prepared by film growth on the seeds of ultrafine carbon particles, which were injected at the first stage of the growth, in a 20% methane/argon plasma under the conditions of 5 W RF power and 40 Pa (0.3 Torr) pressure. Spherical and monodisperse carbon particles can be grown through coating of hydrogenated amorphous carbon on the seeds by the dissociation of methane gas in the plasma [22]. Using Mie-scattering ellipsometry, the diameter of growing particles was monitored, and the growth was stopped by the decrease of RF power to 1 W for the particles of diameter of 1.4 μm, with which three-dimensional Coulomb crystals were formed in the experiments that will be shown in Section 3.2.

Fine particles spread over the entire region in the potential bucket are suspended about 5 mm above the electrode in the luminous plasma region of the negative glow. The top and side images, which were taken at the same position and at the same time by irradiation with blue laser light only, of a 3D Coulomb crystal formed by 1.4-μm carbon particles are shown in Figure 4 [23]. The relative horizontal positions of fine particles in the top view were adjusted so as to agree with those in the side view at a crystal-grain boundary. Bright spots in the top view image indicate particles in the lowest layer and comparatively dimmed or small spots indicate those in the second lowest layer, because particles were illuminated in the off axis of the laser beam of the Gaussian distribution under them. From the correspondence of particle arrangement in the top view with that in the side view, particles are found to be aligned in the perpendicular direction of

Figure 4.
Top and side video images of a 3D Coulomb crystal taken at the same time and the same position [23].
the side view plane. This means that each bright spot in the side view shows particles piled up in the direction (see the lines on the right in the figure).

It can be seen that the crystal structure in Figure 4 is similar to the body-centered cubic (bcc) structure with (110) planes parallel to the electrode. The three-dimensional structure of a unit cell of the crystal is depicted in Figure 5. The lattice constants \(a, b,\) and \(c\) are determined from the average in the image to be 106, 157, and 165 mm, respectively. The relation among these sizes is \(\sqrt{2} a < b \leq c;\) therefore, the crystal structure is not strictly body-centered cubic (bcc) but body-centered tetragonal (bct) or generally face-centered orthorhombic (fco). The top view and the side view in Figure 4 show (001) planes and planes perpendicular to [110] axes of the structure, respectively.

3D observation of the change of structure of Coulomb crystal was carried out. Figure 6 shows the top and side views of change of fine particles arrangement every 1/3 s. As the blue argon-ion laser beam runs through the lower region of fine particles and the scattered blue light is more intensive than the scattered red diode-laser light, the particle arrangement in a few lowest layers was distinguished in top views. Side views were taken by the use of another CCD video camera with an optical band-pass filter for the red light (690 nm) put in front of it. Therefore particles in a few vertical layers were observed by the latter CCD camera.

The crystal structure of stage “A” in Figure 6 was analyzed to be fco or bct, while that of stage “D” was fcc [21]. Change from “A” to “D” in the side view indicates that from the crystal observation axis of bct[100] to fcc[110] for, and change from “A” to “D” in the top view shows that from bct[110] to fcc[111]. The change of inclination of particle rows in the vertical direction is clearly seen in the side view. Corresponding to the side view, the particle arrangement in horizontal layers shown in the top view changes in the way that particles in the third lowest layer, which are indicated by very dimmed spots, gradually separate from the particle positions in the lowest layer. The change of crystal structure is illustrated in Figure 7.

The results of the observation of the time and space changes of 3D Coulomb crystal structures suggest that the structural transitions occurred by the slip of crystal planes parallel to the electrode. The slip planes were fcc(111) and bct(110). In the martensitic transformation of metallic iron, the slip of crystal planes generally occurs between fcc(111) and bcc(110) or bct(110) [24]. The structural transitions of 3D Coulomb crystals in dusty plasmas well matches those of real metallic crystals.

![Figure 5.](image)

3D crystal structures of bcc, bct, or fco (a) [23]; bcc and fcc (b) [21].
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It can be seen that the crystal structure in Figure 4 is similar to the body-centered cubic (bcc) structure with (110) planes parallel to the electrode. The three-dimensional structure of a unit cell of the crystal is depicted in Figure 5. The lattice constants $a$, $b$, and $c$ are determined from the average in the image to be 106, 157, and 165 µm, respectively. The relation among these sizes is $\sqrt{2}a < b \leq c$; therefore, the crystal structure is not strictly body-centered cubic (bcc) but body-centered tetragonal (bct) or generally face-centered orthorhombic (fco). The top view and the side view in Figure 4 show (001) planes and planes perpendicular to [110] axes of the structure, respectively.

3D observation of the change of structure of Coulomb crystal was carried out. Figure 6 shows the top and side views of change of fine particles arrangement every 1/3 s. As the blue argon-ion laser beam runs through the lower region of fine particles and the scattered blue light is more intensive than the scattered red diode-laser light, the particle arrangement in a few lowest layers was distinguished in top views. Side views were taken by the use of another CCD video camera with an optical band-pass filter for the red light (690 nm) put in front of it. Therefore particles in a few vertical layers were observed by the latter CCD camera.

The crystal structure of stage “A” in Figure 6 was analyzed to be fco or bct, while that of stage “D” was fcc [21]. Change from “A” to “D” in the side view indicates that from the crystal observation axis of bct[100] to fcc[110], and change from “A” to “D” in the top view shows that from bct[110] to fcc[111]. The change of inclination of particle rows in the vertical direction is clearly seen in the side view. Corresponding to the side view, the particle arrangement in horizontal layers shown in the top view changes in the way that particles in the third lowest layer, which are indicated by very dimmed spots, gradually separate from the particle positions in the lowest layer. The change of crystal structure is illustrated in Figure 7.

The results of the observation of the time and space changes of 3D Coulomb crystal structures suggest that the structural transitions occurred by the slip of crystal planes parallel to the electrode. The slip planes were fcc(111) and bct(110). In the martensitic transformation of metallic iron, the slip of crystal planes generally occurs between fcc(111) and bcc(110) or bct(110) [24]. The structural transitions of 3D Coulomb crystals in dusty plasmas well matches those of real metallic crystals.

When a crystal structure simply changes by slip of crystal planes from fcc to another cubic structure, the relation between two horizontal lattice constants should hold as $a : b = 1 : \sqrt{3}$ (=1.73). If the crystal rearranges its structure for 3D minimum Coulomb energy, the structure changes to bcc with (110) planes parallel to an electrode for $a : b = 1 : \sqrt{2}$ (=1.41). The $b/a$ ratio of the crystal in Figure 4 is about 1.5. This discrepancy can be explained by the fact that the particle arrangement is reconstructed for 2D minimum Coulomb energy with constant particle density in horizontal planes and with interplane vertical distance constant [21, 23]. It is suggested that the crystal structure was formed from the pile of the plain layers perpendicular to the direction of an external force with constant interplane distance, which was also shown by molecular dynamics simulation [20], being arranged by
the secondary effect of Coulomb force of particles in nearby layers to minimize average Coulomb energy [23].

3. Analyses of behavior of fine particles in plasmas

3.1 Analysis by polarized light scattering

The intensity of light scattered by a single spherical particle is calculated through the Mie-scattering theory [25, 26] when the diameter, \(D\), and refractive index, \(m\), of a particle are given. For multiple monodisperse particles, the scattered light intensity is proportional to the number of particles, \(N_d\). Thus the scattered light intensity depends on both \(D\) and \(N_d\). In order to determine \(D\) and \(N_d\) separately, the measurement of polarization of scattered light is required simultaneously.

The complex scattering amplitude functions, \(S_s\), of a polarization component perpendicular to the scattering plane and \(S_p\) of a parallel one, are defined by the following equations:

\[
S_s = \sum_{n=0}^{\infty} \frac{2n+1}{n(n+1)} \left( a_n \pi_n(\cos \theta) + b_n \tau_n(\cos \theta) \right), \quad (4)
\]

\[
S_p = \sum_{n=1}^{\infty} \frac{2n+1}{n(n+1)} \left( b_n \pi_n(\cos \theta) + a_n \tau_n(\cos \theta) \right), \quad (5)
\]

where \(a_n\) and \(b_n\) are expressed with the Bessel functions including the diameter \(D\) and complex refractive index \(m\) of a fine particle; \(\pi_n\) and \(\tau_n\) are expressed with the Legendre polynomials as functions of scattering angle \(\theta\) [27, 28]. The absolute value of ratio, \(|S_p/S_s|\), can be determined for monodisperse fine particles with known refractive index with the use of three polarizing elements: one placed in position before scattering and the other two placed after scattering with polarization azimuth angles parallel and perpendicular to the scattering plane [29]. The value of \(|S_p/S_s|\) does not depend on particle number \(N_d\) but only on diameter \(D\). Thus \(D\) is determined first and then \(N_d\) is determined from the intensity of scattered light after calibration.

3.2 Analysis by Mie-scattering ellipsometry

In an analogous way to the reflection ellipsometry, angle parameters for Mie scattering are defined from the ratio between two complex scattering amplitude in the direction parallel and perpendicular to the scattering plane. When particles are spherical and monodisperse, the ellipsometric parameters \(\Psi\) and \(\Delta\) are defined by the ratio of the scattering amplitude functions of \(S_s\) and \(S_p\) [30], which are complex numbers, as

\[
\tan \Psi e^{i\Delta} = \frac{S_p}{S_s}, \quad (6)
\]

It is obvious that \(\tan \Psi = |S_p/S_s|\), which can be determined also by the method described in Section 3.1. Another value of parameter, \(\Delta\), is added as information about fine particles in Mie-scattering ellipsometry. When particles are polydisperse in the size range of Mie scattering, the scattered light generally results in some depolarization even if the incident light is fully polarized [31]. In this case, the Stokes vector and the Mueller matrix are required for the calculation of polarization state. Details about the analysis of fine particles by Mie-scattering ellipsometry are described in Refs. [30, 32, 33].
Figure 8 shows a (Ψ, Δ) trajectory as a result of Mie-scattering ellipsometry measurement for spherical carbon particles growing by coating in a plasma including methane (Figure 8(A)). The time evolution of diameter and density of fine particles are obtained from correspondence of graphs of (a) and (b) in Figure 8(B) as shown in Figure 9 [1].

The transitions of arrangement of fine particles during the growth in a methane/helium plasma under the conditions of pressure of 106 Pa (0.8 Torr) and RF power of 5 W are shown in Figure 10 [34]. By Mie-scattering ellipsometry, particle diameter was evaluated as 1.3, 1.7, 2.2 μm at 30, 45, and 80 min, respectively.
The particle arrangement at 30 min shows 3D regularity in the lowest four or five horizontal layers, especially crystal-like ordering in the lowest two layers. It is seen at 45 min that particles tend to be weakly chained in the vertical direction in the upper region. In its video movie, the chains were slowly swinging from right to left. The top view shows that particles in the lowest layer are randomly arranged. At 80 min, the particles are aligned like stiff rods in the vertical direction. They seem to form a close-packed 2D crystal, that is, hexagonal crystal. The structures of arrangement of smaller and larger particles correspond to those of upper and lower parts in Figure 2, respectively. However, the crystal edge of the 2D crystal is seen at the lowest side in the side view in Figure 10, while it is seen at the top side of 2D structure, which is the boundary between 2D and 3D structures, in Figure 2.

The spatial distribution of size of arranged particles under the same conditions as shown in Figure 2 was analyzed by Mie-scattering ellipsometry using an image sensor instead of a photo-detector [35, 36]. Determined ellipsometric parameters are plotted on the \( \Psi - \Delta \) coordinate plane, as shown in Figure 11, along with the trajectory obtained by calculation for spherical particles of refractive index of 1.56, the scattering angle of 88°, and diameter of 2650–2830 nm for each 10 nm. It should be noted that the trajectory shows a significant change with the diameter. The calculated trajectory was obtained for the best fitting to the determined values. By the comparison of the determined values \( \Psi \) and \( \Delta \) with calculation, the size was evaluated to be 2.70, 2.74, 2.75, and 2.77 \( \mu m \) for particles in upper to lower layers (L4 to L1). Thus larger particles sank in lower position. However, although interlayer distance was observed to be about 100 \( \mu m \), the distance between force balance positions for isolated 2.74 and 2.75 \( \mu m \) fine particles calculated in a way as
The particle arrangement at 30 min shows 3D regularity in the lowest four or five horizontal layers, especially crystal-like ordering in the lowest two layers. It is seen at 45 min that particles tend to be weakly chained in the vertical direction in the upper region. In its video movie, the chains were slowly swinging from right to left. The top view shows that particles in the lowest layer are randomly arranged. At 80 min, the particles are aligned like stiff rods in the vertical direction. They seem to form a close-packed 2D crystal, that is, hexagonal crystal. The structures of arrangement of smaller and larger particles correspond to those of upper and lower parts in Figure 2, respectively. However, the crystal edge of the 2D crystal is seen at the lowest side in the side view in Figure 10, while it is seen at the top side of 2D structure, which is the boundary between 2D and 3D structures, in Figure 2.

The spatial distribution of size of arranged particles under the same conditions as shown in Figure 2 was analyzed by Mie-scattering ellipsometry using an image sensor instead of a photo-detector [35, 36]. Determined ellipsometric parameters are plotted on the $\Psi - \Delta$ coordinate plane, as shown in Figure 11, along with the trajectory obtained by calculation for spherical particles of refractive index of 1.56, the scattering angle of 88°, and diameter of 2650–2830 nm for each 10 nm. It should be noted that the trajectory shows a significant change with the diameter. The calculated trajectory was obtained for the best fitting to the determined values $\Psi$ and $\Delta$ with calculation, the size was evaluated to be 2.70, 2.74, 2.75, and 2.77 μm for particles in upper to lower layers (L4 to L1). Thus larger particles sank in lower position. However, although interlayer distance was observed to be about 100 μm, the distance between force balance positions for isolated 2.74 and 2.75 μm fine particles calculated in a way as Figure 10.

Changes of top and side views of particle arrangement (a). The particles of top views are in the two lowest layers and those of side views in several lowest layers. Illustrations of change of side-view particle arrangement are shown (b) [34].

**Figure 11.** Ellipsometric parameters of measurement for fine particles in layers upper to lower: L1, L2, L3, L4 (closed circles and dotted line) and calculation for spherical particles of refractive index of 1.56 and diameter of 2650–2830 nm for each 10 nm (open circles and solid line).

shown in Section 4.2 is one order of magnitude smaller than the observed interlayer distance. The interlayer distance of 100 μm must be due to mutual Coulomb repulsion. The reason why larger particles exist in lower layers is explained as follows.

The total chemical potential $\mu = \mu_{\text{int}} + \mu_{\text{ext}}$, where $\mu_{\text{int}}$ is the internal chemical potential and $\mu_{\text{ext}}$ is the external potential mainly due to gravity and electrostatic fields, has a constant value in the system of thermal equilibrium. Since $\mu_{\text{int}}$ is proportional to the logarithm of concentration ratio,

$$c = c_0 \exp \left( -\frac{\mu_{\text{ext}}}{k_B T} \right), \quad (7)$$

where $c$ and $c_0$ are particle concentration and a constant, respectively. The gravitational force is proportional to the third power of the diameter $D$ of fine particle, while electrostatic force is proportional to the diameter. Then, $\mu_{\text{ext}}$ above the plasma-sheath boundary is related to the equation (see Section 4),

$$\mu_{\text{ext}} = m g z - \int (eQE) dz$$

$$\approx a z D^3 - b \left( \int E dz \right) D$$

$$\approx a z D^3, \quad (8)$$

where $m$, $g$, $z$, and $E$ are particle mass, the gravitational constant, vertical coordinate value, and the electrostatic field strength, respectively; $a$ and $b$ are constants independent of $z$ and $D$. The external potential is larger for larger particles. Thus, larger particles moved to lower position according to the thermal equilibrium in several minutes after injection.
4. Forces acting on fine particle

4.1 Suspension of fine particle in plasma by force balance

Fine particles are suspended mainly at the balanced position of electrostatic force \(f_E\), ion drag force \(f_i\), and gravity \(f_G\). When they are distributed between two parallel-plate electrodes with central axes in vertical direction, the upward resultant force of \(f_E - f_i - f_G\) acts on them near the lower electrode while that of \(f_i - f_E - f_G\) acts on them near the upper electrode. These three forces are related with particle diameter, \(D\), by the following equations,

\[
f_E = e(rD)E,\tag{9}
\]

\[
f_i = n_i V_i m_i V_i \pi (b_R^2 + 4 b_R^2 \ln \Lambda),\tag{10}
\]

\[
f_G = \pi \rho D^3 / 6,\tag{11}
\]

where \(r\) is the particle charge number per unit size of particle diameter \(D\); \(rD\) is the particle charge number, \(E\) is the electric field, \(n_i\) is the ion density, \(V_i\) is the ion drift velocity, \(V_i = \sqrt{(V_{iT}^2 + V_{IT}^2)}\) is the ion velocity (\(V_{IT}\) is the ion thermal velocity), \(m_i\) is the mass of ion, \(b\) is the impact parameter of ion orbit grazing particle, \(b_R\) is the impact parameter of right-angle-scattering ion orbit, \(\ln \Lambda\) is the Coulomb logarithm, and \(\rho\) is the mass density [37].

The three forces were calculated under the following simple assumptions: \(r = 10^9 / \text{m}^3; E = 500 \text{ V/m}; n_i = 10^{14} / \text{m}^3; V_i = 2000 \text{ m/s}; V_{IT} = 1500 \text{ m/s}; m_i = 10^{-26} \text{ kg}; b_c \approx D/2; b_R \approx 4D; \ln \Lambda \approx 10; \rho = 2 \times 10^3 \text{ kg/m}^3\). The variations of the forces with particle diameter are indicated by a log-log graph in Figure 12. \(f_E\), \(f_i\) and \(f_G\) are proportional to \(D\), \(D^2\) and \(D^3\), respectively.

Ion drag force could be larger than that calculated by Eq. (10) [37] because of more widespread ion-particle interaction beyond the Debye-length, which will be described in Section 4.2.
4.2 Fine particle behavior under microgravity

As was described in Section 4.1, the electrostatic, ion drag, and gravitational forces act on fine particles. The gravitational force pulls fine particles downward. When fine particles are suspended in a plasma generated between two parallel plates placed horizontally, they sink around the lower plasma-sheath boundary. If gravitational force is extremely decreased or lost, the position of force balance changes. Thus, microgravity experiments should be useful for analyzing forces acting on fine particles in a plasma.

A parallel-plate RF plasma system was used for the experiments (Figure 13) [38]. A piezoelectric vibrator for the injection of fine particles into a plasma was contained in an RF electrode, which was put at the bottom of vacuum chamber of the system. The top of the electrode is covered with a grid so that fine particles can be pushed up. A grounded counter electrode is placed at the upper side of the RF electrode at the distance of 14 mm with a vertically symmetric structure. The outer diameter of the two electrodes is 40 mm and the gap space of the electrodes is surrounded by a transparent plastic cylinder with an inner diameter of 35 mm. The vacuum chamber is shaped octagonal and has six viewing windows: one for the entrance of the laser light, another for the exit, and the other four for observation of the arrangement of fine particles using scattered laser light. Using two charge-coupled device (CCD) video cameras placed in front of two of the four windows, the XYZ-3D position of each fine particle can be determined.

Spherical divinylbenzene fine particles 2.27 ± 0.10 μm in diameter were put into the piezoelectric vibrator. The density of the fine particle is 1.19 g/cm³, and the weight is 7.29 × 10⁻¹² gw. Helium gas was introduced at the pressure of 133 Pa (1 Torr). After plasma was generated with the RF power of 2 W, fine particles were pushed up into the plasma. When a sufficient quantity of fine particles was introduced into the plasma, the vibrator was switched off and then the experimental system was placed in a microgravity environment.

Figure 14 shows images taken using the Y-axis video camera before and during the microgravity condition of less than 10⁻⁶ G (gravity constant) that was generated in a capsule of drop tower for 4.5 s at the Micro-Gravity Laboratory (MGLAB) at Toki in Japan. The number of injected fine particles was approximately 30,000. A diode laser, which radiates light 690 nm in wavelength, was used for the observation of fine particles by scattered laser light. The image obtained immediately before the
The alignment of fine particles in the sheath should be caused by the effect of the formation of the wake field [18, 19]. The reason why the fine particles moved up after the beginning of the drop is due to the change in the balance of forces. Fine particles are suspended around the balance position of the resultant force \( F \) for upward direction, which is composed of ion drag \( f_I \), electrostatic \( f_E \), and gravitational \( f_G \) forces under gravity, while they are around the position of balance induced by the former two forces \( f_I \) and \( f_E \) under zero gravity. Thus fine particles remain around the lower plasma-sheath boundary under gravity with the condition \( F = f_E - f_I - f_G = 0 \), and they are pushed upward there when gravity is diminished with the condition \( F = f_E - f_I > 0 \). The ion drag force directed toward the electrodes is larger than the electrostatic force toward the center of the plasma under the conditions of this experiment, when the ion-particle cross section is calculated with the impact parameter beyond the Debye length [39–41]. Because the mean free path of helium atoms or ions at the pressure of 133 Pa is 130 μm, which is much longer than the ion Debye length, the collisionless limit [41] is applicable to this experiment. As a result, the upward resultant force \( F \) changes and fine particles are pushed upward to the position near the upper grounded electrode passing over the center as shown in Figure 15. The force was calculated for a particle of the same size and weight as those used in the experiment and under similar plasma conditions [40]. In the calculation, the gravitational force \( f_G \) was \( 0.7 \times 10^{-13} \) N, and the ion drag and electrostatic forces at the balance positions under gravity (1 G) were about \( 9.6 \times 10^{-13} \) N and \( 10.3 \times 10^{-13} \) N, respectively, for the charge of the isolated fine particle of 7340 e, which was evaluated under the
same plasma conditions as this experiment. The difference between the electrostatic and ion drag forces, $f_E - f_I = f_G = 0.7 \times 10^{-13}$ N, pushed the fine particles upward at the moment of gravitational change. Fine particles moved to a position around the upper plasma-sheath boundary beyond the unstable zero-resultant position if the upward force was sufficiently large for fine particles to pass through the center of the plasma.

Using the images shown in Figure 14 along with images taken at the same time with the X-axis video camera, three-dimensional particle position coordinates were obtained. Three-dimensional tilt angles were determined for six inner particles to be 6.4° and 3.2° for the left and right rows in Figure 14(a), and 30.2° and 30.1° for those in Figure 14(d), respectively. Interparticle distances between the inner first and second particles were 320 and 230 μm for the left and right rows in Figure 14(a), and 280 and 180 μm for those in Figure 14(d), respectively, and the Mach numbers of ion speed were calculated to be in the range from 1.2 to 1.6.

Since the structure of the RF plasma system is symmetric both vertically and horizontally, the shape of plasma generated in the plastic cylinder is supposed to be symmetric, that is, spheroidal, when the sheath thickness is comparable to the order of plasma size. Therefore, under zero gravity, fine particles are subjected to a resultant force in the spheroidal plasma, that is, they are affected by the positive ion flow and electric field whose directions are radial. If the wake field theory is accepted here, the radial alignment of fine particles can be reasonably understood as being due to the formation of rows in the direction of ion flow. On the other hand, the vertical alignment of fine particles under gravity cannot be explained with the assumption of a spheroidal plasma. In order to determine the shape of the plasma, we analyzed the density distribution of the plasma containing fine particles and drew 16 contours through the division of optical emission brightness on CCD images. As is shown in Figure 16, the plasma was lowered and flattened under gravity compared to that under microgravity. The results suggest that fine particles suspended around the lower plasma-sheath boundary deformed the plasma.

By the effect of plasma wake [18, 19, 42], a negatively charged fine particle forms a positive potential in the downstream position of ion flow, and another fine particle is attracted to the position of maximum potential. At the same time, the gravitational force pulls the downstream fine particle down from its position [43]. The third downstream fine particle that is downstream to the second one is also
pulled down by gravity to a position lower than that of maximum potential. Such force actions are repeated on other particles further downstream. Due to the sinking of the fine particles under gravity, ion flow is affected by the negative potential formed by fine particles in turn and tends to be vertically directed lowering the free energy. As a result, under gravity, the mutual influence between the positive ion flow and the negative fine particles results in the alignment being more vertical and in the deformation of the plasma. The reason why fine particles moved straight up in the vertical direction, as shown in the 2/30 s image of Figure 14(b), is considered to be that the resultant force due to ion flow and the electric field was directed vertically upward just immediately after the diminishment of gravity.

Using the same plasma system that was used for drop experiment, a microgravity experiment by parabolic flight was carried out under the condition of less than 0.04 G in the vertical direction and less than 0.01 G in the horizontal direction for approximately 20 s at the Diamond Air Service Inc. in Japan. The plasma system was installed in a standardized rack in a jet plane. Figure 17 shows the images of fine particle behavior taken by the Y-axis video camera during the changes in gravitational conditions from 2 G (a) to microgravity (c) and to 1.5 G (e). Under microgravity, in Figure 17(c), fine particles are also observed around the lower balance position forming a void in the center as was reported [44]. The number of injected fine particles was approximately 10 times greater than that for the drop experiment. Most of the fine particles were pushed to the upper balance region at the moment of gravitational change, however, some remained behind due to their mutual Coulomb repulsive forces. In addition, fine particles injected continuously during the microgravity condition were also suspended around the lower balance position. Fine particles at the inner boundary were arranged parallel to the electrodes under gravity more than 1 G, while they formed an arc under microgravity even around the lower plasma-sheath boundary. In transition from 2 G to microgravity (b), the fine particles moved vertically upward. On the other hand, in transition from microgravity to 1.5 G (d), they moved downward through the outer side of the plasma and a void was formed in the center. The nonsymmetrical behavior of fine particles in transition can be explained by the difference in the state of plasma containing fine particles. As explained above concerning the results of the drop experiment, the resultant of ion drag and electrostatic forces pushed the fine particles vertically upward at the moment shown in Figure 17(b). However, the particles were obliquely pulled down during the increase of gravity as shown in Figure 17(d) by the oblique force that is composed of the gravitational force and the outward radial force, which is derived from the ion drag force stronger than the electrostatic force.
Due to the sinking of the fine particles under gravity, ion flow is affected by the negative potential formed by fine particles in turn and tends to be vertically directed lowering the free energy. As a result, under gravity, the mutual influence between the positive ion flow and the negative fine particles results in the alignment being more vertical and in the deformation of the plasma. The reason why fine particles moved straight up in the vertical direction, as shown in the 2/30 s image of Figure 14(b), is considered to be that the resultant force due to ion flow and the electric field was directed vertically upward just immediately after the diminishment of gravity.

Using the same plasma system that was used for drop experiment, a microgravity experiment by parabolic flight was carried out under the condition of less than 0.04 G in the vertical direction and less than 0.01 G in the horizontal direction for approximately 20 s at the Diamond Air Service Inc. in Japan. The plasma system was installed in a standardized rack in a jet plane.

Figure 17 shows the images of fine particle behavior taken by the Y-axis video camera during the changes in gravitational conditions from 2 G (a) to microgravity (c) and to 1.5 G (e). Under microgravity, in Figure 17(c), fine particles are also observed around the lower balance position forming a void in the center as was reported [44]. The number of injected fine particles was approximately 10 times greater than that for the drop experiment. Most of the fine particles were pushed to the upper balance region at the moment of gravitational change, however, some remained behind due to their mutual Coulomb repulsive forces. In addition, fine particles injected continuously during the microgravity condition were also suspended around the lower balance position. Fine particles at the inner boundary were arranged parallel to the electrodes under gravity more than 1 G, while they formed an arc under microgravity even around the lower plasma-sheath boundary. In transition from 2 G to microgravity (b), the fine particles moved vertically upward. On the other hand, in transition from microgravity to 1.5 G (d), they moved downward through the outer side of the plasma and a void was formed in the center. The nonsymmetrical behavior of fine particles in transition can be explained by the difference in the state of plasma containing fine particles. As explained above concerning the results of the drop experiment, the resultant of ion drag and electrostatic forces pushed the fine particles vertically upward at the moment shown in Figure 17(b). However, the particles were obliquely pulled down during the increase of gravity as shown in Figure 17(d) by the oblique force that is composed of the gravitational force and the outward radial force, which is derived from the ion drag force stronger than the electrostatic force.

Such “void” was observed in the center of plasma under microgravity condition performed on the International Space Station (ISS) [45]. The cause of “void” formation is generally considered to be due to strong ion drag force at the center of plasma [39–41].

5. Conclusions

The observation of Coulomb crystals in fine particle plasmas was presented in this chapter. Their 3D crystal structures were fcc, fco, and bct, but bcc structure have not been observed. The latter result is due to the fact that the rearrangement from fcc to fco or bct occurs with constant particle density in horizontal planes and with interplane vertical distance constant. It is explained that the crystal structure was formed from the pile of the plain layers perpendicular to the direction of an external force with constant interplane distance being arranged by the secondary effect of the Coulomb force of particles in nearby layers to minimize the average Coulomb energy.
The structure change of Coulomb crystal during the growth of carbon particles was observed and analyzed with the use of Mie-scattering ellipsometry. The arrangement of fine particles 1.3 μm in diameter showed 3D regularity, while that of diameter 2.2 μm formed 2D close-packed crystal structure.

The spatial distribution of size of particles forming horizontal layers was analyzed by Mie-scattering ellipsometry using an image sensor. By the comparison of the determined values Ψ and Δ with calculation, particle diameter was evaluated to be 2.70, 2.74, 2.75, and 2.77 μm for particles in upper to lower layers. Its diameter was determined with accuracy as low as 0.01 μm (10 nm). Such measurement method may be useful for the analysis of phase separation phenomena, which is observed in general materials, in fine particle plasmas.

3D Coulomb crystals in fine particle plasmas can be good models of real atomic crystal and its formation and melting processes. Thus physical phenomena in solid, liquid, and gas states, which are, for example, the liquid-to-solid phase transition [46, 47], critical phenomena [48], soliton [49], chaos [50], can be simulated and analyzed on the basis of observation of behavior of individual fine particles. Such an experimental method enables the kinetic analyses of component behavior in the study of statistical properties of a system, along with the complementary uses of the computer simulations of molecular dynamics (MD) or Monte-Carlo method (MC).

In order to analyze a 3D Coulomb crystal as a model of real atomic crystal, it is preferable to make its conditions of environment close to the real crystal. Spatially isotropic force field acting on fine particles is required for the conditions. Microgravity environment can eliminate unidirectional gravity; however, the resultant force of electrostatic and ion drag forces pushes fine particles outward from the center forming the void of them [44, 45]. The fabrication of a plasma system that does not generate such a void is yet an unresolved issue and that with homogeneous conditions is under development [51, 52].
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Section 2

Fine Particle Plasmas in Special Conditions
Chapter 2
Basic Properties of Fine Particle (Dusty) Plasmas
Hiroo Totsuji

Abstract
Beginning with typical values of physical parameters, basic properties of the system of fine particles (dusts) in plasmas are summarized from the viewpoint of statistical physics. Mutual interactions and one-body shadow potential for fine particles are derived, and, by analytic treatments and numerical solutions of drift-diffusion equations, it is shown that one of their most important characteristics is the large enhancement of the charge neutrality in fine particle clouds. This observation leads to simple models for the structures of fine particle clouds under both microgravity and usual gravity. Due to large magnitudes of their charges and relatively low temperatures, fine particles are often in the state of strong coupling, and some interesting phenomena possibly expected in their system are discussed with concrete examples. Also reviewed is the shell model, a useful framework to obtain microscopic structures in strongly coupled Coulomb and Coulomb-like systems with specific geometry.

Keywords: interaction and one-body potential, drift-diffusion equations, charge neutrality enhancement, cloud models under microgravity/gravity, strong coupling, shell model

1. Introduction
Fine particle (dusty) plasmas are weakly ionized plasmas including fine particles (dusts) of micron sizes [1–5]. As the gas species, inert gases such as He, Ne, Ar, etc. are usually (but may be not exclusively) used: one of the reasons is that various phenomena can be analyzed without considering chemical reactions including neutral atoms or ions and values of physical parameters are mostly known or easily estimated. To generate plasmas, the rf or dc discharge is used, and fine particles are intentionally added by particle dispensers in most cases. In this chapter, fine particles will be referred to simply as "particles."

As for experimental observations, particles of micron sizes scatter laser beams, and their orbits are easily followed, for example, by ccd cameras. In addition to the importance of (often not welcome) effects of the existence of particles in reacting plasmas applied in semiconductor processes, the relative easiness of observation might be one of the motives of investigation.

Particles immersed in plasmas obtain negative charges of large magnitudes: the thermal velocity of electrons is much larger than that of ions. Even though the interaction between particles are screened by surrounding plasma (composed of electrons and ions), particles are sometimes mutually strongly coupled, and many
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As for experimental observations, particles of micron sizes scatter laser beams, and their orbits are easily followed, for example, by ccd cameras. In addition to the importance of (often not welcome) effects of the existence of particles in reacting plasmas applied in semiconductor processes, the relative easiness of observation might be one of the motives of investigation.

Particles immersed in plasmas obtain negative charges of large magnitudes: the thermal velocity of electrons is much larger than that of ions. Even though the interaction between particles are screened by surrounding plasma (composed of electrons and ions), particles are sometimes mutually strongly coupled, and many
phenomena in strongly coupled Coulomb or Coulomb-like systems are expected to be observed.

From the viewpoint of statistical physics, systems of particles resemble the Coulomb system with the charges of definite (negative) sign, the screening of charges by surrounding plasma being the most important difference from the pure Coulomb systems. The mutual interaction between particles is approximately given by the Yukawa or the screened Coulomb potential. The one-component plasma (OCP) is a typical model of Coulomb systems composed of charges of definite sign where the inert charges of opposite sign (the background charge) neutralize the particle charges. In fine particle plasmas, particle charges are screened and, at the same time, neutralized by the surrounding plasma.

Compared with electrons and ions, particles have macroscopic masses, and the gravity on the ground has significant influence on their behavior. In order to observe their generic properties, the experiments in the environment of microgravity have been and are performed on the International Space Station (ISS) as PK-3Plus and PK-4 Projects [6, 7].

The main topics in the statistical physics of fine particle plasmas may be the following:

- Charging of fine particles
- Interaction between particles and their microscopic structures
- Behavior of electrostatic potential under the existence of particles
- Effect of gravity
- Simple models of fine particle clouds under microgravity and usual gravity
- Effects of strong coupling

In what follows, we will discuss them as much as possible within a limited space.

### 2. Typical values of parameters

Here we show some typical values of important parameters related to fine particle plasmas discussed in this chapter. They are summarized in **Table 1**.

Since we have weakly ionized plasmas, the density of neutral atoms is much larger than that of electrons, ions, or particles. The neutral atom density \( n_n \) at the pressure \( p_n \) and the temperature \( T_n \)

\[
n_n \sim 2.081 \cdot 10^{14} \left( \frac{p_n}{\text{Pa}} \right) \left( \frac{0.03}{k_B T_n \text{[eV]}} \right) \text{ cm}^{-3}
\]

\( (1) \)

is to be kept in mind in considering phenomena in fine particle plasmas. It is sometimes necessary to take the effects of collisions between neutral atoms and electrons and ions into account: the collision cross section \( \sigma \) gives the collision mean free path \( \ell = 1/n_n \sigma \) and corresponding collision frequency. Typical values of cross sections and the mean free path in our range of energy are

\[
\sigma_{\text{electron-neutral}} \sim 2 \cdot 10^{-16} \text{ cm}^2 \quad (\text{e – Ar}),
\]

\( (2) \)
The neutral gas is considered to be at room temperature. The temperature of electrons $T_e$ is often measured or reasonably extrapolated from the discharge conditions. As for the ion temperature $T_i$, on the other hand, we usually do not have measured values and implicitly assume it to be around room temperature. There exist experiments where the velocity of the ion motion suggests higher temperatures. Most of experimental results, however, seem to be compatible with the above assumption. It may be also justified by frequent collision with neutral atoms. The temperature of particles $T_p$ can be measured by monitoring their motion, and the latter sometimes indicates rather high temperatures of even eVs. We here assume, however, that particles are also at room temperature, attributing apparent high temperatures to some instability.

As will be shown in Section 1.4, charges on particles are screened by the plasma of electrons and ions with characteristic screening or Debye lengths: the electron Debye lengths $\lambda_e$ and ion Debye lengths $\lambda_i$, respectively

$$\lambda_e \equiv \left( \frac{e_0 k_B T_e}{n_e e^2} \right)^{1/2} \sim 7.434 \cdot 10^{-2} \left( \frac{k_B T_e [\text{eV}]}{n_e [\text{cm}^{-3}]} \right)^{1/2} \left( \frac{10^8}{n_e [\text{cm}^{-3}]} \right)^{1/2} \text{ cm}, \quad (5)$$

$$\lambda_i \equiv \left( \frac{e_0 k_B T_i}{n_i e^2} \right)^{1/2} \sim 1.288 \cdot 10^{-2} \left( \frac{k_B T_i [\text{eV}]}{0.03} \right)^{1/2} \left( \frac{10^8}{n_i [\text{cm}^{-3}]} \right)^{1/2} \text{ cm.} \quad (6)$$

Since $T_e \gg T_i$, we have for the total screening length $\lambda = 1/k_D$ as

$$\lambda \equiv \left( \frac{1}{1/\lambda_e^2 + 1/\lambda_i^2} \right)^{1/2} \sim \lambda_i \sim 1.29 \cdot 10^2 \left( \frac{k_B T_i [\text{eV}]}{0.03} \right)^{1/2} \left( \frac{10^8}{n_i [\text{cm}^{-3}]} \right)^{1/2} \mu\text{m}. \quad (7)$$

The thermal velocity of electrons $v_{th,e}$ and that of ions $v_{th,i}$ for Ar$^+$ (Ar) are given, respectively, by

$$v_{th,e} = \sqrt{2 k_B T_e / m_e} \quad \text{and} \quad v_{th,i} = \sqrt{2 k_B T_i / m_i},$$
3. Charging of fine particles in plasmas

The charge on a particle $-Q_e$ is one of the key parameters of our system. Since $v_{th,e} \gg v_{th,i}$, an object immersed in the plasma obtains negative charges. The resultant magnitude of the charge is determined so as to have balanced currents of electrons and ions onto the surface of particles. From the capacitance of a spherical capacitor of the radius $r_p$, $4\pi \varepsilon_0 r_p$, and the potential difference $k_B T_e/e$, we have a rough estimate as $Q_e \sim 4\pi \varepsilon_0 r_p (k_B T_e/e)$. For micron-sized particles in the plasma with the electron temperature of the order of eV, the charge number $Q$ easily has the magnitudes of $10^2 - 10^3$.

From the analysis of electron and ion currents, we have

$$Q = z \frac{k_B T_e}{e^2/4\pi \varepsilon_0 r_p} = z \times 6.94 \cdot 10^2 \left( \frac{r_p [\mu m]}{(k_B T_e [eV])} \right),$$

where $z$ is determined by

$$\exp (-z) = \frac{n_i}{n_e} \left( \frac{m_e}{m_{Ar}} \right) \left( \frac{T_e}{T_i} \right)^{1/2} \left[ 1 + \frac{T_e}{T_i} z + 0.1 \left( \frac{T_e}{T_i} \right)^2 \frac{\lambda}{\varepsilon_i} \right].$$

Here the first and second terms on the right-hand side are given by the orbit-motion-limited (OML) theory [8, 9], and the third term is the effect of ion-neutral collisions, $\varepsilon_i$ being the ion mean free path [10]. Typically this equation gives $z \sim 0.5$.

4. Mutual interaction and one-body potential in finite particle system

In the system composed of the electron-ion plasma and particles, we are mainly interested in the latter and take statistical average with respect to variables related to the former. Such a treatment of the uniform system was given previously [11, 12]. For systems of particles in plasmas considered here, however, the effects of nonuniformity are of essential importance. The corresponding inhomogeneous system has been analyzed, and mutual interactions and the one-body potential have been obtained [13]. In the process of statistical average, the importance of the charge neutrality of the whole system is pointed out. The main results are summarized below.

Since the thermal velocity of particles is much smaller than that of electrons or ions, we adopt the adiabatic approximation and regard configurations of particles as static. Under the conditions of fixed volume and fixed temperature, the work necessary to change the configuration of particles (the effective interaction) is given by the change in the Helmholtz free energy of the electron-ion system [14]. The effective interaction energy $U_{ex}$ for particles is thus written as

$$U_{ex} = F_{id}^{(e)} + F_{id}^{(i)} + \frac{1}{2} \int dr \rho(r) \Psi(r) - U_e.$$
Here, $F_{id}^{(e)} + F_{id}^{(i)}$ is the Helmholtz free energy of the electron-ion plasma

$$F_{id}^{(e,i)} = k_B T_e \int d\mathbf{r} n_{e,i}(\mathbf{r}) \left( \ln \left[ n_{e,i}(\mathbf{r}) \Lambda_{e,i}^3 \right] - 1 \right),$$  \hspace{1cm} (13)

$\Lambda_e$ and $\Lambda_i$ being the thermal de Broglie lengths, $\rho(\mathbf{r})$ the charge density

$$\rho(\mathbf{r}) = \rho_p(\mathbf{r}) + \rho_{bg}(\mathbf{r}), \quad \rho_p(\mathbf{r}) = -Qe \sum_i \delta(\mathbf{r} - \mathbf{r}_i), \quad \rho_{bg}(\mathbf{r}) = e n_i(\mathbf{r}) - e n_e(\mathbf{r}),$$  \hspace{1cm} (14)

and $\Psi(\mathbf{r})$ the electrostatic potential. (We subtract the self-energy $U_s = (1/2) \sum_{i<j}^N (-Qe)^2 / 4\pi \varepsilon_0 r_{ij}$ formally included in the integral.) We apply the ideal gas value to $F_{id}^{(e)} + F_{id}^{(i)}$ assuming weakly coupled electron-ion plasma.

The (microscopic) particle charge density $\rho_p(\mathbf{r})$ fluctuates around the average $\overline{\rho_p}(\mathbf{r})$ as $\rho_p = \overline{\rho_p} + \delta \rho_p$ and induces the density fluctuations of electrons and ions. The potential also fluctuates as $\Psi = \overline{\Psi} + \delta \Psi$. We assume that electrons and ions respond to $\delta \Psi$ as ($+$ for $e$ and $-$ for $i$)

$$\delta n_{e,i}(\mathbf{r}) \sim \overline{n_{e,i}}(\mathbf{r}) \left[ \exp \left( \pm \frac{e \delta \Psi(\mathbf{r})}{k_B T_{e,i}} \right) - 1 \right] \sim \pm \overline{n_{e,i}}(\mathbf{r}) \frac{e \delta \Psi(\mathbf{r})}{k_B T_{e,i}}$$  \hspace{1cm} (15)

and have

$$\delta \Psi(\mathbf{r}) \sim \int d\mathbf{r}' u(\mathbf{r}, \mathbf{r}') \delta \rho_p(\mathbf{r}'),$$  \hspace{1cm} (16)

where

$$u(\mathbf{r}, \mathbf{r}') = \frac{\exp \left( -k_D^+ |\mathbf{r} - \mathbf{r}'| \right)}{4\pi \varepsilon_0 |\mathbf{r} - \mathbf{r}'|}, \quad k_D^+ = k_D [(\mathbf{r} + \mathbf{r}')/2],$$  \hspace{1cm} (17)

with the screening parameter evaluated at the midpoint $[(\mathbf{r} + \mathbf{r}')/2]$ noting the position dependence of electron and ion densities.

We expand $F_{id}^{(e)} + F_{id}^{(i)}$ with respect to fluctuations to the second order as

$$\sim F_{id,0} + \frac{1}{2} \int d\mathbf{r} \left[ k_B T_e \frac{\delta n_e^2(\mathbf{r})}{\overline{n_e}(\mathbf{r})} + k_B T_i \frac{\delta n_i^2(\mathbf{r})}{\overline{n_i}(\mathbf{r})} \right] = F_{id,0} - \frac{1}{2} \int d\mathbf{r} \delta \rho_{bg}(\mathbf{r}) \delta \Psi(\mathbf{r}),$$  \hspace{1cm} (18)

where $\delta \rho_{bg}(\mathbf{r}) = e \delta n_i(\mathbf{r}) - e \delta n_e(\mathbf{r})$ and

$$F_{id,0} = k_B T_e \int d\mathbf{r} \overline{n_e}(\mathbf{r}) \left[ \ln [\overline{n_e}(\mathbf{r}) \Lambda_e^3] - 1 \right] + k_B T_i \int d\mathbf{r} \overline{n_i}(\mathbf{r}) \left[ \ln [\overline{n_i}(\mathbf{r}) \Lambda_i^3] - 1 \right].$$  \hspace{1cm} (19)

The electrostatic energy is written as

$$\frac{1}{2} \int d\mathbf{r} \rho \Psi - U_s = \frac{1}{2} \int d\mathbf{r} [\overline{\rho_p} + \overline{\rho_{bg}} + \rho_{ext}] \Psi + \frac{1}{2} \int d\mathbf{r} [\delta \rho_p + \delta \rho_{bg}] \delta \Psi - U_s.$$  \hspace{1cm} (20)
From (18) and (20), we have finally

\[ U_{ex} = F_{id,0} + \frac{1}{2} \int dr \left[ \bar{\rho}_p(r) + \bar{\rho}_{bg}(r) + \rho_{ext}(r) \right] \Psi(r) + \left[ \frac{1}{2} \int dr \rho_p(r) \delta \Psi(r) - U_i \right]. \] (21)

The last term of (21) is rewritten as

\[ \frac{1}{2} \int dr dr' u(r, r') \left[ \rho_p(r) - \bar{\rho}_p(r) \right] \left[ \rho_p(r') - \bar{\rho}_p(r') \right] - U_i = \frac{(Qe^2)}{2} \sum_{i,j=1}^{N} u(r_i, r_j) \]

\[ -U_i - (-Qe) \sum_{i=1}^{N} dr' u(r_i, r') \bar{\rho}_p(r') + \frac{1}{2} \int dr dr' u(r, r') \bar{\rho}_p(r') \bar{\rho}_p(r'). \] (22)

The first two terms on the right-hand side of (22) reduce to the mutual Yukawa repulsion and the free energy stored in the sheath:

\[ \frac{1}{2} \sum_{i,j=1}^{N} (Qe^2) u(r_i, r_j) - U_i = \frac{(Qe^2)}{2} \sum_{i,j=1}^{N} u(r_i, r_j) - \frac{1}{2} \sum_{i=1}^{N} \frac{(Qe^2) k_D(r_i)}{4\pi \epsilon_0} \] (23)

and the Helmholtz free energy is finally given by

\[ U_{ex} = F_{id,0} + \frac{1}{2} \int dr \left[ \bar{\rho}_p(r) + \bar{\rho}_{bg}(r) + \rho_{ext}(r) \right] \Psi(r) \]

\[ + \left[ \frac{1}{2} \sum_{i,j=1}^{N} (Qe^2) u(r_i, r_j) + \sum_{i=1}^{N} (-Qe) \int dr' u(r_i, r') \left[ -\bar{\rho}_p(r') \right] \right] \]

\[ + \frac{1}{2} \int dr dr' u(r, r') \bar{\rho}_p(r') \bar{\rho}_p(r') - \frac{1}{2} \sum_{i=1}^{N} \frac{(Qe^2) k_D(r_i)}{4\pi \epsilon_0}. \] (24)

The averages \( \bar{\rho}_p(r), \bar{\rho}_{bg}(r), \) and \( \Psi(r) \) are determined so as to be consistent with the plasma generation and loss and the ambipolar diffusion in the system (and also with the external potential, if any). Explicitly configuration-dependent terms in (24),

\[ \frac{1}{2} \sum_{i\neq j}^{N} (Qe^2) u(r_i, r_j) + \sum_{i=1}^{N} (-Qe) \int dr' \left[ -\bar{\rho}_p(r') \right] u(r_i, r') - \frac{1}{2} \sum_{i=1}^{N} \frac{(Qe^2) k_D(r_i)}{4\pi \epsilon_0}, \] (25)

describe the Helmholtz free energy for a given configuration of particles \( \{r_i\}_{i=1}^{N}. \) The first term gives the mutual Yukawa repulsion between fine particles. The integral in the second term

\[ \int dr' \left[ -\bar{\rho}_p(r') \right] u(r_i, r') = \int dr' \left[ -\bar{\rho}_p(r') \right] \exp \left( -k_D^2 |r_i - r'| \right), \] (26)

can be regarded as the Yukawa potential at \( r_i \) due to \( \left[ -\bar{\rho}_p(r') \right] \), the (imaginary) charge density, which exactly cancels the average particle charge density \( \bar{\rho}_p(r') \). We may call \( \left[ -\bar{\rho}_p(r') \right] \) the shadow to \( \bar{\rho}_p(r') \). The charge density of the shadow has the sign opposite to that of particles, and the potential due to the shadow is attractive.
for particles. Thus we may summarize the result as particles are mutually interacting via the Yukawa repulsion and, at the same time, confined by the attractive potential due to the shadow charge density \( -\rho_p(r') \).

The last term in (24) and (25), the free energy stored in the sheath around each particle, works as a one-body potential for particles: this is called the polarization force [15].

5. Description by drift-diffusion equations

In Section 4, we have derived the effective interaction and the one-body shadow potential for particles. The behavior of average densities can be analyzed on the basis of the drift-diffusion equations [16, 17]. Here we derive average densities of electrons, ions, and particles and determine the one-body potential for particles [18–21] which enables microscopic simulations of fine particle distribution.

For densities \( n_{e,i,p} \) and flux densities \( \Gamma_{e,i,p} \), the equations of continuity are written in the form

\[
\frac{\partial n_e}{\partial t} + \nabla \cdot \Gamma_e = \frac{\delta n_e}{\delta t}, \quad \frac{\partial n_i}{\partial t} + \nabla \cdot \Gamma_i = \frac{\delta n_i}{\delta t}, \quad \frac{\partial n_p}{\partial t} + \nabla \cdot \Gamma_p = 0, \tag{27}
\]

where \( \delta n_e/\delta t = \delta n_i/\delta t \) is the contribution of the plasma generation/loss. Flux densities are given by diffusion coefficients \( D_{e,i,p} \) and mobilities \( \mu_{e,i,p} \) as

\[
\Gamma_e = -D_e \nabla n_e - n_e \mu_e \left( \frac{F_e}{e} \right), \quad \Gamma_i = -D_i \nabla n_i + n_i \mu_i \left( \frac{F_i}{e} \right), \quad \Gamma_p = -D_p \nabla n_p - n_p \mu_p \left( \frac{F_p}{Qe} \right). \tag{28}
\]

Here \( F_{e,i,p} \) are forces for an electron, an ion, and a particle, respectively. We assume Einstein relations between diffusion coefficients and mobilities

\[
\frac{D_e}{\mu_e} = \frac{k_B T_e}{e}, \quad \frac{D_i}{\mu_i} = \frac{k_B T_i}{e}, \quad \frac{D_p}{\mu_p} = \frac{k_B T_p}{Qe} \tag{29}
\]

with the temperature of each component, \( T_{e,i,p} \). Solutions of (27) are characterized by the ambipolar diffusion length \( R_d \). Forces \( F_{e,i,p} \) are due to the electric field, and, for \( F_p \), we also take the gravity \( m_p g \) and the ion drag force [22] into account: the reaction of the latter is to be included for ions but with small effect. We consider the stationary state.

5.1 Microgravity

We first neglect the gravity or consider the case under microgravity [18]. Examples of solutions of drift-diffusion equations are shown in Figure 1 where we assume the cylindrical symmetry expecting applications to discharges in cylindrical tube. The main results are:

a. The charge neutrality is largely enhanced in fine particle clouds.

b. The ion distribution compensates the negative charge of particles.

c. The electron distribution is not sensitive to the existence of particles.
The enhancement of the charge neutrality is shown also analytically [23]. We obtain the condition for the formation of voids around the center: voids are formed when the electron density is high and the neutral gas pressure is low and the radius of particles is large. The critical density is given approximately by [18]

$$n_e^{\text{critical}}(0) \sim 4 \times \frac{\left( \frac{p_n}{\text{Pa}} \right)^{1.56}}{\left( \frac{r_p}{\mu\text{m}} \right)^{0.42} \left( \frac{T_e}{\text{eV}} \right)^{0.24}} \times 10^6 \text{ [cm}^{-3}\text{].}$$

(30)

### 5.2 Gravity

In the case under gravity, we have the same equations, but the effect of gravity is to be taken into account for the force on particles [20, 21]. The distributions do not have symmetries even in cylindrical discharges. Here we assume the one-dimensional structures: the assumption is applicable to the case under gravity at least at the central part of the distributions. Examples of solutions are shown in Figure 2 [20, 21]. We also observe the large enhancement of the charge neutrality as in the case of microgravity. The enhancement is derived also analytically [24].
The enhancement of the charge neutrality is shown also analytically [23]. We obtain the condition for the formation of voids around the center: voids are formed when the electron density is high and the neutral gas pressure is low and the radius of particles is large. The critical density is given approximately by \( n_r \approx \frac{p_r}{\mu_m \frac{C_0}{C_1} \cdot \frac{4}{5}} \) and \( r_p \approx \frac{\mu_m}{\frac{C_0}{C_1} \cdot \frac{4}{5}} \) (30).

5.2 Gravity

In the case under gravity, we have the same equations, but the effect of gravity is to be taken into account for the force on particles [20, 21]. The distributions do not have symmetries even in cylindrical discharges. Here we assume the one-dimensional structures: the assumption is applicable to the case under gravity at least at the central part of the distributions. Examples of solutions are shown in Figure 2 [20, 21]. We also observe the large enhancement of the charge neutrality as in the case of microgravity. The enhancement is derived also analytically [24].

6. Enhancement of charge neutrality in fine particle clouds: application to models

In clouds of particles, we have largely enhanced charge neutrality as in Figures 1 and 2, shown by numerical solutions of the drift-diffusion equations and analytically [18, 20, 21, 24]. This observation enables us to construct simple models of particle clouds in plasmas. The charge neutrality in the domain of fine particles' existence was noticed previously [25–27] but first established as one of the most important characteristics in particle clouds by our analyses.

6.1 Microgravity

In cylindrical fine particle plasmas under microgravity, particles gather around the center where the potential is maximum. Based on the enhanced charge neutrality in particle clouds, we are able to derive a relation between the radii of particle cloud and of the discharge tube from the boundary conditions of the potential. As shown in Figure 3, the cloud radius increases with the tube radius, and there exists a minimum of tube radius for the existence of the central cloud [23].

Figure 2.
Examples of solutions of drift-diffusion equations under gravity [21]. On the left panel, from top, densities and the net charge density both normalized by \( n_r(0) \) at \( T_e = 1 \) eV. On the right panel, those at \( T_e = 3 \) eV. The origin \( y = 0 \) is (arbitrarily) taken in particle clouds. The slope of \( n_e \) and \( n_i \) outside of clouds corresponds to the electric field supporting particles against gravity.
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Figure 3.
Cloud radius \( R_0 \) and ratio \( R_0/R_1 \) as functions of plasma radius \( R_1 \), both radii in units of ambipolar diffusion length \( R_a \) [23].

Figure 4.
Particle cloud (dark gray) in plasma (light gray) under gravity (upper panel), cloud thickness (lower left), and lowering of cloud center (lower right) in units of \( R_a \) [24].
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6.2 Gravity

In the case under gravity, we have a structure shown in the upper panel of Figure 4. In this case, the thickness of particle cloud is related to that of whole plasma as shown in the lower left panel, and the center of the cloud is located under the center of the whole plasma as in the lower right panel [24].

The result under gravity is extended to the case where we have multiple species of particles as shown in Figure 5. We have stratified clouds in the order of the charge/mass ratio, and the spacings are expressed by simple formulae [28].

7. Example of numerical simulations

For microscopic structures of Coulomb or Coulomb-like systems, there have been developed various theoretical methods including the ones applicable to inhomogeneous cases. Once the interaction and the one-body potentials for particles are established, however, numerical simulations of particle orbits may be the most useful. Their charges being screened by surrounding electron-ion plasma, particles mutually interact via the Yukawa repulsion. Since their charges are of the same (negative) sign, the system naturally tends to expand if we have no confinement.

In the case of infinite uniform system, one usually confines particles implicitly by imposing the periodic boundary conditions (with fixed volume). The number of particles being also fixed, we have effective background of smeared-out Yukawa particles with the opposite charge.

The necessity of confinement becomes clearer when one simulates finite and/or inhomogeneous systems. We here emphasize that, as shown in Section 4, particles are actually confined by the shadow potential corresponding to the average density of particles which, in principle, is to be determined self-consistently with the distribution of particles. It is also to be noted that, in addition to the shadow potential, there may exist additional external one-body potential, depending on experimental setups. In most cases, however, some kinds of parabolic confining potential or the...
shadow potential for the expected average distribution have been assumed, and its self-consistency has not been rigorously achieved.

7.1 Microgravity

Under microgravity, we may assume simple symmetries of the system coming from the geometry of the apparatus. The cylindrical symmetry is one such common example.

From the result of the drift-diffusion analyses, we expect the formation of clouds of fine particles around the symmetry axis. In the cloud, we have almost flat electrostatic potential due to enhanced charge neutrality in clouds. Microscopic structure of particles in the cloud can be obtained by numerical simulations.

Before drift-diffusion analyses, microscopic structures have been analyzed by assuming the shadow potential corresponding to the uniform distribution of particles [29]. This shadow potential is not exact but almost identical to the real one. The assumed uniform average distribution and the shadow potential are shown in Figure 6.

At low temperatures, particles take shell structures as shown in Figure 7, and these structures are expressed by simple interpolation formulae [29]. One may almost justify aposteriori the shadow potential corresponding to flat average distribution which was assumed in advance of the analysis given in Section 4.

7.2 Gravity

Examples of the potential under gravity are given by drift-diffusion analyses shown in Figure 2 [20, 21]: potentials (not shown in figures) correspond to the almost charge-neutral density distribution in particle clouds. Microscopic distribution of particles has been simulated by assuming the shadow potential given by the drift-diffusion analysis as shown in Figure 8 [20]. In this case, parameters approximately correspond to the case shown in the left panel of Figure 2, and particles are organized into two horizontal layers.

Though the shadow potential has to be determined self-consistently, there may be the case where particles are vertically confined by a given potential: with the

Figure 6.
Assumed shadow potential for simulations (left) and corresponding to uniform cylindrical distribution (right) [29].
7.1 Microgravity

Under microgravity, we may assume simple symmetries of the system coming from the geometry of the apparatus. The cylindrical symmetry is one such common example.

From the result of the drift-diffusion analyses, we expect the formation of clouds of fine particles around the symmetry axis. In the cloud, we have almost flat electrostatic potential due to enhanced charge neutrality in clouds. Microscopic structure of particles in the cloud can be obtained by numerical simulations.

Before drift-diffusion analyses, microscopic structures have been analyzed by assuming the shadow potential corresponding to the uniform distribution of particles \[29\]. This shadow potential is not exact but almost identical to the real one. The assumed uniform average distribution and the shadow potential are shown in Figure 6.

At low temperatures, particles take shell structures as shown in Figure 7, and these structures are expressed by simple interpolation formulae \[29\]. One may almost justify \textit{aposteriori} the shadow potential corresponding to flat average distribution which was assumed in advance of the analysis given in Section 4.

7.2 Gravity

Examples of the potential under gravity are given by drift-diffusion analyses shown in Figure 2 \[20, 21\]: potentials (not shown in figures) correspond to the almost charge-neutral density distribution in particle clouds. Microscopic distribution of particles has been simulated by assuming the shadow potential given by the drift-diffusion analysis as shown in Figure 8 \[20\]. In this case, parameters approximately correspond to the case shown in the left part of Figure 2, and particles are organized into two horizontal layers.

Though the shadow potential has to be determined self-consistently, there may be the case where particles are vertically confined by a given potential: with the effect of the gravity, we may assume a one-dimensional parabolic confining potential. In this case, the structure of particle cloud at low temperatures is determined by the relative strength of the confinement and the mutual repulsion:

\[
\nu(z) = \frac{1}{2} k \varepsilon_z^2 \quad \text{vs.} \quad \frac{(Qe)^2}{4 \pi \varepsilon_0 r} \exp \left( -\frac{r}{\lambda} \right)
\]  

(31)

At low temperatures, particles form horizontal layers, and the number of layers is shown in a phase diagram in Figure 9 \[30\]. Parameters characterizing strengths of confinement \( \eta \) and screening \( \xi \) are defined, respectively, by

\[
\eta = \frac{k}{\left( \frac{(Qe)^2}{\varepsilon_0} \right) N_s^{3/2}} = \frac{kN_s^{-1}}{(Qe)^2/\varepsilon_0 N_s^{-1/2}} = \frac{\text{confinement}}{\text{repulsion}},
\]  

(32)
\[ \xi = \frac{1}{\left( \frac{\pi N_S}{\lambda} \right)^{1/4}}, \quad \text{mean distance screening length} \] (33)

Note that the mean distance \( a = \left( \frac{\pi N_S}{\lambda} \right)^{-1/2} \) defined by the total areal density \( N_S \) is used for characterization.

Results of simulations are reproduced by the shell model to a good accuracy (see Appendix).

8. Aspects as strongly coupled system

The system of particles with the Yukawa mutual interaction

\[ \frac{(Qe)^2}{4\pi\varepsilon_0 r} \exp(-r/\lambda) \] (34)

has long been explored as a model which interpolates systems with the short-ranged and long-ranged interactions [31]. Since particles of the same charge repel each other, the existence of the uniform shadow potential is (often implicitly) assumed. There are three phases at thermal equilibrium: fluid, bcc lattice, and fcc lattice. The parameters \( \Gamma \) and \( \xi \) defined, respectively, by

\[ \Gamma = \frac{1}{k_B T} \frac{(Qe)^2}{4\pi\varepsilon_0 a}, \quad \xi = \frac{a}{\lambda}, \] (35)

\( a \) being the mean distance defined by the particle density \( (4\pi a^3/3)n_p = 1 \), characterize the system, and the phase diagram takes the form shown in Figure 10 (\( \xi \) differs from the one defined by (33)). In computer simulations with a fixed number of particles and periodic boundary conditions with fixed shape or the volume of the fundamental cell, the existence of the shadow potential coming from the uniform average particle density is automatically built in.

When the coupling parameter \( \Gamma \) is sufficiently large and the screening is not so strong, the pressure obtained by these analyses of the Yukawa system takes on negative values, and the isothermal compressibility even diverges. Negative pressures may sound somewhat strange for this system with repulsion, but it is to be noted that the pressure obtained by these analyses of the Yukawa system is
assuming the deformation of the shadow potential without any cost of energy. In reality, we have the surrounding plasma which has positive pressure of sufficient magnitude, and these negative pressures usually cannot be observed.

In fine particle plasmas, the magnitude of particle charge can become very large, and we have a possibility of negative pressures and divergent isothermal compressibility of the whole system including the surrounding plasma [32]. As physical phenomena, the latter is very interesting, and the corresponding conditions have been predicted [33]. An example of the phase diagram is shown in the left panel of Figure 11. Here $A$ is the ratio of the ideal gas pressure of the surrounding plasma (electrons and ions) to the ideal gas pressure of particles and is usually much larger than unity, and $\Gamma_0$ is defined similarly to $\Gamma$ with $a$ replaced by the radius of particle. The locus of the critical point in $(\Gamma, \xi)$-plane is shown in the right panel of Figure 11.

Along these considerations, the enhancement of long wavelength fluctuations of density has been expected in the PK-3Plus experiments on ISS, but, since the nonuniformity of the system (particle cloud) gives similar behavior of the fluctuation spectrum, the results have not been conclusive.
9. Conclusions

In this chapter, we have discussed important aspects of fine particle systems immersed in fine particle (dusty) plasmas from the viewpoint of basic physics. We have introduced them as an example of many body system, which allows direct observations of orbits of constituent particles. Mutual interactions and one-body potential for particles are derived on the basis of statistical mechanics, and the enhancement of charge neutrality in fine particle clouds is emphasized as a basis for constructing models of structures. Due to large magnitudes of fine particle charges, these systems have a possibility to manifest some interesting but not yet observed phenomena related to the strongly coupled Coulomb or Coulomb-like systems. They are also discussed with concrete examples.

Fine particles show various interesting dynamic behaviors which are not included in this chapter of limited space. From a theoretical point of view, we would like to stress the importance of understanding the structure of the electrostatic potential and distributions of electrons and ions which are usually not directly observable but are playing a fundamental role to determine the visible behavior of particles.
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Appendix: Shell model for Coulomb and Coulomb-like systems

When the temperature is sufficiently low, particles are organized into some kind of lattice structures. In the case of uniform system, it is not difficult to determine the structure with the lowest energy. When the symmetry of the system is restricted by the geometry of boundary conditions, however, it is not so easy to determine the lowest energy state theoretically. For Coulomb or Coulomb-like systems, the shell model which has been first proposed for the structure analysis of ions in traps [34] is known to reproduce low-temperature structures to a good accuracy [35].

This model consists of three steps:

1. Assume that particles are organized into a collection of two-dimensional systems (generally not-planar sheets) which are in accordance with the symmetry of the system.

2. Calculate the energy taking the cohesive energy in sheets into account.

3. Minimize the energy of the system with respect to all parameters, the number of sheets, number densities in the sheets, and positions of sheets.
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Appendix: Shell model for Coulomb and Coulomb-like systems

When the temperature is sufficiently low, particles are organized into some kind of lattice structures. In the case of uniform system, it is not difficult to determine the structure with the lowest energy. When the symmetry of the system is restricted by the geometry of boundary conditions, however, it is not so easy to determine the lowest energy state theoretically. For Coulomb or Coulomb-like systems, the shell model which has been first proposed for the structure analysis of ions in traps [34] is known to reproduce low-temperature structures to a good accuracy [35].

This model consists of three steps:

1. Assume that particles are organized into a collection of two-dimensional systems (generally not-planar sheets) which are in accordance with the symmetry of the system.
2. Calculate the energy taking the cohesive energy in sheets into account.
3. Minimize the energy of the system with respect to all parameters, the number of sheets, number densities in the sheets, and positions of sheets.

In the above steps, the consideration of the two-dimensional cohesive energy is essential; without its contribution (which have a negative contribution of magnitudes increasing with the density in sheets), we have infinite number of sheets with infinitely low density at the ground state. We can reproduce numerical simulation or real experiments in the cases of Coulomb system in a cylindrically symmetric confining potential [34], Yukawa system in a one-dimensional confining potential, [30] and Yukawa system in a spherically symmetric confinement (Coulomb ball) [36–38].

An example of three-dimensional confinement by the shadow potential corresponding to uniform average distribution is shown in Figure 12 [36, 37]. The case of four shells is in agreement with the experiment [38], and simulation results are reproduced by the shell model to a good accuracy [37].
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Chapter 3

Microgravity Experiments Using Parabolic Flights for Dusty Plasmas

Kazuo Takahashi

Abstract

The chapter is dedicated to descriptions of the microgravity experiments, which were done by using parabolic flights and for analyzing behaviors of dust particles in plasmas, i.e., dusty plasmas under microgravity. There are projects of the microgravity experiments of the dusty plasmas using the International Space Stations, where time for microgravity is long and has a scale of hours. Conversely, it is significant to find out phenomena of the dusty plasmas in the short time scale of a few 10 s including the transition from gravity to microgravity, which is performed by parabolic flights of aircrafts on the earth. Methodology and results of the experiments are shown here for further investigations of the dusty plasmas in future.

Keywords: dusty plasma, coulomb crystal, microgravity experiment, parabolic flight

1. Introduction

Dust particles in plasmas have been investigated under microgravity for this quarter century, since they attract interest of physicists working on the dusty plasmas which are plasmas containing them and the Coulomb crystals formed by them resulting from charging and strongly coupled interactions [1–4]. Experiments of the dusty plasmas under microgravity were initiated by a Russian team accessing to a space station of the Mir in the late 1990s. The team was a pioneer for the experiments and started to collaborate with a German team [5]. After collaboration between the teams, the experiments under microgravity came to be done by other facilities, drop towers in Germany and Japan [6], sounding rockets used by a German team and the International Space Station (ISS) intensively promoted by the Russian-German joint project of the PKE-Nefedov and PK-3 plus [7, 8]. The project on the ISS of PK-4 has been in progress since 2014 by an international team organized by the European Space Agency [9–11]. In this history, microgravity experiments by using aircrafts with parabolic flights have played an important role in feasibility studies for missions on the ISS. Opportunities of the parabolic flights for the dusty plasmas have been mainly provided in campaigns from the ESA and the Japan Aerospace Exploration Agency (JAXA). A Japanese team was engaging in the experiments with apparatuses similar to PK-3 plus and PK-4 to contribute preliminary results of these projects. Here the results obtained by the team are introduced as knowledge for experiments in the future. It costs a lot and takes so
long time to prepare and perform the microgravity experiments by the aircrafts. Pieces of information in the chapter help successors to reduce money and time and get much more scientific merit in future microgravity experiments.

2. Microgravity experiments by parabolic flights

2.1 Background

The Japanese team experienced the missions of PK-3 plus, where the team aimed at demonstrating a critical phenomenon in dusty plasmas [12–14]. The PK-3 plus had a configuration of parallel-plate electrodes for rf (13.56 MHz) discharges. The team did microgravity experiments by aircrafts using the chamber the same as the PK-3 plus in Japan. This opportunity allowed the team to proceed to the next parabolic flight campaign for the next project of PK-4. The team built the apparatus of PK-4J whose glass tube for discharges was scaled down from the original one to load a rack system on the aircrafts for parabolic flights in Japan. The PK-4J had two phases of the microgravity experiments in Japan. The Phase 1 was dedicated to sophisticate the apparatus and acquire wide experience for the experiments using the parabolic flights. In the other, Phase 2, the behaviors of the dust particles were observed in cylindrical discharges [15], which had been preliminarily studied in numerical simulations [16, 17]. In parallel with the microgravity experiments, measuring parameters such as ion density and electron temperature in plasmas had been developed to reach comprehensive analyses of phenomena observed under microgravity [18–21].

2.2 Parabolic flights

In Japan, the parabolic flights are carried out by a company, Diamond Air Service, Inc. It has two aircrafts (Figure 1). One is smaller than the other and equipped with two racks. The larger one has four racks. Everything for the experiments is integrated into the rack before loading on the aircraft. The whole rack is inspected that all components inside are tightly fixed and checked before flights not to electromagnetically interfere with the aircrafts during operation. The aircraft makes a condition free from gravity with a flight pattern of parabola in an airspace above the Sea of Japan or the Pacific Ocean. It takes 1 h to obtain a set of parabolas not more than 15 times a day. Figure 2(a) shows a graph of an altitude as a function of time corresponding to the flight pattern of the aircraft. Angles of elevation and
long time to prepare and perform the microgravity experiments by the aircrafts. Pieces of information in the chapter help successors to reduce money and time and get much more scientific merit in future microgravity experiments.

2. Microgravity experiments by parabolic flights

2.1 Background

The Japanese team experienced the missions of PK-3 plus, where the team aimed at demonstrating a critical phenomenon in dusty plasmas [12–14]. The PK-3 plus had a configuration of parallel-plate electrodes for rf (13.56 MHz) discharges. The team did microgravity experiments by aircrafts using the chamber the same as the PK-3 plus in Japan. This opportunity allowed the team to proceed to the next parabolic flight campaign for the next project of PK-4. The team built the apparatus of PK-4J whose glass tube for discharges was scaled down from the original one to load a rack system on the aircrafts for parabolic flights in Japan. The PK-4J had two phases of the microgravity experiments in Japan. The Phase 1 was dedicated to sophisticate the apparatus and acquire wide experience for the experiments using the parabolic flights. In the other, Phase 2, the behaviors of the dust particles were observed in cylindrical discharges [15], which had been preliminarily studied in numerical simulations [16, 17]. In parallel with the microgravity experiments, measuring parameters such as ion density and electron temperature in plasmas had been developed to reach comprehensive analyses of phenomena observed under microgravity [18–21].

2.2 Parabolic flights

In Japan, the parabolic flights are carried out by a company, Diamond Air Service, Inc. It has two aircrafts (Figure 1). One is smaller than the other and equipped with two racks. The larger one has four racks. Everything for the experiments is integrated into the rack before loading on the aircraft. The whole rack is inspected that all components inside are tightly fixed and checked before flights not to electromagnetically interfere with the aircrafts during operation. The aircraft makes a condition free from gravity with a flight pattern of parabola in an airspace above the Sea of Japan or the Pacific Ocean. It takes 1 h to obtain a set of parabolas not more than 15 times a day. Figure 2(a) shows a graph of an altitude as a function of time corresponding to the flight pattern of the aircraft. Angles of elevation and accelerations to be feel onboard are also indicated on the graph. The 1 G is corresponding to the acceleration of gravity on the earth, i.e., 9.8 m/s². To make a parabola, the aircraft rapidly accelerates and gains speed while getting the nose down between $-60 \text{ s}$ and $-20 \text{ s}$. After that, it elevates steeply while getting the nose up between $-20 \text{ s}$ and $0 \text{ s}$ and reaches the release point of an elevation of $45^\circ$, where a pilot closes the throttle. The aircraft continues flying by its inertia and makes the parabola between $0 \text{ s}$ and $20 \text{ s}$, where gravity is well balanced with the inertia. This is why everything onboard does not feel gravity. One can typically have a time of $20 \text{ s}$ under microgravity during the aircraft moving up and dropping down in around 1000 m. After the parabola, the aircraft recovers speed and its altitude. Before and after the parabola, a load force normally acts on the aircraft by the acceleration less than 2 G.

Figure 2(b) is a graph of accelerations onboard the aircraft measured in a parabolic flight. The accelerations were detected by the directions of $x$, $y$, and $z$ parallel to the traveling direction of the aircraft, to its wing, and to the gravity, respectively. The acceleration in the $z$-direction, i.e., parallel to gravity, dropped down to 0 G (μG) after an entry to parabola with 1.8 G and kept a constant stable for around 20 s. In the $y$-direction along to the wing, the acceleration was detected to be less than $4 \times 10^{-2} \text{ G}$ and had no effect on the experiments. However,
in the $x$-direction parallel to the traveling direction, the acceleration was increased when the throttle was closed at the entry. It caused a problem in a feasibility study of Phase 1 as described later.

### 2.3 Methodology and design of apparatus

PK-4 was supposed to observe dust particles in a cylindrical discharge generated inside a glass tube. The Japanese team had built the apparatus of PK-4J based on dimensions and functions of PK-4 since 2011 ([Figure 3(a)]). The glass tube was an $\pi$-shape chamber consisting of a main tube with an inner diameter of 30 mm and branch tubes welded onto the main. The glass tube was fixed on an optical bench as the branch tubes being perpendicular to the floor on the aircraft. A pair of electrodes was placed in the branch tubes. Plasmas were generated by a rectangular pulse voltage applied between the electrodes. The voltage was varying between 650 and 750 V peak-to-peak at 1 kHz and supplied to the electrodes out of phase. This meant that polarity between the electrodes alternated at the frequency which did not allow the dust particles to follow an electric field by the voltage. Plasma frequencies of electron and ion are much higher than the frequency of the voltage, so that they are running between the electrodes back and forth. A current around 2.0 mA was observed in the discharge. The Ar gas was fed from a port on either of the branch tubes at a flow rate of four SCCM (SCCM denotes cubic centimeter per minute at the standard conditions) and pumped down from another port closed to the feeding port. Therefore the gas flow was negligible in the main tube like a stagnant pool of the gas. It was aimed at trapping the dust particles inside the main tube without perturbation by the gas flow. The dust particles of melamine-formaldehyde were injected by a dust dispenser mounted on the branch tube. Their diameter was 2.55 μm. The amount of the dust particles was regulated by a pulse voltage driving the dispenser.

The first apparatus was used for a feasibility study of Phase 1 and tested in microgravity experiments of parabolic flights between 2011 and 2012. The size of the main tube, whose length was 550 mm, was identical to the original one of PK-4
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**Figure 3.** Schematic of the apparatus of PK-4J. (a) It was developed to be loaded on a rack system of the aircraft operated by Diamond Air Service, Inc. The $\pi$-shape tube enabled to observe the dust particles in a cylindrical discharge. (b) Design of the glass tube progressed from phase 1 to phase 2. In phase 1, the main tube had been placed parallel to the traveling direction. However, it was rotated to be perpendicular to the direction to avoid the effect of inertia by acceleration along the traveling direction of the aircraft just before entry to a parabola. In order to keep the main tube inside the rack, its length was reduced. The field of view (FOV) of the CCD camera was a cross section perpendicular to the axis of the main tube in phase 1 and changed to a plane along to the axis in phase 2.
(Figure 3(b)). The main tube was set along to the traveling direction of the aircraft (x-direction). The dust particles were illuminated on the cross section perpendicular to the axis of the main tube by a laser of 532 nm in wavelength, which corresponded to a field of view (FOV) observed diagonally by a charge-coupled device (CCD) camera.

The first campaign of parabolic flights in Phase 1 made it clear that the dust particles were levitated around a plasma-sheath boundary near the bottom of the main tube under gravity and moved up to the center of the tube under microgravity (Figure 4(a)). The cloud of the dust particles of μG seemed to elongate along the axis of the tube as a shape of a cylinder since a disk was observed on the FOV. In the next campaign, the FOV was set on the plane parallel to the axis. Figure 4(b) shows that the shape of the cloud was a cylinder elongating along the axis and spatial distribution of the dust clouds moved up from around the plasma-sheath boundary at 7 mm to the axial center. Under microgravity, the dust particles seem to form a bundle of thread. Furthermore, it found that the dust particles were forced to be moved by acceleration along the traveling direction. Before the entry of a parabola, they went toward the back of the aircraft. They came to flow to the front of the aircraft after the entry. This was the problem to be solved in order to precisely observe arrangements of the dust particles as mentioned above. Therefore, it was decided that the main tube was placed crossing with the traveling direction of the aircraft in Phase 2 (Figure 3(b)). The length of the main tube was reduced to be 420 mm to put it in a frame of the rack on the aircraft.

Figure 4.
Images of the clouds of the dust particles obtained in microgravity experiments of phase 1. (a) The cloud was observed on a cross section perpendicular to the axis of the main tube. The cloud stayed around the plasma-sheath boundary near the bottom of the tube under gravity (1G). Under microgravity (μG), it moved up and made a disk. (b) The scale bar shows distance from the axis. The 15 mm corresponds to the inner wall of the glass tube. The dust particles were levitated around the plasma-sheath boundary near the bottom of the tube (at 7 mm from the axis) (1G). The cloud elongated along the axis. The dust particles were distributed around the axis under microgravity (μG).
In Phase 2, a laser of 660 nm in wavelength was used to illuminate the dust particles. Its light was fine-shaped as the thickness (FWHM of intensity) of 50 μm by optics to make slice images of the cloud. The laser and CCD camera were mounted on a translation stage. The stage moved to make a scan in the direction along the traveling direction (x-axis). The CCD of a resolution of 480 × 640 pixels accumulated images at 200 fps while scanning at the speed of 6.5 mm/s. The field of view was 4.3 × 5.8 mm².

3. Dusty plasmas under microgravity

Figure 5 shows spatial distributions of the dust particles observed in Phase 2, where the peak-to-peak voltage and gas pressure were set at 700 V and 33 Pa, respectively [15]. The axes of x, y, and z correspond to the direction in traveling, that of the wing, and that perpendicular to the floor of the aircraft, respectively. Two cylinders of the clouds for the cases under gravity (1G) and microgravity (μG) are shown the Figure 5(a). Both of them elongate along the y-axis and seem to be tapered. In the main tube, striations appeared in the discharge. The cloud became fat in swollen parts of brighter glow. In a level flight, i.e., under gravity, the main body of the cloud was placed below the axis, and the dust particles were distributed in −4.7 ≤ z < −2.0 mm. The cloud of 1G consists of a shell-like structure of three layers clearly appearing in the bottom part as indicated in other experimental and theoretical studies [17, 22, 23]. The outermost shell along the arrow in Figure 5(a) was unfolded on a plane of the cylinder surface (Figure 5(b)). Coordinates of the dust particles are plotted on the plane as parameters of a circumference of the cylinder (L) and y. The dust particles arranged to make a close packed structure in 2-dimension by a Coulomb repulsive force between them. This arrangement formed the layered structure stacking in the radial direction. Another work proved that the
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Figure 5. Spatial distributions of the dust particles observed in phase 2 (the graph was reproduced by the data from the previous paper [15]). Each dot corresponds to each coordinate of a dust particle. (a) The clouds were shown for the conditions under gravity (1G) and microgravity (μG). The x, y, and z-axes correspond to the directions in traveling, of the wing and perpendicular to the floor of the aircraft, respectively. The left graph is a cross-sectional view shown as projection along the y-axis (0 ≤ y < 6 mm). The right one is a projection along to the x-axis (−2 ≤ z ≤ 2 mm). (b) An axis of L is defined as a circumference of the outermost shell along an arrow in (a). An arrangement of the dust particles is shown on a L-y plane. (c) The coordinates of the dust particles trimmed by the rectangle shown in the figure (a) are plotted on a y-z plane as a projection along to the x-direction.
structure was the face-centered orthorhombic (FCO) lattice [24]. The FCO structure tends to appear rather than isotropic structures such as body-centered and face-centered cubic structures under the conditions that a stress works in one direction [25–27]. Here the stress means gravity.

Under microgravity (μG), the cloud moved up and the dust particles were distributed around the axis. The cylinder of the cloud got thicker than that under gravity. Its axis was exactly identical to that of the main tube. Figure 5(c) shows the coordinates of the dust particles in a region trimmed by a rectangle (indicated by Figure 5(a)) as a projection along the x-axis. The FCO structure was never found under microgravity. The dust particles formed an assembly of linear chains elongating along the y-axis, i.e., the main tube [28, 29]. The electric field, whose direction is alternatively switched at 1 kHz between the electrodes, makes an ion stream along its direction. The ion stream causes the wake potential around the dust particles which makes them interact by an attractive force in addition to the Coulomb repulsive force [30–32]. Linear chains of the dust particles had normally been observed near the electrodes in rf discharges which accelerate ions in sheath [33–35]. In the discharge of the main tube, the ion stream has two components. One is caused by the ions going back and forth between electrodes, and the other is from those flowing toward walls by diffusion. At the axis, the ions going through the discharge are much more than those flowing toward the walls. Therefore, the dust particles form the chains around the axis by the wake potential, when they move up from the bottom to the center of the discharge under microgravity. Regarding the wake potential, its characteristics were made clear in several experiments under gravity [34, 36, 37]. Further, microscopic dynamics for causing the wake potential, e.g., visualization of the wake potential, will be expected to be analyzed in experiments under microgravity in addition to a calculation with a classical manner [38].

4. Concluding remarks

An apparatus of dusty plasmas was developed for observing dust particles of cylindrical discharges in a glass tube under microgravity. It was built step by step while testing its functions and observing the dust particles on board an aircraft. In order to analyze the arrangements of the dust particles, positioning the glass tube and field of views were considered in experiments of parabolic flights. It was significant for building the apparatus to suppress an effect of acceleration in the traveling direction of the aircraft caused around entry of a parabola.

In the experiments, coordinates of the dust particles were recorded in conditions under gravity as well as microgravity. They were located near the plasma-sheath boundary below the axis of the glass tube and found to form staking layers in a bottom part of clouds under gravity. The layers were not an isotropic three-dimensional structure such as body-centered or face-centered cubic. The FCO lattice appeared in the cloud, which seemed to be deformed by a stress in one direction originated in gravity. Switching the condition from gravity to microgravity, at first, location of the dust particles was changed around the axis. The dust particles distributing around the axis drastically changed their arrangement from the FCO structure to an assembly of linear chains. The chains were possibly formed by an attractive force from a wake potential. The wake potential was promised to be caused by streaming of the ion which was going back and forth between electrodes and driven by electric field alternative at 1 kHz. The dust particles switched dominant interaction potential from Coulomb repulsive under gravity to wake under microgravity. This was unexpected in simulations removing a term of gravity and
an example that the microgravity condition possibly revealed a phenomenon hid-
den under the influence of gravity.

In microgravity experiments by parabolic flights, it is meaningful to have tran-
sition state from gravity to microgravity as well as to have microgravity only.
Furthermore acceleration parallel to gravity controlled in operation of the aircraft
by pilots is fascinating in precisely analyzing responses of physical phenomena to
gravity. This is something that cannot be done on the ISS. The mechanism in
formation of the linear chains was clearly understood in observation of the dust
particles moving in the transition state where the acceleration was gradually
changed. There are likely advantages to use the parabolic flights in diverse fields
other than microgravity science.

The behavior of the dust particles, which are visible in an invisible ensemble of
plasmas consisting of electrons and ions, clearly reflects phenomena of physics in
the plasmas and makes them easily understood. Indeed a phenomenon of invisible
wave might be visualized and comprehended by the dust particles. There are so
much dust in the universe, pollutants in the atmosphere, cosmic dust in the inter-
stellar, the regolith on the moon, etc. They attract much interest for investigating
the origin of the universe from the point of view of natural science. Particulate
matter is widely used and produced in industries. The dust particles charged in the
plasmas are available for seeking ways of application and new ideas in technology.
The microgravity experiments of dusty plasmas are promising to open new ideas in
future science and technology. The know-how introduced in the chapter will be
hopefully useful for the future.
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Chapter 4

Dynamic Behavior of Dust Particles in Plasmas

Yoshifumi Saitou and Osamu Ishihara

Abstract

Experimentally observed dynamic behavior, such as a particle circulation under magnetic field, a bow shock formation in an upper stream of an obstacle, etc., will be reviewed. Dust particles confined in a cylindrical glass tube show a dynamic circulation when strong magnetic field is applied from the bottom of the tube using a permanent magnet. The circulation consists of two kinds of motions: one is a toroidal rotation around the tube axis, and the other is a poloidal rotation. Dust particles are blown upward from near the bottom of the tube against the gravity neighborhood of the tube axis. A two-dimensional supersonic flow of dust particles forms a bow shock in front of a needlelike-shaped obstacle when the flow crosses the obstacle. The slower flow passes the obstacle as a laminar flow. A streamline-shaped void where dust particles are not observed is formed around the obstacle.

Keywords: dust flow, dust fluid, bow shock, dynamic circulation, storm in a glass tube

1. Introduction

The natural world is filled with fluids. Fluids present various phenomena such as waves, oscillations, vortices, etc. Scales of such phenomena vary widely. The bow shock formed near the heliopause is in the astrophysical scale, while the Great Red Spot of Jupiter is in the planetary scale, a tornado is in the earth’s atmosphere scale, and a swirling tea in a teacup is in the tabletop scale.

It is often observed that collective behavior of individual particles can be regarded as a fluid. A complex plasma, defined as a plasma in which microparticles are embedded in the background of electrons, ions, and neutral particles, provides one of the examples of the case.

In 1986, Ikezi theoretically predicted existence of a crystalized structure with small particles contained in a plasma [1]. It was in 1994 that Hayashi et al., Thomas et al., and Chu et al. separately found in their experiments that charged dust particles formed the crystalized structure in plasmas [2–4]. Since then, research on dusty plasmas has been actively conducted [5–41]. Looking back on the past, Galilei discovered in 1610 that Saturn had “ears.” It was found later that the “ears” were a ring or rings by Huygens, Cassini, etc. [42]. Further later in 1856, Maxwell considered the stability of Saturn’s ring and concluded that the stable Saturn’s ring must consist of independent particles [43]. The interplanetary space is a plasma state dominantly filled by protons brought by the solar wind. Planetary rings like the Saturn’s ring is one of the examples that ubiquitously exist in the universe.
Research of complex plasmas including dust particles is unique in a sense that we can chase the motion of individual dust particles by the naked eye using the visible laser light on site without time delay.

In this chapter, experimentally observed dynamic behaviors, such as a circulation of dust particles under magnetic field and a bow shock formation in an upper stream of an obstacle, will be reviewed. A two-dimensional supersonic flow of dust particles forms a bow shock in front of a needlelike-shaped obstacle when the flow passes the obstacle. The slower flow passes the obstacle as a laminar flow. A streamline-shaped void where dust particles are absent is formed around the obstacle. On the other hand, dust particles confined in a cylindrical glass tube show a three-dimensional dynamic circulation when strong enough magnetic field is applied from the bottom of the tube. The circulation consists of two kinds of motions: one is a toroidal rotation around the tube axis, and the other is a poloidal rotation. Dust particles are blown upward from near the bottom of the tube against the gravity around the tube axis.

2. Bow shock formation in two-dimensional dust flow

A NASA’s Spitzer Space Telescope observed a shock structure formed in front of the speedster star known as Kappa Cassiopeia in 1994 [44]. The shock is formed near the boundary between a stellar wind and interstellar medium. Another example of a shock wave can be seen around a boundary between a planetary magnetosphere and a stellar wind. These shock waves are similar to a shock excited in front of a bow of a ship cruising fast a water surface and are called a bow shock.

The bow shock is also observable in a supersonic flow of charged dust particles in a complex plasma. In this section, we will look back our experimental work on the bow shock formation [45]. Charged dust particles levitate at height where the gravity and the sheath electrostatic force acting on each particle are balanced in an experimental device on the ground. Therefore, monosized dust particles distribute and flow in an almost two-dimensional plane. An obstacle is placed in the middle of the dust flow just like the star or the planet in the solar wind or the ship on the ocean. The obstacle is a thin needlelike conducting wire and forms a potential barrier against the dust flow. The bow shock is formed when the dust flow interacts with the potential barrier.

2.1 Experimental setup

The schematic of the experimental device Yokohama Complex Plasma Experiment (YCOPEX) is shown in Figure 1 [46]. Detailed description on the device and experimental setup can be seen in Ref. [45]. The device consists of a glass chamber and a flat metal plate. The size of the metal plate is 800 mm in length (x direction = the main flow direction) and 120 mm in width (y direction). The device is equipped with an up-and-down gate which is electrically controlled from outside. The up-and-down gate separates the plate into two regions: the reservoir of dust particles and the experimental region. A needlelike conducting wire is placed in the experimental region and is used as an obstacle. The potential of the obstacle is floating against the plasma potential here.

The argon gas pressure is 3.6 Pa. To avoid the drag by neutral particles or by ions [45–49], the vacuum pump and the gas feeding are stopped when the pressure reached the set value. Plasma is generated with an rf discharge of 5 W (13.56 MHz). The measured plasma parameters are \( n_e \sim 5 \times 10^{14} \text{ m}^{-3} \), \( T_e \sim 5 \text{ eV} \). The plasma potential is \( \sim -30 \text{ V} \).
The measured plasma parameters are reached the set value. Plasma is generated with an rf discharge of 5 W (13.56 MHz). The experimental region and is used as an obstacle. The potential of the obstacle is the main flow direction and 120 mm in width. The device consists of a glass chamber with the potential barrier.

The up-and-down gate separates the plate into two regions: the reservoir of dust particles and the experimental region. A needlelike conducting wire is placed in the experimental setup can be seen in Ref. [45]. The device consists of a glass chamber equipped with an up-and-down gate which is electrically controlled from outside. The velocity reaches a terminal velocity before the particles arrive near the obstacle. The slower flow passes the obstacle as a laminar flow. A stream of an obstacle, will be reviewed. A two-dimensional supersonic flow of dust particles forms a bow shock in front of a needlelike-shaped obstacle when the flow passes the obstacle. The slower flow passes the obstacle as a laminar flow. A stream of an obstacle, will be reviewed. A two-dimensional supersonic flow of dust particles forms a bow shock in front of a needlelike-shaped obstacle when the flow passes the obstacle. The slower flow passes the obstacle as a laminar flow. A stream of an obstacle, will be reviewed. A two-dimensional supersonic flow of dust particles forms a bow shock in front of a needlelike-shaped obstacle when the flow passes the obstacle. The slower flow passes the obstacle as a laminar flow.

The bow shock is also observable in a supersonic flow of charged dust particles and a flat metal plate. The size of the metal plate is 800 mm in length and a width of 3 mm. The plasma potential is 60 V. The plasma pressure is 3.6 Pa. To avoid the drag by neutral particles or by ions the argon gas pressure is 3.6 Pa. To avoid the drag by neutral particles or by ions the argon gas pressure is 3.6 Pa. The gravity and the sheath electrostatic force acting on each particle are balanced in an almost two-dimensional flow. The flow velocity is controlled by changing angle θ and lowering the gate, the stocked dust particles begin moving and form the almost two-dimensional flow. The flow velocity is controlled by changing angle θ. The velocity reaches a terminal velocity before the particles arrive near the obstacle.

2.2 Wave modes observed in a complex plasma

It is known that there are extremely low-frequency longitudinal wave modes in complex plasmas. Typically, one is the dust acoustic (DA) mode, and the other is...
the dust lattice (DL) mode. The $n$-dimensional DA wave velocity, $C_{DA}^n$, and the DL velocity, $C_{DL}$, are given by

$$C_d = u(Z_d, m_d) f(\kappa),$$

where $C_d = C_{DA}^n$ or $C_{DL}$, and

$$u(Z_d, m_d) = \sqrt{\frac{Z_a^2 e^2}{\varepsilon_0 m_d \lambda_{Di}}}$$

with $\varepsilon_0$ the permittivity of free space, $\lambda_{Di}$, the ion Debye length. The function $f(\kappa)$ is given by

$$f(\kappa) = \begin{cases} 
\frac{1}{\kappa^{3/2}} & \text{for } C_{DA}^3 \\
\frac{1}{\sqrt{2\pi \kappa^2}} & \text{for } C_{DA}^D \\
\frac{4\pi \kappa}{\sqrt{\left(\kappa^2 + 2\kappa + 2\right) \exp(-\kappa)}} & \text{for } C_{DL} (\kappa \gg 1)
\end{cases}$$

where $\kappa = d/\lambda_{Di}$ with $d$ as the interparticle distance [16, 19, 20]. The distance is given by

$$d = \begin{cases} 
\left(n_d^{3D}\right)^{1/3} & \text{for 3 - D dust distribution} \\
\frac{1}{\sqrt{\pi n_d^{2D}}} & \text{for 2 - D dust distribution}
\end{cases}$$

where $n_d^{3D}$ and $n_d^{2D}$ are three- and two-dimensional dust densities, respectively.

The velocity of a wave excited in the dusty plasma, $C_d$, is measured using the time-of-flight method at $\theta = 0$ degree. The velocity of dust acoustic modes coincides well with the velocity of the dust lattice mode around $\kappa = 3 - 6$. The three-dimensional dust acoustic mode with velocity $C_{DA}^3$ is likely the candidate for the observed mode of the wave although the strict mode identification is still to be determined.

### 2.3 Bow shock formation

The particles flow from the reservoir region to the obstacle by changing the tilting angle $\theta$. The void which has a streamline-like shape can be seen in the hatched area of Figure 2. The void is an area where dust particles are absent. The dust flow near the leading edge of the void is decelerated. The trajectories of dust particles are deflected toward the $\pm y$ direction in front of the void.

The flow velocity, $v_f$, in the upstream area has a constant value which is mainly determined by a balance of the gravitational force controlled by angle $\theta$ and the neutral drag force. The flow is almost uniform, and there is no prominent structure in the upstream area when $v_f$ is small. When $v_f$ increases, an arcuate structure where the intensity of the scattered laser light is enhanced is formed in front of the leading edge of the void. For further increase of $v_f$, a curvature of the arc becomes larger. The tail of the void is extended with increasing values of $v_f$. 
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The arcuate structure is the bow shock. The value of $\gamma_f$ is required to exceed Mach number 1 when the bow shock is formed, where the Mach number is defined as the ratio of the flow velocity to the dust acoustic velocity. The experimentally measured velocity is 71 m/s (Mach number $M = 1$). It is found that the arcuate structure is distinctive when the flow is supersonic. In addition, there exists a deceleration region between the leading edge of the arcuate structure and the void as shown in Figure 2, that is, there is a region where the flow velocity is reduced in order to keep the flux constant around the obstacle. The presence of such a deceleration region, a subsonic flow region, between the wave front and the stagnation point is one of the defining features of the bow shock [50].

The density ratio $n_{dp}/n_{d0}$ is shown as a function of the Mach number, where $n_{dp}$ is the density in front of the stagnation point and $n_{d0}$ is the density of the upstream area. It is known that a polytropic hydrodynamic model provides criterion for the shock wave formation [50]:

$$\frac{n_{dp}}{n_{d0}} = \begin{cases} \left(1 + \frac{\gamma - 1}{2} M^2\right)^{1/(\gamma - 1)} & (M < 1) \\ \frac{M^2}{1 + \frac{\gamma - 1}{2} M^2 \left(\gamma - \frac{\gamma - 1}{2M^2}\right)^{-1/(\gamma - 1)}} & (M \geq 1) \end{cases}$$

(5)

where $\gamma$ is the polytropic index.

2.4 Bow shock by a simulation

A molecular-dynamics simulation code is carried out to examine the bow shock formation. The density ratio $n_{dp}/n_{d0}$ and its spatial distribution are calculated. The simulation result on the density ratio corresponds to the numerical result of Eq. (5) with $\gamma = 2.2$. The experimental result on the density ratio seems to correspond to the case of $\gamma = 5/3$ (= the specific heat ratio of monoatomic gas) $\sim 2.2$ though there is a small deviation.

The polytropic index found in the simulation and experimental observation may result from the fact that the significant amount of internal energy of the polytropic fluid, which consists of charged dust particles, may be stored in the background.
plasma. The value of the complex plasma polytropic index indicates that the present complex plasma is far from isothermal ($\gamma = 1$).

As for the spatial density distribution, the density contour plot shows the arcuate structure, and its curvature increases with increasing Mach number as seen in the experiment.

### 2.5 Bow shock formation in two-dimensional flow

Under the polytropic process which is a quasi-static process, $p/n^\gamma = \text{const.}$ and $T/n^{\gamma-1} = \text{const.}$, are held with the polytropic index $\gamma$, where $p$ is the pressure, $T$ is the temperature, and $n$ is the density. The polytropic index means

$$\gamma = \begin{cases} 
0 & \text{isobaric process} \\
1 & \text{isothermal process} \\
\kappa_h & \text{isentropic process} \\
\infty & \text{isochoric process}
\end{cases} \quad (6)$$

where $\kappa_h$ is the ratio of specific heat. The experimentally obtained polytropic index lies between 5/3 and 2.2. The value 5/3 is equivalent to the ratio of specific heat of ideal monoatomic gas. The bow shock forms under the almost adiabatic process. The value around 2 is suggested for the investigation on the solar wind heat of ideal monoatomic gas. The bow shock forms under the almost adiabatic structure, and its curvature increases with increasing Mach number as seen in the experiment.

The bow shock formation is a nonisothermal process. The pressure ratio and the temperature ratio $p_{dp}/p_{d0}$ and $T_{dp}/T_{d0}$ dependence on the density ratio $n_{dp}/n_{d0}$ are given by $p_{dp}/p_{d0} = (n_{dp}/n_{d0})^{\gamma}$ and $T_{dp}/T_{d0} = (n_{dp}/n_{d0})^{\gamma-1}$, where $p_{dp}$ and $T_{dp}$ are the pressure and temperature at the stagnation point and $p_{d0}$ and $T_{d0}$ are those at the upstream area, respectively. The results are shown in Figure 3. The bow shock is formed for $n_{dp}/n_{d0} > 1$. These results suggest that the polytropic index may be
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**Figure 3.**

Expected changes in the ratios of the pressure and the temperature by the bow shock formation $n_{dp}/n_{d0} > 1$ under the polytropic process.
determined by measuring the pressure ratio $p_{dp}/p_{d0}$ or the temperature ratio $T_{dp}/T_{d0}$.

In this polytropic process, there is a small amount of heat exchange with the outside of the system. The first law of thermodynamics gives

$$dQ = dU + pdV = C_VdT + pdV,$$  \hspace{0.5cm} (7)

where $dQ$ is a differential heat added to the system, $dU$ is the differential internal energy of the system, and $C_V$ is the specific heat at constant volume. By integrating this equation from state 0 to state 1

$$Q_{01} = C_r(T_1 - T_0),$$  \hspace{0.5cm} (8)

where $C_r = C_V(\gamma - \kappa)/(\gamma - 1)(>0)$ is the polytropic specific heat. As seen in Figure 3, $T_1 - T_0 = T_{dp} - T_{d0} > 0$, and as a result, $Q_{01} > 0$. It is expected that the heat $Q_{01}$ is added to the system for the bow shock formation.

3. Dynamic circulation under magnetic field

You may watch a dynamic motion of tea leaves, set on the bottom of the teacup, by stirring the tea by a teaspoon. The tea leaves get close to the center and rise near the tea surface as illustrated in Figure 4. We can see a similar phenomenon in a complex plasma system. In this section, we will look back our experimental work on such a dynamic motion of dust particles in a complex plasma [53].

The observation of particle motion in the dynamic circulation similar to the motion of the tea leaves helps to understand the simple but profound nature of the ubiquitous vortex commonly encountered in nature.

3.1 Experimental setup

The experiment is performed in a cylindrical glass tube as shown in Figure 5. Detailed explanation on the experimental setup is given in Ref. [53]. The cylindrical coordinates $(r, \theta, z)$ are with the origin at the inner bottom of the tube, and the gravity is in the negative $z$ direction.

The argon gas pressure is $p = 5 - 25$ Pa. A geometry of the gas supply and exhaust system is configured to avoid the neutral drag force acting on the dust.
particles in the experimental region. The plasma is produced by an rf discharge of 20 W (13.56 MHz). The electron density is \( n_e \approx 10^{14} \text{ m}^{-3} \), the electron temperature is \( T_e \approx 3 \text{ eV} \), and the ion temperature is estimated to be \( T_i \approx 0.03 \text{ eV} \).

A magnetic field is applied by a cylindrical permanent magnet of 50 mm in diameter placed at a distance \( h \) below the powered electrode, and the magnetic field strength is controlled by adjusting the distance \( h \) by a jack. The strength of the magnetic field at \( r = 0 \) is given by

\[
B(h,z) \approx 0.29 \left( \frac{50}{z + h + 50} \right)^3 \text{ T},
\]

Figure 5.
Schematic drawing of the experimental glass tube (a) and the coordinate system (b). The structure of the dust cloud can be seen in Figures 7 and 8.

Dust particles which are acrylic resin spheres of \( a = 3 \mu\text{m} \) in diameter and \( m_d = 1.7 \times 10^{-14} \text{ kg} \) in mass are supplied from a dust reservoir on the top of the glass tube. Each dust particle is charged in the plasma to \( Q \approx 10^4 \text{ e} \) [49]. The particles in the experimental region are irradiated with a thin fan laser light from the radial directions. The laser sheet can be rotated around the laser axis. The scattered laser light from the particles is observed and recorded with a camera placed outside of the tube.

3.2 Behavior of dust particles in a glass cylinder
Because of the cylindrical symmetry of the glass tube, the motion of dust particles is well observable by watching in a meridional (vertical) plane as shown in Figures 5, 7, and 8.
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A magnetic field is applied by a cylindrical permanent magnet of 50 mm in diameter placed at a distance \( h \) below the powered electrode, and the magnetic field strength is controlled by adjusting the distance \( h \) by a jack. The strength of the magnetic field at \( r = 0 \) is given by
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Dust particles which are acrylic resin spheres of \( a = 3 \, \mu\text{m} \) in diameter and \( m_d = 1.7 \times 10^{-14} \, \text{kg} \) in mass are supplied from a dust reservoir on the top of the glass tube. Each dust particle is charged in the plasma to \( Q \sim -10^4 e \) [49]. The particles in the experimental region are irradiated with a thin fan laser light from the radial directions. The laser sheet can be rotated around the laser axis. The scattered laser light from the particles is observed and recorded with a camera placed outside of the tube.

3.2 Behavior of dust particles in a glass cylinder

Because of the cylindrical symmetry of the glass tube, the motion of dust particles is well observable by watching in a meridional (vertical) plane as shown in Figures 5, 7, and 8.

Figure 6. Strength of the magnetic field at \( r = 0 \).

where \( h \) and \( z \) are measured in mm. The calculated \( B(h, z) \) is shown in Figure 6.

Dust particles which are acrylic resin spheres of \( a = 3 \, \mu\text{m} \) in diameter and \( m_d = 1.7 \times 10^{-14} \, \text{kg} \) in mass are supplied from a dust reservoir on the top of the glass tube. Each dust particle is charged in the plasma to \( Q \sim -10^4 e \) [49]. The particles in the experimental region are irradiated with a thin fan laser light from the radial directions. The laser sheet can be rotated around the laser axis. The scattered laser light from the particles is observed and recorded with a camera placed outside of the tube.

3.2 Behavior of dust particles in a glass cylinder

Because of the cylindrical symmetry of the glass tube, the motion of dust particles is well observable by watching in a meridional (vertical) plane as shown in Figures 5, 7, and 8.

Figure 7. Typical example of the formed structure. \( B = 1.5 \, \text{kG} \). Modified from Figure 2(c) of Ref. [53]).
When \( B(h > 137, z = 0) \leq 0.006 \, \text{T} \), the dust particles levitate a few mm above the glass bottom forming a thin disk of radius 20 mm with a dense group of particles at the rim of the disk near the outer wall. When \( B \) is increased, the stored dust particles near the wall moved inward to the center and formed a disk of uniformly distributed at \( z > 0 \). For \( B(17, 0) = 0.12 \, \text{T} \) with \( p = 20 \, \text{Pa} \), where the electrons and ions are weakly magnetized and dust particles are rotating around the axis of the tube. The radial electric field is induced by the ambipolar diffusion and the vertically applied \( B \) field produces \( E \times B \) drift motion of plasma particles, resulting in a solid body-like azimuthal motion of dust particles with angular velocity \( 10 - 20 \, \text{mm/s} \).

With a further increase of \( B \) and reached \( B(12, 0) \approx 0.15 \, \text{T} \), the dust disk becomes the form as shown in Figure 7, i.e., the disk is thicker and its radius is smaller. A meridional plane reveals a spectacular movement of dust particles in the thick disk.

Typical trajectories of the spectacular particle motions are shown with arrows in Figure 8. There are two small poloidal rotations in the meridional plane near the edges within the thick disk, i.e., one is the clockwise rotation on the right-hand plane, and the other is the counterclockwise rotation on the left-hand plane. The particle motion in the disk as seen in a meridional plane is somewhat similar to the motion of tea leaves as shown in Figure 4.

The dust particles move upward against the gravity near \( r = 0 \). Especially, a part of the particles blows up and exceeds the disk thickness. Such ascending motion of dust particles is followed by radial movement toward the outer wall and then downward. The situation that the particles gush near the top looks like fireworks. After hitting close to the tube bottom, dust particles move inward along the tube bottom. At the same time, dust particles localized near the outer edge of the disk, which do not readily approach \( r \approx 0 \), form a local circulation in the meridional plane. While dust particles move in these closed circles in a meridional plane, the dust cloud rotates around the \( z \) axis and forms a toroidal rotation. As a result, dust particles form a helical motion around the \( z \) axis. A schematic illustration of the observed movement of dust particles is something similar as shown in Figure 4. In addition, there is a stagnation area around \( r \approx 0 \) near the tube bottom, where a group of dust particles is not involved in the dynamic meridional rotation as shown in Figures 4 and 5.
3.3 MHD dust flow as a rotating fluid

The radial ambipolar diffusion is suppressed due to the electron magnetization, and the current starts to flow in an azimuthal direction in a magnetized plasma. The azimuthal electric field associated with the current density is given by

\[ E_\theta = \frac{1}{\omega_{ce}|\tau_m|} \frac{\kappa T_e}{e n_e} \frac{\partial n_e}{\partial r} \]  

(10)

In the present case, \( E_\theta \approx 9 \text{ V/m} \) because \( |\omega_{ce}|\tau_m \approx 17, \kappa T_e/e \approx 3 \text{ eV}, \) and \((\partial n_e/n_e\partial r)^{-1} \approx 2 \times 10^{-2} \text{ m}, \) where \( \omega_{ce} \) is the electron cyclotron angular frequency, \( \tau_m \) is the mean-free-time of the electron-neutral collision, and \( \kappa \) is the Boltzmann constant. This electric field will produce the azimuthal motion of ions with angular velocity \( v_{\theta, \text{ion}} = eE_\theta/m_n \nu \approx 40 \text{ m/s}. \)

Those ions circling around the tube axis will move dust particles resulting in a dust flow around the axis. Our observed maximum dust angular velocity is \( v_{\theta, \text{dust}} \approx 0.02 \text{ m/s}, \) near the wall.

The rotating magnetohydrodynamics (MHD) fluid involving dust particles may be described by the Navier-Stokes equation with the continuity equation of an incompressible fluid of constant mass density:

\[ \frac{d}{dt} + \mathbf{v} \cdot \nabla \mathbf{v} = -\frac{1}{\rho \mu_d} \nabla p + \nu \nabla^2 \mathbf{v} + \frac{1}{\rho \mu_d n_d} \mathbf{J} \times \mathbf{B} + \mathbf{f}, \]  

(11)

\[ \nabla \cdot \mathbf{v} = 0, \]  

(12)

where \( \nu \) is a kinematic viscosity of the dust fluid and \( \mathbf{f} = f_g + f_d + f_T + \cdots \) is an external force. The gravitational force \( f_g \) is in the negative \( z \) direction, while the drag forces \( f_d \) by neutral particles, and ions are in the azimuthal direction. The thermophoretic force \( f_T \) and the other external forces are negligible in our experimental conditions [54].

We consider rotating fluid with constant angular frequency \( \Omega \) far from the tube bottom \((z = 0)\). Eqs. (11) and (12) can be solved for steady, axisymmetric flow with \( \mathbf{v} = (v_r, v_\theta, v_z) \) in cylindrical coordinates with boundary conditions \( v_\theta = r\Omega, v_r = 0 \) at \( z = \infty \), and \( v_r = v_\theta = v_z = 0 \) at \( z = 0 \). We assume \( \mathbf{J} = (0, J_\theta, 0) \) and \( \mathbf{B} = (0, 0, B) \). The equilibrium condition requires

\[ -r\Omega^2 = \frac{1}{\mu_d n_d} \left( \frac{\partial p}{\partial r} - J_\theta B \right), \]  

(13)

indicating that the centrifugal force on a dust particle is balanced by the pressure gradient and the Lorentz force.

By introducing dimensionless parameters, \( \overline{v}_r = v_r/r\Omega, \overline{v}_\theta = v_\theta/r\Omega, \overline{v}_z = v_z/\sqrt{r\Omega}, \overline{p} = p/\rho_u \Omega, \) and \( \overline{\rho} = g/\sqrt{r\Omega^3} \) with \( \overline{z} = z/\sqrt{r}\Omega \). Eqs. (11) and (12) can be expressed by a set of three ordinary differential equations:

\[ \begin{align*}
\frac{d^2 \overline{v}_r}{d\overline{z}^2} &= 1 + \overline{v}_r^2 - \overline{v}_\theta^2 + \overline{v}_z \frac{d\overline{v}_r}{d\overline{z}} \\
\frac{d^2 \overline{v}_\theta}{d\overline{z}^2} &= 2 \overline{v}_r \overline{v}_\theta + \frac{d\overline{v}_\theta}{d\overline{z}} + \overline{v}_z \\
\frac{d\overline{v}_z}{d\overline{z}} &= -2 \overline{v}_r
\end{align*} \]  

(14)
supplemented by the pressure gradient equation:

$$\frac{dp}{dz} = \frac{d^2 v_z}{dz^2} - v_z \frac{dv_z}{dz} - g. \quad (15)$$

The set of equations is well studied as similarity solutions for the rotating fluid [55, 56]. The solution shows the presence of a stagnation point at \((r, z) = (0, 0)\) and the presence of a thin boundary layer near the bottom where the fluid moves inward. Our observation shows the boundary layer \(3 \sqrt{\nu / \Omega} \approx 5 \text{ mm}\).

As Eqs. (11) and (12) show, dust particles drift in the azimuthal direction, and the centrifugal force on a particle is given by \(f_c = m_d r (\alpha \Omega)^2\) with \(\alpha\), a constant less than unity. The centrifugal force is balanced by an inward drag force by neutral particles \(f_{dn} = C_D \alpha \pi m_a n_a v_r^2 / 8\), where \(C_D\) is a drag coefficient, \(m_a\) is a neutral mass, \(n_a\) is a neutral density, and \(v_r(= \beta r \Omega)\) is a representative radial velocity of dust particles with a constant \(\beta < 1\). The balancing equation gives the equilibrium radius as

$$r = \frac{8}{3 C_D \alpha \pi \beta} \frac{m_d n_a (\alpha \beta)^2 a}{2}. \quad (16)$$

Eq. (16) with \(\alpha / \beta \approx 0.03\) gives an equilibrium radius of about 0.02 m, which agrees well with our experimental observation.

3.4 Storm in a glass tube

The mechanism of the meridional dust flow is understood in the following way. Initially dust particles are driven by the ion azimuthal motion caused by the radial plasma density gradient in the presence of a strong vertical magnetic field. While the MHD dust fluid forms a rotation around the tube axis, the angular velocity of dust particles near the tube bottom is reduced by the friction from the sheath plasma transition area. The friction reduces the centrifugal force. As a result, the pressure gradient force together with the Lorentz force which remains the same near the bottom generates a radial inward flow of dust particles. Because of the continuity, the radial inward motion will be compensated by an axial upward flow. Dust particles near the bottom ascend along the tube axis, where the sheath electric force pushes charged dust particles upward. When rising dust particles move outside of the sheath, the dust particles feel only the gravitational force. The ascending motion of dust particles near the axis is followed by the outward movement, and then the particles descend.

A circulation with an inward flow at the bottom has been known as a teacup phenomenon [57], also known as Einstein’s tea leaves [58]. In 1926, Einstein explained that tea leaves gather in the center of the teacup when the tea is stirred as a result of a secondary, rim-to-center circulation caused by the fluid rubbing against the bottom of the cup. It is indeed observed in our complex plasma experiment that there were some levitated dust particles staying close to the bottom near the center.

4. Discussion: collective behavior of dust particles as a fluid

A complex plasma is a system consisting of electrons, ions, neutral gas particles, and dust particles. The dust particles are macroparticles of nanometers to micrometers in size. In our experiments, monodisperse dust particles of 3 or 5 or 5.6 \(\mu\)m in diameter were used. Behavior of dust particles can be regarded as MHD fluid if \(l_mfp \ll L, \tau_p \gg \tau_d\), and the system keeps quasi-neutrality. Here \(l_mfp\) is the mean free
path of dust particles, \( L \) is a representative scale length of a phenomenon, \( \tau_p \) is time scale of the evolution of the phenomenon, and \( \tau_d \) is the dust plasma period [59]. The quasi-neutrality is always kept. Typically, \( l_{\text{mp}} \sim 0.1 \text{ mm}, L \sim 1 \text{ cm}, \tau_p \sim 1 \text{ s}, \) and \( \tau_d \sim 0.1 \text{ s} \) in our experiments. Hence, the dust cloud can be treated as an MHD fluid.

In water or air or other fluids, a tracer such as aluminum powder or smoke is often used for visualizing a motion of fluid elements. The tea leaves in a teacup are, of course, one of the examples of the tracer as well. This is an indirect observation of the motion because a different tracer has unique characteristics, e.g., a size or a specific weight. The uniqueness comes down to a variation in trackability of the tracer to the fluid element and affects the observation results. The various trackability may give a different result in a measurement. Schlieren imaging and shadowgraph are often used to visualize a flow, too. These methods observe a fluctuation of a density or a refractive index. The setting of the optical system, etc. requires high precision for these methods.

In contrast, in the dust fluid, it is possible to regard each dust particle as a fluid element itself. The particle can be visualized by illuminating using a visible laser light in experiments. The laser light suffers Mie scattering because the size of the dust particle (\( \leq 10 \mu\text{m} \)) is usually larger than the wavelength of the visible laser light (\( \sim \) several hundreds nm). The motion of the fluid element is directly visualized without being bothered about both the trackability and the optical precision. It is worth emphasizing that the visualization is achieved on the spot without time lag in experiment.

One of the applications of such a dust fluid is the new method to estimate the dust charge [60]. A dust particle has an electric charge \( Q \) in a plasma and levitates at a height where the electrostatic force due to the sheath electric field \( E \) and the gravitational force \( f_g \) are balancing, \( QE = f_g \), on the ground. In experiments to measure the charge of an individual dust particle, it has been hard to separate \( Q \) and \( E \) independently. In addition, the conventional measurement methods require to change the experimental setup to measure \( Q \) and \( E \). However, by regarding the collection of dust particles as a fluid, it is possible to measure the resonant frequency of the dust fluid, i.e., the dust plasma frequency by externally applying the sinusoidal oscillation. The dust charge \( Q_A \) is calculated from the resonant frequency. The charge \( Q_A \) is an averaged charge for all dust particles present in the experimental region in this case.

In fluid dynamics, the Reynolds number is one of the important parameters. The Reynolds number is given by \( \frac{\text{inertial forces}}{\text{viscous forces}} \). The Reynolds number is also important in the dust flow. There are investigations relating to the widely changed Reynolds number or the viscosity of dust fluid by the simulation methods [61, 62]. However, it is hard to observe turbulence in our experiments on the dust flow, i.e., it is expected that the Reynolds number is rather small even when \( M > 1 \).

It is clear that collective behavior of dust particles can be described as a fluid globally. The fluid picture is held where the MHD conditions are satisfied. Intrinsically, however, the dust fluid is a group consisting of independent particles. Therefore, it is expected that the complex plasma includes unique features that is peculiar to a particle system, i.e., properties that are insufficient and difficult to be described by the MHD equation or the Navier–Stokes equation. Such a situation is possible where the MHD conditions do not hold locally. In fact, a few irregular particles are observed in quite rare case. For example, there is a dust particle whose orbit is irregular and different from the others in the way like the dust particle is reflected in a larger angle with faster speed by the obstacle in the bow shock experiment.

In addition, the following experiment may give another example. The schematic of the experimental device is shown in Figure 9(a) [63]. The dust cloud exists under an influence of an axisymmetric nonuniform magnetic field applied by a
small permanent magnet. The dust particles frequently collide with other particles surrounding it. Only the dust particles locate quite near the inner edge and the outer edge rotating along the edges as shown in Figure 9(b). Excluding these edge regions, the collective motion of dust particles seems to be like a fluid. As described in the previous paragraph, the dust fluid has high viscosity. In that case, the rotating particles at the edges have to transfer their momenta to the neighboring particles and must drag the neighbors to their rotating directions. However, in the experiment, the particles do not drag their neighboring particles. It is considered that, at both edges, the dust particles behave as individual particles. Hence, the MHD conditions may be locally broken near the edges, and the particle motion there may suggest one of the particulate-like properties.

5. Summary and subsequent development

It is found in our experiments that the group of dust particles collectively behaves in a similar way to a fluid. In the fast flow of $M > 1$, the bow shock is formed in front of the obstacle. Under the strong magnetic field applied with the permanent magnet, the dust fluid shows a dynamic circulation.

In addition, there is the experimental result which may suggest a particle property of the group of dust particles. It is expected that the dusty plasma or the complex plasma bridges the different nature between continuum mechanics such as fluids and kinetics of particles.

Our results have inspired other researchers in wider fields beyond plasma physics [64–76]. The followings are examples. Tiwari et al. constructed two-dimensional generalized hydrodynamic model and discussed on turbulence in a strongly coupled plasma [64]. They reported that the turbulence was able to occur at a low Reynolds number if the Weissenberg number was high. Kähler et al. derived the ion susceptibility in a partially ionized plasma [65]. Tadser et al. reported that the dust cloud confined in a magnetized plasma was diamagnetic [66]. Gibson et al. gave an improved understanding of magnetized electron behavior in a dipole magnetic field [67]. Laishram et al. investigated the dust vortex formation in a plasma [68].

Research on dusty plasmas has a strong influence to various areas of physics as seen above. Further progress will be expected.

Figure 9.
Schematic of the experimental device (a) and the enhanced illustration of the dust cloud (b). The arrows in (b) are the directions that the particles at the edges rotate. The magnetic field is vertically upward.
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Chapter 5
Integral Photography Technique
for Three-Dimensional Imaging of Dusty Plasmas
Akio Sanpei

Abstract
The integral photography technique has an advantage in which instantaneous three-dimensional (3D) information of objects can be estimated from a single-exposure picture obtained from a single viewing port. Recently, the technique has come into use for scientific research in diverse fields and has been applied to observe fine particles floating in plasma. The principle of integral photography technique and a design of a light-field camera for dusty plasma experiments are reported. The important parameters of the system, dependences of the size of the imaging area, and the spatial resolution on the number of lenses, pitch, and focal length of the lens array are calculated. Designed recording and reconstruction system is tested with target particles located on known positions and found that it works well in the range of dusty plasma experiment. By applying the integral photography technique to the obtained experimental image array, the 3D positions of dust particles floating in an RF plasma are identified.

Keywords:
dusty plasma, integral photography, three-dimensional reconstruction, particle measurements, light-field, plenoptic camera

1. Introduction
Fine particles immersed in plasma are charged up negatively, show three-dimensional (3D) motion, and form 3D-ordered state, i.e., Coulomb crystal [1–5].

Diagnostic methods for 3D information about the positions of fine particles in a plasma have therefore been widely researched. Among the various dusty plasma experiments, 90° separated two CCD cameras with helping 3D computed tomosynthetic reconstruction [6] and stereoscopic [7, 8] are widely used to determine the 3D position of each fine particle [9]. They require two or more detectors; however, the locations and numbers of observation ports are considerably restricted in many plasma experiment devices. Planar laser scanning technique can obtain the 3D information of particles with one CCD camera [10, 11], but it requires a little while to scan across the wide field of view. In-line holographic techniques [12] and two-color gradient methods [13, 14] can obtain 3D position of dust particles from a single-exposed photograph taken from a direction; however, these methods require a 12 bit or higher dynamic range sensors. It is required that a technique can acquire the 3D information of a dusty plasma with a single-exposed photograph taken from one viewing port with a conventional dynamic range sensor.
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1. Introduction

Fine particles immersed in plasma are charged up negatively, show three-dimensional (3D) motion, and form 3D-ordered state, i.e., Coulomb crystal [1–5]. Diagnostic methods for 3D information about the positions of fine particles in a plasma have therefore been widely researched. Among the various dusty plasma experiments, 90° separated two CCD cameras with helping 3D computed tomographic reconstruction [6] and stereoscopic [7, 8] are widely used to determine the 3D position of each fine particle [9]. They require two or more detectors; however, the locations and numbers of observation ports are considerably restricted in many plasma experiment devices. Planar laser scanning technique can obtain the 3D information of particles with one CCD camera [10, 11], but it requires a little while to scan across the wide field of view. In-line holographic techniques [12] and two-color gradient methods [13, 14] can obtain 3D position of dust particles from a single-exposed photograph taken from a direction; however, these methods require a 12 bit or higher dynamic range sensors. It is required that a technique can acquire the 3D information of a dusty plasma with a single-exposed photograph taken from one viewing port with a conventional dynamic range sensor.
The “integral photography technique” [15] is known as a principle used in naked eye 3D display and in commercial refocus cameras. Such refocus camera is also called as “plenoptic camera” or “light-field camera.” It provides 3D imaging technologies based on a small lens array or a pinhole array to capture light rays from slightly different directions. This technique has an advantage in which instantaneous 3D information of objects can be estimated from a single-exposure picture obtained from a single viewing port.

Recently, the integral photography technique has come into use for scientific research in diverse fields. Example applications are particle tracking for velocimetry [16–19], microscopy measurement [20, 21], spray imaging [22], etc. In the research filed of plasma, 3D reconstructions of positions of particles levitating in a plasma have been demonstrated using commercial light-field Lytro cameras [23], and the time evolution of dusty plasmas has been measured using a commercial light-field Raytrix camera [24]. An open-ended plenoptic camera, which is constructed with a lens array and a typical reflex CMOS camera, obtained the 3D positions of dust particles in a radio-frequency (RF) plasma [25, 26]. Dual-filter plenoptic imaging system has been applied to observe lithium pellets in a high-temperature plasma [27].

In this chapter, the principle, design, and experimental results of the integral photography technique for 3D imaging of dusty plasmas will be presented.

2. Principle of the integral photography analysis

Figure 1 shows a schematic of recording and 3D reconstruction system with integral photography for dusty plasma experiment. A small lens array is placed in front of the particles levitating in a plasma to obtain an array of projected image. The rays emerging from 3D objects, i.e., scattering light rays from dusts pass through the small lens array and are captured on a sensor device. A 3D spatial point of object that is a position of a dust particle should be projected to two-dimensional (2D) image points \((X(i,j), Y(i,j))\) through each \((i,j)\)th lens of the array on a detector. The 3D reconstruction is then carried out computationally by creating inverse propagating rays within a virtual system similar to the recorded one.

![Figure 1](image-url)

**Figure 1.** Schematic of recording and 3D reconstruction system with the integral photography technique: (A) object, (B) lens array, (C) array of projected images on the detector, (D) virtual lens array, and (E and E') virtual observation planes [25].
2.1 Recording system for dusty plasma experiments

In this section, it is shown how to design a recording system for dusty plasma experiments. Figure 2 shows a schematic of relationship among lens array, detector, and imaging area on the recording system. The Cartesian \((x, y, z)\) coordinate axes are indicated in the lower right corner of the figure. Rays are projected directly onto the sensor after passing through the lens array, which is placed at \(z = 0\). Therefore, 3D spatial point of light source, i.e., the position of a dust particle, is projected through each lens of the array to 2D image points \((X^{(i,j)}, Y^{(i,j)})\) on the detector. The array of projected images on the sensor is called as “elemental image array.”

The considerable parameters of the lens array are the number of lenses, lens pitch, and focal length. In the following discussion, we deal only with convex lens array. The focal length \(F\) of a convex lens array is calculated from the lens law as follows:

\[
F = \frac{ll}{L + l},
\]

where \(L\) is the distance between the object and the lens array and \(l\) is the distance between the lens array and the sensor. Figure 3 shows \(F\) dependence on \(L\) with three values of \(l\). The most suitable value of \(F\) can be determined by changing the experimental configuration. Particles located at misaligned positions from focused \(z\)-plane create blurred spots on the sensor.

![Figure 2](image1.png)

*Figure 2.* The schematic of relationship among the small lens array, the detector, and the imaging area of the recording system. Rays are projected directly onto the sensor after passing through the lens array to form an elemental image array [26].

![Figure 3](image2.png)

*Figure 3.* Focal length \(F\) of a convex lens array plotted as a function of the distance \(L\) between the object and the lens array for various \(l\) values between the lens and a sensor [26].
In order to make an efficient recording system, the configuration of the CMOS sensor must be considered. The number of lenses in the array should be a multiple of the aspect ratio of the CMOS sensor. In addition, the lens pitch must take into account the size of the imaging area. After passing through the lens, rays are projected onto the sensor directly. If we assume that rays from a given dust particle are projected onto all elemental images, the limit of the imaging area is calculated using straight lines passing through the center of the outermost lens

\[(x, y, z) = (x, p(n_y - 1)/2, 0)\]  \hspace{1cm} (2)

and through pixels on the edges of the sensor area corresponding to the outermost lens

\[(x, y, z) = (x, H/2, -l), (x, H(n_y - 2)/2, -l).\]  \hspace{1cm} (3)

Here, \(n\) is the number of lenses along a given axis, the subscript “\(y\)” denotes the direction of the \(y\)-axis, \(H\) is the length of the CMOS sensor in the \(y\)-axis, and \(p\) is the lens pitch. Furthermore, the limits for the plane perpendicular to the \(z\)-axis are expressed as

\[y_1 = p \frac{n_y - 1}{2} - L \frac{H - (n_y - 1)p}{2l},\]  \hspace{1cm} (4)

\[y_2 = p \frac{n_y - 1}{2} + L \left\{ \frac{n_y - 1}{2} - \frac{H}{n_y} \left( \frac{n_y - 2}{2} \right) \right\}.\]  \hspace{1cm} (5)

In the same manner, the limits for the \(z\)-axis of the imaging area are expressed as

\[z_1 = \frac{n_y - 1}{2} p \times \frac{2n_y l}{(n_y - 2)H - n_y(n_y - 1)p},\]  \hspace{1cm} (6)

\[z_2 = \frac{n_y - 1}{2} p \times \frac{2l}{H - (n_y - 1)p}.\]  \hspace{1cm} (7)

The number \(n_x\) of lenses along the \(x\)-direction is calculated from \(n_y\) using the aspect ratio of the CMOS sensor. Then we can design \(p\) and \(n\) from experimental requirement of \(L\) and the size of the imaging area using above equations.

An uncertainty in the reconstructed image will be attributed to the spatial resolution of an elemental image on CMOS sensor [24]. The length \(h\) of a side of a pixel on the CMOS sensor produces uncertainties in the plane perpendicular to the \(z\)-axis as

\[hL \frac{T}{l}\]  \hspace{1cm} (8)

and along the \(z\)-axis itself as

\[hL \frac{(n_y - 1)(L + l)}{2l} \frac{H}{H}.\]  \hspace{1cm} (9)

The above equation indicates that the large ratio of distances \(L/l\) and finite size of a pixel on the CMOS sensor cause a relatively large uncertainty along the \(z\)-axis.
2.2 Reconstruction of 3D position of light source

To extract the positions of projected particles \((X^{(i,j)}, Y^{(i,j)})\) from the elemental image array, a subtraction technique is applied together with the color and profile thresholds. Background image is subtracted from obtained experimental image to reduce background noises such as the reflection of the laser light from the wall of the vacuum vessel. Then, the color space of the subtracted image is converted from RGB to “Lab” scale [28]. To obtain bright pixels colored with irradiating laser from the image, the threshold values of “L” and “a,” which depend on the experimental configurations, were considered. For example, by analyzing the dust experiment shown in the Section 3.3 (see Figure 9), pixels with “L” values greater than 110 out of 255 and “a” values less than 110 out of 255 are used. Filtering with the geometrical features of the luminance distribution patch on pixels was also applied to detect the positions of dust particles from noise. The luminance centroid of each luminance distribution patch was estimated, and it was treated as the position of the particle.

Using the observed elemental image array, the 3D image of particle distribution is reconstructed in the computer. The light path arriving at the point \((p_x, q_z)\) on a virtual observation plane located on \(z\) from a point \((X^{(i,j)}, Y^{(i,j)})\) corresponding to \((i,j)\)th lens on the elemental image array is calculated with ray tracing according to geometrical information, such as distance from lens array to detector and focal length of lenses. If the thin lens approximation can be applied, \((p_x, q_z)\) on giving \(z\) is easily calculated as

\[
p_x = -\left(\frac{X^{(ij)} - X^{(ij)}_{center}}{l}\right) \times z + X^{(ij)}_{center}
\]

\[
q_z = -\left(\frac{Y^{(ij)} - Y^{(ij)}_{center}}{l}\right) \times z + Y^{(ij)}_{center}
\]

where \((X^{(ij)}_{center}, Y^{(ij)}_{center})\) is the center of the \((i,j)\)th lens.

Luminosity \(I(x, y, z)\) of 3D light-field is estimated as a summation of light intensity \(I'(X^{(i,j)}, Y^{(i,j)})\) over all \((i,j)\)th lenses [25, 29, 30] as

\[
I(x, y, z) = \frac{\sum_{i,j} I'(X^{(ij)}, Y^{(ij)}) G_{(ij)} (X^{(ij)}, Y^{(ij)}) \cos^2 \alpha / r^2}{\sum_{i,j} G_{(ij)} (X^{(ij)}, Y^{(ij)})},
\]

where \(r\) is the distance between \((X^{(i,j)}, Y^{(i,j)})\) and the position \((x, y, z)\) and \(\alpha\) is the angle between the optical axis and the incident ray. \(G_{(i,j)}\) is a function indicating whether \((i,j)\)th lenslet exists in a field of view or not defined as

\[
G_{(ij)} = \begin{cases} 
1, & \text{if } (X, Y) \in \text{lenslet} \\
0, & \text{otherwise}
\end{cases}
\]

A target light source should locate on where \(I(x, y, z)\) shows the extremal value with respect to \(z\), i.e., at convergent points of the rays. To detect the positions of dust particles, therefore, the virtual observation plane, indicated as \(E\) and \(E'\) in Figure 1, is scanned along \(z\)-axis.
3. Experimental setup and results

3.1 Estimation of measurement parameters for a dusty plasma experiment

In order to determine the parameters of multi-convex lens array for a dusty plasma experiment, we adjusted the side of the imaging area and \( L \) to be approximately 5 and 80 mm, respectively. The commercial, standard reflex camera (D810, Nikon) was applied as the CMOS sensor. The sensor has dimensions of \( 36 \times 24 \text{ mm}^2 \) and \( h = 1/205 \text{ mm} \). Due to the geometrical limit of the camera D810, the distance \( l \) must be more than 65 mm. Rays are projected onto the CMOS sensor directly after passing through the lens array. Subsequently, \( F \) is estimated as 35 mm from Eq. (1). The number \( n \) of lenses is inversely proportional to \( p \) and to the size of a lens. Because of the increased number of tracing rays, an increase in \( n \) increases the resolution; however, the number of pixels illuminated by each lens decreases. For a lens array including \((n_x, n_y) = 9 \times 6\) lenses, \( p \) is led as 2.2 mm and the D810 camera has \( 818 \times 818 \) square pixels for each lens. The imaging area for the plane perpendicular to the \( z \)-axis lies between \( y_1 = -2.5 \text{ mm} \) and \( y_2 = 2.423 \text{ mm} \), as estimated from Eqs. (4) and (5). The area of the measurable plane is a function of the position \( z \) of virtual plane, and it is maximized to be approximately \( 24 \text{ mm}^2 \) at \( z = 80 \text{ mm} \). Regarding the \( z \)-axis, the imaging area lies between \( z_1 = 143 \text{ mm} \) and \( z_2 = 55 \text{ mm} \), as estimated from Eqs. (6) and (7). **Table 1** shows the parameters of the designed multi-convex lens array and those of the recording system.

A picture of the designed lens array using acrylic plastic is shown in **Figure 4**. The rim around the periphery facilitates the holding of the array. **Figure 5** shows a sample image obtained with the designed lens array system. The object appears as a single green circle with \( \sim 1 \text{ mm} \) of diameter which is located on \( z = 80 \text{ mm} \).

3.2 Reconstruction of known target light sources

Developed recording and reconstruction system has been tested using target light sources located on known positions. In this test experiment, the typical exposure time of the camera is 1/400 s. The elemental image array obtained with the system was stored in a computer as 10 bits of data. In addition to the position \((X^{(i,j)}, Y^{(i,j)})\) of the particles identified in each elemental images, the intensity \( I(X^{(i,j)}, Y^{(i,j)}) \) for each particle is recorded as well. Then \( I(x, y, z) \) on a virtual observation plane located on \( z \) is calculated according to Eq. (12). The position of the maxima of the brightness of the light-field \( I(x, y, z) \) determines the \( z \), which represents the depth of particles. After calibrating the apparent pixel sizes on the images to the real

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F )</td>
<td>35 mm (convex)</td>
</tr>
<tr>
<td>( n_x \times n_y )</td>
<td>9 \times 6</td>
</tr>
<tr>
<td>Size of a lens</td>
<td>2.2 \times 2.2 mm(^2)</td>
</tr>
<tr>
<td>Pixels per lens</td>
<td>818 \times 818 pixels</td>
</tr>
<tr>
<td>( l )</td>
<td>( \geq 65 \text{ mm} )</td>
</tr>
<tr>
<td>Working area on ( x-y ) plane at ( z = 80 \text{ mm} )</td>
<td>( \sim 24 \text{ mm}^2 )</td>
</tr>
<tr>
<td>Working range of ( z ) from lens array</td>
<td>55–143 mm</td>
</tr>
</tbody>
</table>

**Table 1.** Parameters of multi-convex lens array and the recording system for dusty plasma experiment with the CMOS camera D810.
3. Experimental setup and results

3.1 Estimation of measurement parameters for a dusty plasma experiment

In order to determine the parameters of multi-convex lens array for a dusty plasma experiment, we adjusted the side of the imaging area and \( L \) to be approximately 5 and 80 mm, respectively. The commercial, standard reflex camera (D810, Nikon) was applied as the CMOS sensor. The sensor has dimensions of \( 36 \times 24 \text{ mm}^2 \) and \( h = \frac{1}{205} \text{ mm} \). Due to the geometrical limit of the camera D810, the distance \( l \) must be more than 65 mm. Rays are projected onto the CMOS sensor directly after passing through the lens array. Subsequently, \( F \) is estimated as 35 mm from Eq. (1).

The number \( n \) of lenses is inversely proportional to \( p \) and to the size of a lens. Because of the increased number of tracing rays, an increase in \( n \) increases the resolution; however, the number of pixels illuminated by each lens decreases. For a lens array including \( (n_x, n_y) = 9 \times 6 \) lenses, \( p \) is led as 2.2 mm and the D810 camera has 818 \( \times \) 818 square pixels for each lens. The imaging area for the plane perpendicular to the \( z \)-axis lies between \( y_1 = -2.5 \text{ mm} \) and \( y_2 = 2.423 \text{ mm} \), as estimated from Eqs. (4) and (5). The area of the measurable plane is a function of the position \( z \) of virtual plane, and it is maximized to be approximately 24 mm\(^2 \) at \( z = 80 \text{ mm} \).

Regarding the \( z \)-axis, the imaging area lies between \( z_1 = 143 \text{ mm} \) and \( z_2 = 55 \text{ mm} \), as estimated from Eqs. (6) and (7).

Table 1 shows the parameters of the designed multi-convex lens array and those of the recording system.

![Figure 4](image1.png)

**Figure 4.** Photograph of the designed lens array. It includes 9 \( \times \) 6 convex spherical lenses with rectangular boundaries. All lenses have the same \( F \) value of 35 mm [26].

![Figure 5](image2.png)

**Figure 5.** Sample image obtained with the designed lens array system. Single green circles are recorded as 9 \( \times \) 6 circles on the CMOS sensor.

![Figure 6](image3.png)

**Figure 6.** Top view of reconstruction result for the test data. The target and reconstructed data are indicated by open squares and closed circles, respectively [26].
scales of the dust particle cloud, the absolute \((x, y, z)\) coordinates can be determined.

In Figure 6, the 3D positions of the known target and reconstructed particles are marked by open squares and closed circles, respectively. In this test experiment, the optical axis is set along the \(z\)-axis, the multi-convex lens array is located at \(z = 0\), and \(l\) is set to be 77 mm. Mechanical setting errors cause 30 \(\mu\)m of the error bars for the target data points. The error bars of the reconstructed data points are determined according to the pixel dimensions of the recording system. From Eqs. (8) and (9), the uncertainties for the \(x\)- and \(z\)-directions are estimated as \(~6\) and 108 \(\mu\)m, respectively. The relative error between the positions of the target and reconstructed data fits into the known range. Therefore it is concluded that the developed recording and reconstruction system works well in the range of dusty plasma experiment.

3.3 Apply to dusty plasma experiment

Finally, the developed system is applied to a dusty plasma comprising monodiverse polymer spheres (diameter = 6.5 \(\mu\)m) floating in a horizontal, parallel-plate RF plasma. Figures 7 and 8 show a photograph and schematic of the experimental setup. A piezoelectric vibrator is contained in an RF electrode as the injector of fine particles into a plasma. A grounded counter electrode is positioned at the upper side of the 13.56-MHz-powered electrode at the distance of 14 mm. Fine particles levitate in the plasma generated between the electrodes. A solid-state laser, which radiates light of 532 nm in wavelength, 4 mm in diameter, and \(~10\) mW in radiation power, was used in our experiment to observe fine particles in the plasma using scattered laser light.

The lens array and the CMOS sensor were located at a side port of the chamber with a distance of \(l = 65\) mm to obtain the elemental image array. An enlarged

![Figure 7](image-url)
scales of the dust particle cloud, the absolute \((x, y, z)\) coordinates can be determined. In Figure 6, the 3D positions of the known target and reconstructed particles are marked by open squares and closed circles, respectively. In this test experiment, the optical axis is set along the \(z\)-axis, the multi-convex lens array is located at \(z = 0\), and \(l\) is set to be 77 mm. Mechanical setting errors cause 30 \(\mu m\) of the error bars for the target data points. The error bars of the reconstructed data points are determined according to the pixel dimensions of the recording system. From Eqs. (8) and (9), the uncertainties for the \(x\)-\((y)-\) and \(z\)-directions are estimated as \(\sqrt{24}\) and 108 \(\mu m\), respectively. The relative error between the positions of the target and reconstructed data fits into the known range. Therefore it is concluded that the developed recording and reconstruction system works well in the range of dusty plasma experiment.

3.3 Apply to dusty plasma experiment

Finally, the developed system is applied to a dusty plasma comprising monodiverse polymer spheres (diameter = 6.5 \(\mu m\)) floating in a horizontal, parallel-plate RF plasma. Figures 7 and 8 show a photograph and schematic of the experimental setup. A piezoelectric vibrator is contained in an RF electrode as the injector of fine particles into a plasma. A grounded counter electrode is positioned at the upper side of the 13.56-MHz-powered electrode at the distance of 14 mm. Fine particles levitate in the plasma generated between the electrodes. A solid-state laser, which radiates light of 532 nm in wavelength, 4 mm in diameter, and 10 mW in radiation power, was used in our experiment to observe fine particles in the plasma using scattered laser light.

The lens array and the CMOS sensor were located at a side port of the chamber with a distance of \(l = 65\) mm to obtain the elemental image array. An enlarged experimentally obtained elemental image array from above experimental device is shown in Figure 9. This figure shows roughly \(3 \times 2\) elements out of the \(9 \times 6\) elements captured by the CMOS camera. Each image element is recorded with approximately 818 \(\times\) 818 square pixels on the sensor. Scattered light from the dust particles levitating in the RF plasma appears as green dots, and slightly different elemental images result from parallax differences. As shown in Figure 9, only five dust particles floated in the plasma in this experiment. They oscillated vertically in the field of view and did not form any ordered array. The 3D positions of particles determined from Figure 9 are shown in Table 2 and Figure 10. Note that the \(z\)-axis is along the optical axis and value of \(z\) is the distance from the lens array.

Figure 10(a) shows a bird’s-eye view of the reconstructed distribution. Green dots indicate the 3D positions of the levitating dusts, and cross symbols indicate the projected position on the \(x-y\) plane with \(z = 90\) mm. The \(x-y\) distribution of dust particles in Figure 10(c) agrees with the observed configuration of dust particles in Figure 9. From the reconstructed image, we can recognize that particles are...
randomly distributed between \( z = 88.4 \) and 89.8 mm, which are the distance from the lens array. The mean distance among particles is estimated approximately 780 \( \mu \text{m} \).

### 4. Expected future of the integral photography technique for plasma measurement

The integral photography technique has great potential of versatile applications for plasma measurement. With the help of Mie-scattering ellipsometry technique [31, 32], it would bring information about the size of particles in addition to six-dimensional information about position and velocity. Combined with intrinsic fluorescence spectroscopy [33], specification of dust’s materials will be available not only for standard polymer but also for unusual target such as microorganisms [34, 35]. Moreover, deconvolution techniques [36, 37] will extend the integral photography to determine 3D distribution of spatially continuous light sources [38]. 3D information of bremsstrahlung emissivity distribution should be obtained.

---

<table>
<thead>
<tr>
<th>( x )</th>
<th>( y )</th>
<th>( z )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.4226</td>
<td>0.7535</td>
<td>88.542</td>
</tr>
<tr>
<td>-0.2322</td>
<td>0.2773</td>
<td>88.950</td>
</tr>
<tr>
<td>0.1896</td>
<td>0.4043</td>
<td>89.676</td>
</tr>
<tr>
<td>0.3075</td>
<td>0.3272</td>
<td>88.860</td>
</tr>
<tr>
<td>0.6975</td>
<td>0.1367</td>
<td>89.540</td>
</tr>
</tbody>
</table>

**Table 2.**

\( x, y, \) and \( z \) coordinates in mm of each particle, as determined from Figure 9.

---

**Figure 10.**

(a) Bird’s-eye view. Cross symbols indicate projected position of the \( x-y \) plane with \( z = 90 \) mm. (b) Projection of the \( x-z \) plane. (c) Projection of the \( x-y \) plane. Each panel shows the reconstructed positions of the levitating particles, as obtained from Figure 9. Dust are randomly distributed between \( z = 88.4 \) and 89.8 mm, which are the distance from the lens array [26].

randomly distributed between \( z = 88.4 \) and 89.8 mm, which are the distance from the lens array. The mean distance among particles is estimated approximately 780 \( \mu \text{m} \).
with pinhole ultraviolet or soft X-ray detector [39–41], instead of lenslet array for visible light.

It is still unclear how many dust particles can be counted by the system using the integral photography technique because many parameters trade off against each other. Well-designed optical and recording systems are required to identify the 3D positions for a large number of particles. The defocusing effect of objects is another considerable problem. The effect makes the positions of objects on sensor difficult to identify, and uncertainties in the reconstructed image may increase. In order to avoid such a problem, some commercial light-field cameras mount different \( F \) lens arrays simultaneously. Moreover, subpixel analyses, modern particle detection, and interpolation algorithms would enable the achievement of enhanced accuracy [42, 43].

5. Conclusions

The integral photography technique is useful for 3D observation of dusty plasmas. This technique has an advantage in which instantaneous 3D information of objects can be estimated from a single-exposure picture obtained from a single viewing port. The principle of integral photography technique and its analytical method has been explained in detail. A design of a light-field camera for dusty plasma experiments has been reported. The important parameters of the system, dependences of the size of the imaging area, and the spatial resolution on the number of lenses, pitch, and focal length of the lens array are calculated. Then, the recording and reconstruction system has been tested with target particles located on known positions and found that it works well in the range of dusty plasma experiment. By applying the integral photography technique to the obtained experimental image array, the 3D positions of dust particles floating in an RF plasma are identified.
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Chapter 6
Dusty Plasmas in Supercritical Carbon Dioxide
Yasuhito Matsubayashi, Noritaka Sakakibara, Tsuyohito Ito and Kazuo Terashima

Abstract
Dusty plasmas, which are systems comprising plasmas and dust particles, have emerged in various fields such as astrophysics and semiconductor processes. The fine particles possibly form ordered structures, namely, plasma crystals, which have been extensively studied as a model to observe statistical phenomena. However, the structures of the plasma crystals in ground-based experiments are two-dimensional (2D) because of the anisotropy induced by gravity. Microgravity experiments successfully provided opportunities to observe the novel phenomena hidden by gravity. The dusty plasmas generated in supercritical fluids (SCFs) are proposed herein as a means for realizing a pseudo-microgravity environment for plasma crystals. SCF has a high and controllable density; therefore, the particles in SCF can experience pseudo-microgravity conditions with the aid of buoyancy. In this chapter, a study on the particle charging and the formation of the plasma crystals in supercritical CO2, the realization of a pseudo-microgravity environment, and the outlook for the dusty plasmas in SCF are introduced. Our studies on dusty plasmas in SCF not only provide the pseudo-microgravity conditions but also open a novel field of strongly coupled plasmas because of the properties of media.

Keywords: plasma crystal, supercritical fluid, pseudo-microgravity, surface dielectric barrier discharge, dusty plasmas in dense fluids

1. Introduction
The dynamics of statistical phenomena, such as phase transitions and wave propagation, and kinetic phenomena, such as the motion of dislocations in a crystal, are difficult to observe because atoms are too small. For a long time, many models have been developed that imitate crystal structures and can be observed with an optical microscope. For example, in 1947, Bragg, who established X-ray diffraction, and Nye reported the bubble model to understand the dynamics of dislocations [1]. The most extensively studied system is probably a charged particle system. For example, colloidal crystals, ordered structures of microparticles in colloidal dispersion, were developed [2]. Colloidal crystals have been studied not only as a model of crystal structure but also for application to optical materials [3]. Interparticle distances are close to the wavelength of visible light, which results in opalescence.

Dusty plasmas or fine particle plasmas, a system composed of dust particles and plasmas, have also been extensively studied as a model of crystal structure. In 1986,
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1. Introduction

The dynamics of statistical phenomena, such as phase transitions and wave propagation, and kinetic phenomena, such as the motion of dislocations in a crystal, are difficult to observe because atoms are too small. For a long time, many models have been developed that imitate crystal structures and can be observed with an optical microscope. For example, in 1947, Bragg, who established X-ray diffraction, and Nye reported the bubble model to understand the dynamics of dislocations [1]. The most extensively studied system is probably a charged particle system. For example, colloidal crystals, ordered structures of microparticles in colloidal dispersion, were developed [2]. Colloidal crystals have been studied not only as a model of crystal structure but also for application to optical materials [3]. Interparticle distances are close to the wavelength of visible light, which results in opalescence.

Dusty plasmas or fine particle plasmas, a system composed of dust particles and plasmas, have also been extensively studied as a model of crystal structure. In 1986,
Ikezi theoretically predicted that microparticles (diameter, 0.3–30 μm) embedded in a commonly used plasma processing possibly form an ordered structure or plasma crystal [4]. Microparticles inside the plasma become negatively charged because of the higher mobility of electrons. The charged particles exert a repulsive Coulombic force on each other. Plasma crystals can be formed when the interparticle electrostatic potential exceeds the kinetic energy of particles. A good measure for the formation of plasma crystals is a Coulomb coupling parameter $\Gamma$. $\Gamma$ is defined as a ratio of the electrostatic potential energy to the kinetic energy of particles. The plasma with $\Gamma > 1$ is defined as a strongly coupled plasma [5], and Monte Carlo simulation suggests that an ordered structure can be formed when $\Gamma > 170$ [6].

In 1994, three independent groups simultaneously reported the experimental observation of plasma crystals [7–9]. However, these crystal structures were strongly affected by gravity. Because the electric field in a plasma sheath can compensate for gravity, the structure of plasma crystals can be maintained in a sheath region. Such compression in a direction of gravitational force gives plasma crystals a two-dimensional (2D) structure. To eliminate the gravitational anisotropy, microgravity experiments using the International Space Station and a sounding rocket have been conducted and provided three-dimensional (3D) plasma crystals [10]. The 3D plasma crystals in microgravity experiments show some new phenomena, such as an unexpected void structure and various crystal structures (fcc, bcc, and hcp) [11]. Such microgravity experiments give promising results; however, they are time-consuming and costly. To overcome the time and cost issues, a ground-based “microgravity” experiment is greatly needed. Previously, several concepts have been proposed. Applying thermophoretic force was reported as an effective approach to cancel gravity [12, 13]. The shell structure of dust particles, “Coulomb balls,” was found. Another approach is the magnetic field. It was reported that the magnetic field applied on super-paramagnetic particles can compensate for the gravity [14]. In the case of colloidal dispersion, gravity affects the crystal structures in a similar manner. Microgravity experiments were conducted as is for dusty plasmas, which revealed that the crystal structure under microgravity is basically random stacking of hexagonally close-packed planes alone and suggested that fcc, which is often observed in ground-based experiments, is induced by gravity [15]. Buoyancy is employed to compensate for gravity in ground-based experiments [16]. Buoyancy can be tuned by changing the ratio of H$_2$O and D$_2$O; the density of media can be matched to that of microparticles.

In the present study, buoyancy in supercritical fluids (SCFs) is proposed as a means for compensating for gravity in dusty plasmas. SCF is a state of matter whose temperature and pressure exceed those of the critical point ($T_c$, $P_c$), as described in Figure 1. The critical point is the end point of the vapor pressure curve, above which it is impossible to distinguish whether the phase is gas or liquid, and the phase is defined as SCF. SCF has liquid-like solubility, high density, and gas-like low viscosity. Owing to such unique properties, SCF has been applied to fabrication processes of such materials as aerogels and nanoparticles [17]. The critical temperature $T_c$ varies with molecules. CO$_2$ and Xe are frequently used as SCF media, because they have $T_c$ near room temperature, 304 and 290 K, respectively. The critical pressure $P_c$ of each medium is 7.38 and 5.84 MPa, respectively; therefore, temperature control by a water cooling/heating system, and the application of pressure by a pump can provide SCF states of CO$_2$ and Xe. The properties of SCF that are significant for the application to dusty plasmas are density and viscosity. Figure 2a shows the dependence of the density of CO$_2$, Xe, and typical liquid (H$_2$O and ethanol) on pressure. The temperatures of Xe and CO$_2$ are their own $T_c$, and those of water and ethanol are set to room temperature (293 K). The densities of H$_2$O and ethanol show little change against pressure. Meanwhile, those of CO$_2$ and
Xe successively increase with increasing pressure and reach or exceed those of typical liquids above $P_c$, where they become SCF. This means that controllable buoyancy can be applied to microparticles in SCF, which possibly results in the realization of pseudo-microgravity conditions for dusty plasmas. Figure 2b shows the dependence of the viscosity of each medium on pressure. Despite the large density of SCF, the viscosities are only one-tenth those of typical liquids. Therefore, microparticles in SCF experience little viscous drag, which delays reaching a condition of thermal equilibrium, as is observed in colloidal dispersion [18]. Therefore, SCFs are considered to be attractive media suitable for the generation of dusty plasmas in a pseudo-microgravity condition.

The generation of nonthermal plasmas in SCF is challenging, because the pressure is so high that applying higher voltage is necessary based on Paschen’s law. The discharge plasmas in SCFs have been successfully generated by employing electrodes with a gap on the order of micrometers [19]. The possibilities of the plasmas in SCF for application to carbon nanomaterial syntheses and unique phenomena, such as a large decrease of breakdown voltage near the critical point, were shown [20]. For application to the generation of dusty plasmas, surface dielectric barrier discharge (DBD) in the field-emitting regime was employed [21]. The breakdown voltages of CO₂ for the discharges in the “standard regime,” in which electrons are
dominantly provided by ionizations, increase with increasing pressure, while it was found that field emission plays a major role in generating discharges under high pressure, which results in discharges with breakdown voltages as low as 2 kV. The surface DBD in the field-emitting regime is considered to be suitable for the generation of dusty plasmas in SCF, because the discharge with such low breakdown voltages possibly generates less heat and causes less damage to microparticles and electrodes.

In this chapter, a study on dusty plasmas in supercritical CO$_2$ (scCO$_2$) is introduced. In Section 2, the first report on the generation of dusty plasmas in SCF, on the formation of plasma crystals in scCO$_2$, and on the estimation of the particle charges is described [22]. Section 3 covers the realization of a pseudo-microgravity environment for dusty plasmas in scCO$_2$ and the 3D arrangement of particles [23]. In Section 4, the outlook for dusty plasmas in SCF, which includes the further applications of pseudo-microgravity conditions and the comparisons with other strongly coupled plasmas, is briefly discussed.

2. Motion of particles in dusty plasmas generated in scCO$_2$

The particle motion in dusty plasmas generated in scCO$_2$ was analyzed. The particles were electrically charged by the surface DBD in the field-emitting regime and showed the formation of an ordered structure above the electrodes. The analysis of the equation of motion revealed that the charge of a particle was on the order of $-10^4$ to $-10^6$ e (e: elementary charge). The kinetic energy of a particle was estimated by recording the motion with a high-speed camera. The estimated Coulomb coupling parameter was $10^5$–$10^6$, from which the formation of strongly coupled plasmas was confirmed.

2.1 Experimental approach

Figure 3 shows a schematic diagram of the experimental setup for the generation of the dusty plasmas in scCO$_2$. As shown in Figure 3a, CO$_2$ pressurized by a high-pressure pump with a cooling circuit was introduced into the high-pressure chamber. The temperature inside the chamber was controlled by a water cooling/heating system. The temperature and pressure of CO$_2$ were 304.1–305.8 K and 0.10–8.33 MPa, respectively, which includes gaseous, liquid, and SCF states of CO$_2$. High voltages of up to 10 kVp-p with a frequency of 0.1–10 kHz were applied to the electrode. The microparticles (divinylbenzene resin; diameter, 30.0 μm; density, 1.19 g cm$^{-3}$) were placed on the etched region of the electrodes before applying voltages. The density of the particles was larger than that of CO$_2$ in this experimental condition; therefore, a pseudo-microgravity condition could not be achieved. The interest of this study is the charging and the motion of the particles in scCO$_2$. The motion of microparticles was observed by an optical microscope through a sapphire window under light-emitting diode (LED) illumination, as shown in Figure 3b. The high-speed camera was employed for the detection of the fast motion with frame rates up to 1000 fps. The motion in the direction of gravitational force was observed through a mirror. Figure 3c shows the detailed structure of the electrodes. The upper, powered electrode consists of a Cu film deposited on polyimide film, etched in a linear fashion, and closed by Ag pastes to confine particles. This rectangular region is referred to as the “etched region.” The thicknesses of the Cu films and polyimide films were 30 and 20 μm, respectively. Ag paste was deposited on the reverse side and connected to the grounded chamber.
2.2 Generation of dusty plasmas in scCO₂

Figure 4 shows photos of the electrodes and the plasmas generated with them without microparticles placed. Figure 4a shows photos of the electrodes whose etching width was 670 μm. Figure 4b shows the plasmas generated in scCO₂ in the field-emitting regime. The red luminescence is consistent with the previous optical emission spectroscopy measurement, which suggests that this is induced by electron-neutral bremsstrahlung [24]. Figure 4c shows the plasmas generated at atmospheric pressure in the standard regime, whose luminescence was blue or white, which might be derived from atomic emission.

In the experiments with particles, the particles in the etched region of the electrodes started to move intensely near the electrode surface when the voltage of ~3.0 kV_{pp} with a frequency of 10 kHz was applied, while many particles adhered to the Cu film and the Ag pastes, as shown in Figure 5. The moving particles were possibly electrically charged and accelerated by the AC electric field. When the frequency was decreased to 1 kHz, several particles floated above the electrodes, as shown Figure 6. Figure 6a shows the top view, where it is confirmed that the...
particles aligned at the center of the etched region. The particles showed motion along the electrode edge, whose direction is indicated in **Figure 6a. Figure 6b** shows the side view. The particles were levitated at a height of 500 μm or more above the electrode surface. These phenomena could be observed in the condition of high-pressure gaseous, liquid, and supercritical CO₂. It was considered that the particles levitated after the applied frequency was lowered, because the particles are likely to follow the AC electric fields with lower frequency, which is discussed in detail later.

### 2.3 Numerical simulations of the particle motion

The equation of motion of charged particles in scCO₂ shown below was numerically solved:

\[
m d^2z \frac{dt^2}{dt} = -mg + \rho Vg - k \frac{dz}{dt} + QE(z) \sin 2\pi ft \tag{1}
\]

where \(m\) is the particle mass, \(z\) is the height of the particle from the electrode surface, \(t\) is the time, \(g\) is the gravitational constant, \(\rho\) is the mass density of CO₂, \(V\) is the volume of the particle, \(k = 6\pi\eta r\) is the viscous drag coefficient, \(\eta\) is the viscosity of CO₂ and was obtained from the NIST database [25], \(r\) is the radius of the particle, \(Q\) is the particle charge, \(E(z)\) is the electric field along \(z\), and \(f\) is the applied frequency. \(E(z)\) was obtained from the derivative of the electric potential calculated with the finite-element method using freely available software [26]. **Figure 7** shows the contour map of the electric potential near the electrodes with an applied voltage of 5 kV. Here, \(z\) is defined as the opposite direction of the gravitational force so that \(z = 0\) corresponds to the electrode surface (the surface of the polyimide film in the etched region); \(x\) and \(y\) are defined as the direction parallel to the electrode surface, as indicated in **Figure 6.** **Figure 7** is the cross-sectional view of the electrodes in.
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The particles showed motion along the electrode edge, whose direction is indicated in Figure 6a. Figure 6b shows the side view. The particles were levitated at a height of 500 μm or more above the electrode surface. These phenomena could be observed in the condition of high-pressure gaseous, liquid, and supercritical CO₂. It was considered that the particles levitated after the applied frequency was lowered, because the particles are likely to follow the AC electric fields with lower frequency, which is discussed in detail later.

2.3 Numerical simulations of the particle motion

The equation of motion of charged particles in scCO₂ shown below was numerically solved:

\[ \frac{d^2 z}{dt^2} = -mg + \frac{\rho V}{d} \frac{d}{dt} + \frac{QE(z)}{k} \sin^2 \pi ft \]  

where \( m \) is the particle mass, \( z \) is the height of the particle from the electrode surface, \( t \) is the time, \( g \) is the gravitational constant, \( \rho \) is the mass density of CO₂, \( V \) is the volume of the particle, \( k = 6\pi \eta r \) is the viscous drag coefficient, \( \eta \) is the viscosity of CO₂ and was obtained from the NIST database [25], \( r \) is the radius of the particle, \( Q \) is the particle charge, \( E(z) \) is the electric field along \( z \), and \( f \) is the applied frequency.

\( E(z) \) was obtained from the derivative of the electric potential calculated with the finite-element method using freely available software [26]. Figure 7 shows the contour map of the electric potential near the electrodes with an applied voltage of 5 kV. Here, \( z \) is defined as the opposite direction of the gravitational force so that \( z = 0 \) corresponds to the electrode surface (the surface of the polyimide film in the etched region); \( x \) and \( y \) are defined as the direction parallel to the electrode surface, as indicated in Figure 6. Figure 7 is the cross-sectional view of the electrodes in Figure 5. Image of the particles moving near the electrode surface.

The time evolution of the height from the electrode surface of the charged particle is shown in Figure 9. The condition is scCO₂, where the pressure is 8.07 MPa, temperature is 305.8 K, density is 0.641 g cm⁻³, product of particle charge and peak voltage \( QU \) is \( 1.5 \times 10^5 e \) C kV, and applied frequency is 1.0 kHz.
Three types of initial condition were tried for the calculation. The first one was the particle on the electrode surface \((z = 0)\), the second was the particle at the potential valley \((E_z = 0)\), and the last was the particle staying far from the electrode surface \((z = 3 \text{ mm})\). Whichever initial condition was used, the particle settled at a certain \(z\) after enough time passed. **Figure 10** shows the magnified graph of the particle position with the initial condition \(z = 0\). The particle moves upward very rapidly and reaches the maximum height within 10 ms. After that, it moves downward and settles at \(z\) between 650 and 660 \(\mu\)m. The inset shows the particle motion after the settlement. The particle shows oscillation with an amplitude of 5 \(\mu\)m and a period of 1 ms. The frequency of this oscillation corresponds to the applied AC frequency. This oscillation is too small and fast to visualize in the scale of **Figure 9**.

### 2.4 Estimation of charge and coulomb coupling parameter

The equilibrium positions of the particle were plotted against the product of the particle charge and the applied peak voltage \(QU\) for each AC frequency, as shown in **Figure 11**. The condition is the same as the calculation shown in **Figure 9** except for \(QU\). The error bars indicate the oscillation amplitudes. The equilibrium height increases with increasing \(QU\) and lowering the AC frequency. A higher \(QU\) means stronger electric fields applied on the particle. The particle is likely to follow the AC field with a lower frequency, which is also confirmed by the fact that the oscillation amplitudes are larger for the lower frequency. The experimental result that the particles levitated after the lowering of the AC frequency can be explained by this analysis. The plots in **Figure 11** have important implications for the particle charge. In fact, the particle charges can be estimated from the measured height of the particle from the electrode surface. The range of the particle charge estimated from the experimental results was on the order of \((10^6–10^5)e\) C. The particle charge is reported to be \((1–3) \times 10^3e\) C with the orbital motion limited theory [27], \((10^5–10^5)e\) C with the analysis of particle motion [28], and on the order of \(10^6e\) C with Faraday cup measurement [29]. Therefore, the estimated particle charge is considered to be of a reasonable order. These analyses lack the information on the sign of the particle charges, although it is a common understanding that particles in a discharge plasma get negatively charged because...
Three types of initial condition were tried for the calculation. The first one was the particle on the electrode surface (\(z = 0\)), the second was the particle at the potential valley (\(E_z = 0\)), and the last was the particle staying far from the electrode surface (\(z = 3\) mm). Whichever initial condition was used, the particle settled at a certain \(z\) after enough time passed.

Figure 10 shows the magnified graph of the particle position with the initial condition \(z = 0\). The particle moves upward very rapidly and reaches the maximum height within 10 ms. After that, it moves downward and settles at \(z\) between 650 and 660 \(\mu\)m. The inset shows the particle motion after the settlement. The particle shows oscillation with an amplitude of 5 \(\mu\)m and a period of 1 ms. The frequency of this oscillation corresponds to the applied AC frequency. This oscillation is too small and fast to visualize in the scale of Figure 9.

2.4 Estimation of charge and coulomb coupling parameter

The equilibrium positions of the particle were plotted against the product of the particle charge and the applied peak voltage \(QU\) for each AC frequency, as shown in Figure 11. The condition is the same as the calculation shown in Figure 9 except for \(QU\). The error bars indicate the oscillation amplitudes. The equilibrium height increases with increasing \(QU\) and lowering the AC frequency. A higher \(QU\) means stronger electric fields applied on the particle. The particle is likely to follow the AC field with a lower frequency, which is also confirmed by the fact that the oscillation amplitudes are larger for the lower frequency. The experimental result that the particles levitated after the lowering of the AC frequency can be explained by this analysis. The plots in Figure 11 have important implications for the particle charge. In fact, the particle charges can be estimated from the measured height of the particle from the electrode surface. The range of the particle charge estimated from the experimental results was on the order of \((10^4–10^5) e\). The particle charge is reported to be \((1–3) \times 10^3 e\) with the orbital motion limited theory [27], \((10^3–10^5) e\) with the analysis of particle motion [28], and on the order of \(10^6 e\) with Faraday cup measurement [29]. Therefore, the estimated particle charge is considered to be of a reasonable order. These analyses lack the information on the sign of the particle charges, although it is a common understanding that particles in a discharge plasma get negatively charged because of the higher mobility of electrons. Therefore, DC offset was applied to clarify the sign. Figure 12 shows the changes of the particle positions with DC offset. When negative bias was applied, the particle moved downward. Meanwhile, the particle moved upward with the positive offset. This behavior is consistent with the numerical simulation results for the negatively charged particle, as shown Figure 13. The average position of the particle is 820 \(\mu\)m with the applied offset of +50 V and 656 \(\mu\)m without offset. It is considered that the particles get negatively charged by the discharges in scCO\(_2\) because of the flux of the electrons emitted from the electrodes by field emission.

The kinetic energy of a particle was estimated with high-speed imaging. The motion along the \(y\)-direction is shown in Figure 6a. The movie was recorded with a frame rate of 125 fps and a duration of 3.848 s. Figure 6a is captured from this movie. The velocities of three particles were in the range of \((1.4–2.1) \times 10^2 \mu\text{m s}^{-1}\),
from which the kinetic energy was \((1.8-4.5) \times 10^4\) K. Assuming that the interparticle distance was 700 mm and the particle charges were \(-\left(10^4-10^5\right)e\ C\), this system had a Coulomb coupling parameter on the order of \(10^2-10^4\) and is considered to be a strongly coupled plasma.

To the authors’ knowledge, this is the first report on the formation of strongly coupled dusty plasmas in a dense medium. Almost all the reports employ RF plasmas in a vacuum to generate dusty plasmas. There are a few reports on the strongly coupled dusty plasmas generated in thermal plasmas under atmospheric pressure, where CeO\(_2\) particles get positively charged by the thermal emission of electrons \([30]\). No other studies on the generation of dusty plasmas in a dense medium, such as high-pressure gas, liquid, and SCF, have been reported. Furthermore, this study is the first report on the formation of plasma crystals using DBD. Conventional plasma crystals have been formed in DC or RF glow discharge with metallic electrodes. DBD, which is usually employed for generating low-temperature plasmas under relatively high pressure, such as atmospheric-pressure plasmas, has not been used for plasma crystals up to now.
3. Pseudo-microgravity environment for dusty plasmas in scCO₂

The charging of particles by discharge in scCO₂ was clarified, and the particle charges were successfully estimated, as shown in the previous section. However, the microparticles used in Section 2 were so heavy that the pseudo-microgravity environment was hardly realized. In this section, lighter resin particles were used. Compensation for gravitational force by buoyancy was confirmed by controlling the balance between gravitational force and buoyancy, suggesting the formation of a microgravity environment for dusty plasmas in scCO₂. The formation behavior was analyzed by the estimation of the Coulomb coupling parameter.

3.1 Experimental approach

The experimental setup and the simulation method were basically the same as in Section 2. The width of the etched region of the upper electrodes was 2.7 mm. The particles employed were lighter. Their mass density was 0.5 g cm⁻³. The experimental conditions were \( mg > \rho V g \) for condition (a); \( mg \approx \rho V g \) for conditions (b), (c), and (d); and \( mg < \rho V g \) for condition (e) as shown in Figure 14. The density of CO₂ for each condition is shown in Figure 14. The temperature was set to 31.7–32.1°C, slightly higher than the critical temperature of CO₂ (31.1°C). Condition (a) has a pressure of 6.92 MPa, where CO₂ is gaseous, and its density is lower than that of the particle. CO₂ is a supercritical condition in conditions (b), (c), (d), and (e).

3.2 Generation of dusty plasmas in scCO₂ with varying density of media

As in the previous section, several particles got levitated and trapped above the electrodes after the AC frequency was decreased. The applied AC voltage was 5 kV_{pp}, and the frequency was initially 10 kHz and decreased to 155 Hz. Figure 15i is the side view of the particle arrangement with condition (a). The particles formed a single-layer structure. However, when the CO₂ density was controlled in condition (c), particles were arranged in the gravitational direction, as shown in Figure 15ii. The particles were also arranged in the x-y (horizontal) plane, as shown in Figure 16, which confirmed the 3D arrangement of particles resulting from the
compensation of the gravity. It was observed that some particles exchanged their positions with their neighbors. Furthermore, the structure is not periodic—in other words, it is liquid-like. The particles formed a single- or double-layer structure with condition (e), as shown in Figure 15iii. Of all the experimental conditions, 3D structures were formed in the pseudo-microgravity conditions (b), (c), and (d). The window of the density of CO$_2$ for the formation of 3D plasma crystals was found to be ±0.2 g cm$^{-3}$ compared with that of the particles.

The particles showed oscillation in the gravitational direction with a frequency equal to the applied AC frequency. In condition (c), the particles staying above and below the dashed line indicated in Figure 15ii showed oscillations antiphase to each other, the amplitudes of which were 20 and 60 μm, respectively.

3.3 Numerical simulations for pseudo-microgravity condition

To analyze the motion of a particle in the experimental conditions, Eq. (1), explained in the previous section, was applied. The initial position of the particle was set to $z = 0$. The particle charge was assumed to be $-7 \times 10^4$ e C based on the results explained in the previous section. Figure 17 shows the calculated time evolution of a particle for each density of CO$_2$. The particle starts to move upward after $t = 0$ and reaches a steady height in all conditions. The inset shows the magnified graph with the particles staying at a steady position. The steady height increases with increasing CO$_2$ density and approaches the position where the electric field is zero at any time with $\rho V_g$ approaching $mg$. Additionally, the particles oscillate with applied AC frequency. The oscillation amplitude was smaller when $mg = \rho V_g$ than in any other condition.

3.4 Estimation of Coulomb coupling parameter

For the estimation of the Coulomb coupling parameter, the kinetic energies of both the oscillation and thermal motion of the particles were taken into consideration, instead of the thermal energy. The latter was assumed to be the same as the temperature of the chamber because of the small heat generation in the surface DBD in the field-emitting regime [24]. The oscillation energy was calculated as $mA^2(2\pi f)^2/2$ on the supposition that the oscillation is harmonic, where $A$ is the

![Figure 14.](image)

* Dependence of CO$_2$ density on pressure: the density of the particle is indicated by the red broken line, and the experimental conditions (a)–(e) are plotted (reprinted from [23], with the permission of AIP Publishing).
progress in fine particle plasmas

It was observed that some particles exchanged their positions with their neighbors. Furthermore, the structure is not periodic—in other words, it is liquid-like. The particles formed a single- or double-layer structure with condition (e), as shown in Figure 15 iii. Of all the experimental conditions, 3D structures were formed in the pseudo-microgravity conditions (b), (c), and (d). The window of the density of CO₂ for the formation of 3D plasma crystals was found to be ±0.2 g cm⁻³ compared with that of the particles. The particles showed oscillation in the gravitational direction with a frequency equal to the applied AC frequency. In condition (c), the particles staying above and below the dashed line indicated in Figure 15 ii showed oscillations antiphase to each other, the amplitudes of which were 20 and 60 μm, respectively.

3.3 Numerical simulations for pseudo-microgravity condition

To analyze the motion of a particle in the experimental conditions, Eq. (1), explained in the previous section, was applied. The initial position of the particle was set to z = 0. The particle charge was assumed to be −7 × 10⁴ eC based on the results explained in the previous section. Figure 17 shows the calculated time evolution of a particle for each density of CO₂. The particle starts to move upward after t = 0 and reaches a steady height in all conditions. The inset shows the magnified graph with the particles staying at a steady position. The steady height increases with increasing CO₂ density and approaches the position where the electric field is zero at any time with ρVg approaching mg. Additionally, the particles oscillate with applied AC frequency. The oscillation amplitude was smaller when mg = ρVg than in any other condition.

3.4 Estimation of Coulomb coupling parameter

For the estimation of the Coulomb coupling parameter, the kinetic energies of both the oscillation and thermal motion of the particles were taken into consideration, instead of the thermal energy. The latter was assumed to be the same as the temperature of the chamber because of the small heat generation in the surface DBD in the field-emitting regime [24]. The oscillation energy was calculated as mA²(2πf)²/2 on the supposition that the oscillation is harmonic, where A is the oscillation amplitude of a particle. The dependence of the oscillation amplitude on CO₂ density is shown in Figure 18a. The amplitude has the minimum value when mg = ρVg, as suggested in Figure 17. The calculated oscillation energy was in the range of 9.4 × 10⁻²⁴–3.4 × 10⁻¹⁵ J, while the thermal random motion energy

Figure 15.
Side view of the trapped particles above the electrodes with the condition of mg > ρVg (i), mg = ρVg (ii), and mg < ρVg (iii) (reprinted from [23], with the permission of AIP Publishing).

Figure 16.
Top view of the trapped particles with the condition of mg = ρVg (reprinted from [23], with the permission of AIP Publishing).
was $4.2 \times 10^{-21}$ J. The particle charge and the interparticle distance are assumed to be $-7 \times 10^4 e$ C and 250 $\mu$m, respectively. Figure 18b shows the dependence of the Coulomb coupling parameter on CO$_2$ density. The coupling parameter shows the maximum value when $mg = \rho Vg$ because of the suppression of the oscillation energy. The coupling parameter is possibly enhanced with the aid of the gravity compensation by buoyancy. The calculated Coulomb coupling parameter for condition (c), which is the closest to the condition with $mg = \rho Vg$ in this study, is less than the previously reported criterion for the transition from liquid to solid ($\Gamma > 170$) [31–33], which is consistent with the observation of liquid-like behavior.
4. Outlook for dusty plasmas in SCF

4.1 Pseudo-microgravity condition

The pseudo-microgravity conditions for dusty plasmas provide the opportunity to study collective phenomena without any anisotropy. Figure 19 summarizes this study and shows its further application, as discussed below. Microgravity experiments using huge, expensive pieces of apparatus, such as a space station, largely limit the number of experimental trials. Therefore, some exciting discoveries have been possibly missed.

One of the unexplored phenomena is the rotation of a particle on its own axis, which was suggested by Sato at a workshop held at Tohoku University in 2014 [34]. Before going into details, the similarity between dusty plasma physics and solid-state physics should be considered. It is useful for finding novel phenomena in dusty plasmas to learn from solid-state physics. The idea of plasma crystals is similar to that of strongly correlated electron systems in a solid. In commonly used plasmas, ions and electrons have a large kinetic energy (≈0.01–1 eV) and small interparticle electrostatic energy owing to small particle charge and large interparticle distance (low number density), which results in a very small Coulomb coupling parameter. Therefore, strongly coupled plasmas ($\Gamma > 1$) can hardly be realized. The introduction of dust particles changes that situation. The particles collect many electrons and have a large electric charge. In addition, they have a large mass to prevent acceleration and small kinetic energy, which results in a large Coulomb coupling parameter and possible realization of strongly coupled plasmas. Meanwhile, electron-electron interaction has great importance in the field of solid-state physics. The conducting electrons in a simple metal, such as Cu and Al, have no or weak interactions between electrons and can move freely. Some transition metal oxides and rare-earth oxides possibly show the localization of electrons and insulating behavior because of large electrostatic repulsion between electrons, even if they have a partially filled electron band in a simple band picture. The so-called Mott insulator shows various phenomena, such as a metal-insulator transition, magnetic transition, and superconducting transition with or without applying temperature change, chemical doping, and so on. Mott insulators have been one of the most extensively studied subjects [35]. There seem to be similarities between dusty plasmas and a strongly correlated electron system, given that, in both cases, novel ordered phases appear with strengthening of the interactions, which was considered to be ignorable. Some of the exciting phenomena observed in a strongly correlated electron system possibly emerge in dusty plasmas in a similar manner.

One of the examples might be the rotation of a particle on its own axis, which is like the spin of an electron. The positions of particles in dusty plasmas have been successfully tracked; however, there are no reports on their rotation to the authors’ knowledge. It may be difficult to observe because the particle size is small (several tens of micrometers at largest). Larger particles are likely to sink because they are heavy. However, particle size does not matter in microgravity experiments. Using millimeter-sized particles possibly reveals the details of particle motion. The pseudo-microgravity condition can also make experiments with larger particles possible, because particle size does not matter so long as the density of the media is matched to that of the particle.

The applicability of heavier particles in microgravity experiments provides opportunities to use functional oxide or metal particles. Many studies on dusty plasmas employ resin particles, which possess no notable functional properties except for lightness. Using functional particles might make dusty plasmas...
functional: susceptible to a magnetic field using magnetic particles [36], photocatalytic using photocatalyst particles, and so on. Such functional dusty plasmas are attractive as a functional fluid whose flow and reactivity can be controlled by a magnetic field or light irradiation. In addition, functional particles, such as magnetic or ferroelectric ones, are expected to show the interparticle interaction via such properties. Such interaction yields intentionally introduced anisotropy, which possibly causes the emergence of the crystal structures that still have not been observed in dusty plasmas or novel phase transitions.

4.2 Dusty plasmas in dense media

Another aspect of dusty plasmas in SCF is a density of media higher than in dusty plasmas in vacuum and lower than or comparable to that in colloidal dispersion. In colloidal dispersion, interparticle interaction is mediated via solvent flow, unlike in the case of dusty plasmas, where particles interact directly with each other via electrostatic force. Dusty plasmas in SCF are considered to be placed at the transient region, as shown in Figure 20. Changes of the mode of the interactions might be observable in dusty plasmas in SCF.

In this study, the existence of electrons and ions in the region of trapped particles and their screening effects were ignored. That region is somewhat far from surface
DBD; therefore, there seem to be few electrons and ions when SCF is taken as a high-pressure gas, because their lifetime is too short under high pressure owing to frequent collisions. However, SCF also has a liquid-like characteristic. Solvated ions in a liquid have a long lifetime, and it was reported that electrons generated by discharge plasmas can be solvated [37]. The lifetime of ions and electrons in SCF is possibly so long that they can reach where the particles stay. The behaviors of the electrons and ions in plasmas generated in SCF are still not fully understood. Further analysis of the interparticle interaction in dusty plasmas in SCF could serve as a probe to clarify it.

5. Conclusion

Plasma crystals, realized in dusty plasmas, provide opportunities to study statistical phenomena and lattice dynamics in a crystal. However, in ground-based experiments, gravity imposes a large anisotropy on plasma crystals, which results in their 2D structure. This study on the dusty plasmas in SCF aimed at overcoming the problems caused by gravity that hinder research on dusty plasmas. The particles were successfully electrically charged by the surface DBD in scCO₂. The estimation of the particle charge and the analysis of the particle motion confirmed the formation of strongly coupled plasmas. With the density of scCO₂ matched to that of particles, which means a pseudo-microgravity condition for the particles, 3D-ordered structures were successfully formed. The pseudo-microgravity conditions provide opportunities to find novel phenomena and to develop functional dusty plasmas. In addition, the dusty plasmas in SCF can be considered as the intermediate phase between dusty plasmas in vacuum and colloidal dispersion. SCF is left largely unexplored with regard to the media for the generation of strongly coupled plasmas. Our pioneering works has been opening a novel field of strongly coupled plasmas.

Acknowledgements

This work was supported financially by a Grant-in-Aid for Scientific Research on Innovative Areas (Frontier Science of Interactions between Plasmas and Nano-interfaces, Grant No. 21110002) and the Grant-in-Aid for Challenging Exploratory Research (Grant No. 15K13389) from the Ministry of Education, Culture, Sports, Science, and Technology (MEXT) of Japan. We would like to thank Sekisui Chemical Co., Ltd. for providing us the fine resin particles (HB-2051) used in this study. One of the authors of this chapter, K.T., would like to give special thanks to Professor O. Ishihara (Chubu University) for his valuable suggestions and encouragement.

Conflict of interest

The authors declare no conflict of interest.
Author details

Yasuhito Matsubayashi1*, Noritaka Sakakibara2, Tsuyohito Ito2 and Kazuo Terashima2

1 Advanced Coating Technology Research Center, National Institute of Advanced Industrial Science and Technology, Tsukuba, Ibaraki, Japan

2 Department of Advanced Materials Science, Graduate School of Frontier Sciences, The University of Tokyo, Chiba, Japan

*Address all correspondence to: y-matsubayashi@aist.go.jp

References


References


[21] Pai DZ, Stauss S, Terashima K. Surface dielectric barrier discharges exhibiting field emission at high pressures. Plasma Sources Science and Technology. 2014;23:25019


[24] Pai DZ, Stauss S, Terashima K. Field-emitting Townsend regime of surface dielectric barrier discharges emerging at high pressure up to supercritical conditions. Plasma Sources Science and Technology. 2015;24:25021


[26] Meeker D. Finite element method magnetics. FEMM; 4; 2010. p. 32


[34] Sato N. Private communication. Workshop in Tohoku University; 2014


Section 3

Generation of Nanoparticles
Chapter 7
Tungsten Nanoparticles Produced by Magnetron Sputtering
Gas Aggregation: Process Characterization and Particle Properties
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Abstract
Tungsten and tungsten nanoparticles are involved in a series of processes, in nanotechnology, metallurgy, and fusion technology. Apart from chemical methods, nanoparticle synthesis by plasma offers advantages as good control of size, shape, and surface chemistry. The plasma methods are also environmentally friendly. In this chapter, we present aspects related to the magnetron sputtering gas aggregation (MSGA) process applied to synthesis of tungsten nanoparticles, with size in the range of tens to hundreds of nanometers. We present the MSGA process and its peculiarities in the case of tungsten nanoparticle synthesis. The properties of the obtained particles with a focus on the influence of the process parameters over the particle production rate, their size, morphology, and structure are discussed. To the end, we emphasize the utility of such particles for assessing the environmental and biological impacts in case of using tungsten as wall material in thermonuclear fusion reactors.

Keywords: tungsten, nanoparticles, gas aggregation, nanoparticle synthesis, tungsten nanoparticle properties, fusion technology, toxicology of nanoparticles, tritium retention

1. Introduction
1.1 Tungsten nanoparticles: their applications and methods for their synthesis
Tungsten (named also as Wolfram—W) is a material presenting extreme physical and chemical properties, with applications in diverse domains, starting from common life up to high technology. First commercial applications of W started at the beginning of twentieth century when it was used for lighting bulb filaments and in steel alloys. Soon, the domain of applications of W widened, and today it is used
Tungsten and tungsten nanoparticles are involved in a series of processes, in nanotechnology, metallurgy, and fusion technology. Apart from chemical methods, nanoparticle synthesis by plasma offers advantages as good control of size, shape, and surface chemistry. The plasma methods are also environmentally friendly. In this chapter, we present aspects related to the magnetron sputtering gas aggregation (MSGA) process applied to synthesis of tungsten nanoparticles, with size in the range of tens to hundreds of nanometers. We present the MSGA process and its peculiarities in the case of tungsten nanoparticle synthesis. The properties of the obtained particles with a focus on the influence of the process parameters over the particle production rate, their size, morphology, and structure are discussed. To the end, we emphasize the utility of such particles for assessing the environmental and biological impacts in case of using tungsten as wall material in thermonuclear fusion reactors.

Keywords: tungsten, nanoparticles, gas aggregation, nanoparticle synthesis, tungsten nanoparticle properties, fusion technology, toxicology of nanoparticles, tritium retention

1. Introduction

1.1 Tungsten nanoparticles: their applications and methods for their synthesis

Tungsten (named also as Wolfram—W) is a material presenting extreme physical and chemical properties, with applications in diverse domains, starting from common life up to high technology. First commercial applications of W started at the beginning of twentieth century when it was used for lighting bulb filaments and in steel alloys. Soon, the domain of applications of W widened, and today it is used
Tungsten is also considered to be used as wall material for nuclear fusion reactors, being considered “the best, if not the only, material to withstand the extraordinary operating conditions in a nuclear fusion reactor divertor” [1]. The divertor is situated at the bottom part of the reactor and it is responsible for extraction (during the reactor operation) of the heat and ash produced by the fusion reaction. The heat flux in this region is expected to be in between 10 and 20 MW/m² [3] in the International Thermonuclear Experimental Reactor (ITER), leading to local temperatures exceeding 1300°C [4]. Considering the high melting point of W (3422°C), it was selected as material for covering the divertor region in the current design of ITER [5, 6]. Additional properties of W supporting this application of W are: its high thermal conductivity (for removal of heat), low thermal expansion coefficient and low Young modulus (for minimizing the mechanical stresses) and low sputtering yield (for keeping low contamination of the plasma) [1]. Still, the dust generated due to plasma wall interaction may have critical effects on the functioning of the reactor, leading to: (i) cooling of the fusion plasma [7], (ii) accumulation of the fuel in the dust and thus generating possible radioactive safety issues [8] and (iii) biological safety issues regarding dust spreading in case of nuclear accidents such as loss of vacuum accidents [9]. Tests over these effects may be performed using W particles (dust, with dimension starting from nanometric and up to micron range [10, 11]). In addition, tungsten nanoparticles (W NPs) are used in different technological fields, among them being mentioned sintering metallurgy [12], biomedical applications [13] and also microelectronic [14] and spintronic applications [15]. Also, nanoparticles of W oxide (WO₃) have applications including gas sensing [16], photocatalysis (including pollutant degradation [17] and water splitting [18]).

W nanoparticles may be obtained in different ways, which are mentioned bellow. Currently in literature are mentioned various methods for producing W NPs, using different types of chemical and physical processes like: chemical [19] or solvothermal decomposition [20] of W based compounds, mechanical milling [21], vaporization of W precursors in thermal plasma [22], metallic wires explosion [23], laser ablation in liquids [24, 25], growth of W dust in sputtering discharges (i.e. complex plasmas) [26, 27], and by magnetron sputtering combined with gas aggregation (MSGA) [28, 29].

In this chapter, we will focus on the MSGA as method applied for synthesis of W nanoparticles. MSGA method is based on condensation in an inert gas flow of the supersaturated metallic vapors obtained from a magnetron discharge. It was first proposed in 1980’s and it was aimed to growth “strongly adhering thin films formed on room-temperature substrates” by bombarding the substrate with energetic clusters; the method was first named “energetic cluster impact” by the authors [30]. This synthesis method was not found feasible for industrial thin films deposition, due to low efficiency of the process [31, 32]. Despite of this, it is applied to the moment by many research groups for synthesis of metallic nanoparticles (Ag, Cu, Fe, Cr, Ti, etc.) [33, 34], polymers [35] or even more complex types of structures (like bimetallic [36] or core-shell [37] nanoparticles) because, compared with other synthesis methods, MSGA has several advantages. Thus, the cluster sources based on MSGA are compatible with vacuum processes, are used in numerous technologies [38], are well controlled, and the obtained samples present a high chemical purity.

W NPs obtained by MSGA were reported for the first time by us in [28]. Further works were related to studies regarding tritium absorption and retention [39, 40] in this material and W NP cytotoxicity [41–43]. These experiments will be also presented briefly in this chapter.
1.2 Structure of the chapter

After the short Introduction presented above, the chapter continues with a short section mentioning the basic aspects of the process. Then, a typical system used for synthesis of nanoparticles, particularized in the case of Tungsten is discussed. We point out on the experimental system geometry and on the most important experimental parameters. These include the chemical nature of the working gas, the values of the electrical power applied to the discharge, and the thickness of the target. We present two characteristics, important for any material synthesis process: the deposition rate and the dimension of the deposit on the substrate. Thus, we point out on the decrease (down to near zero) of the synthesis rate in time (tens of minutes) if only Ar is used as working gas. The method for increasing and stabilizing the synthesis rate is also presented.

One of the sections is devoted to the properties of synthesized materials, respectively of the W NPs (including their morphology, size, and structure), obtained at various working parameters. Herewith, the effect of residual gases, and H₂ addition in the discharge over the nanoparticles morphology are emphasized.

Finally, we briefly describe some applications of the W NPs, namely those related to fusion technology and to cytotoxicity evaluation.

2. Formation of particles during magnetron sputtering and gas aggregation

In the field of material physics, clusters are defined as small, multi-atoms objects; if their dimension is in between 0 and 100 nm, they are named as nanoparticles. One of the physical methods for atomic clusters (or nanoparticles) synthesis is gas aggregation. This is a bottom-up method and consists in condensation of a supersaturated vapor (obtained from the material of interest) in a flow of cold inert gas. The supersaturated vapor atmosphere is obtained by different methods, including: thermal evaporation, laser ablation, magnetron plasma sputtering, etc. All these techniques are feasible to be implemented for metals with relative low melting and evaporation points [32]. It is obviously that for W, possessing the highest melting (3422°C) and evaporation points (5930°C) from all metals, only laser ablation and magnetron plasma sputtering are feasible to be implemented. This work presents the results obtained using a magnetron sputtering based cluster source.

By sputtering, atoms are obtained from a solid target due to its bombardment with ions produced in plasma; the presence of the magnetic field crossed with the electrical one (typical for magnetron sputtering devices) leads to a high rate of atoms production; more details regarding magnetron sputtering technique may be found elsewhere [44, 45].

Formation of clusters/nanoparticles is described detailed in different textbooks [32, 46]; for the sake of clarity, we will present this process briefly here. Thus, synthesis of clusters can be considered to take place in two successive steps: nucleation and growth. Nucleation may be defined as the process by which embryos of a stable phase are formed in a surrounding thermodynamically metastable phase [46, 47]. In MSGA source, the metastable phase consists of a supersaturated vapor of metal particles, which is obtained due to the decrease of the temperature of the sputtered atoms when they depart from the target. Interaction between the supersaturated vapor of metal (Me) with the colder buffer gas (Ar) leads to nucleation of metal particles, this process being described in the term of a three-body process Eq. (1):

\[ \text{Me} + \text{Me} + \text{Ar} \rightarrow \text{Me} - \text{Me} + \text{Ar} \]  (1)
where the inert gas atom (Ar) takes the excess of energy resulting from the Me–Me dimer formation; the dimers Me–Me are the embryos for the further growth of the nanoparticles. In MSGA process, the nucleation is usually homogeneous, appearing spontaneously and randomly, without preferential sites of nucleation. In contrast, in some situations, the Me–Me dimers are not stable in plasma and the nucleation is dependent on the presence of an external factor, like a reactive gas in a well-defined amount. For example, this situation is encountered during synthesis of Ti or Co nanoparticles by MSGA. Apparition of the nucleation sites is conditioned in this situation by the presence of small amounts of reactive gases (O₂, respective N₂) mixed with Ar [48]. Also, we observed that nucleation of W nanoparticles is dependent on the presence of H₂ mixed with Ar in the cluster source. In contrast, nucleation of Cu nanoparticles in MSGA is not dependent on the presence of any reactive gases, their nucleation appearing in sole Ar, and being practically not influenced by the presence of O₂ in discharge [49].

Briefly, the steps of nanoparticles formation and growth are the following ones [46, 47]. After the formation of the initial embryos, further growth takes place by four main processes: attachment of the atoms (or condensation), coagulation, coalescence and aggregation. During the first process, the number of the atoms from a cluster increases due to attachment of supplementary metal atoms; the supplementary energy gained due to bonds formation is dissipated during the collisions between the growing clusters with the buffer gas atoms. The second type of processes (coagulation) happens when two clusters (each containing n and respective m atoms) are unified, forming a larger cluster (containing n + m atoms). This process is similar to the formation of a liquid drop following the contact of two smaller liquid drops. The third type of processes (coalescence), takes place when the supersaturation degree is low and it consist in growth of larger clusters by atom attachment, while the smallest ones evaporate. Finally, during aggregation, two clusters come in contact without modification of each one shape, forming a larger cluster.

3. Experimental

3.1 Experimental setup

A typical magnetron sputtering gas aggregation (MSGA) system for production of nanoparticles is presented schematically in Figure 1. It consists of a cluster source

![Figure 1. Schematic of the MSGA experimental system used for nanoparticles synthesis.](image-url)
ending with an aperture, attached to a high vacuum chamber similar with those
used for thin film deposition. The enclosure of the cluster source is a cylindrical
stainless steel tube with water cooled walls; a magnetron sputtering gun is mounted
axially in it, with the target facing the exit aperture. The nanoparticles synthesis
takes place in the space between them (see Figure 1). The working gas (an inert gas
used in sputtering, usually Ar) enters in the system through the cluster source and it
is evacuated by a vacuum pumping system attached to the deposition chamber.

Due to its small diameter (typically a few millimeters), the exit aperture
presents a small gas flow conductance, resulting in development of a differential
pressure between the cluster source and the deposition chamber. As a consequence,
the nanoparticles obtained in the aggregation space of the cluster source are ejected
in the deposition chamber, where they are collected on the substrate.

The properties of the nanoparticles obtained by MSGA depend on the process
parameters (pressure, applied power, working gas type, etc.) and on the geometri-
cal characteristics of the cluster source (including the distance between the target
and the nozzle, and the nozzle diameter) [32]. In the present study, we considered
a part of these parameters, and we report on the effects of changing the RF power,
target thickness and nature of admixed gases.

3.2 Materials and characterization methods

The nanoparticles presented herein were obtained from circular W targets
with 99.95% purity. Their diameter is of 2 inches while two thicknesses were used
(6 and 3 mm).

The low-pressure Torus TM2 (Kurt Lesker Co.) was adapted in laboratory for
use in the high pressure range (tens of Pa). The plasma discharge was sustained by a
RF (13.56 MHz) power generator (model Comet CITO PLUS 1000 W) paired with
a corresponding matching box (model Comet AGS 1000 W). The RF generator was
operated either in continuous wave mode or in pulsed mode.

The process gas was Ar or a mixture of Ar with different other gases (H₂, O₂,
water vapors), the pressure of the working gas being of 80 Pa in cluster source
(0.5 Pa in the deposition chamber).

The exit aperture of the MSGA cluster source was 2.5 mm while the aggrega-
tion length was 5 cm for all studies presented here. The generated nanoparticles
were collected on two types of substrates: monocrystalline Si substrates chips and
microscope slides.

The deposited nanoparticles were investigated as regarding their material
properties as follows.

The morphology was investigated by scanning electron microscopy (SEM),
using an EVO 50XVP Zeiss device equipped with LaB6 electron gun operating at
20 kV. The nanoparticles microstructure was analyzed by high resolution transmis-
sion electron microscopy (HRTEM), using a Cs probe-corrected atomic resolution
analytical electron microscope JEl JEM-ARM 200F, operated at 200 kV.

The crystalline structure of the deposited samples was investigated by X-ray dif-
fraction (XRD) using a PANalytical X’Pert PRO MRD diffractometer (wavelength
CuKα 0.15418 nm) equipped with a point sensitive fast detector (PIXcel) operated
in Bragg–Brentano geometry.

3.3 Deposition rate: shape of the deposit on the substrate

The experiments of W NPs synthesis by MSGA were reported for first time by us
[28, 29] using as working gas sole Ar. These were performed using RF power in both
continuous wave (60 W [28] and 100 W [29]) and in rectangular pulsed mode [29]
(RF power was switched ON/OFF at intervals of 200 ms, duty cycle 50%, the maximum RF power being 120 W and the minimum one being zero, i.e. an average value of 60 W). The other experimental parameters were kept constant.

The deposition rate was evaluated by weighting the substrates before and after deposition. Despite of different values of electrical power applied to the discharge, we observed similar deposition rates, around 5 mg/h. On the other hand, we observed a gradual decrease of the deposition rate in time.

**Figure 2a** presents the image of a substrate (microscope slide), which was periodically translated vertically in front of the exit aperture, after 5 min deposition. The substrate was positioned at $d_{NS} = 2.5$ cm distance from the exit aperture. We can observe the decrease of the spot diameters, from around 1 cm at the process beginning (see the lower spot, at $t = 0$, in **Figure 2a**) down to few millimeters after 20 min (see the upper spot in the same figure). This fact proves that the deposition rate decreased down to near zero after a finite time duration. Still, after breaking the vacuum and exposing the target for few hours to the ambient atmosphere the W NPs process takes place again. A similar decrease of the deposition rate was reported in [48] during synthesis of Ti and Co nanoparticles using the MSGA technique. For these materials, it was proved that the generation of nucleation sites is conditioned by the presence of small amounts of reactive gases (O$_2$ for Ti, respective N$_2$ for Co) mixed with Ar in the aggregation chamber. Similarly, we identified by trials that mixing Ar (5 sccm) with a small amount of H$_2$ (0.7 sccm) revitalizes the synthesis process, leading to continuously deposition of W NPs at an average rate of 50 mg/h.

The nanoparticles are ejected from the cluster source as a conical beam, resulting that the diameter of the deposit formed on the substrate is dependent on the substrate position in respect to the exit aperture of the cluster source. For example, placing the substrate at a distance of 27 cm in respect to the nozzle, the deposited material extends over a spot area of 5 cm spot diameter (see **Figure 2b**) in case of using a mixture Ar/H$_2$. Thus, modifying the substrate position in the deposition chamber, the diameter of the deposited spot may be modified from 1 cm up to 5 cm, as it is described by **Figure 2c**. This aspect is important for applications where particles distributed over large areas are in demand.

**Figure 2.**
(a) Time evolution of the W NPs deposit when only Ar is used as working gas; (b) example of a deposition performed in mixture Ar + H$_2$, the substrate being placed at a distance of 27 cm from the nozzle; (c) dimension of the W NP deposits over the position of the substrate (using Ar + H$_2$ mixture).

### 3.4 Morphology and structure of the nanoparticles: effect of the RF power applied to discharge on the particles properties

The results presented in this section were obtained using only Ar as working gas, at a mass flow rate of 5 sccm; the corresponding pressures in the aggregation and
deposition chambers being 80 Pa, respective 0.5 Pa. A 6 mm thick target was used, the tangential magnetic field at the target surface being of 100 mT.

Plasma was generated either in continuous, either in pulsed power mode, as follows:

- continuous wave operation mode, applying 60 W and 80 W RF power to the discharge;

- pulsed wave operation mode, with a medium power of 60 W ($P_{\text{max}} = 120$ W, $P_{\text{min}} = 0$ W, the pulsing durations being $t_{\text{ON}} = t_{\text{OFF}} = 200$ ms).

No significant modification of the W NPs synthesis rate was observed when the RF power value was increased (in continuous mode) or was pulsed. Instead of this, the obtained nanoparticles present totally different material properties.

SEM images of the deposited nanoparticles are presented in Figure 3a ($P_{RF} = 60$ W), Figure 4a ($P_{RF} = 100$ W) and Figure 5a (pulsed mode). At first glance, it is obviously that the morphology of the nanoparticles is dependent on the power applied to the discharge. Thus, on the sample deposited at 60 W (Figure 3a) can be observed both individual nanoparticles (of around 70 nm in diameter) and agglomerations of such nanoparticles. These agglomerations are most probably to appear inside the aggregation chamber, being promoted by electrostatic attraction of the nanoparticles [50]. Increasing the applied RF power up to 100 W the nanoparticles shape changes to concave hexapods (Figure 4a), with dimension in between 80 and 200 nm. In pulsed mode, the nanoparticles are round and on the sample can be observed (Figure 5a) two classes of nanoparticles: faceted ones, with dimension between 40 and 80 nm (higher number) and flower like ones with dimension in between 80 and 100 nm (smaller number).

The nanoparticle shapes are highlighted by the low magnification TEM images presented in Figure 6a ($P_{RF} = 60$ W), Figure 7a ($P_{RF} = 100$ W) and Figure 8a (pulsed mode). Supplementary, TEM images reveal that nanoparticles deposited in continuous wave mode present a dendritic growth, their branches evolving in flower like (Figure 6a, $P_{RF} = 60$ W) or star like pattern (Figure 7a, $P_{RF} = 100$ W). TEM images of faceted nanoparticles obtained in pulsed mode present projections containing 8 or 6 sides, suggesting a cube-octahedral geometry for these nanoparticles (see the inset image in Figure 8a) [51].

The XRD patterns recorded on the deposited samples are presented in Figure 3b ($P_{RF} = 60$ W), Figure 4b ($P_{RF} = 100$ W) and Figure 5b (pulsed mode). The peaks from these diffraction patterns show the presence in the sample of the
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Figure 4.
SEM image (a) and the XRD pattern (b) of the W NPs deposited at 100 W applied to discharge.

Figure 5.
SEM image (a) and the XRD pattern (b) of the W NPs deposited using pulsed RF power.

Figure 6.
TEM (a) and HRTEM (b) images recorded on W NPs deposited at 60 W applied to discharge.

The HRTEM images recorded on the samples reveal that in the branches of the nanoflowers (Figure 6b) coexist regions with high order or with high disorder. This observation is confirmed also by the shape of the XRD peaks (with sharp peaks and enlarged bases, (see Figure 3b)) and by the appearance of the SAED pattern recorded (presence of both bright spots and broad diffraction rings in the diffraction pattern; see inset in Figure 6a).

On the other hand, the hexapods and cube octahedral present a much higher degree of crystalline order in the samples. Indeed, the HRTEM image from Figure 7b shows well textured regions, in the inset of the figure being presented well-defined nanocrystallites with size of around

Figure 7.
TEM (a) and HRTEM (b) images recorded on W NPs deposited at 100 W applied to discharge.

Figure 8.
TEM (a) and HRTEM images recorded on cuboctahedral W NPs (b) and on a flower like one (c), deposited using pulsed RF power.
body-centered cubic lattice (bcc) $\alpha$-W (JCPDS 04-0806) and of the simple cubic A15 lattice, corresponding to metastable $\beta$-W phase (JCPDS 47-1319). It is interesting to note that the $\alpha$-W phase is dominant in nanoflower samples (Figure 3b) while the $\beta$-W one in the nano hexapod samples (Figure 4b); on the other hand, the samples deposited with pulsed RF power present similar contributions from the both $\alpha$-W and $\beta$-W phases. A remarkable result is the observation that the $\beta$-W (which is usually metastable, converting rapidly to $\alpha$-W even at room temperature) remained unchanged even after 2 years of storage in laboratory environment (more details can be found in [28]).

The HRTEM images recorded on the samples reveal that in the branches of the nanoflowers (Figure 6b) coexist regions with high order or with high disorder. This observation is confirmed also by the shape of the XRD peaks (with sharp peaks and enlarged bases, (see Figure 3b) and by the appearance of the SAED pattern recorded (presence of both bright spots and broad diffraction rings in the diffraction pattern; see inset in Figure 6a). On the other hand, the hexapods and cube octahedral present a much higher degree of crystalline order in the samples.

Indeed, the HRTEM image from Figure 7b shows well textured regions, in the inset of the figure being presented well-defined nanocrystallites with size of around...
5–6 nm, that form each branch. On the other hand, the cube octahedral nanoparticles are single nanocrystals (see Figure 8b). Also, the branches of the nanoflowers incidentally observed in Figure 8a show a higher degree of order (see Figure 8c) when compared with those grown at 60 W (see Figure 6b). These observations are supported also by the SAED patterns presented as insets in Figures 7a and 8a, both presenting only bright spots. Details regarding the chemical composition of the W NPs and their oxidation in ambient air can be found elsewhere [28, 52]. We briefly mention here that the amorphous layers which can be observed on the edges of the nanoparticles (see HRTEM images from Figures 7b and 8b) are due to post synthesis oxidation.

3.5 The effect of target thickness on the morphology of W NPs

We already mentioned that we used W targets with thicknesses of 3 mm, respective 6 mm. In fact, modifying the thickness of the targets we took into account the effect of the magnetron magnetic field over the nanoparticles synthesis process. Thus, for 6 mm targets the measured value of the tangential magnetic field at the target surface was 100 mT, while it was 150 mT for 3 mm targets. In this section we present the morphologies of the W NPs obtained with a 3 mm thick target, following a parametric study involving the variation of the RF power applied to the discharge. The working gas is Ar only. During the study the other experimental parameters were kept constant (identical with those used in the previous section): aggregation length of 5 cm, nozzle diameter of 2.5 mm, the substrate being situated at 2.5 cm from the nozzle. Thus, similar with previous experiments, the Ar mass flow rate was kept at a value of 5 sccm, while the value RF power applied to the discharge (in continuous wave mode) was varied in between 60 and 120 W, with steps of 10 W.

All the samples were deposited on Si substrates and these were further investigated by SEM. These investigations show that in general the deposited samples contain particles with different morphologies on the same substrate. Only two samples (for the applied powers of 60 and 80 W respectively) were observed to contain particles with the same morphology; the SEM images recorded on these samples are presented in Figure 9.

For 60 W RF power the nanoparticles present a nanoflower like morphology, similar with those obtained in the same conditions with a thick target (see Figure 3a). Their dimension is also similar, being in between 50 and 100 nm. Still, we have to note that the sample of W NPs obtained with a thinner target presents a much lower degree of agglomeration (compare Figure 3a with Figure 9a).

![Figure 9](image-url)  
*SEM images recorded on substrates deposited at: (a) 60 W (nanoflowers) and (b) 80 W (multiple branches); Scale bar 100 nm.*
For 80 W RF power applied to discharge, the obtained particles are in fact multipodal nanostructures, with up to 8 emerging branches. The distance between the tips of two opposite branches ranges in between 350 and 400 nm, while the diameter of one branch measure around 80–90 nm. These structures seem to be similar with hexapod nanoparticles obtained with thick W target (see Figure 4).

For the remaining samples deposited with different values of the RF power, the samples are not uniform in respect with the particles morphology. Examples of SEM images recorded on two of such samples (at 70 and 110 W) are presented in Figure 10. Here we can observe flower like, faceted, with sharp corners, and even cubic nanoparticles.

Figure 10.
SEM images recorded on substrates deposited at 70 W (a) and 120 W (b); each sample contains particles with different morphologies. Scale bar 100 nm.

3.6 The effect of residual gases in discharge on the W NPs morphology and synthesis rate

As mentioned, the decrease of deposition rate down to zero in short time after the beginning of the MSGA process leads us to the hypothesis that nucleation of W NPs in MSGA may be assisted by the residual gases present in the aggregation chamber. For testing this hypothesis, we inserted deliberately small amounts of gases from the atmospheric air components in the discharge, immediately after the deposition ceasing for the process performed in Ar. We observed that mixing H₂ or water vapors with Ar in the aggregation source leads to the revitalization of the MSGA synthesis process, leading to a continuous synthesis of W NPs, at higher deposition rate; it seems that O₂ does not have such effect over the deposition rate. However, a side effect of mixing of other gases with Ar in the aggregation chamber is the modification of the nanoparticles morphologies.

We note that these experiments were performed in continuous wave, with a 6 mm thick W target. Figure 11 presents SEM images recorded with different gases added in the discharge.

By comparing Figure 11a with Figure 3a it results that addition of H₂O vapors in the discharge at an applied power of 60 W leads to less agglomerated particles. Apart from nanoflower morphology, also appear particles with sharp corners, while the dimension of particles increases (from up to 50–100 nm in dry Ar, up to 100–250 nm in humid Ar). Like we already mentioned, the synthesis rate increases significantly.

Addition of O₂ in the discharge does not increase the synthesis rate, but modifies significantly the particles shape. This can be observed by comparing Figure 11b (round nanoparticles) with Figure 4a (hexapod nanoparticles). These samples
were deposited in similar conditions, at 100 W RF, the single difference being addition of a very small amount of O₂ (0.03 sccm) in the main process gas (Ar, 5 sccm). Enriching this Ar/O₂ mixture with H₂ (0.1 sccm) leads to further change in morphology, from round nanoparticles (Figure 11b) to particles presenting corners (Figure 11c). H₂ seems to favor anisotropic growth (particles with sharp corners), while O₂ seems to favor isotropic growth (round NPs). Therefore, addition of H₂ sustains the synthesis of W NPs and leads to the increase of deposition rate.

4. Use of tungsten nanoparticles for toxicology studies and assessment of tritium retention in nuclear fusion technology

Expected power and plasma duration of future fusion devices, such as ITER, requires the divertor plasma-facing components (PFC) to withstand considerable plasma fluxes (up to 10 MW/m² and 10²⁰ H m⁻² s⁻¹). In this area, tungsten has been chosen for its good resistance to high temperature and its low plasma sputtering yield. However, experiments have shown that the combination of different phenomena (e.g. melting of edges of PFC, material fatigue, intense particle fluxes, material erosion followed by accretion in the plasma edge, ...), particularly during off normal events such as Edge Localized Modes (ELMs) or disruptions, can trigger the formation of particles. They will experience variable size, from tens of nanometers to hundreds of micrometers. Compared to the current tokamaks, the expected energy outflows are much higher in ITER. Larger quantities of dust will be produced. Besides, impurities in the Scrape-Off Layer (SOL), such as oxygen, metals and especially gas radiators are expected to enhance physical sputtering of the PFC materials. Generated particles will be hence tritiated as formed in a tritium environment.

Safety limits have been set for the inventory of tritium in the vessel (for which dust particles can contribute), but also for the quantity of dust to avoid explosive hazards. Even if dust production in present tokamaks is less important, it is of a major importance, in order to prepare a safe ITER operation, to investigate how relevant dust can store tritium. Indeed, such tritiated particles could be released in case of a Loss Of Vacuum Accident (LOVA) and be accidentally inhaled by ITER workers. Harmful consequences will depend on the dust physicochemical characteristics and the inhaled dose. It is the reason why we have decided to investigate their potential biological toxicity. To this end, several actions are to be undertaken: understanding and characterizing the interaction of particles with tritium and studying the biological impact of these tritiated dusts on human lung cells.

As said above, the current dust tokamak production is scarce and dust relevant particles have to be produced. Different production methods have been approached, among them being MSGA, milling, and laser ablation. The properties of the
nanoparticles produced by magnetron sputtering gas aggregation are of major interest. Indeed, such particles size have the size ranging from 100 to 200 nm, therefore present the maximum probability to escape the High Efficiency Particulate Air (HEPA) filters, normally used to prevent as much as possible the release of particles out of the vacuum chamber.

4.1 Tritium retention in tungsten dust

To study this topic, after particle production, tritiation has been undertaken using the usual gas loading procedure with tritium followed at the Saclay tritium laboratory [53]. The procedure involved various steps, like native oxide layer removed by reduction under hydrogen atmosphere, loading of tritium, cooling the sample at liquid nitrogen temperature to freeze the tritium detrapping processes, thus leading to tritium saturation in particles. For comparison during toxicity studies, particles are also hydrogenated in the same way than for the tritium loading. Particle tritium inventory is obtained by desorption and by full dissolution of the samples in water peroxide and liquid scintillation counting. In case of MSGA type of particle, it is about 5 Gbq/g. These values are two or three orders of magnitude higher than in massive samples, where 11.5 MBq/g were measured [39].

4.2 Cytotoxicity of tungsten nanoparticles

The study of consequences of inhaling small W particles that can reach the human inner lung or can come in contact with the skin, as first organ barriers, is of high importance. Different topics are thus addressed such as the behavior of particles and embedded tritium in biologic media or the in vitro toxicity of these tritiated particles [54]. It is worth to note that the particles are rapidly dissolved (less than 1 week) in different biologic media as saline solution, TRIS buffer, and cell culture medium lung solution. TRIS solution is usually used to prepare particle stock solution for in vitro studies. The consequence of the dissolution of the particles is the release of tritium into the solution. Tritium, once solubilized, will be removed quickly as it has been shown that tritium in tritiated water form is eliminated very quickly from the human body (half-life of 10 days).

The toxicity of W particles produced by milling was evaluated on the MucilAir® model [55], a 3D in vitro cell model of the human airway epithelium grown on air–liquid-interface [42]. Epithelia were exposed to tungsten nanoparticles (tritiated or not) for 24 h. Thanks to the long shelf life of this model, cytotoxicity was studied immediately after treatment and in a kinetic mode up to 1 month after cell exposure to assess the reversibility of toxic effects. Acute and long-term toxicities were monitored by several endpoints: (1) epithelial integrity, (2) cellular metabolic activity, (3) pro-inflammatory response, (4) mucociliary clearance, and (5) morphological modifications. Transmission Electronic Microscopy (TEM) observations, inductively coupled plasma mass spectrometry (ICP-MS) measurements and liquid scintillation were performed to determine tungsten and tritium lung absorption as well as intracellular accumulation. On this human lung epithelium model, no significant toxicity was observed after exposure to ITER-LIKE particles produced by milling followed by 28-day kinetic analysis. Moreover, tritium transfer through the epithelial barrier was found to be limited in comparison with the complete transfer of tritium from tritiated water. These data provide preliminary information to biokinetic studies aimed at defining biokinetic lung models to establish new safety rules and radiation protection approaches.

In respect with usage of MSGA and laser ablation particles in toxicology studies, the behavior of cells from bronchial human-derived BEAS-2B cell line with such
particles in their pristine, hydrogenated, and tritiated forms is described in [43]. Cell viability, cytostasis and DNA damage were evaluated by specific biological assays. The study concludes that long exposures (24 h) induced significant cytotoxicity, the effect being enhanced in case of the hydrogenated particles. Epigenotoxic alterations were observed for both MSGA and laser ablation types of particles. Due to the observed oxidative dissolution of W nanoparticles in liquid media, such effects might be related to the presence of W$^{6+}$ species in the medium.

The toxicity of MSGA tungsten nanoparticles on human skin fibroblast cells (BJ ATCC CRL 2522), was evaluated in [56]. Different concentrations of tungsten nanoparticles (1–2000 μg/mL) added in liquid medium were used. MTS colorimetric tests and Scanning Electron Microscopy in secondary electrons (SE) and backscattering (BSE) operating modes were used to observe the effects. At low concentrations of nanoparticles in suspension, no toxic effects were observed by the MTS colorimetric test. However, when the nanoparticle concentration added to the cellular medium increases above 100 μg/mL, reaching even 1 mg/mL and 2 mg/mL, the toxicity of tungsten nanoparticles is high. The cell morphology changed, in comparison with the control sample. Cells tend to become round, a sign that precedes their death. At a higher magnification, in BSE mode, it is noticeable that the nanoparticles may be internalized under the cell membrane.

5. Conclusions

This chapter describes a physical method of fabrication of nanoparticles, namely Magnetron Sputtering Gas Aggregation (MSGA). The advantages come from a clean plasma-based process which do not make use of wet chemistry, and is well controlled, and reproducible. The synthesis of tungsten particles was selected to illustrate the potential of the method. Not only those particles are promising materials for nanotechnological devices, photocatalysis, and energy storage, but environmental and toxicological questions raised by the occurrence of tungsten dust in fusion experiments request answer of high importance for the scientific community working in the fusion energy research. The produced particles, analyzed in this chapter, have size in the range 100–200 nm, and have, depending of the applied plasma power, flower like, hexapod, or cube-octahedral morphologies. Mixture of these morphologies in the same sample is also possible at other parameters. The particles are single crystals in case of cube-octahedral morphology (pulsed applied power), or consists of small nanocrystallites (3–5 nm) which are assembled in a disordered manner (in nanoflowers, at $P_{RF} = 60$ W), or in a much-ordered manner (in nanohexapods, at $P_{RF} = 100$ W). The W dust consisting of such particles incorporates tritium amounts of two to three orders of magnitude higher than the massive tungsten material. Although limited in respect with the conditions of exposure and types of cells, the biological studies mentioned in the chapter indicate that the toxic effects should be considered in the activities involving W dust, especially at large concentrations of particles.
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Turbulence Generation in Inhomogeneous Magnetized Plasma Pertaining to Damping Effects on Wave Propagation

Ravinder Goyal and R.P. Sharma

Abstract

The damping phenomenon is studied due to the collisions of ions and neutral particles and Landau approach on the turbulent spectra of kinetic Alfvén wave (KAW) in magnetized plasma which is inhomogeneous as well. The localization of waves is largely affected by inhomogeneities in plasma which are taken in transverse as well as parallel directions to the ambient magnetic field. There is significant effect of damping on the wave localization and turbulent spectra. Numerical solutions of the equations governing kinetic Alfvén waves in the linear regime give the importance of wave damping phenomena while retaining the effects of Landau (collisionless) damping and ion-neutral collisional damping. A comparative study of the two damping effects reveals that the Landau damping effect is more profound under similar plasma conditions.
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1. Introduction

As far as enormous space plasma phenomena like solar wind turbulence, acceleration of solar wind, heating of solar coronal loops, solar flares, etc. are concerned, kinetic Alfvén wave (KAW) has a vital role to play [1].

The dispersion characteristics of KAW make it distinguishable from its parent Alfvén wave [2]. When Alfvén wave propagation develops a large value for wave number perpendicular \( k_\perp \) to the ambient magnetic field, then it gives rise to kinetic Alfvén wave (KAW). This mode conversion may lead to transportation of large amount of electromagnetic energy across geomagnetic field lines [3].

In Tokamak/ITER plasma where KAW plays an important role, the anomalous diffusion coefficient which depends upon the turbulence level is inversely related to the confinement time. In the scenario where the electric fields are nonstationary, this wave plays a vital role in the phenomenon of particle acceleration [4]. The acceleration and heating [5] of plasma particles are dependent on perpendicular wave number and is attributed to KAW carrying finite perturbations parallel to electric field. Also, the plasma heating is caused by dissipation of turbulence and is essential to interpret the observations of most astronomical [6] and laboratory [7] systems. The turbulent behavior of KAW...
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1. Introduction

As far as enormous space plasma phenomena like solar wind turbulence, acceleration of solar wind, heating of solar coronal loops, solar flares, etc. are concerned, kinetic Alfvén wave (KAW) has a vital role to play [1]. The dispersion characteristics of KAW make it distinguishable from its parent Alfvén wave [2]. When Alfvén wave propagation develops a large value for wave number perpendicular \( k_\parallel \) to the ambient magnetic field, then it gives rise to kinetic Alfvén wave (KAW). This mode conversion may lead to transportation of large amount of electromagnetic energy across geomagnetic field lines [3]. In Tokamak/ITER plasma where KAW plays an important role, the anomalous diffusion coefficient which depends upon the turbulence level is inversely related to the confinement time. In the scenario where the electric fields are nonstationary, this wave plays a vital role in the phenomenon of particle acceleration [4]. The acceleration and heating [5] of plasma particles are dependent on perpendicular wave number and is attributed to KAW carrying finite perturbations parallel to electric field. Also, the plasma heating is caused by dissipation of turbulence and is essential to interpret the observations of most astronomical [6] and laboratory [7] systems. The turbulent behavior of KAW
can be thought of as the probable mechanism to describe the magnetic fluctuations which are observed near earth’s magnetopause [8]. The theoretical and experimental studies [9, 10] support the importance of KAW in solar wind turbulence energy cascade and particle heating. Earth’s magnetopause is also known to have a vital role played by KAW in the mechanism of stochastic ion heating [11]. Nykyri et al. [12] observed the turbulent spectra in high altitude cusp and revealed that break in observed spectra might be due to damping of obliquely propagating KAW.

In general, both space as well as laboratory plasmas incorporate various kinds of inhomogeneities, few of these being magnetic field [13], temperature, and density perturbations. The coronal heating has been theoretically studied by Davila [14] by assuming Alfven absorption when Alfven velocity is dependent on background plasma density in transverse direction to ambient magnetic field. Also, the magnetic field fluctuations due to shear Alfvén waves have been observed experimentally [15]. The Alfvén wave energy changes along radial direction have also been studied by Vincena et al. [16]. The present work is inspired from the experimental studies of formation of varying magnetic fields and electric fields by propagation of KAW in inhomogeneous plasmas [17].

A comparative study of experimental results with theoretical ones [18] fully support the launching of KAW in inhomogeneous plasma. There may be qualitative and quantitative deviation of ideal behavior [19] of KAW from that when inhomogeneities or nonlinearities are introduced due to kinetic theory. Therefore, it is always better to have understanding of magnetic fluctuations with an introduction of Landau damping, which is considered to be an important phenomenon as far as KAW propagation is concerned [20, 21]. Based on Landau fluid model, several theories [5, 22–24] have been proposed regarding the propagation of magnetohydrodynamic waves in collisionless plasma and Alfven filamentation process due to density channels. Taking into consideration the experimental observations by Houshmandyar and Scime [17], Sharma et al. [25] have studied the effect of Landau damping on KAW propagation in inhomogeneous magnetized plasma and have concluded that there is considerable damping effect on wave propagation due to phenomenologically incorporated Landau damping factor.

The damping refers to gradual decrease in wave intensity and wave amplitude. Not only collisionless damping (like Landau damping) but collisional damping also plays an important role in wave energy decay phenomenon and hence marks its role in Tokamak/ITER fusion plasma processing. The electron-neutral and ion-neutral damping is dominant in scrape-off region of these fusion plasma devices where energy transportation of wave takes place, and hence, neutral particles are the one among the important factors playing a vital role [26] in drawing the turbulence level. Also, the wave dispersion characteristics in space plasmas may get affected by the inclusion of neutral particles in the wave dynamics. Some of these characteristics include particle heating, spicules formation [27], solar wind turbulence and acceleration [28], and chromospheric energy balance [29]. As a consequence of the charged particles of plasma colliding with the neutral ones, the plasma waves may get absorbed by interstellar clouds, photosphere, and chromosphere [30–33]. As far as effect of neutral-dominated collisions on Alfvén waves is concerned, several research groups have worked in this direction and have given their fruitful theories in their respective domains. Based on the theory of chromospheric heating by Alfvén waves, the ion-neutral collisional damping has been studied analytically by De Pontieu et al. [29] in partially ionized chromosphere. Alfvénic turbulence has been considered as the base by Krishan and Gangadhara [34] to get intercoupling mechanism among three plasma species which are neutrals, ions, and electrons. The mass loading of ions by neutral particles has been used by Houshmandyar and
Scime [17] to experimentally study the collisional impact due to collisions between ion and neutral particles on the KAW propagation in plasma. Recently, Goyal and Sharma [35] have studied the effect of ion-neutral collisional damping on KAW turbulence.

The present research deals with a comparative study of the two damping phenomena discussed above viz. ion-neutral collisional damping and Landau (collisionless) damping on the propagation of KAW which have been studied separately by Sharma et al. [25] and Goyal and Sharma [35] in the light of inhomogeneous magnetized plasma. This comparison is very much important with respect to scrape-off regions of the fusion energy devices like Tokamak and ITER. The plasma inhomogeneity is taken into account by considering spatial (in x-z plane) inhomogeneities having scale lengths both in longitudinal and transverse directions to background magnetic field. Distinct model equations for KAW have been taken by considering damping factors corresponding to collisional and collisionless damping, and the results have been drawn, respectively, using two fluid simulation technique.

2. Equations governing the propagation of KAW

The governing equations of KAW come into their present form by taking into account the propagation of the wave in two dimensions (x-z surface), which imitates the propagation vector to be \( \vec{k}_o = k_{ox} \vec{x} + k_{oz} \vec{z} \) where \( k_{ox}(k_{oz}) \) symbolizes the component of the wave vector in perpendicular (parallel) direction to ambient magnetic field \( \vec{B}_0 \) along \( z \) direction. Also, the plasma having background density \( n_0 \) is considered to be inhomogeneous in \( x \) as well as in \( z \) directions and hence is supposed to follow the density profile \( n_0 \exp \left( -x^2/L_x^2 - z^2/L_z^2 \right) \), where \( L_x \) implies the inhomogeneity scale length perpendicular to ambient magnetic field \( \vec{B}_0 \) while \( L_z \) implies the same in parallel direction. Initially, the wave field profile is considered to follow hollow Gaussian behavior [36]. As the current numerical study is inspired from the experimental technique [17] where the plasma environment was developed experimentally to study the wave propagation, we have used the same laboratory parameters in our model which are as follows: \( B_0 \approx 560 \) G, plasma density \( n_0 \approx 6 \times 10^{12} \) cm\(^{-3} \), neutral particle density \( n_n \approx 5 \times 10^{12} \) cm\(^{-3} \), ion density \( n_i = n_n / 2 \approx 2.5 \times 10^{12} \) cm\(^{-3} \) and \( T_e \approx 81,200 \) K, \( T_n \approx T_i \approx 2900 \) K. Using these experimental values, the other characteristic plasma parameters may be obtained like:

- \( v_{ci} \approx 2.5 \times 10^7 \) cm/s, \( c_i = 1.3 \times 10^6 \) cm/s, \( \beta = \left( c_i^2 / v_A^2 \right) \approx 0.002 \), \( v_e \approx 1.1 \times 10^8 \) cm/s,
- \( v_{ti} \approx 2.445 \times 10^5 \) cm/s, \( \omega_{ci} = 2.68 \times 10^6 \) rad/s, \( \lambda_e = 0.1 \) cm, \( \rho_i \approx 0.09 \) cm,
- \( \rho_i \approx 0.49 \) cm, \( k_{ox} \approx 0.85 \) cm\(^{-1} \) and \( k_{oz} \approx 0.16 \) cm\(^{-1} \) for \( \omega/\omega_{ci} = f/\nu_{ci} = 0.9 \).

Using the well-established methods [26–28], Maxwell’s equations and Faraday’s law, the two dynamical equations for finite amplitude KAW incorporating the effects of ion-neutral collisional damping [35] and Landau damping [25] can, respectively, be written as follows:

\[
\frac{\partial^2 B_y}{\partial t^2} + 2\gamma \frac{\partial B_y}{\partial t} = \kappa^2 \frac{\partial^4 B_y}{\partial x^2 \partial t^2} - \left( \frac{v_{ci}^2}{\omega_{ci}^2} + \frac{v_T^2}{\nu_{ni}^2} \right) \frac{\partial^4 B_y}{\partial x^2 \partial z^2} + \frac{v_A^2}{\omega_{ci}^2} \left( 1 + \frac{2(n_n v_{ti}/n_i v_{ni})}{1 + \omega^2/\nu_{ni}^2} \right) \frac{\partial^4 B_y}{\partial z^2 \partial t^2} \approx 0
\]

(1)
and

\[ \frac{\partial^2 B_y}{\partial t^2} + 2\Omega \frac{\partial B_y}{\partial t} = \left( \frac{\partial^2}{\partial t^2} + 2\Omega \frac{\partial}{\partial t} \right) B_y - \omega^2 \rho^2 \frac{\partial^2 B_y}{\partial x^2} - \frac{\partial^2 B_y}{\partial x^2} \]

\[ + \frac{\omega^2}{\omega^2_{ci}} \left( \omega^2_{ci} + \frac{\partial^2}{\partial x^2} \right) \exp \left[ -\frac{x^2}{L_x^2} + \frac{z^2}{L_z^2} \right] \frac{\partial^2 B_y}{\partial z^2} \]  

where \( \gamma_n \) is damping factor representing ion-neutral collisions and \( \gamma_L \) is phenomenologically incorporated Landau damping factor obtained using the dispersion relation used by Lysak and Lotko [20] and Hasegawa and Chen [21]. The perturbations being very small in comparison to other terms in the above equations; their spatial derivatives may not be considered. Now, in order to study the damping mechanism, wave localization phenomenon is very much important which is done by using an envelope solution [36] into Eqs. (1) and (2) to obtain a set of normalised equations [25, 35] which look mathematically similar to nonlinear Schrödinger (NLS) equation. So, on solving these equations individually by following the standard algorithm which has been developed in order to solve NLS equation, one can infer about the wave localization, energy dissipation, and turbulent cascading of wave energy. Post examining the accuracy for NLS invariants up to \( 10^{-5} \), these normalized equations are accommodated keeping in view the modifications being done in order to solve NLS equation. By considering hollow Gaussian profile (initial simulation condition) before the start of simulation process \((t = 0)\), these equations are solved numerically. The hollow Gaussian profile at \( t = 0 \) is given by [35]:

\[ B(x, z, 0) = a_0(x^2/r_{10}^2 + z^2/r_{20}^2) \exp \left( -x^2/r_{10}^2 - z^2/r_{20}^2 \right) \]  

Here, \( a_0 \) and \( r_{10} \), respectively, dictate the amplitude of KAW and the scale size of wave field in perpendicular direction to the ambient magnetic field \( B_0 \) before start of the simulation and \( r_{20} \) is the same in parallel direction. \( r_{10} \) may be termed as the system length in 2-D geometry. These system lengths while spreading in 2-D geometry expand even beyond the stature of hollow Gaussian profile in transverse as well as longitudinal directions to \( B_0 \). Also, as \( k_x(k_z) \) is the normalized propagation constant in transverse (longitudinal) direction to \( B_0 \), one can infer \( r_{10} = k_x^{-1} \) and \( r_{20} = k_z^{-1} \). The regulation of KAW evolution is done by initially taking the system constants to be \( a_0 = 0.02 \) and \( k_x = k_z = 0.2 \) where \( a_0 \) is computed by the use of experimental parameters [17] and the wave amplitude is normalized by ambient magnetic field \( B_0 \). Sharma and Singh [37] have established a distinct algorithm in order to numerically solve Eqs. (1) and (2). This algorithm is framed in such a way that it relies upon a pseudo spectral mechanism for spatial integrals having recurring lengths \( L_x = r_{10}, L_z = r_{20} \), and a grid having squared dimensions (grid points) given by \( 2^6 \times 2^6 \). And, the temporal evolution is studied by the use of the predictor corrector mechanism besides finite difference method where the evolution advances with a step size \( \Delta t \approx 10^{-4} \).

3. Outcomes and results

The damping effects on the wave propagation are plainly detectable by having a view of Figure 1 where the time-dependent variations in normalized magnetic field intensity for specific values of parallel and transverse inhomogeneity scales are shown. The figure depicts the formation of localized structures or normalized
magnetic field intensity peaks due to density inhomogeneity in plasma. The wave gets focused and defocused due to these inhomogeneities. At a fixed time, the normalized magnetic field intensity has spatial spreads (in x-z plane), in almost similar manner in undamped as well as damped (ion-neutral collisions) cases but its peak values differ for different cases viz. undamped, ion-neutral collisions, and Landau damping. As expected, the field intensity has lower peak values for damped cases (ion-neutral collisions and Landau damping). A comparative picture of ion-neutral collisional damping and Landau damping reveals that the Landau damping effect seems to be more dominating due to smaller magnetic field intensity peaks but it can also be seen that the spatial spread is also more in Landau damping case. We can make an inference that due to Landau damping effect, the spatial energy spread in smaller peaks is more pronounced than that in ion-neutral damping case where the intensity peaks resemble almost the ones in undamped case. Also, the damping phenomena get more pronounced as we scale up the time domain.

The damping effect may also be observed on the temporal variation of magnetic field in Figure 2 for a specific spatial location (x, z). It can be clearly observed from Figure 2 that at the initial times, all the fluctuations are of high amplitude (magnetic field) but with the passage of time, the damping effects come into play as fluctuations die down for both ion-neutral collisional as well as Landau damping effect. This behavior is indicated from Figure 1 as well. Comparatively, Landau damping effect is more pronounced than the collisional effect. The Fourier transform of undamped as well as damped magnetic field fluctuations as given in Figure 2 results into the magnetic power spectra of the respective cases, which are indicated as the $|B_\omega|^2$ varying with frequency $\omega$ in Figure 3. These spectra have been obtained using a magnetic field fluctuations’ time window $\sim$10 $\mu$s and indicate a clear difference due to damping effects for some specified values of inhomogeneity scale lengths. Once again, it is depicted from Figure 3 that the Landau damping effect is more pronounced than ion-neutral collisional effect on the propagation of KAW which is indicative from the initial spectral structures.
The inclusion of dust particles could have further affected the damping phenomena. As the size of the dust particles is much larger than the neutral atoms, their collisional cross sections are enhanced. Also, the frequency of collisions would be increased by incorporating dust particles into the plasma, their negative charges may also put adverse effect on wave propagation and hence, damping phenomenon. In this way, the dust particles will be studied in our future work.

In the present study, we deal only with the comparison of Landau damping and ion-neutral collisional damping on kinetic Alfvén waves in which plasma is considered to be inhomogeneous and magnetized. The purpose of the study is to look for the effect of these damping effects on wave propagation. In case of ion-neutral collisions, the inclusion of dust particles could have further affected the damping phenomena. As the size of the dust particles is much larger than the neutral atoms, their collisional cross sections are enhanced. Also, the frequency of collisions would be increased by incorporating dust particles into the plasma, their negative charges may also put adverse effect on wave propagation and hence, damping phenomenon. In this way, the dust particles will be studied in our future work.

Also, it is clearly observed from Figure 3 that on inclusion of damping effects, the spectral behavior (almost) retains its trend in the initial frequency regimes which indicates the linear propagation of KAW. But at the later stage (higher frequencies), the turbulent effects come into play and KAW propagation ceases to follow linear trend (undamped oscillations). Or this behavior might also be due to some unidentified nonlinearity or due to drawback of the numerical model used. The alteration in wave localization occurs due to the involvement of damping effects as is observed in Figure 1. The rates at which the spectral components are associated with spatially localized filamentary structures might emerge with time at enunciated rates. So, at a specific spatial location, the wave magnetic field is supposed to have fluctuation behavior with time, as is indicated in Figure 2.

In the present study, we deal only with the comparison of Landau damping and collisional damping on kinetic Alfvén waves in which plasma is considered to be inhomogeneous and magnetized. The purpose of the study is to look for the effect of these damping effects on wave propagation. In case of ion-neutral collisions, the inclusion of dust particles could have further affected the damping phenomena. As the size of the dust particles is much larger than the neutral atoms, their collisional cross sections are enhanced. Also, the frequency of collisions would be increased by incorporating dust particles into the plasma, their negative charges may also put adverse effect on wave propagation and hence, damping phenomenon. In this way, the dust particles will be studied in our future work.

In the present study, we deal only with the comparison of Landau damping and collisional damping on kinetic Alfvén waves in which plasma is considered to be inhomogeneous and magnetized. The purpose of the study is to look for the effect of these damping effects on wave propagation. In case of ion-neutral collisions, the inclusion of dust particles could have further affected the damping phenomena. As the size of the dust particles is much larger than the neutral atoms, their collisional cross sections are enhanced. Also, the frequency of collisions would be increased by incorporating dust particles into the plasma, their negative charges may also put adverse effect on wave propagation and hence, damping phenomenon. In this way, the dust particles will be studied in our future work.

Also, it is clearly observed from Figure 3 that on inclusion of damping effects, the spectral behavior (almost) retains its trend in the initial frequency regimes which indicates the linear propagation of KAW. But at the later stage (higher frequencies), the turbulent effects come into play and KAW propagation ceases to follow linear trend (undamped oscillations). Or this behavior might also be due to some unidentified nonlinearity or due to drawback of the numerical model used. The alteration in wave localization occurs due to the involvement of damping effects as is observed in Figure 1. The rates at which the spectral components are associated with spatially localized filamentary structures might emerge with time at enunciated rates. So, at a specific spatial location, the wave magnetic field is supposed to have fluctuation behavior with time, as is indicated in Figure 2.
size of the dust particles is much larger than the neutral atoms, their collisional cross section would be much larger and hence the collisional damping would have been enhanced. Also, the frequency of collisions would be increased by incorporating dust particles into the plasma, their negative charges may also put adverse effect on the wave propagation and hence, damping phenomenon. In this way, the dust particles’ role is unavoidable when we talk about collisional effects on plasma, but in the present study, we have concentrated only on ion-neutral collisions. The effect of dust particles will be studied in our future work.

4. Conclusion

A comparative study about relative profoundness of damping effects has been done when KAW propagates in two-dimensional inhomogeneous magnetized plasma. The study is based on the numerical simulation technique that has been employed to solve the dynamical equations using two-fluid approach. These equations serve as the numerical representations of KAW propagation when ion-neutral collisional damping and Landau damping effects are separately incorporated into the KAW dynamics. In collisionless plasma, the prominent dissipation phenomenon, i.e., Landau damping is due to electrons unlike neutral particle-dominated plasma where the dissipation is primarily by ion-neutral collisions. Likewise, the neutral atoms colliding with other plasma species may cause dissipation of interplanetary magnetic field. Also, in scrape-off region of Tokamak/ITER, the major cause of particle energization is due to ion-neutral collisions because of presence of neutral atoms in plasma. But it is longitudinal component of electric field that causes particle heating in collisionless plasma because KAW follows this field due to its large transverse wavenumber and hence small wavelength. Due to dependency of Landau damping on wavenumber, it affects the localization amplitude, and hence, the localization of KAW happens due to wave packets which have varying wave numbers. The formation of these wave packets is attributed to the inclusion of inhomogeneities in KAW dynamics. It is clear from the figures that there is appreciable effect of damping phenomena on magnetic field fluctuations as well as on intensity profiles and the energy spread over a wide frequency range can be interpreted from the turbulence analysis. The collisional dynamics which considers ions and neutral particles to be at same temperatures has clear effect on wave dissipation but it is the Landau damping which shows relatively weighty effect as indicated by the wave amplitudes and the resultant frequency spectra. Furthermore, there is no nonlinearity included in KAW dynamics. Some interesting features of the dynamics are expected to be observed when temperature difference between ion and neutral particle dynamics are considered and/or when the nonlinear dynamics are included.
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Abstract
Segregation during flow of granular materials is important from an industrial point of view. Granular materials segregate during flow due to their physical properties (such as size, shape, and density). A considerable work has been done on granular segregation in the past (two decades). This chapter is divided into three parts. In the first part, a review of work done on heap formation is presented. Experimental work during heap formation by intermittent feeding is reported in the second part. The system used is a simplified model for the feeding of raw materials to a blast furnace, which is widely used for the manufacture of iron and steel. Experiments carried out using 2-D system and steel balls of size 1 and 2 mm are used as model granular materials. Image analysis is done to detect the position of each particle using an in-house computer code. Accuracy and efficiency of image analysis techniques were found to be good enough as we have used 1 and 2 mm spherical steel balls for all the cases studied. The chapter ends with concluding remarks.
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1. Introduction
Granular materials are a collection of solid particles in the size range of a few millimeters to a few centimeters. They are present everywhere in nature and are the second most manipulated materials after water [1]. Commonly used granular materials are salt, sugar, coffee, and rice in day-to-day life and sand, gravel, coal, powders, fertilizers, and pharmaceutical pills in various industries. They are made up of different constituents, ranging from 1 μm to 1 km (theoretically) and having various shapes. Here, we are mainly interested in the above-mentioned size range as most of the materials used in the industry are in this range. Coke and sinter particles used in the blast furnace are also in the above-mentioned size range. Electrostatic charges and surface forces are negligible for such particles. The properties of granular materials are very different from the properties of constituent particles. They primarily depend on the nature of interstitial fluid (air, water, etc.) and forces acting between the particles. The important forces are van der Waals forces, interaction forces, frictional forces, and capillary forces when some interstitial fluid is present. If the influence of the interstitial fluid (like air) is neglected, then we called it as dry granular materials. Otherwise, the system will become more complex. Granular materials behave like a solid when they are packed in a container or in case of a heap. They can also withstand strong shear force as they can support our body weight.
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while walking on the beach. They can flow through a hopper and can take the shape of a container like liquids. But unlike liquids, the pressure at the base of a bin filled with granular materials does not increase after a certain height of filling. In each of the states (both solid and liquid), they exhibit different properties that are unique in nature. This dual behavior made them an interesting and complicated system to study the basic of granular materials. For the size range of millimeters to few centimeters, we can ignore electrostatic forces. Also, the focus of this study is on simple system (quasi-two-dimensional rectangular bin: heap formation) where particles are uniform in shape (spherical) and air (whose viscosity and density are very less as compared to those of SS balls) is the interstitial fluid that has negligible effect.

The flow of granular material is encountered in various industries during transportation of materials, mixing of rotary kiln, storage of materials in hopper and silos, crushing and grinding, mechanical separations, etc. It is also encountered in nature during transportation at river bed, during formation of sand dunes, in lava flows, and in avalanches. The properties of granular materials during flow are different, which gives problems in various industries. Granular materials have a tendency to segregate. Segregation occurs due to small differences in either size or density when they flow or are shaken or vibrated. But this is not true with liquids and gases. Fluids often mix with each other after agitation in industrial processes. Segregation of granular materials during transport and handling is an important problem in the chemical, pharmaceutical, and food industry wherever mixing is required. Segregation is the fundamental characteristics of granular flow. During flow, granular matter segregates.

Segregation mechanisms have been studied experimentally [2–6] as well as by simulations [7–9]. Particle dynamics [10, 11] or discrete element method [12] and Monte Carlo simulations [10, 13] are used as computational techniques. If a bed of grains of different sizes is sheared parallel to the top surface, the larger grains segregate to the surface of the bed and the smaller ones to the bottom. Brazil nut effect is the most celebrated example to understand the mechanism of segregation where large particles remain at the top.

In this chapter, the problem of segregation has been studied during flow in a blast furnace using a simplified system. A binary mixture of spherical particles of different sizes is used in a quasi-two-dimensional system, with a finite mass of the mixture poured periodically. Although this problem has not been studied in detail previously, some works have reported a related system in which the material is poured continuously. The objective of the present work is to study the segregation of a binary mixture of different diameter spheres in a quasi-two-dimensional rectangular bin (two vertical glass plates separated by a gap of 10 mm) during heap formation by intermittent pouring of a finite mass of the mixture at one edge of the bin. The concentration distribution in the system is obtained by image analysis for different system parameters including the mass of the material poured, the initial concentration of the mixture, the height of pouring, and the size ratio of particles in the mixture. The experimental details are presented next followed by the results and conclusions.

1.1 Blast furnace

The blast furnace is charged with coke and sinter particles by means of an inclined chute rotated about its vertical axis (Figure 1). For each rotation of the chute, the particles on the sloping burden surface form a circular ring. The particles in the ring then flow along the burden surface and form a new surface profile. These particles are distributed over a range of sizes. During the flow, the particles have a tendency to separate due to differences in size and density as shown in Figure 2.
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1.1 Blast furnace

The blast furnace is charged with coke and sinter particles by means of an inclined chute rotated about its vertical axis (Figure 1). For each rotation of the chute, the particles on the sloping burden surface form a circular ring. The particles in the ring then flow along the burden surface and form a new surface profile. These particles are distributed over a range of sizes. During the flow, the particles have a tendency to separate due to differences in size and density as shown in Figure 2.

This results in smaller particles being deposited first and larger particles rolling more distance before they stop. According to this mechanism, larger particles should be concentrated near the center of the blast furnace and smaller particles closer to the radius at which the material stream impinges on the burden surface. Due to limited time of flow, segregation of granular material is generally not complete. This affects the packing of particles and thus the gas flow resistance and
distribution of gas through blast furnace. In the case of complete segregation, the void fraction in the region containing only large particles is roughly the same as void fraction in the small particle region (Figure 2). However, the region with larger particles has a large average interstitial pore diameter and thus a lower flow resistance. In a mixed region, the void fraction is lower than that of pure component case and the average pore diameter is lower than the larger particle case. Thus, the extent of segregation affects both void fraction and average pore diameter; both affect flow resistance and consequently gas distribution through the blast furnace.

2. Experimental details

2.1 Experimental setup

Experiments are carried out in quasi-two-dimensional rectangular bins (two vertical glass plates separated by a gap of 10 mm). Stainless steel (SS 316) balls of different size of diameters (1 and 2 mm) are used as model granular materials. The images taken are analyzed using computer code to detect the particles. Image analysis technique is used to detect the position and size of the particles. The profiles of the number fraction of big (2 mm) particles along the flow direction are plotted separately for the top and bottom regions of the heap. Flowing layer decreases toward the end. We have assumed flowing depth constant for simplicity. A schematic view of heap formation is shown in Figure 3.

The experimental setup consists of two glass plates (52 cm × 29 cm), L-shaped aluminum divider, and an auxiliary hopper. The side walls (glass plates) are transparent to facilitate imaging. The gap between two vertical glass plates is 1 cm, and the L-shaped aluminum spacer is placed. The L-shaped divider is a chute used in the blast furnace with the angle of the chute close to 40°. Aluminum divider forms an inclined chute so that materials will easily flow and then settle at the bottom to form a heap. The auxiliary hopper is placed on the top of the bin for supplying granular materials as a feed. The exit of the chute is designed so as to provide minimum

![Figure 3. Schematic view of heap formation, comprising top and bottom regions (left) along with setup used (right). The coordinate system shows x = 0, y = 0 at the low end of the top surface of the pile. The coordinate system employed in the analysis is shown (left).](image-url)
disturbance to the flow. The tip of the chute is smoothened by reducing the sharp-ness of the exit (the point at which materials fall from the gap k and then fall onto the heap), which in turn reduces the disturbance to the flow. A black paper is placed at the back of the glass plate so as to ensure good-quality images after experiments. The position of the aluminum divider can be adjusted to control the flow rate and the height of fall to the top of the heap. Halogen lamp (1000 W) is used as light source for better image analysis. The setup is leveled properly to ensure that side walls are vertical and the base is horizontal. The distance between divider exit and heap (forms at the bottom after experiments) is sufficient so that materials will flow easily and get enough time to settle at the bottom.

2.2 Experimental method

A known weight of the binary mixture of a specified composition is poured intermittently into the auxiliary hopper and then allowed to pass through the gap (k) between the divider and the plate and finally settle onto the heap. This forms a layer on the surface of the heap. The process is repeated to form a number of layers until the top of the heap is close to the end of the chute. The heap thus formed is imaged to determine the concentration distribution of the different size particles in the heap. To obtain a sufficiently high resolution, the heap is imaged in eight parts. A transparency of known scale is placed while capturing images for each part. Images taken with and without transparency give more accuracy and also help in combining all parts of the heap. A source of light is placed parallel to the camera and in front of the heap so that each particle has a single reflection of the light, the size of which depends on the particle diameter. Each part is captured using a digital camera (Nikon D3100) at 1/100 shutter speed and intensity of 800/1600. Captured images have a resolution of 4608 × 3072 pixels; one pixel is equal to 0.020616 mm. Data (in terms of pixel) obtained for the detected images are converted into mm. The images are analyzed to determine the position of each particle (small and big) and number fraction of big particles across the layer. Each experiment is repeated eight times to get average data. The details of image analysis are explained in the next section.

2.3 Image analysis technique

Image analysis technique is used to detect the position and size of the particles from captured images using an in-house computer code (c programming). The detection of particles (small and big) is done based on the number of pixels obtained in each cluster (white spots in Figure 4). As we have used binary mixture (1 and 2 mm) particles while performing experiments, analysis became easy. Therefore, the detection of particles is accurate and efficiency is high. These data are used to plot profiles of the number fraction of big particles vs. component x (flow direction) with depth y (mm) in the layer. This will be useful to develop the segregation model based on it.

2.3.1 Detection of particles

The images (4608 × 3072 pixels) are captured using Nikon D3100 camera. In all images, particles appear as tiny bright spots on a black background. The typical captured image is shown in Figure 4.

Thresholding is used to convert gray scale images into black and white images. The threshold value is chosen such that the less illuminated particles from the inner layers are eliminated and particles from the front layer appear as clusters of white pixels on a black background. During the thresholding process, individual pixels in
an image are marked as “object” pixels if their value is greater than some threshold value (assuming an object to be brighter than the background) and as “background” pixels otherwise. This convention is known as threshold above. If the chosen threshold value is 200, it means all the pixel value (range 0–255) that are above 200 will be marked as white (255) and less than 200 will be marked as black (zero value). Also, we can use threshold below, which is opposite of threshold above. In this way, the binary image is created by coloring each pixel white or black, depending on a pixel value. We next scan the thresholded image for a white pixel, starting from top left corner, in both right and downward directions. Once a white pixel is found, then the neighboring pixel should be scanned to detect all the white pixels that form the cluster. Similarly, all the white clusters are identified in that image. The captured image after thresholding shows individual white clusters of pixels (Figure 5).

2.3.2 Position and size of particle

The position (X and Y coordinates) of individual cluster is determined based on mean position of all the pixels present in that cluster. The radius of gyration ($R_g$) is used to calculate the size of the cluster. It is calculated as the root mean square distance of the object’s parts from either its center of mass or an axis. Here, we have used this parameter to characterize the size of individual particle (cluster) based on center of mass.

$$\text{Radius of gyration} (R_g) = \sqrt{\frac{\sum_{i=1}^{N} [(X_i - X_0)^2 + (Y_i - Y_0)^2]}{N}}$$

(1)
where $X_i$ and $Y_i$ are the $X$ and $Y$ coordinates of each pixel in the cluster. $X_0$ and $Y_0$ are center of mass of each cluster of $X$ and $Y$ coordinates, respectively, and they are calculated as

$$X_0 = \frac{\sum_{i=1}^{N} X_i}{N}$$

(2)

$$Y_0 = \frac{\sum_{i=1}^{N} Y_i}{N}$$

(3)

The particles detected in Figure 5 as a white cluster are marked as red and blue based on the radius of gyration. The values of $R_g$ greater than or equal to 3.5 are marked as red or as blue. Detected particles are shown in Figure 6 in red (big particle—2 mm) and blue (small particle—1 mm).

For analysis, we have chosen a coordinate system with its origin $(x,y)$ at the top left corner of the free surface layer, such that the $+ve$ $x$-axis is opposite the flow direction and $+ve$ $y$-axis is in the downward direction. The default and transformed coordinate axis is shown in Figure 3. The new position of the particles is calculated using the following transformation:

$$x = X \cos \theta + Y \sin \theta$$

(4)

$$y = Y \cos \theta - X \sin \theta$$

(5)

where $x$, $y$ and $X$, $Y$ are the position according to the new and old coordinate system respectively and $\theta$ is the angle the free surface makes with the horizontal.

3. Results and discussion

3.1 Heap formation and layer thickness

Figure 7 shows a schematic view of the layers formed due to repeated pouring of the mixture. There is no time internal between two pouring. Once the first layer settles and forms a heap, then another layer is poured over the heap form in earlier layer. In each pouring layer, the upper particle (mostly large in size) gets eroded in the next layer cycle. Several repeated pouring (7–8 layers) forms a heap, which is analyzed to get the data. One pouring corresponds to layer thickness ($\delta$). The initial layers formed do not reach the edge of the bin since a fixed amount of material is poured and the angle of repose is fixed. As more layers are poured, the height of the heap increases and the layer spans the bin. When there is no movement of particles
in the heap form, then stable state heap is achieved. We denote the region in which the layer spans part of the bin as the bottom region and the region with the full layers the top region. The regions are demarcated by a dashed line in Figure 7. The layer thickness (δ) is measured experimentally as well as estimated theoretically using measured bulk densities of the mixtures.

The parameters varied in the experiments are the volume (mass) of mixture and height of the divider from the bottom for fixed gap (k = 5 mm) between the plate and the divider. Therefore, results presented below are based on these parameters. The profiles of the number fraction of big (2 mm) particles along the flow direction across the depth in the flowing layer for top and bottom regions are shown below. Each flowing layer is divided into bin of size (layer thickness × 10 mm). Layer thickness depends upon the amount of volume poured in each step. Layer thickness is calculated experimentally as well as theoretically for known volume (mass) of mixture, which is explained below. Practically, thickness of layer reduces with distance but here we assumed as same from initial (pouring point) to the end point. Experimentally, it is measured before and after pouring using Image J software in terms of pixels and then converted to mm. Theoretical calculations are done as follows: amount of material poured (i.e., mass) converted into volume using density of material. Then using setup geometry, the distance of one layer in x-direction (flow direction) is known, which is typically the distance of the surface profile. The gap between two glass plates is known as 10 mm (1 cm). Finally, the following formula is used: volume of material (mm³) = layer thickness (δ) × gap (k) × distance in flow direction (x). We have found that the obtained values of theoretical layer thickness and experimental are the same. In Figure 9, we have obtained layer thickness of 10 mm for 150 g of mixture and average layer thickness taken for each layer is 5 mm (in the middle of layer which is half of 10). Therefore, the depth of layer from surface of heap is 15 mm (we have neglected top layer in all cases studied), which is consider as sampling depth in Figure 9, and similar calculation is done for subsequent layers. We also checked number fraction profile at the back side of heap (opposite to front side) and found similar results compared to front plate/side. The error bars denote the standard deviation over eight experiments.

3.1.1 Effect of mass of pouring

Figure 8 shows the profile for 50% mixture of small (1 mm) and big (2 mm) particles with equal density for different volume of pouring for top region (Figure 8a–c) and bottom region (Figure 8d–f). Equal percent of small and big particles is used for all cases of mass of pouring. All other parameters (composition,
3.1.1 Effect of mass of pouring plate/side. The error bars denote the standard deviation over eight experiments.

We also checked number fraction profile at the back of the heap form, then stable state heap is achieved. We denote the region in which the height of the divider from the bottom for fixed gap (k = 5 mm) between the plate and the divider. Therefore, results presented below are based on these parameters.

Each flowing layer is divided into bin of size (layer thickness \( \delta \)) is measured experimentally as well as estimated theoretically for known volume (mass) of mixture, which is explained below. Practically, thickness of layer reduces with distance but here we assumed as same from initial (pouring point) to the end point.

Theoretical calculations are done as distance in flow direction (\( x \)) is known, which is typically the distance of the surface profile. The profile of the number fraction of big (2 mm) particles along the flow direction, \( x \) (mm) across the depth in the flowing layer for top and bottom regions are shown below. Therefore, results presented below are based on these parameters.

Though we increase the mass of particles (i.e., number of particles), percent fraction of small and big particles in the mixture remains the same (i.e., 50%). Also, corresponding value of layer thickness varies with the mass of pouring, which is calculated theoretically as well as experimentally. Therefore, in each bin, the variation in number fraction of particles along the flow direction and flow depth is less for all three cases studied (i.e., 100, 150, and 200 g). The data indicate segregation (partial) with big particles at the far end of the heap and small particles settle near the heap. The nature of number fraction profile is almost equal and will overlap with each other if we combined all the plots for top region as well as bottom region.

3.1.2 Effect of height variation

Figure 9 shows profiles of 50% by volume of mixture of small and big particles with equal density for different height of the divider from the bottom. The top height, and size ratio) are the same. The number fraction profiles of big particles for bottom region overlap with each other and are almost identical for all the cases of volume of pouring (Figure 8d–f). The pattern formation for three different pouring is somewhat similar and is apparent. The profiles of top region Figure 8a–c do not show significant variation in the number fraction across the depth in flowing layer, and it indicates that segregation in flowing layer is independent of volume of pouring. Though we increase the mass of particles (i.e., number of particles), percent fraction of big particles at the far end of the heap and small particles settle near the heap. The nature of number fraction profile is almost equal and will overlap with each other if we combined all the plots for top region as well as bottom region.
Figure 9a and b) and bottom region (Figure 9c and d) show large variations in number fraction profile plotted for different layer thickness. This indicates that mixing is more in flowing layer if height of the divider from the bottom increases. Also increase in height creates more energy for particles during flow due to which small particles may bounce and settle at the far end of the heap. This variation in mixing/segregation pattern also depends on the height of the heap and other working parameters, which have to be studied further. Here, we have considered only two values of height while studying the effect on segregation pattern. Also, the system studied here is 2D; therefore, the effect of wall also plays a vital role in heap formation and mixing/segregation pattern. Wall effect will be neglected if we perform similar study in 3D heap formation setup.

4. Concluding remarks

Segregation of binary granular mixtures, differing in size and equal density, during heap formation by intermittent feeding in a quasi-two-dimensional rectangular bin has been investigated. Experiments were performed by varying the mass (volume) of the mixture and the height of the feeding point above the bottom of the bin. Data show large particles travel more distance than small particles as smaller ones can easily fit into void spaces created during flow of materials. The profiles of the number fraction decreases along the flow path with depth in the deposited layer for both the parameters studied (mass of pouring and height). During heap formation, the small particles concentrate near the upper part of the heap and large particles travel more distance and settle at the bottom. The profiles for different volumes of pouring do not show significant variation and this indicates that...
segregation in flowing layer is independent of volume of pouring. This is due to mere increase in mass (volume) of pouring, but number fraction in each layer remains the same. Therefore, they overlap with each other as observed. In all cases studied, there is a peak in number fraction profile near the pouring end. Increase in height \( h \) decreases the number fraction of big particles, which in turn affects the extent of segregation. This indicates that mixing is more in flowing layer if we increase height of the divider above the bottom of the bin for 22 and 25 cm height. Also increase in height creates more energy for particles during flow due to which small particles may bounce and settle at the far end of the heap. The impact for height of fall is clearly apparent near the pouring point of the heap. We have investigated size segregation of particles during heap formation. It has direct implications in engineering applications, and one of the examples of such granular process is blast furnace. These findings may be useful for the optimization of the design of blast furnace and its accessories. Also, the methodology followed in this chapter can be implemented to minimize particle segregation in an actual blast furnace.
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Chapter 10

Kinetic Equations of Granular Media

Viktor Gerasimenko

Abstract

Approaches to the rigorous derivation of a priori kinetic equations, namely, the Enskog-type and Boltzmann-type kinetic equations, describing granular media from the dynamics of inelastically colliding particles are reviewed. We also consider the problem of potential possibilities inherent in describing the evolution of the states of a system of many hard spheres with inelastic collisions by means of a one-particle distribution function.

Keywords: granular media, inelastic collision, Boltzmann equation, Enskog equation

1. Introduction

It is well known that the properties of granular media (sand, powders, cements, seeds, etc.) have been extensively studied, in the last decades, by means of experiments, computer simulations, and analytical methods, and a huge amount of physical literature on this topic has been published (for pointers to physical literature, see in [1–6]).

Granular media are systems of many particles that attract considerable interest not only because of their numerous applications but also as systems whose collective behavior differs from the statistical behavior of ordinary media, i.e., typical macroscopic properties of media, for example, gases. In particular, the most spectacular effects include with the phenomena of collapse or cooling effect at the kinetic scale or clustering at the hydrodynamical scale, spontaneous loss of homogeneity, modification of Fourier’s law and non-Maxwellian equilibrium kinetic distributions [1–3].

In modern works [4–6], it is assumed that the microscopic dynamics of granular media is dissipative, and it is described by a system of many hard spheres with inelastic collisions. The purpose of this chapter is to review some advances in the mathematical understanding of kinetic equations of systems with inelastic collisions.

As is known [7], the collective behavior of many-particle systems can be effectively described by means of a one-particle distribution function governed by the kinetic equation derived from underlying dynamics in a suitable scaling limit. At present the considerable advance is observed in a problem of the rigorous derivation of the Boltzmann kinetic equation for a system of hard spheres in the Boltzmann–Grad scaling limit [7–10]. At the same time, many recent papers [5, 11] (and see references therein) consider the Boltzmann-type and the Enskog-type granular mixtures in rotating cylinders. Physics of Fluids. 1997;9:3600-3614
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1. Introduction

It is well known that the properties of granular media (sand, powders, cements, seeds, etc.) have been extensively studied, in the last decades, by means of experiments, computer simulations, and analytical methods, and a huge amount of physical literature on this topic has been published (for pointers to physical literature, see in [1–6]).

Granular media are systems of many particles that attract considerable interest not only because of their numerous applications but also as systems whose collective behavior differs from the statistical behavior of ordinary media, i.e., typical macroscopic properties of media, for example, gases. In particular, the most spectacular effects include with the phenomena of collapse or cooling effect at the kinetic scale or clustering at the hydrodynamical scale, spontaneous loss of homogeneity, modification of Fourier’s law and non-Maxwellian equilibrium kinetic distributions [1–3].

In modern works [4–6], it is assumed that the microscopic dynamics of granular media is dissipative, and it is described by a system of many hard spheres with inelastic collisions. The purpose of this chapter is to review some advances in the mathematical understanding of kinetic equations of systems with inelastic collisions.

As is known [7], the collective behavior of many-particle systems can be effectively described by means of a one-particle distribution function governed by the kinetic equation derived from underlying dynamics in a suitable scaling limit. At present the considerable advance is observed in a problem of the rigorous derivation of the Boltzmann kinetic equation for a system of hard spheres in the Boltzmann–Grad scaling limit [7–10]. At the same time, many recent papers [5, 11] (and see references therein) consider the Boltzmann-type and the Enskog-type
kinetic equations for inelastically interacting hard spheres, modelling the behavior of granular gases, as the original evolution equations and the rigorous derivation of such kinetic equations remain still an open problem [12, 13].

Hereinafter, an approach will be formulated, which makes it possible to rigorously justify the kinetic equations previously introduced a priori for the description of granular media, namely, the Enskog-type and Boltzmann-type kinetic equations. In addition, we will consider the problem of potential possibilities inherent in describing the evolution of the states of a system of many hard spheres with inelastic collisions by means of a one-particle distribution function.

2. Dynamics of hard spheres with inelastic collisions

As mentioned above, the microscopic dynamics of granular media is described by a system of many hard spheres with inelastic collisions. We consider a system of a non-fixed, i.e., arbitrary, but finite average number of identical particles of a unit mass with the diameter \( \sigma > 0 \), interacting as hard spheres with inelastic collisions. Every particle is characterized by the phase coordinates: \( (q_i, p_i) \equiv x_i \in \mathbb{R}^3 \times \mathbb{R}^3, i \geq 1 \).

Let \( C_n \) be the space of sequences \( b = (b_0, b_1, ..., b_n, ...) \) of bounded continuous functions \( b_n \in C_n \) defined on the phase space of \( n \) hard spheres that are symmetric with respect to the permutations of the arguments \( x_1, ..., x_n \), equal to zero on the set of forbidden configurations \( W_n = \{(q_1, ..., q_n) \in \mathbb{R}^{3n} | q_i - q_j < \sigma \text{ for at least one pair } (i, j): i \neq j \in (1, ..., n) \} \) and equipped with the norm: \( \|b\|_{C_n} = \max_{n \geq 0} \sup_{x_1, ..., x_n} |b_n(x_1, ..., x_n)| \). We denote the set of continuously differentiable functions with compact supports by \( C_{n,0} \subset C_n \).

We introduce the semigroup of operators \( S_n(t), t \geq 0 \), that describes dynamics of \( n \) hard spheres. It is defined by means of the phase trajectories of a hard sphere system with inelastic collisions almost everywhere on the phase space \( \mathbb{R}^{3n} \setminus W_n \), namely, outside the set \( M_n^0 \) of the zero Lebesgue measure, as follows [14]:

\[
(S_n(t)b_n)(x_1, ..., x_n) \equiv S_n(t,1, ..., n)b_n(x_1, ..., x_n) \equiv
\begin{cases}
  b_n(X_1(t), ..., X_n(t)), & \text{if } (x_1, ..., x_n) \in (\mathbb{R}^{3n} \setminus W_n) \times \mathbb{R}^{3n}, \\
  0, & \text{if } (q_1, ..., q_n) \in W_n,
\end{cases}
\quad (1)
\]

where the function \( X_i(t) \equiv X_i(t, x_1, ..., x_n) \) is a phase trajectory of \( i \)th particle constructed in [7] and the set \( M_n^0 \) consists from phase space points-specified initial data \( x_1, ..., x_n \) that generate multiple collisions during the evolution.

On the space \( C_n \) one-parameter mapping (1) is a bounded \( \ast \)-weak continuous semigroup of operators, and \( \|S_n(t)\|_{C_n} < 1 \).

The infinitesimal generator \( L_n \) of the semigroup of operators (1) is defined in the sense of a \( \ast \)-weak convergence of the space \( C_n \), and it has the structure \( L_n = \sum_{j=1}^n L(j) + \sum_{j_1 < j_2}^n L_{\text{int}}(j_1,j_2) \), and the operators \( L(j) \) and \( L_{\text{int}}(j_1,j_2) \) are defined by formulas:

\[
L(j) \doteq \left\langle p_j, \frac{\partial}{\partial q_j} \right\rangle,
\quad (2)
\]
Every particle is characterized by the phase coordinates: by a system of many hard spheres with inelastic collisions. We consider a system of lows [14]:

2. Dynamics of hard spheres with inelastic collisions inelastic collisions by means of a one-particle distribution function. In addition, we will consider the problem of potential possibilities inherent in previously justify the kinetic equations previously introduced a priori for the description of such kinetic equations remain still an open problem [12, 13].
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hard spheres. It is defined by means of the phase trajectories of a hard sphere of forbidden configurations  

\[ \mathcal{L}_{\text{int}}(j_1, j_2) b_i \equiv \sigma^2 \int_{S^2_+} d\eta \left\langle \eta, \left( p_{j_1} - p_{j_2} \right) \right\rangle \left( b_i \left( x_1, \ldots, x_{j_1}, \ldots, x_{j_2}, \ldots, x_i \right) - b_i \left( x_1, \ldots, x_i \right) \delta \left( q_{j_1} - q_{j_2} + \sigma \eta \right) \right) \]  

(3)

respectively. In (2) and (3) the following notations are used:  

\[ x_j^* \equiv \left( q_j, p_j^* \right) \], the symbol \( \langle \cdot, \cdot \rangle \) means a scalar product, \( \delta \) is the Dirac measure, \( S^2_+ = \left\{ \eta \in \mathbb{R}^3 | ||\eta|| = 1, \left\langle \eta, \left( p_{j_1} - p_{j_2} \right) \right\rangle \geq 0 \right\} \), and the post-collision momenta are determined by the expressions:

\[ p_{j_1}^* = p_{j_1} - (1 - \varepsilon) \eta \left\langle \eta, \left( p_{j_1} - p_{j_2} \right) \right\rangle \],

\[ p_{j_2}^* = p_{j_2} + (1 - \varepsilon) \eta \left\langle \eta, \left( p_{j_1} - p_{j_2} \right) \right\rangle \],

(4)

where \( \varepsilon = \frac{1 - \gamma}{2} \in \left[ 0, \frac{1}{2} \right] \) and \( \varepsilon \in \left( 0, 1 \right] \) is a restitution coefficient [6].

Let \( L^1_\alpha = \bigoplus_{n=0}^{\infty} \alpha^n L^1_n \) be the space of sequences \( f = (f_0, f_1, \ldots, f_n, \ldots) \) of integrable functions \( f_n(x_1, \ldots, x_n) \) defined on the phase space of \( n \) hard spheres that are symmetric with respect to the permutations of the arguments \( x_1, \ldots, x_n \), equal to zero on the set of forbidden configurations \( \mathbb{W}_n \) and equipped with the norm:

\[ ||f||_{L^1_\alpha} = \sum_{n=0}^{\infty} \alpha^n \int dx_1 \ldots dx_n f_n(x_1, \ldots, x_n) \],

where \( \alpha > 1 \) is a real number. We denote by \( L^1_0 \subset L^1_\alpha \) the everywhere dense set in \( L^1_\alpha \) of finite sequences of continuously differentiable functions with compact supports.

On the space of integrable functions, the semigroup of operators \( S^*_n(t), t \geq 0 \), adjoint to semigroup of operators (1) in the sense of the continuous linear functional is defined (the functional of mean values of observables):

\[ (bf) = \frac{1}{n!} \int_{\mathbb{R}^3 \times \mathbb{R}^3} dx_1 \ldots dx_n b_n(x_1, \ldots, x_n)f_n(x_1, \ldots, x_n). \]

The adjoint semigroup of operators is defined by the Duhamel equation:

\[ S^*_n(t, 1, \ldots, n) = \prod_{i=1}^{n} S^*_n(t, i) + \int_{0}^{t} \prod_{i=1}^{n} S^*_n(t - \tau, i) \sum_{j_1 < j_2 = 1} S^*_{\text{int}}(j_1, j_2) S^*_n(\tau, 1, \ldots, n), \]

(5)

where for \( t \geq 0 \) the operator \( S^*_{\text{int}}(j_1, j_2) \) is determined by the formula

\[ S^*_{\text{int}}(j_1, j_2) f_n = \sigma^2 \int_{S^2_+} d\eta \left\langle \eta, \left( p_{j_1} - p_{j_2} \right) \right\rangle \left( \frac{1}{(1 - 2\varepsilon)^2} f_n(x_1, \ldots, x_j^o, \ldots, x_{j_2}, \ldots, x_n) - f_n(x_1, \ldots, x_{j_1}, x_{j_2}^o, \ldots, x_n) \delta (q_{j_1} - q_{j_2} + \sigma \eta) \right). \]

(6)

In (6) the notations similar to formula (3) are used, \( x_j^o \equiv \left( q_j, p_j^o \right) \), and the pre-collision momenta (solutions of equations (4)) are determined as follows:
spheres with inelastic collisions is defined by the formula
\[ p_j^* = p_j - \frac{1 - e}{1 - 2e} \eta \langle \eta, (p_j - p_j) \rangle, \]
\[ p_j^* = p_j + \frac{1 - e}{1 - 2e} \eta \langle \eta, (p_j - p_j) \rangle. \]  \hspace{1cm} (7)

Hence an infinitesimal generator of the adjoint semigroup of operators \( S_n^* (t) \) is defined on \( L_{0,n}^1 \) as the operator, \( \mathcal{L}_n^* = \sum_{j=1}^n \mathcal{L}_j^* (j) + \sum_{j < j_2 = 1} \mathcal{L}_{\text{int}} (j_1, j_2), \) where the operator adjoint to free motion operator \( (2) \mathcal{L}_j^* (j) = - \langle p_j, \frac{\partial}{\partial p_j} \rangle \) was introduced.

On the space \( L_{n}^1 \) the one-parameter mapping defined by Eq. (5) is a bounded strong continuous semigroup of operators.

3. The dual hierarchy of evolution equations for observables

It is well known [7] that many-particle systems are described by means of states and observables. The functional for mean value of observables determines a duality of states and observables, and, as a consequence, there exist two equivalent approaches to describing the evolution of systems of many particles. Traditionally, the evolution is described in terms of the evolution of states by means of the BBGKY hierarchy for marginal distribution functions. An equivalent approach to describing evolution is based on marginal observables governed by the dual BBGKY hierarchy. In the same framework, the evolution of particles with the dissipative interaction, namely, hard spheres with inelastic collisions, is described [14].

Within the framework of observables, the evolution of a system of hard spheres is described by the sequences \( B(t) = (B_0, B_1(t, x_1), ..., B_i(t, x_1, ..., x_i), ...) \in C_\Gamma \) of the marginal observables \( B_i(t, x_1, ..., x_i) \) defined on the phase space of \( s \geq 1 \) hard spheres that are symmetric with respect to the permutations of the arguments \( x_1, ..., x_u, \) equal to zero on the set \( \mathbb{W}_s \), and for \( t \geq 0 \) they are governed by the Cauchy problem of the weak formulation of the dual BBGKY hierarchy [14]:

\[ \frac{\partial}{\partial t} B_i(t, x_1, ..., x_i) = \left( \sum_{j=1}^i \mathcal{L}(j) B_i(t) + \sum_{j_1 < j_2 = 1} \mathcal{L}_{\text{int}} (j_1, j_2) B_i(t) \right) (x_1, ..., x_i) + \sum_{j_1 \neq j_2 = 1} \left( \mathcal{L}_{\text{int}} (j_1, j_2) B_{i-1}(t) \right) (x_1, ..., x_{j_1-1}, x_{j_2}+1, ..., x_i), \]  \hspace{1cm} (8)

\[ B_i(t, x_1, ..., x_i) \big|_{t=0} = B_0^0 (x_1, ..., x_i), \quad s \geq 1, \]  \hspace{1cm} (9)

where on the set \( C_{s,0} \subset C_\Gamma \) the free motion operator \( \mathcal{L}(j) \) and the operator of inelastic collisions \( \mathcal{L}_{\text{int}} (j_1, j_2) \) are defined by formulas (2) and (3), respectively. We refer to recurrence evolution equation (8) as the dual BBGKY hierarchy for hard spheres with inelastic collisions.

The solution \( B(t) = (B_0, B_1(t, x_1), ..., B_i(t, x_1, ..., x_i), ...) \) of the Cauchy problem (8), (9) is determined by the expansions [10]:

\[ B_i(t, x_1, ..., x_i) = \sum_{n=0}^{s-1} \frac{1}{n!} \sum_{j_1 \neq \ldots \neq j_n=1}^i \Psi_{i+n} (t, \{ Y \setminus Z \}, Z) B_{i-n}^0 (x_1, ..., x_{j_1-1}, x_{j_1}+1, ..., x_{j_n-1}, x_{j_n}+1, ..., x_i), \]  \hspace{1cm} (10)

where the \((1 + n)\)th-order cumulant of semigroups of operators (1) of hard spheres with inelastic collisions is defined by the formula
spheres with inelastic collisions is defined by the formula

$$\mathfrak{A}_{1+n}(t, \{Y \setminus X\}, X) = \sum_{P:(Y \setminus X), X = \cup X_i} (-1)^{|P|-1} |P|-1 \prod_{X_i \subset P} S_{\theta(X_i)}(t, \theta(X_i)),$$

(11)

and $Y \equiv (1, \ldots, s), Z \equiv (j_1, \ldots, j_n) \subset Y, \{Y \setminus Z\}$ is the set consisting of one element

$Y \setminus Z = (1, \ldots, j_1 - 1, j_1 + 1, \ldots, j_n - 1, j_n + 1, \ldots, s)$, i.e., this set is a connected subset of the partition $P$ such that $|P| = 1$; the mapping $\theta(\cdot)$ is a declusterization operator defined by the formula: $\theta(\{Y \setminus Z\}) = Y \setminus Z$.

We note that one component sequences of marginal observables correspond to observables of certain structure, namely, the marginal observable $B^{(1)} = (0, b_1(x_1), 0, \ldots)$ corresponds to the additive-type observable, and the marginal observable $B^{(k)} = (0, \ldots, 0, b_k(x_1, \ldots, x_k), 0, \ldots)$ corresponds to the $k$-ary-type observable. If as initial data (9) we consider the marginal observable of additive type, then the decomposition structure of solution (10) is simplified and takes the form

$$B^{(1)}_s(t, x_1, \ldots, x_s) = \mathfrak{A}_s(t, 1, \ldots, s) \sum_{j=1}^{s} b_1(x_j), \quad s \geq 1.$$

On the space $C_r$ for abstract initial-value problem (8) and (9), the following statement is true. If $B(0) = (B_0, B_1^0, \ldots, B_s^0, \ldots) \in C^0 \subset C_r$ is finite sequence of infinitely differentiable functions with compact supports, then the sequence of functions (10) is a classical solution, and for arbitrary initial data $B(0) \in C_r$, it is a generalized solution.

We remark that expansion (10) can be also represented in the form of the weak formulation of the perturbation (iteration) series as a result of the applying of analogs of the Duhamel equation to cumulants of semigroups of operators (11).

The mean value of the marginal observable $B(t) = (B_0(t), B_1(t), \ldots, B_s(t), \ldots) \in C^1 \subset C_r$ in initial state specified by a sequence of marginal distribution functions $F(0) = (1, F_1^0, \ldots, F_s^0, \ldots) \in L^1_a = \mathcal{P}_{\geq 0} = 0 d\hat{L}^1_a$ is determined by the following functional:

$$(B(t), F(0)) = \sum_{j=0}^{\infty} \frac{1}{j!} \int (\mathbb{R}^3 \times \mathbb{R}^3)^j \, dx_1 \ldots dx_j B_j(t, x_1, \ldots, x_j) F^{(j)}_j(x_1, \ldots, x_j).$$

(12)

In particular, functional (12) of mean values of the additive-type marginal observables $B^{(1)}(0) = (0, B^{(1)}_1(0, x_1), 0, \ldots)$ takes the form:

$$\left(B^{(1)}(t), F(0)\right) = \left(B^{(1)}(0), F(t)\right) = \int (\mathbb{R}^3 \times \mathbb{R}^3) dx_1 B^{(1)}_1(0, x_1) F_1(t, x_1),$$

where the one-particle marginal distribution function $F_1(t, x_1)$ is determined by the series expansion [10]

$$F_1(t, x_1) = \sum_{n=0}^{\infty} \frac{1}{n!} \int (\mathbb{R}^3 \times \mathbb{R}^3)^n \, dx_2 \ldots dx_{n+1} \mathfrak{A}^*_1(\gamma T, x_1, x_2, \ldots, x_{n+1}),$$

and the generating operator $\mathfrak{A}^*_1(t)$ of this series is the $(1 + n)\hbar$-order cumulant of adjoint semigroups of hard spheres with inelastic collisions. In the general case for mean values of marginal observables, the following equality is true:
(B(t), F(0)) = (B(0), F(t)),

where the sequence $F(t) = (1, F_1(t), \ldots, F_i(t), \ldots)$ is a solution of the Cauchy problem of the BBGKY hierarchy of hard spheres with inelastic collisions [14]. The last equality signifies the equivalence of two pictures of the description of the evolution of hard spheres by means of the BBGKY hierarchy [7] and the dual BBGKY hierarchy (8).

Hereinafter we consider initial states of hard spheres specified by a one-particle marginal distribution function, namely,

$$F_i^c(x_1, \ldots, x_i) = \prod_{i=1}^{j} F_i^0(x_i) \mathcal{X}^\mathbb{R}_s^0|_{\mathbb{W}_s}, \quad s \geq 1, \quad \text{(13)}$$

where $\mathcal{X}^\mathbb{R}_s^0|_{\mathbb{W}_s} \equiv \mathcal{X}_s(q_1, \ldots, q_s)$ is a characteristic function of allowed configurations $\mathbb{R}^3 \setminus \mathbb{W}_s$ of $s$ hard spheres and $F_i^0 \in L^1(\mathbb{R}^3 \times \mathbb{R}^3)$. Initial data (13) is intrinsic for the kinetic description of many-particle systems because in this case all possible states are described by means of a one-particle marginal distribution function.

4. The non-Markovian Enskog kinetic equation

In the case of initial states (13), the dual picture of the evolution to the picture of observables of a system of hard spheres with inelastic collisions governed by the dual BBGKY hierarchy (8) for marginal observables is the evolution of states described by means of the non-Markovian Enskog kinetic equation and a sequence of explicitly defined functionals of a solution of such kinetic equation.

Indeed, in view of the fact that the initial state is completely specified by a one-particle marginal distribution function on allowed configurations (13), for mean value functional (12), the following representation holds [14, 15]:

$$\left( B(t), F^c \right) = (B(0), F(t|F_1(t))),$$

where $F^c = \left( 1, F_1^c, \ldots, F_i^c, \ldots \right)$ is the sequence of initial marginal distribution functions (13) and the sequence $F(t|F_1(t)) = (1, F_1(t), F_2(t|F_1(t)), \ldots, F_i(t|F_1(t)))$ is a sequence of the marginal functionals of the state $F_i(t, x_1, \ldots, x_i|F_1(t))$ represented by the series expansions over the products with respect to the one-particle marginal distribution function $F_1(t)$:

$$F_i(t, x_1, \ldots, x_i|F_1(t)) \equiv \sum_{n=0}^{\infty} \frac{1}{n!} \int_{(\mathbb{R}^3 \times \mathbb{R}^3)^n} dx_{s+1} \ldots dx_{s+n} \mathcal{Y}_{1+n}(t, \{Y\}, X|Y) \prod_{i=1}^{n} F_i(t, x_i), \quad s \geq 2, \quad \text{(14)}$$

In series (14) we used the notations $Y \equiv (1, \ldots, s), X \equiv (1, \ldots, s + n)$, and the $(n + 1)$th-order generating operator $\mathcal{Y}_{1+n}(t), n \geq 0$ is defined as follows [15]:

$$\mathcal{Y}_{1+n}(t, \{Y\}, X|Y) \equiv \sum_{k=0}^{n} (-1)^{k} \sum_{m_1=1}^{n} \ldots \sum_{m_k=1}^{n-m_{k-1} - \ldots - m_1} \frac{n!}{(n - m_1 - \ldots - m_k)!} \times \prod_{j=1}^{k} \sum_{m_j=0}^{m_j} \ldots$$

$$\mathcal{A}_{1+n-m_1-\ldots-m_k}(t, \{Y\}, s + 1, \ldots, s + n - m_1 - \ldots - m_k) \prod_{j=1}^{k} \sum_{m_j=0}^{m_j} \ldots$$
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\[ \frac{\partial}{\partial t} F_1(t, q_1, p_1) = -\left\langle p_1, \frac{\partial}{\partial q_1} \right\rangle F_1(t, q_1, p_1) + \sigma^2 \int_{\mathbb{R}^3 \times S^2} dp_2 d\eta \left( p_1 - p_2 \right) \left( \frac{1}{2} \right)^2 F_2(t, q_1, p_1^2, q_1 - \eta, p_2^2) F_1(t) \]

\[ - F_2(t, q_1, p_1, q_1 + \sigma \eta, p_2) F_1(t) \]

where the collision integral is determined by the marginal functional of the state \( (14) \) in the case of \( s = 2 \), and the expressions \( p_1^2 \) and \( p_2^2 \) are the pre-collision momenta of hard spheres with inelastic collisions \( (7) \), i.e., solutions of Eq. \( (4) \).

We note that the structure of collision integral of the non-Markovian Enskog equation for granular gases \( (16) \) is such that the first term of its expansion is the collision integral of the Boltzmann–Enskog kinetic equation and the next terms describe all possible correlations which are created by hard sphere dynamics with inelastic collisions and by the propagation of initial correlations connected with the forbidden configurations.

We remark also that based on the non-Markovian Enskog equation \( (16) \), we can formulate the Markovian Enskog kinetic equation with inelastic collisions \( (14) \).

For the abstract Cauchy problem of the non-Markovian Enskog kinetic equation \( (16), (17) \) in the space of integrable functions, the following statement is true \( (14) \).

A global in time solution of the Cauchy problem of the non-Markovian Enskog
equation (16) is determined by function (15). For small densities and 
\( F_1^0 \in L_1^1 (\mathbb{R}^3 \times \mathbb{R}^3) \), function (15) is a strong solution, and for an arbitrary initial data 
\( F_0^1 \in L^1 (\mathbb{R}^3 \times \mathbb{R}^3) \), it is a weak solution.

Thus, if initial state is specified by a one-particle marginal distribution function on allowed configurations, then the evolution, describing by marginal observables governed by the dual BBGKY hierarchy (8), can be also described by means of the non-Markovian kinetic equation (16) and a sequence of marginal functionals of the state (14). In other words, for mentioned initial states, the evolution of all possible states of a hard sphere system with inelastic collisions at arbitrary moment of time can be described by means of a one-particle distribution function without any approximations.

5. The Boltzmann kinetic equation for granular gases

It is known [7, 8] the Boltzmann kinetic equation describes the evolution of many hard spheres in the Boltzmann–Grad (or low-density) approximation. In this section the possible approaches to the rigorous derivation of the Boltzmann kinetic equation from dynamics of hard spheres with inelastic collisions are outlined.

One approach to deriving the Boltzmann kinetic equation for hard spheres with inelastic collisions, which was developed in [10] for a system of hard spheres with elastic collisions, is based on constructing the Boltzmann–Grad asymptotic behavior of marginal observables governed by the dual BBGKY hierarchy (8). A such scaling limit is governed by the set of recurrence evolution equations, namely, by the dual Boltzmann hierarchy for hard spheres with inelastic collisions [14]. Then for initial states specified by a one-particle distribution function (13), the evolution of additive-type marginal observables governed by the dual Boltzmann hierarchy is equivalent to a solution of the Boltzmann kinetic equation for granular gases [12], and the evolution of nonadditive-type marginal observables is equivalent to the property of the propagation of initial chaos for states [10].

One more approach to the description of the kinetic evolution of hard spheres with inelastic collisions is based on the non-Markovian generalization of the Enskog equation (16).

Let the dimensionless one-particle distribution function \( F_1^{0,0} \), specifying initial state (13), satisfy the condition, \( |F_1^{0,0}(x_1)| \leq c e^{-\beta |x|} \), where \( c > 0 \) is a scaling parameter (the ratio of the diameter \( \sigma > 0 \) to the mean free path of hard spheres), \( \beta > 0 \) is a parameter, and \( c < \infty \) is some constant, and there exists the following limit in the sense of a weak convergence: \( w - \lim_{\epsilon \to 0} (\epsilon^2 F_1^{\epsilon,0}(x_1) - f_1^0(x_1)) = 0 \). Then for finite time interval the Boltzmann–Grad limit of dimensionless solution (15) of the Cauchy problem of the non-Markovian Enskog kinetic equation (16) and (17) exists in the same sense, namely, \( w - \lim_{\epsilon \to 0} (\epsilon^2 F_1(t,x_1) - f_1(t,x_1)) = 0 \), where the limit one-particle distribution function is a weak solution of the Cauchy problem of the Boltzmann kinetic equation for granular gases [6, 12]:

\[
\frac{\partial}{\partial t} f_1(t,x_1) = -\left( p_1 \frac{\partial}{\partial p_1} \right) f_1(t,x_1) \\
+ \int_{\mathbb{R}^3 \times S^2_+} dp_2 d\eta \langle \eta, (p_1 - p_2) \rangle \left( \frac{1}{(1 - 2\epsilon)^2} f_1(t,q_1,p_1^*) f_1(t,q_1,p_2^*) - f_1(t,x_1) f_1(t,q_1,p_2^*) \right),
\]

\( f_1(t,x_1)_{|t=0} = f_1^0(x_1), \) \hspace{1cm} (18)

(19)
where the momenta \( p_1^+ \) and \( p_2^+ \) are pre-collision momenta of hard spheres with inelastic collisions (7).

As noted above, all possible correlations of a system of hard spheres with inelastic collisions are described by marginal functionals of the state (14). Taking into consideration the fact of the existence of the Boltzmann–Grad scaling limit of a solution of the non-Markovian Enskog kinetic equation (16), for marginal functionals of the state (14), the following statement holds:

\[
\lim_{\epsilon \to 0} \left( e^{\epsilon \sum_{j=1}^{s} F_j(t,x_1, \ldots, x_s|F_1(t))} - \prod_{j=1}^{s} f_j(t,x_j) \right) = 0,
\]

where the limit one-particle distribution function \( f_1(t) \) is governed by the Boltzmann kinetic equation for granular gases (18). This property of marginal functionals of the state (14) means the propagation of the initial chaos [7].

It should be emphasized that the Boltzmann–Grad asymptotics of a solution of the non-Markovian Enskog equation (16) in a multidimensional space are analogous of the Boltzmann–Grad asymptotic behavior of a hard sphere system with the elastic collisions [10]. Such asymptotic behavior is governed by the Boltzmann equation for a granular gas (18), and the asymptotics of marginal functionals of the state (14) are the product of its solution (this property is interpreted as the propagation of the initial chaos).

### 6. One-dimensional granular gases

As is known, the evolution of a one-dimensional system of hard spheres with elastic collisions is trivial (free motion or Knudsen flow) in the Boltzmann–Grad scaling limit [7], but, as it was taken notice in paper [16], in this approximation the kinetics of inelastically interacting hard spheres (rods) is not trivial, and it is governed by the Boltzmann kinetic equation for one-dimensional granular gases [16–19]. Below the approach to the rigorous derivation of Boltzmann-type equation for one-dimensional granular gases will be outlined. It should be emphasized that a system of many hard rods with inelastic collisions displays the basic properties of granular gases inasmuch as under the inelastic collisions only the normal component of relative velocities dissipates in a multidimensional case.

In case of a one-dimensional granular gas for \( t \geq 0 \) in dimensionless form, the Cauchy problem (16),(17) takes the form [20]:

\[
\frac{d}{dt} F_1(t,q_1,p_1) = -p_1 \frac{\partial}{\partial q_1} F_1(t,q_1,p_1) + \\
\int_0^\infty dP \left( \frac{1}{(1-2\epsilon)^2} F_2(t,q_1,p_1^2(p_1,P),q_1 - \epsilon,p_2^2(p_1,P) |F_1(t)) \right) - \\
\int_0^\infty dP \left( \frac{1}{(1-2\epsilon)^2} F_2(t,q_1,p_1^2(p_1,P),q_1 + \epsilon,p_2^2(p_1,P) |F_1(t)) \right)
\]

\[
= F_1(t)|_{t=0} = F_1^{e,0},
\]
where $\epsilon > 0$ is a scaling parameter (the ratio of a hard sphere diameter (the length) $\sigma > 0$ to the mean free path), the collision integral is determined by marginal functional (14) of the state $F_1(t)$ in the case of $s = 2$, and the expressions:

$$p_1^\epsilon(p_1, P) = p_1 - P + \frac{\epsilon}{2\epsilon - 1} P,$$

$$p_2^\epsilon(p_1, P) = p_1 - \frac{\epsilon}{2\epsilon - 1} P,$$

and

$$\tilde{p}_1^\epsilon(p_1, P) = p_1 + P - \frac{\epsilon}{2\epsilon - 1} P,$$

$$\tilde{p}_2^\epsilon(p_1, P) = p_1 + \frac{\epsilon}{2\epsilon - 1} P,$$

are transformed pre-collision momenta in a one-dimensional space.

If initial one-particle marginal distribution functions satisfy the following condition: $|F_1^{0,0}(x_1)| \leq C e^{-\beta x_1^2}$, where $\beta > 0$ is a parameter, $C < \infty$ is some constant, then every term of the series

$$F_1^0(t, x_1) = \sum_{n=0}^{\infty} \frac{1}{n!} \int_{[R \times R]^n} dx_2 ... dx_{n+1} \mathbb{A}_{1+n}^0(t) \prod_{i=1}^{n+1} F_1^{0,0}(x_i) \mathcal{V}_{[R^{1+n}\setminus \mathbb{W}_{1+n}}, \quad (22)$$

exists, for finite time integral function (23) is the uniformly convergent series with respect to $x_1$ from arbitrary compact, and it is determined a weak solution of the Cauchy problem of the non-Markovian Enskog equation (20), (22). Let in the sense of a weak convergence there exist the following limit:

$$w - \lim_{\epsilon \to 0} (F_1^{0,0}(x_1) - f_1^0(x_1)) = 0,$$

then for finite time interval there exists the Boltzmann–Grad limit of solution (23) of the Cauchy problem of the non-Markovian Enskog equation for one-dimensional granular gas (20) in the sense of a weak convergence:

$$w - \lim_{\epsilon \to 0} (F_1^0(t, x_1) - f_1(t, x_1)) = 0, \quad (23)$$

where the limit one-particle marginal distribution function is defined by uniformly convergent arbitrary compact set series:

$$f_1^0(t, x_1) = \sum_{n=0}^{\infty} \frac{1}{n!} \int_{[R \times R]^n} dx_2 ... dx_{n+1} \mathbb{A}_{1+n}^0(t) \prod_{i=1}^{n+1} f_1^{0,0}(x_i), \quad (24)$$

and the generating operator $\mathbb{A}_{1+n}^0(t) = \mathbb{A}_{1+n}^0(t, 1, ... , n+1)$ is the $(n + 1)^{th}$-order cumulant of adjoint semigroups $S_n^{*,0}(t)$ of point particles with inelastic collisions. An infinitesimal generator of the semigroup of operators $S_n^{*,0}(t)$ is defined as the operator:

$$(\mathcal{L}_n^{*,0} f_n)(x_1, ... , x_n) = -\sum_{j=1}^n p_j \frac{\partial}{\partial q_j} f_n(x_1, ... , x_n)$$

$$+ \sum_{j_1 < j_2 = 1}^n \left| p_{j_2} - p_{j_1} \right| \left( \frac{1}{1 - 2\epsilon} \right)^2 f_n(x_1, ... , x_{j_1}, ... , x_{j_2}, ... , x_n) - f_n(x_1, ... , x_n) \delta(q_{j_1} - q_{j_2}),$$
where \( x_i^\circ \equiv (q_i, p_i^\circ) \) and the pre-collision momenta \( p_{j_1}^\circ, p_{j_2}^\circ \) are determined by the following expressions:

\[
\begin{align*}
p_{j_1}^\circ &= p_{j_1} + \frac{\epsilon}{2\epsilon - 1} (p_{j_1} - p_{j_2}), \\
p_{j_2}^\circ &= p_{j_1} - \frac{\epsilon}{2\epsilon - 1} (p_{j_1} - p_{j_2}).
\end{align*}
\]

For \( t \geq 0 \) the limit one-particle distribution function represented by series (25) is a weak solution of the Cauchy problem of the Boltzmann-type kinetic equation of point particles with inelastic collisions [20]

\[
\frac{\partial}{\partial t} f_1(t, q, p) = -p \frac{\partial}{\partial q} f_1(t, q, p) + \int_{-\infty}^{\infty} dp_1 |p - p_1| \times \left( \frac{1}{(1 - 2\epsilon)^2} f_1(t, q, p^\circ_1) f_1(t, q, p^\circ_1) - f_1(t, q, p) f_1(t, q, p_1) \right) + \sum_{n=1}^{\infty} \mathcal{I}^{(n)}_0 .
\]

(25)

In kinetic equation (26) the remainder \( \sum_{n=1}^{\infty} \mathcal{I}^{(n)}_0 \) of the collision integral is determined by the expressions

\[
\mathcal{I}^{(n)}_0 = \frac{1}{n!} \int_{0}^{1} \int_{[0,1]^n} dPP \int_{[\mathbb{R} \times \mathbb{R}]^n} dq_3 dp_3 \ldots dq_{n+2} dp_{n+2} \mathcal{Q}_{1+n}(t) \left( \frac{1}{(1 - 2\epsilon)^2} f_1(t, q, p^\circ_1(p, P)) \times f_1(t, q, p^\circ_1(p, P)) - f_1(t, q, p) f_1(t, q, p + P) \right) \prod_{i=3}^{n+2} f_1(t, q, p_i)
\]

\[
+ \int_{0}^{\infty} \int_{[0,1]^n} dPP \int_{[\mathbb{R} \times \mathbb{R}]^n} dq_3 dp_3 \ldots dq_{n+2} dp_{n+2} \mathcal{Q}_{1+n}(t) \left( \frac{1}{(1 - 2\epsilon)^2} f_1(t, q, p^\circ_1(p, P)) \times f_1(t, q, p^\circ_1(p, P)) - f_1(t, q, p) f_1(t, q, p - P) \right) \prod_{i=3}^{n+2} F_1(t, q, p_i),
\]

where the generating operators \( \mathcal{Q}_{1+n}(t) \equiv \mathcal{Q}_{1+n}(t, \{1, 2\}, 3, \ldots, n + 2) \), \( n \geq 0 \), are represented by expansions (15) with respect to the cumulants of semigroups of scattering operators of point hard rods with inelastic collisions in a one-dimensional space:

\[
\tilde{S}^0_n(t, 1, \ldots, n) \equiv S^0_n(t, 1, \ldots, s) \prod_{i=1}^{n} S^0_1(t, i)^{-1}.
\]

(26)

In fact, the series expansions for the collision integral of the non-Markovian Enskog equation for a granular gas or solution (23) are represented as the power series over the density so that the terms \( \mathcal{I}^{(n)}_0 \), \( n \geq 1 \), of the collision integral in kinetic equation (18) are corrections with respect to the density to the Boltzmann collision integral for one-dimensional granular gases stated in [17, 21].

Since the scattering operator of point hard rods is an identity operator in the approximation of elastic collisions, namely, in the limit \( \epsilon \to 0 \), the collision integral of the Boltzmann kinetic equation (26) in a one-dimensional space is identical to zero. In the quasi-elastic limit [21], the limit one-particle distribution function (25)

\[
\lim_{\epsilon \to 0} \epsilon f_1(t, q, v) = f^0(t, q, v),
\]
satisfies the nonlinear friction kinetic equation for granular gases of the following form [16, 21]:

\[
\frac{\partial}{\partial t} f^0(t, q, v) = -v \frac{\partial}{\partial q} f^0(t, q, v) + \frac{\partial}{\partial v} \int_{-\infty}^{\infty} dv_1 |v_1 - v| (v_1 - v) f^0(t, q, v_1) f^0(t, q, v).
\]

Taking into consideration result (24) on the Boltzmann–Grad asymptotic behavior of the non-Markovian Enskog equation (16), for marginal functionals of the state (14) in a one-dimensional space, the following statement is true [20]:

\[
w - \lim_{\epsilon \to 0} \left( F_s(t, x_1, \ldots, x_s | F_1(t)) - f_s(t, x_1, \ldots, x_s | f_1(t)) \right) = 0, \quad s \geq 2,
\]

where the limit marginal functionals \( f_s(t | f_1(t)), s \geq 2 \), with respect to limit one-particle distribution function (25) are determined by the series expansions with the structure similar to series (14) and the generating operators represented by expansions (15) over the cumulants of semigroups of scattering operators (27) of point hard rods with inelastic collisions in a one-dimensional space.

As mentioned above, in the case of a system of hard rods with elastic collisions, the limit marginal functionals of the state are the product of the limit one-particle distribution functions, describing the free motion of point hard rods.

Thus, the Boltzmann–Grad asymptotic behavior of solution (23) of the non-Markovian Enskog equation (20) is governed by the Boltzmann kinetic equation for a one-dimensional granular gas (18). Moreover, the limit marginal functionals of the state are represented by the appropriate series with respect to limit one-particle distribution function (25) that describe the propagation of initial chaos in one-dimensional granular gases.

7. Conclusions

In this chapter the origin of the kinetic description of the evolution of observables of a system of hard spheres with inelastic collisions was considered.

It was established that for initial states (13) specified by a one-particle distribution function, solution (10) of the Cauchy problem of the dual BBGKY hierarchy (8) and (9) and a solution of the Cauchy problem of the non-Markovian Enskog equation (16) and (17) together with marginal functionals of the state (14), give two equivalent approaches to the description of the evolution of states of a hard sphere system with inelastic collisions. In fact, the rigorous justification of the Enskog kinetic equation for granular gases (16) is a consequence of the validity of equality (14).

We note that the developed approach is also related to the problem of a rigorous derivation of the non-Markovian kinetic-type equations from underlying many-particle dynamics which make it possible to describe the memory effects of granular gases.

One more advantage also is that the considered approach gives the possibility to construct the kinetic equations in scaling limits, involving correlations at initial time which can characterize the condensed states of a hard sphere system with inelastic collisions [10].

Finally, it should be emphasized that the developed approach to the derivation of the Boltzmann equation for granular gases from the dynamics governed by the non-Markovian Enskog kinetic equation (16) also allows us to construct higher-order corrections to the collision integral compared to the Boltzmann–Grad approximation.
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Comparison of Concentration Transport Approach and MP-PIC Method for Simulating Proppant Transport Process
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Abstract
In this work, proppant transport process is studied based on two popular numerical methods: multiphase particle-in-cell method (MP-PIC) and concentration transport method. Derivations of governing equations in these two frameworks are reviewed, and then similarities and differences between these two methods are fully discussed. Several cases are designed to study the particle settling and conveying processes at different fluid Reynolds number. Simulation results indicate that two physical mechanisms become significant in the high Reynolds number cases, which leads to big differences between the simulation results of the two methods. One is the gravity convection effect in the early stage and the other is the particle packing, which determines the shape of sandbank. Above all, the MP-PIC method performs better than the concentration transport approach because more physical mechanisms are considered in the former framework. Besides, assumptions of ignoring unsteady terms and transient terms for the fluid governing equations in the concentration transport approach are only reasonable when Reynolds number is smaller than 100.
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1. Introduction
In unconventional oil and gas industry, there exists a significant granular flow process, which is known as the proppant transport [1]. It is necessary to pump high-strength granular materials such as ceramic particles and sand into the stimulated fracture networks with carrying fluid. Eventually after the flow-back of fluid, the granular materials remain in the fractures and fracture networks are efficiently propped, which contributes to a high conductivity for gas/oil exploitation. Therefore, it is important to reveal the physical mechanisms in the proppant transport process.

Essentially, proppant transport process is a two-phase flow problem constrained in a channel with various widths. In previous works, concentration transport approach was very popular for simulating the proppant transport. In the approach, proppant is considered as a continuum, and is quantitatively described using...
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Essentially, proppant transport process is a two-phase flow problem constrained in a channel with various widths. In previous works, concentration transport approach was very popular for simulating the proppant transport. In the approach, proppant is considered as a continuum, and is quantitatively described using
concentration. The motion of the particle phase is solved based on a concentration transport equation. This method is firstly established by Mobbs and Hammond [2]. They derived the governing equations for the fluid–particle mixture (i.e., slurry) by combining mass conservation laws of two phases and convection models. Then a Poisson equation for the fluid pressure is obtained. They proposed an important dimensionless number, that is, the Buoyancy number, to quantitatively describe the relative intensity of horizontal convection effect and the vertical settling effect. Their pioneering work is then adopted and extended in many later works. For example, Gadde and Sharma [3] and Gu and Mohanty [4] extended this framework by considering the effects of fracture propagation. Wang et al. [5] introduced a blocking function in order to consider the proppant bridging effect. Dontsov and Peirce [6] utilized a more accurate velocity retardation model based on their theoretical analysis. Roostaei et al. [7] applied the WENO (weighted essentially non-oscillation) scheme to solve the concentration transport equation, which greatly reduces the numerical diffusion.

The MP-PIC method [8, 9] is another numerical method for simulating large-scale fluid–particle coupling system, which is popular in chemical engineering. In the MP-PIC method, fluid motion is governed by the volume-averaged Navier–Stokes equation, and particle motion is solved using the Newton’s second law under the Lagrangian framework, which is different from those in the concentration approach. Due to its Lagrangian feature and high fidelity, the MP-PIC method is also shown to be a powerful tool for simulating proppant transport process.

In this work, the two above numerical methods are both applied in simulating the proppant transport process. Though the two numerical methods are built under different frameworks, there exist both similarities and differences between them. The hidden facts are revealed based on the analysis of the governing equation sets, as well as the numerical results. The remaining contents of this work are organized as follows. In Section 2, basic governing equation sets of the two methods are demonstrated, and relationship between the two methods are discussed. In Section 3, several numerical cases are designed to illustrate the performance of the two methods, and the numerical results are then discussed. Finally, conclusions are drawn in the Section 4.

2. Methodology

2.1 Concentration transport approach

Assume that there exists only one kind of proppant (same density and size, or mono-disperse) in the fracture and the particle phase is well distributed so that in the large scale we can take the derivative of the particle concentration in most regions (except discontinuity), and the particle and fluid phase are both incompressible. Then we have following unknown variables: fluid velocity \( \bar{u}_f \), particle velocity \( \bar{u}_p \), particle concentration \( C \), and fluid pressure \( P \).

Let us start from the continuity equation. Figure 1 shows the fluxes and accumulation in a control volume. It is clear that for the particle phase we have the mass balance equation:

\[
\frac{C^{n+1}w^{n+1} - C^n w^n}{\Delta t} = \frac{(C w u_p y)_y}{dy} - \frac{(C w u_p y)_E}{dx} + \frac{(C w u_p y)_N}{dx} - \frac{(C w u_p y)_S}{dy},
\]

(1)
where \( w \) is the fracture width. Then it is trivial to obtain the differential form [2]:

\[
\frac{\partial (C w)}{\partial t} + \nabla \cdot \left( C w \bar{u}_f \right) = 0. \tag{2}
\]

Similarly, we have the mass balance equation for fluid phase:

\[
\frac{\partial ((1 - C) w)}{\partial t} + \nabla \cdot \left( (1 - C) w \bar{u}_f \right) = 0. \tag{3}
\]

Considering fluid leak-off, it is trivial to add a source term in the RHS:

\[
\frac{\partial ((1 - C) w)}{\partial t} + \nabla \cdot \left( (1 - C) w \bar{u}_f \right) = w u_{\text{leak}}, \tag{4}
\]

where \( u_{\text{leak}} \) is the leak velocity, which has the dimension of \( 1/[\text{TIME}] \).

In large-scale cases, we assume that in the horizontal direction, the velocities of the two phases are the same (homogeneous slurry flow), and in the vertical direction, the particle phase velocity differs from the fluid phase due to particle settling. Then we have the following formula:

\[
u_{p,x} = u_{f,x}, \quad u_{p,y} = u_{f,y} + u_{\text{setting}}, \tag{5}\]

where \( u_{\text{setting}} \) is the particle settling velocity. There are also other modifications indicating that in the horizontal direction particle velocity does not equal the fluid velocity, which is called proppant retardation [3, 4].

Using Eqs. (2) and (4), we can obtain the fluid/particle mixture (slurry) continuity equation.

\[
\frac{\partial (w)}{\partial t} + \nabla \cdot \left( w \bar{u}_s \right) = w u_{\text{leak}}, \tag{6}
\]

where \( \bar{u}_s = (1 - C) \bar{u}_f + C \bar{u}_p = \bar{u}_f + C u_{\text{setting}} \) is the slurry velocity.

Eq. (6) is necessary for solving fluid pressure and it is illustrated below. As we know, for pure Newtonian fluid, we have the constitutive laws in which viscosity is a significant parameter. In viscous case (low Re number), based on the Poiseuille’s Law, we can derive the relationship between the pressure gradient and average velocity in a channel/fracture:
where \( \mu_f \) is the fluid viscosity and \( w \) is the fracture width. The term \( w^2/12 \) is also considered as the effective permeability of a fracture. This relationship connects the fluid pressure with the velocity, and if we substitute it into continuity equation, we will obtain a Poisson equation for pressure and it can be easily solved.

In the case of fluid/particle mixture, we also expect there exists a similar relationship between fluid pressure and slurry velocity. There are many previous literatures including experimental and numerical works revealing this relationship. It is well known that the apparent viscosity of the mixture is higher than that of the pure fluid and a formula similar to Eq. (7) can be obtained introducing the effective viscosity of the mixture [7]:

\[
\vec{u}_f = -\frac{w^2}{12\mu_f} \nabla (P + \rho_fgz),
\]  

(7)

where \( \mu(C) \) is the effective viscosity, which depends on particle concentration \( C \) and obviously \( \mu(0) = \mu_f, \rho_s = \rho_f(1 - C) + \rho_pC \) is the slurry density.

By substituting Eq. (8) into Eq. (6), we get the following pressure Eq. (7):

\[
\frac{\partial \omega}{\partial t} - \frac{\partial}{\partial x} \left( \frac{w^3}{12\mu(C)} \frac{\partial P}{\partial x} \right) - \frac{\partial}{\partial z} \left( \frac{w^3}{12\mu(C)} \frac{\partial (P + \rho_fgz)}{\partial z} \right) = \omega u_{\text{leak}}
\]  

(9)

If the fracture width does not vary with time, then the time derivative vanishes, with the pressure Poisson equation remaining, and the sand concentration \( C \) can be solved explicitly or implicitly using Eq. (2) with high-order accuracy schemes.

### 2.2 MP-PIC method

The MP-PIC method is an Eulerian-Lagrangian method, in which fluid motion is solved in the Eulerian grids and particle motion is solved under the Lagrangian framework. The governing equation of fluid motion reads [10]:

\[
\frac{\partial (\alpha_f w)}{\partial t} + \nabla \cdot (\alpha_f w \vec{u}_f) = \omega u_{\text{leak}},
\]  

(10)

\[
\frac{1}{w} \frac{\partial (\alpha_f w \vec{u}_f)}{\partial t} + \frac{1}{w} \nabla \cdot (\alpha_f w \vec{u}_f \otimes \vec{u}_f) = -\frac{1}{\rho_f} \nabla P + f_w + f_p,
\]  

(11)

where \( w \) is the fracture width, \( \alpha_f \) is the volume fraction of fluid, \( f_w \) is the wall friction term and \( f_p \) is the fluid-particle coupling source term, \( \vec{u}_f \) is the fluid velocity, symbol “ \( \otimes \) ” indicates the union product.

In the MP-PIC method, the particle phase is discretized into parcels, and every parcel represents several physical particles, which possess the same properties such as density and size, and also similar kinetic behavior such as the velocity and acceleration. Parcel motion is governed by the Newton’s second law listed as follows:

\[
\frac{d\vec{u}_p}{dt} = D_p(\vec{u}_f - \vec{u}_p) + \left( 1 - \frac{\rho_f}{\rho_p} \right) \vec{g} - \frac{1}{\rho_p} \nabla \cdot (\vec{P} - \vec{\tau}) - \frac{\nabla \tau}{\alpha_p \rho_p} - \frac{1}{\tau_w} \vec{u}_p
\]  

(12)
where \( \bar{u}_p \) is the parcel velocity, \( D_p \) is the drag coefficient, \( \alpha_p \) is the volume fraction of the particle phase, \( \tau_p \) is the particle normal stress, and \( \tau_w \) is the damping relaxation time due to particle-wall interaction, \( P \) is the local average fluid pressure, and \( \overline{\tau}_f \) is the local average fluid viscous stress tensor. Here we consider the Archimedes buoyancy force in the term \( \left( 1 - \frac{\rho_f}{\rho_p} \right) \bar{g} \) and the fluid pressure is the net pressure excluding the hydrostatic pressure.

### 2.3 Comparison between the two methods

First let us summarize the governing equations of the two approaches.

**Concentration transport approach:**

\[
\begin{align*}
\frac{\partial \bar{u}}{\partial t} - \frac{\partial}{\partial x} \left( \frac{w^3}{12 \mu(C)} \frac{\partial P}{\partial x} \right) - \frac{\partial}{\partial z} \left( \frac{w^3}{12 \mu(C)} \frac{\partial (\rho \bar{g} z)}{\partial z} \right) &= w u_{\text{leak}} \\
\frac{\partial(C \bar{u})}{\partial t} + \nabla \cdot (C \bar{u} \bar{u}_p) &= 0 \\
\bar{u}_{p,x} &= u_f, \quad \bar{u}_{p,y} = u_f + \bar{u}_{\text{settling}} \\
\bar{u}_i &= (1-C) \bar{u}_f + C \bar{u}_p = \bar{u}_f + C \bar{u}_{\text{settling}} \bar{f} = - \frac{w^2}{12 \mu(C)} \nabla(P + \rho \bar{g} z)
\end{align*}
\]

**MP-PIC approach:**

\[
\begin{align*}
\frac{\partial (\alpha_f \bar{u})}{\partial t} + \nabla \cdot (\alpha_f w \bar{u}_f) &= w u_{\text{leak}} \\
\frac{1}{w} \frac{\partial (\alpha_f w \bar{u}_f)}{\partial t} + \frac{1}{w} \nabla \cdot (\alpha_f w \bar{u}_f \otimes \bar{u}_f) &= - \frac{1}{\rho_f} \nabla P - f_{\text{wall}} + f_{\text{particle}} \\
\frac{d \bar{u}_p}{dt} &= D_p \left( \bar{u}_f - \bar{u}_p \right) + \left( 1 - \frac{\rho_f}{\rho_p} \right) \bar{g} - \frac{1}{\rho_p} \nabla \cdot \left( \bar{p} \bar{f} - \overline{\tau}_f \right) - \frac{1}{\theta_p \rho_p} \nabla \tau_p - \frac{1}{\tau_w} \bar{u}_p
\end{align*}
\]

In Eq. (13), we need to introduce models for settling velocity \( \bar{u}_{\text{settling}} \) and effective viscosity \( \mu(C) \). In Eq. (14), we need to model the two terms: wall friction \( f_{\text{wall}} \) and fluid-particle interaction force \( f_{\text{particle}} \).

Next we will discuss the similarity and difference between these two equation sets, which are denoted as set I and set II, respectively:

a. Fluid part: it is clear that in set II unsteady and convection/inertial terms are considered. Set I is suitable for homogeneous slurry flow, which indicates that particles settle pretty slowly and Reynolds number is low. In slick water cases, set II is preferred. Actually set II shall converge into set I in low Re number cases. In steady cases, the unsteady terms vanish and the fluid-particle interaction term converges into additional gravity force of particle phase, then the second equation in set II is simplified as:

\[
\nabla \langle P \rangle = -f_{\text{wall}} - \alpha_p \left( \rho_p - \rho_f \right) \bar{g}
\]

If the term \( f_{\text{wall}} \) converges into the formula of \( \frac{12 \mu(C)}{\rho_p w} \bar{u}_i \), we can recover the Eq. (8) without hydrostatic pressure. Note that here \( \langle \bar{u}_i \rangle = \alpha_f \langle \bar{u}_f \rangle + \frac{1}{\rho_f} \sum V_p \bar{u}_p \)
according to definition or we can just consider it as the average fluid velocity for simplicity. However, how the wall friction term changes in high Re case is still unrevealed.

b. Particle part: obviously we solve particle phase motion under Eulerian framework in set I while under Lagrangian framework in set II. Density/size distribution is easier to be considered in set II. In set I we directly assign a settling velocity for the particle phase while in set II we can resolve the settling history with the drag relaxation term if the time step is set to be small enough. The terminal velocity in set II is determined by which drag force model is utilized. Both of the settling velocity model in set I and drag force model in set II are modifications of Stokes settling theoretical results. Also unsteady terms including fluid pressure and viscous stress effects are considered in set II.

In both of the two 2D large-scale equation sets, models are necessary for closure issues and they cannot exactly describe the full-scale fluid/particle behavior. “Large scale” has two meanings: large time scale and large spatial scale. Different physical mechanisms play significant roles in different scales. For the time scales, p-p collision occurs in the time scale of “µs,” f-p drag occurs in the time scale of “ms,” fluid leak-off and fracture width change have significant effects in the time scale of “s” or “min.” For the spatial scales, fluid viscous force dominates in the Kolmogorov length scale (mm), gravity convection dominates in the length scale of “m.” We expect that in our 2D large-scale models, we can capture the large-scale fluid/particle behavior. However, small-scale fluid/particle interactions shall affect the large-scale phenomena.

Using 3D DNS (direct numerical simulation) we can obtain the full-scale details; however, due to computational limits simulation time at most reaches several minutes and simulation length at most reaches 1 dm. Though it is not possible to perform 3D DNS even for an experimental-scale case, useful models can be extracted from the DNS data, for example effective viscosity, settling velocity, retardation factor etc.

In this work, Barree and Conway’s [11] effective viscosity model is utilized to calculate slurry viscosity for the concentration transport approach and calculate wall friction force for the MP-PIC method, which is expressed as follows:

$$\mu_f(\alpha_p) = \frac{\mu_0}{(1 - \frac{\alpha_p}{\alpha_{cp}})^{1.82}},$$  \hspace{1cm} (16)

where $\alpha_p$ is the particle volume fraction, or proppant concentration, $\alpha_{cp}$ is the close packing particle volume fraction, which is set as 0.6 in this work.

Besides, Wen and Yu’s drag force model [12] is utilized for calculating the fluid-particle coupling drag force for the MP-PIC method and determining particle settling velocity for the concentration transport approach, which is expressed as follows:

$$D_p = \frac{3\rho_f}{8\rho_p C_d} \frac{|\bar{u}_f - \bar{u}_p|}{r_p},$$  \hspace{1cm} (17)

$$C_d = \begin{cases} 
\frac{24}{Re_p} \left(1 + 0.15 Re_p^{0.687}\right) \alpha_f^{-2.65} & \text{Re}_p < 1,000 \\
0.44 \alpha_f^{-2.65} & \text{Re}_p \geq 1,000 
\end{cases}$$  \hspace{1cm} (18)
where $\text{Re}_p = \frac{2\rho_p |\bar{u}_f - \bar{u}_p| r_p}{\mu_f}$ is the particle Reynolds number, and $r_p$ is the physical radius of proppant particle.

3. Case study

3.1 Parameter setting

Numerical simulation is performed in a rectangle domain as shown in Figure 2. The left side of the domain is set as inlet. Proppant is uniformly injected from the whole inlet and proppant concentration is set as 20%. Here the proppant concentration means the volume ratio of particles to total volume of fluid/particle mixture. The right side of the domain is set as outlet. The upper and bottom sides of the rectangle domain are set as the non-flow boundary. Particle deposition mechanisms are different in these two methods. In the concentration transport approach, if proppant concentration reaches the close packing limit, particle settling velocity is set to be approaching zero, and it is easy to implement the non-flow condition for an Eulerian approach. In the MP-PIC method, if proppant concentration reaches the close packing limit, additional forces due to particle stress gradient are exerted on parcels to make sure these parcels shall move away from the high-concentration region. When parcels move across the non-flow boundary, the displacements of these parcels are modified following a bounce-back way.

Parameters used in the simulation are listed in Table 1. Cases with different fluid viscosities, that is, 1, 10, and 100 cP are considered in this section. Because characteristic length is 0.005 m (fracture width) and characteristic velocity is 0.2 m/s (inlet velocity), the Reynolds numbers in these cases are 1000, 100, and 10 respectively.

3.2 Simulation results and discussions

Figures 3–5 show the numerical results of three different Reynolds number cases of two methods. The results are contoured by the volume fraction of particle (denoted as “vfp”), or the proppant concentration. Here we denote the high Reynolds number case as case I, the moderate Reynolds number case as case II, and the low Reynolds number case as case III respectively.

In case I the viscosity of carrying fluid is very low, that is, 1 cp, which indicates a poor capability of proppant transport. From Figure 3, it is clear that both of the two numerical methods illustrate the packing process during the transport process. In the figure, blue, white, and red regions indicate the pure fluid, suspending slurry, and sandbank regions respectively. In case II, settling behavior of proppant is weaker than that of case I, and instead gravity convection of the slurry front in the
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*A sketch for the numerical simulation domain.*
vertical direction is obvious as shown in Figure 4. In case III, it is obvious from Figure 5 that proppant settling behavior is hard to recognize and gravity convection is much weaker than that of case II.

By comparing the results at different Reynolds numbers, it can be summarized that as the slurry is injected into the domain, there are several significant mechanisms that determine the eventual proppant distribution listed as follows.

The first mechanism is proppant settling. Proppant settling is due to the net gravity force of the proppant if particle density is larger than the fluid density, and the terminal velocity of proppant is determined by the particle Reynolds number and particle volume fraction. According to the Wen and Yu’s drag force model, it is trivial to obtain the settling velocities of proppant in the above three tests, and they are 53.2, 11.8, and 1.28 mm/s, respectively. Therefore, within a same horizontal transport distance, the level of slurry-pure water interface declines more dramatically in case I compared to the other two cases with lower Reynolds numbers.

The second one is gravity convection. In case II and case III, proppant settling can be ignored compared to the inlet velocity, however the slurry fronts in these
vertical direction is obvious as shown in Figure 4. In case III, it is obvious from Figure 5 that proppant settling behavior is hard to recognize and gravity convection is much weaker than that of case II.

By comparing the results at different Reynolds numbers, it can be summarized that as the slurry is injected into the domain, there are several significant mechanisms that determine the eventual proppant distribution listed as follows.

The first mechanism is proppant settling. Proppant settling is due to the net gravity force of the proppant if particle density is larger than the fluid density, and the terminal velocity of proppant is determined by the particle Reynolds number and particle volume fraction. According to the Wen and Yu's drag force model, it is trivial to obtain the settling velocities of proppant in the above three tests, and they are 53.2, 11.8, and 1.28 mm/s, respectively. Therefore, within a same horizontal transport distance, the level of slurry-pure water interface declines more dramatically in case I compared to the other two cases with lower Reynolds numbers.

The second one is gravity convection. In case II and case III, proppant settling can be ignored compared to the inlet velocity, however the slurry fronts in these...
two cases still evolve and both trend from vertical direction to inclined direction. This is because of the horizontal pressure gradient on the slurry front due to the difference between slurry and pure fluid, which provides a driving force and keeps slurry on the bottom penetrating into the pure fluid region. This mechanism is then intuitively described as gravity convection. Gravity convection in case III is much weaker than that in case II. Though the horizontal pressure gradients on the slurry front are the same in these two cases, fluid viscosity is greater in case III, which leads to a smaller channel permeability for slurry flows. Therefore, the penetration velocity in case III is much smaller than that in case II. In case I, gravity convection also plays a significant role. According to the ratio of inlet velocity and proppant settling velocity, that is, about 4, without gravity convection slurry front is expected to be exact the diagonal line of the domain. However, numerical results of both methods show that the suspending region is far below the diagonal line, which indicates that fluid velocity field is greatly changed due to gravity convection compared to a uniform flow. Above all, gravity convection can be considered as a global effect reflecting the density difference between slurry and pure fluid, whereas proppant settling represents a local effect reflecting the density difference between proppant particle and pure fluid.

The third one is proppant packing. The two prior mechanisms affect the distribution of slurry suspending region, and proppant packing shall affect the distribution of sandbank. In case I, as time evolves proppant concentration increases at the bottom of the simulation domain. When proppant concentration reaches a maximum value, that is, close to the packing state, particle-particle interactions and particle-wall interactions become more frequent. Then, the early formed sandbank stays unmovable, and the fluid velocity also dramatically decreases in this region due to the fluid-particle coupling and particle-particle/wall damping effects.

By comparing the numerical results of two different methods based on the above mechanisms, similarities and differences between the two methods discussed in Section 2.3 are verified.

Firstly, in case III it is obvious that numerical results of methods are almost the same with each other. In case III, Reynolds number is pretty low and the fluid motion is dominated by the viscous mechanism. The slurry flow is approximately plug flow. Secondly, in case II of moderate Reynolds number, numerical results of concentration transport approach show that the gravity convection is a bit severe than those of MP-PIC method. However, transport patterns of these two methods are in general similar. Quantitatively, the relative length of top and bottom slurry fronts at the end of simulation time is 0.5 and 0.4 m, respectively. Thirdly, in case I, numerical results of two methods differ a lot from each other. For the slurry suspending region, the covering area of the MP-PIC results is obviously much larger than those of concentration transport approach. This is mainly because the transient term and convection term in the fluid governing equation are ignored in the concentration approach, and these two mechanisms play significant roles in low viscous or high Reynolds number cases. It is clear that losses of these two mechanisms shall under-estimate the transport capability when utilizing the concentration transport approach. Besides, sandbank packing process in the concentration transport results also differ a lot from that in the MP-PIC results, including the slopes of upstream and downstream sandbank region. This is because particle-particle interaction is considered in the MP-PIC method in some way, while it is not considered in the concentration transport approach. It is worth noting here that in this work the fifth order WENO (weighted essentially non-oscillation) scheme is adopted for solving the concentration transport equation, thus the effect of numerical diffusion of concentration transport approach can be considered insignificant, and differences between the numerical
results of two methods can exactly reflect the effects of different modeling strategy on proppant transport. Above all, both methods can precisely capture the proppant settling mechanism when the same drag force model is adopted in both methods, and concentration transport approach can capture the gravity convection mechanisms precisely when Reynolds number is smaller than 100. However, proppant packing mechanism is not captured very well in the concentration approach.

4. Conclusion

In this work, two numerical methods are adopted to simulate proppant transport: the concentration transport approach and the MP-PIC method. The first one is a typical Eulerian-Eulerian method and the second one is a typical Eulerian-Lagrangian method. With full discussions on their frameworks and comparisons between the numerical results, the following conclusions are then obtained:

1. From the view of pure horizontal proppant advection, numerical diffusion can be insignificant in the concentration transport approach if high-order scheme like WENO scheme is adopted, and the interfaces between slurry front and pure fluid can be clearly captured.

2. When fluid Reynolds number is smaller than 100, assumptions of ignoring velocity convection term and transient term for fluid governing equation adopted in the concentration transport approach are reasonable, and numerical results of both methods show similar transport patterns.

3. When fluid Reynolds number reaches 1000, that is, in the low viscous cases, numerical experiments prove that the concentration transport approach shows a low fidelity for capturing both the slurry suspending region and the sandbank packing process.

4. Generally, the more physical mechanisms, including particle-particle/wall interaction and fluid-particle interaction, accurately considered in a numerical framework, the better a simulator performs on capturing proppant transport behaviors.
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Cosmic neutrinos have been playing a key role in cosmology since the discovery of their mass. They can affect cosmological observables and have several implications being the only hot dark matter candidates that we currently know to exist. The combination of massive neutrinos and an adequate theory of gravity provide a perfect scenario to address questions on the dark sector that have remained unanswered for years. In particular, in the era of precision cosmology, galaxy clustering and redshift-space distortions afford one of the most powerful tools to characterize the spatial distribution of cosmic tracers and to extract robust constraints on neutrino masses. In this chapter, we study how massive neutrinos affect the galaxy clustering and investigate whether the cosmological effects of massive neutrinos might be degenerate with $f(R)$ gravity cosmologies, which would severely affect the constraints.
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1. Introduction
From first principles, it is well known that a theory of gravity is needed to describe the spatial properties and dynamics of the large-scale structures (LSS) of the universe. The observational data collected for several decades provide strong support to the concordance model Lambda cold dark matter ($\Lambda$CDM), which yields a consistent description of the main properties of the LSS [1–4]. However, since cosmological observations have entered in an unprecedented precision era, one of the current aims is to test some of the most fundamental assumptions of the concordance model of the universe. In this sense, the $\Lambda$CDM model assumes (i) the general theory of relativity (GR) as the theory describing gravitational interactions at large scales, (ii) the standard model of particles and (iii) the cosmological principle. Moreover, in this framework, the universe is currently dominated by dark energy (DE) in the form of a cosmological constant, responsible for the late-time cosmic acceleration [5–7] and by a cold dark matter (CDM) component that drives the formation and evolution of cosmic structures.

Recently, several shortcomings have been found in the $\Lambda$CDM scenario, like a possible tension in the parameter constraint of $H_0$ and $\sigma_8$ when different probes are...
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1. Introduction

From first principles, it is well known that a theory of gravity is needed to describe the spatial properties and dynamics of the large-scale structures (LSS) of the universe. The observational data collected for several decades provide strong support to the concordance model Lambda cold dark matter ($\Lambda$CDM), which yields a consistent description of the main properties of the LSS [1–4]. However, since cosmological observations have entered in an unprecedented precision era, one of the current aims is to test some of the most fundamental assumptions of the concordance model of the universe. In this sense, the $\Lambda$CDM model assumes (i) the general theory of relativity (GR) as the theory describing gravitational interactions at large scales, (ii) the standard model of particles and (iii) the cosmological principle. Moreover, in this framework, the universe is currently dominated by dark energy (DE) in the form of a cosmological constant, responsible for the late-time cosmic acceleration [5–7] and by a cold dark matter (CDM) component that drives the formation and evolution of cosmic structures.

Recently, several shortcomings have been found in the $\Lambda$CDM scenario, like a possible tension in the parameter constraint of $H_0$ and $\sigma_8$ when different probes are
used [4, 8–10]. This has motivated the interest on theoretical models beyond GR. Among them, the models based on \( f(R) \) gravity are the favourite ones because of their generality and rich phenomenology [11, 12]. Moreover, modified gravity (MG) models represent one of the most viable alternatives to explain cosmic acceleration [13] that require satisfying simultaneously solar system constraints and to be consistent with the measured accelerated cosmic expansion and large-scale constraints [14–17]. An extra motivation to study MG models is given by the fact that massive neutrinos, the only (hot) dark matter candidates we actually know to exist, can affect these observables and have several cosmological implications [18]. However, the degeneracy between some MG models and the total neutrino mass [19–21] give rise to a limitation of many standard cosmological statistics [22, 23]. In this context, the clustering analysis and redshift-space galaxy clustering have been proven to be a powerful cosmological probe to discriminate among MG scenarios with massive neutrinos, as will be discussed in the following sections.

Regarding the dynamics of background universe in the standard framework, it is well described by the Friedmann-Lemaître-Robertson-Walker (FLRW) metric, whose line element in natural units \( c = 1 \) is given by

\[
ds^2 = -dt^2 + a^2(t) \left[ \frac{dr^2}{1 - kr^2} + r^2d\theta^2 + r^2 \sin^2 \theta d\phi^2 \right].
\]

where \( a(t) \) is the so-called scale factor, \((r, \theta, \phi)\) are dimensionless spherical-polar coordinates and \( k \) defines the geometry of the universe under consideration to be flat \((k = 0)\), open \((k < 0)\) or closed \((k > 0)\). The equations of motion that describe the time evolution of \( a(t) \) and the dynamic growth of the universe are called Friedmann equations and are given by

\[
\frac{\dot{a}}{a}^2 = \frac{8\pi G}{3} \rho - \frac{k}{a^2} + \frac{\Lambda}{3},
\]

\[
2 \frac{\ddot{a}}{a} + \left( \frac{\dot{a}}{a} \right)^2 = -8\pi Gp - \frac{k}{a^2} + \Lambda,
\]

that can be re-expressed as

\[
\dot{\rho} = -\frac{3}{a} \frac{\dot{a}}{a} (\rho + p),
\]

\[
\frac{\ddot{a}}{a} = -\frac{4\pi G}{3} (\rho + 3p) + \frac{\Lambda}{3}
\]

after eliminating the curvature term. These equations lead to the definition of the Hubble parameter as \( H \equiv \frac{\dot{a}}{a} \), which drives the expansion rate of the universe and usually is represented in terms of the dimensionless factor \( h \), defined by the expression \( H_0 = 100 \text{ h km s}^{-1} \text{ Mpc}^{-1} \) at the present epoch. In order to have a full description of the background universe, it is necessary an equation of state (EoS) of the cosmic fluid, considering that it has three principal components: baryonic matter, dark matter and radiation (see Figure 1a). A first approximation consists in assuming a linear relationship between \( \rho \) and \( p \); thus, the equation of state can be written as \( p = \omega \rho \), where \( \omega \) is a parameter that in principle can be time-dependent \( \omega = \omega(t) \), but the simplest approach is to consider it as a constant. Under this assumption, Eq. (4) is easy to solve, resulting in \( \rho(a) = a^{-3(1+\omega)} \). The case with \( \omega = -1 \) corresponds to the so-called cosmological constant; it is obtained
assuming a constant density energy so that the corresponding EoS is \( p = -\rho \). The case of a flat universe \( (k = 0) \) is interesting because of its agreement with many observational results \([4]\); it also implies a special value of the matter density in the universe that allows to introduce naturally a critical density \( \rho_{cr} \) in terms of the Hubble parameter. The critical density is also useful to define the dimensionless density parameter \( \Omega_i \) for the various species \( i \), related to radiation \( \Omega_r \), matter \( \Omega_m \), cosmological constant \( \Omega_\Lambda \) and curvature \( \Omega_k \). It is easy to verify that the sum of these parameters is equal to unity, as it can be expected from the Friedmann equations; in fact, \( \Omega_m + \Omega_r + \Omega_\Lambda + \Omega_k = 1 \) is known as the cosmic sum rule. Therefore, a Friedmann universe can be described by the cosmological parameters \((H_0, \Omega_m, \Omega_r, \Omega_\Lambda)\) such that the expansion rate as a function of the scale factor is given by

\[
H^2(a) = H_0^2 \left[ \Omega_r a^{-4} + \Omega_m a^{-3} + \Omega_\Lambda a^{-2} + \Omega_k \right].
\] (6)

This equation is usually written as a dimensionless function defined by \( E(a) = H(a)/H_0 \). The last constraints on cosmological parameters obtained by the Planck satellite show that \( w = -1.03 \pm 0.03 \), consistent with a cosmological constant, and \( \Omega_m = 0.3153 \pm 0.0073, \Omega_\Lambda = 0.692 \pm 0.012, \Omega_k = 0.000 \pm 0.005 \), where \( \Omega_m \) contains the density of baryons \( \Omega_b \) and cold dark matter \( \Omega_{CDM} \). Additionally, in the last few years, it became usual to include the energy density of neutrinos \( \Omega_\nu \); they contribute to the radiation density at early times but behave as matter after the non-relativistic transition at late times \([24]\), so that for a flat universe, the total energy density is given by \( \rho = \rho_r + \rho_{CDM} + \rho_b + \rho_\nu + \rho_\Lambda \). Figure 1a shows the percentages, derived from \([4]\) data, in which each species contributes to the total content of the universe. Figure 1b shows the evolution of the density parameter \( \rho \) (in units of \( \rho_{cr,0} \)) as a function of the scale factor \( a \). For further details concerning the background universe, see Refs. \([25-27]\).

2. Modified gravity and massive neutrinos

2.1 Modified gravity models

One of the most interesting modifications of GR is that which modifies the Einstein-Hilbert action by introducing a scalar function, \( f(R) \), as follows:
where $R$ is the Ricci scalar, $G$ is the Newton’s gravitational constant, $g$ is the determinant of the metric tensor $g_{\mu \nu}$ and $\mathcal{L}_m$ is the Lagrangian density of all matter fields. For a classification of $f(R)$ theories of gravity and the assumptions needed to arrive to the various versions of $f(R)$ gravity and GR, see, e.g., [28]. Thus, for a general $f(R)$ model, one can consider a spatially flat FLRW universe with metric $d\tau^2 = -dt^2 + a^2(t)d\mathbf{x}^2$, so that varying the Einstein-Hilbert action with respect to $g_{\mu \nu}$, one can get a general form of the modified Einstein field equations. Consequently, the corresponding modified Friedmann equations are given by

$$3H^2(1 + f_R) = 8\pi G(\rho_m + \rho_{\text{rad}}) + \frac{1}{2} \left( f_R R - f \right) - 3H\dot{f}_R$$

$$2(1 + f_R)\dot{H} = 8\pi G \left( \rho_m + \frac{4}{3} \rho_{\text{rad}} \right) + \ddot{f}_R - H\dot{f}_R,$$

where $R = 6(2H^2 + \dot{H})$ and the over-dot denotes a derivative with respect to the cosmic time $t$. In general, the background evolution of a viable $f(R)$ is not simple as it has been shown by [29–31]. However it is possible to get an approximation in a way that is analogous to the DE models, by neglecting the higher derivative and the non-linear terms. By defining the growth rate as $f = d\ln \delta/d\ln a$, the equation that describes the growth of matter perturbations in terms of the density contrast $\delta$ in a $f(R)$ model is approximated by [29, 32]

$$-3\Omega_m(a)(1 - \Omega_m(a)) \frac{df}{d\Omega_m(a)} + f^2 + \left( 2 - \frac{3}{2} \Omega_m(a) \right) f = \frac{3G_{\text{eff}}}{2G} \Omega_m(a).$$

where $G_{\text{eff}}$ is the effective gravitational constant that can be written as [33]. A plausible $f(R)$ function able to satisfy the solar system constraints, to mimic the $\Lambda$CDM model at high-redshift regime where it is well tested by the CMB and, at the same time, to accelerate the expansion of the universe at low redshift but without a cosmological constant [34], suggests that

$$\lim_{R \to \infty} f(R) = \text{const}, \quad \lim_{R \to 0} f(R) = 0,$$

which can be satisfied by a broken power law function such that

$$f(R) = -m^2 \frac{c_1 (\frac{R}{m})^n}{c_2 (\frac{R}{m})^n + 1},$$

where the mass scale $m$ is defined as $m^2 \equiv H_0^2 \Omega_M$ and $c_1$, $c_2$ and $n$ are non-negative free parameters of the model [34]. For this $f(R)$ model, the background expansion history is consistent with the $\Lambda$CDM case by choosing $c_1/c_2 = 6\Omega_\Lambda/\Omega_M$, where $\Omega_\Lambda$ and $\Omega_M$ are the dimensionless density parameters for vacuum and matter, respectively.

Nowadays it is generally accepted that some MG theories such as the [34] $f(R)$ are strongly degenerated in a wide range of their observables with the effects of massive neutrinos; see, e.g., [19–21, 35]. This represents a serious challenge constraining cosmological models from current and future galaxy surveys requiring robust and reliable methods to disentangle both phenomena. Furthermore, for some
specific combinations of the \( f(R) \) function and of the total neutrino mass \( m_\nu = \Sigma m_{\nu,i} \),
standard statistics would not distinguish them from the standard \( \Lambda \)CDM expectations
(see [21, 22, 36]). In addition, since the degeneracy is mostly driven by the non-linear
behaviour of both the MG and the massive neutrinos effects on the LSS, the linear
tools are not suitable to properly disentangle the combined parameter space [36].

### 2.2 Massive neutrinos and the large-scale structure

Motivated by the apparent violation of energy, momentum and spin in \( \beta \)-decay
processes, Pauli proposed the existence of neutrinos in 1930 to keep the conservation
laws safe. Eventually, 26 years after they have been theoretically postulated, the
neutrinos were detected for the first time by Cowan [37]. Neutrinos are classified
in three ‘flavours’ in the standard model of particles; they were considered to be
massless for some time until the discovery of the neutrino oscillation phenomena,
i.e. related to the change of flavour [38]. Since then, it is known that at least
two of the three neutrino families are massive, in contrast to the particle standard
model assumption; however, measuring the absolute masses of the neutrinos is not
easy, which makes this a very active field of research today, both for cosmology and
particle physics. In a cosmological context, the neutrinos leave detectable imprints
on observations that can then be used to constrain their properties; in particular, the
presence of massive neutrinos impacts the background evolution of the universe
and the growth of structures [39]. In the early universe, massive neutrinos are
relativistic and indistinguishable from the massless ones, behaving like photons,
meaning that their energy density drops like \( \propto a^{-4} \). In this stage, neutrinos are in
thermal equilibrium, and their momentum follows the standard Fermi-Dirac distribution

\[
n(p)dp = \frac{4\pi g_\nu}{(2\pi \hbar c)^3} \frac{p^2 dp}{e^{\Delta \beta} + 1},
\]

where \( n(p) \) is the number of cosmic neutrinos with momentum between \( p \) and
\( p + dp \), \( g_\nu \) is the number of neutrino spin states, \( T_\nu(z) \) is the neutrino temperature at
redshift \( z \) and \( k_B \) is the Boltzmann constant. In principle, in the momentum distribution function, the chemical potential should be also included; however, it has been shown to be negligible for cosmological neutrinos [40]. The temperature of the
cosmic neutrino background and the one from CMB are related by \( T_\nu(z = 0) = \frac{1}{3}T_\gamma(z = 0) \) [41], such that the temperature of the neutrino background at
a certain redshift \( z \) is given by \( T_\nu(z) \equiv 1.95(1 + z) \) K. Then, when the average
momentum of neutrinos drops below a certain mass, they become non-relativistic,
and their energy density drops like \( \propto a^{-3} \), behaving like baryons and cold dark
matter. Figure 2 shows the evolution of the massive neutrino density, normalised to
the today’s critical density, as a function of the scale factor from its early stage to the
late universe.

After neutrinos with mass \( m_\nu \) decouple from the rest of the plasma at redshift \( z_{nr} \),
as shown by Eq. (14)

\[
1 + z_{nr}(m_\nu) \approx 1890 \left( \frac{m_\nu}{1\text{eV}} \right),
\]

the number density per flavour is fixed by the temperature, so that the universe
is currently filled by a relic neutrino background, uniformly distributed, with a
density of 113 part/cm\(^3\) per species and an average temperature of 1.95 K. As
neutrinos are non-relativistic particles at late times, they contribute to the total matter density of the universe $\Omega_M$, so that $\Omega_M = \Omega_{CDM} + \Omega_b + \Omega_\nu$, where $\Omega_{CDM}$, $\Omega_b$ and $\Omega_\nu$ are the dimensionless density parameters for CDM, baryons and neutrinos, respectively. The density background is affected by massive neutrinos such that a perturbation in the density field is well described by [39, 42] as follows:

$$\delta_m = (1 - f_\nu)\delta_{CDM} + f_\nu\delta_\nu, \quad \text{where} \quad f_\nu = \frac{\Omega_\nu}{\Omega_{CDM} + \Omega_\nu},$$

(15)

$\delta_\nu$ being the neutrino perturbations and $\Omega_\nu$ the density contribution related to massive neutrinos that can be expressed in terms of the total neutrino mass, $m_\nu \equiv \sum m_{\nu i}$, as follows:

$$\Omega_\nu = \frac{\sum m_{\nu i}}{93.14 \, h^2 \, eV}.$$

(16)

Currently, several observations provide limits on the total neutrino mass under the assumption of standard GR [43]. Depending of their mass, neutrinos can affect different quantities such as the matter-radiation equality and at the same time imprint features in cosmological observables like the clustering, the matter power spectrum, the halo mass function and the redshift-space distortions [18, 44–47].

3. Halo mass function and clustering analysis

Considering the impact of MG and massive neutrinos in the clustering, a powerful cosmological test to discriminate among these scenarios is provided by the redshift-space distortions (RSD), that is, the shift in the position of the tracers due to their peculiar motions. For this purpose, cosmological simulations have become a powerful tool for testing theoretical predictions and to lead observational projects.
In this context, the formation and evolution of cosmic structures can be understood as a dynamical system of many particles, which trace the underlying mass distribution in a certain cosmological model. The N-body simulations, methods and algorithms have progressed continuously, achieving a high resolution to resolve finer structures with millions of particles, reducing the gap between theory and observations. For a detailed description on fundamentals of cosmological simulations, see, e.g., [48–51].

Since the formation and evolution of cosmic structures is based on the growth of small fluctuations in the density field, it is expected that the amplitude of these initial perturbations have the correct value at late times to match the observed clustering today. An analytical development based on perturbation theory makes possible to follow the growth of structures to a certain extent using the linear approximation, being valid as long as \(\delta \rho \ll \rho\). Nevertheless, these calculations are limited and cannot be extrapolated to explain completely the observational data; they break down on a scale where the density contrast \(\delta \sim 1\). Moreover, beyond the linear regime, the observed structures have a density contrast in a wide range from cosmic voids with \(\delta \sim -1\) to \(\delta \sim 10^6\) and larger. It makes necessary a more elaborated description of the perturbations in the non-linear regime, which can be achieved using higher-order perturbation theory or numerical simulations [48].

In this section we show a complementary analysis to the one performed in [52] in order to investigate the clustering in the context of modified gravity with massive neutrinos. We used a subset of the DUSTGRAIN-pathfinder runs [36], which implement the Hu-Sawicki \(f(R)\) model including massive neutrinos and whose cosmological parameters are consistent with Planck 2015 constraints [53].

### 3.1 Halo mass function

As CDM haloes form from collapsing regions that detach from the background density field, their abundance can be related to the volume fraction of a Gaussian density smoothed on a radius \(R\) above a critical collapse threshold \(\delta_c\) [54]. The comoving number density of the haloes is strictly related to underlining cosmological model, such that within a mass interval \([M, M + dM]\), the halo mass function is given by

\[
\frac{dn(M,z)}{dM} = f(\sigma(M,z)) \bar{\rho} \frac{d\ln \sigma(M,z)}{dM},
\]

where \(f(\sigma)\) is the multiplicity function, \(\sigma\) the RMS variance of the linear density field smoothed on scale \(R(M)\) and \(\bar{\rho}\) the mean matter density. The product \(f(\sigma(M,z))\bar{\rho}\) quantifies the amount of mass contained in fluctuations of typical mass \(M = \frac{4}{3} \pi R^3 \bar{\rho}\). The simplest argument to compute analytically the multiplicity function \(f(\sigma)\) comes from the spherical collapse theory, following the [54] formalism, such that a perturbation is supposed to collapse when it reaches the threshold \(\delta_c \approx 1.68\), by assuming that the probability distribution for a perturbation on a scale \(M\) is a Gaussian function with variance \(\sigma^2_M\), resulting in

\[
f(\sigma(M)) = \sqrt{\frac{2}{\pi \sigma^2(M)}} \exp\left(-\frac{\delta^2}{2\sigma^2(M)}\right).
\]

Another approach to determine \(f(\sigma)\) is given by accurate fitting functions, like the proposed by [55], which extends phenomenologically the results of [54]. For [55] the function \(f(\sigma)\) is expected to be universal to the changes in redshift and cosmology and is parameterized as follows:
\[ f(\sigma) = A \left[ \frac{\sigma}{\sigma_R} - a + \sigma_R - c \right] \exp \left( -d/\sigma^2 \right), \]

where \( A \) is an amplitude of the mass function and \( a, b, c \) and \( d \) are free parameters that depend on halo definition. The variance \( \sigma^2 \) is usually given by

\[ \sigma^2(R(M), z) = \int \frac{P(k, z)}{2\pi^2} W^2(kR(M))k^2 dk, \]

where \( P(k) \) is the linear matter power spectrum as a function of the wave number \( k \) and \( W \) is the Fourier transform of the real-space top-hat window function of radius \( R \). A fundamental feature of the mass function is that it decreases monotonically with increasing masses; furthermore, its dependency on cosmology is encoded in the variance \( \sigma^2 \), as shown by the integrand of Eq. (20). From the point of view of N-body simulations, an approach to compute the mass function is given straightforward from Eq. (17), by counting the number of haloes \( N_h \) above a certain mass threshold \( M_{\text{min}} \) in a comoving volume \( V \) such as

\[ N_h = A \int_{z_{\text{min}}}^{z_{\text{max}}} \int_{M_{\text{min}}}^{\infty} \frac{dV}{dz} n(M, z) dM dz, \]

where \( A \) is the area, \( z_{\text{min}} \) and \( z_{\text{max}} \) are the redshift boundaries and \( dV/dz \) is the comoving volume element.

**Figure 3** shows the mass function of CDM haloes measured for all models of the DUSTGRAIN-pathfinder runs at six different redshifts \( z = 0, 0.5, 1, 1.4, 1.6, 2 \). Each panel contains the mass function, per each model as labelled, to track its evolution in redshift. As reference, the black dashed line represents the theoretical expectation by [55] for a flat \( \Lambda \)CDM model. As expected, massive haloes are less abundant with respect to smaller ones in a fixed comoving volume. The mass function decreases with redshift, since at earlier times the density field is smoother than at late times. The plot is logarithmic, meaning that the number density of large mass haloes falls off by several orders of magnitude over the range of redshifts shown. The \( f(R) \) models both with and without neutrinos reproduce in very well agreement this pattern, but only at really high masses, significant differences appear.

**Figure 3.**
The mass function of CDM haloes per each model of the DUSTGRAIN-pathfinder project at six different redshifts \( z = 0, 0.5, 1, 1.4, 1.6, 2 \) as labelled. Each panel corresponds to one model as labelled, and the dashed line represents the theoretical expectation by [55], assuming a flat \( \Lambda \)CDM model.
Figure 4 compares the halo mass functions of the different DUSTGRAIN-pathfinder simulations, computed at $z = 0$ (left column), $z = 1$ (central column) and $z = 1.6$ (right column). The lower panels show the percentage difference with respect to the ΛCDM model. It is possible to see that the effect of $f(R)$ and massive neutrinos on the dynamical evolution of the matter density field results in different halo formation epochs and different number density of collapsed systems. In particular, the $fR4$ model (blue) is the most deviated model from the standard scenario, whereas the $fR6_0.06eV$ and $fR6_0.1eV$ models mimic the ΛCDM behaviour over a wide range of masses.

3.2 Clustering analysis

To quantify the halo clustering, we used the two-point correlation function (2PCF) that can be defined as the joint probability of finding a pair of objects at certain spatial separation given a tracer distribution. To measure the full 2PCF denoted as $\xi(r, \mu)$, we used the Landy-Szalay estimator given by [56]:

$$
\hat{\xi}(r, \mu) = \frac{DD(r, \mu) - 2DR(r, \mu) + RR(r, \mu)}{RR(r, \mu)},
$$

where $\mu$ is the cosine of the angle between the line of sight and the comoving halo pair separation, $r$, and $DD$, $RR$ and $DR$ represent the normalised number of data-data, random-random and data-random pairs, respectively. This estimator is almost unbiased with minimum variance; this is the reason why it is preferred over the other estimators regarding the clustering measurements. Since the possible deviations from GR are more evident on small scales, we consider an intermediate non-linear range from $1 \, h^{-1}$ Mpc to $50 \, h^{-1}$ Mpc and random samples ten times larger than the halo ones. Then, in order to examine how significant is the RSD correction, it is convenient to expand the 2D 2PCF in the orthonormal basis of the Legendre polynomials $L_l(\mu)$ [57] such that

$$
\xi(s, \mu) \equiv \xi_0(s)L_0(\mu) + \xi_2(s)L_2(\mu) + \xi_4(s)L_4(\mu),
$$

where each coefficient corresponds to the $l$th multipole moment:

$$
\xi_l(r) = \frac{2l + 1}{2} \int_{-1}^{+1} d\mu \xi(r, \mu)L_l(\mu).
$$

Figure 4.
The mass function of CDM haloes for all the models of the DUSTGRAIN-pathfinder at three different redshifts: $z = 0$ (left column), $z = 1$ (central column) and $z = 1.6$ (right column). The lower panels show the percentage difference with respect to the ΛCDM model. As in Figure 3 the dashed line represents the theoretical prediction by [55].
Figure 5 shows the RSD effects on the iso-correlation curves of the 2D two-point correlation function (2PCF) in the plane \((r_\perp, r_\parallel)\), where \(r_\perp\) and \(r_\parallel\) coordinates are, respectively, the perpendicular and parallel components along the line of sight of the observer. The 2PCF has been computed for the \(ΛCDM\) catalogue of the DUSTGRAIN-pathfinder simulations, in real space (left panel), and for the corresponding sample in redshift space (right panel). The contours are drawn at the iso-correlation levels \(\xi(\xi_\perp, \xi_\parallel) = 0.3, 0.5, 1.0, 1.4, 2.2, 3.6, 7.2, 21.6\). In real space the correlation function is undistorted, describing circular curves in this plane. In redshift space, the effect caused by the RSD is clearly visible on small scales, where the 2PCF is stretched in the direction of \(r_\parallel\) (Fingers-of-God effect), and in the infall effect on large scales, the contours are squashed along the perpendicular direction (Kaiser effect).

The symmetry of the 2PCF in real space means that the full clustering signal is encoded in the monopole moment \(\xi_0(r)\), while the rest of the multipole moments are statistically equal to zero. Figure 6 shows the monopole moment, \(\xi_0(r)\), of the CDM haloes for all models considered in the DUSTGRAIN-pathfinder project, at three different redshifts \(z = 0, 1, 2\). Subpanels show the percentage difference between MG models \([f(R)\) with and without massive neutrinos\] and the \(ΛCDM\) model. The monopole moments of the 2PCF of the \(fR4\) and \(fR4_0.3eV\) models are the ones that deviate most from \(ΛCDM\) at low redshift. This behaviour is also present in the models \(fR5, fR5_0.15eV\) and \(fR5_0.1eV\), but it is less significant. In general, it is observed that massive neutrinos increase the clustering signal for all models, especially at high redshift, the \(fR6, fR6_0.06eV\) and \(fR6_0.1eV\) models being degenerated with respect to \(ΛCDM\). The quadrupole and hexadecapole moments are consistent with zero at 1σ error bar.

Another important feature to take into account in the clustering analysis is related to the bias that is introduced when the \(ΛCDM\) model is wrongly assumed to predict the DM clustering of a \(f(R)\) universe with massive neutrinos [58]. This
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effective halo bias, \( \langle b \rangle \), allows to characterise the relation between the halo clustering and the underlying mass distribution. By using the theoretical effective bias proposed by [59] and its corresponding mass function, it is possible to disentangle the degeneracy with respect to \( \sigma_8 \). The level of agreement with the measurements obtained from the \( f(R) \) and \( f(R) + m_\nu \) scenarios gives us a better understanding of the discrepancy with the \( \Lambda \)CDM ones. To compute the theoretical mass function, we consider the linear CDM + baryon power spectrum as have been stated in the CDM prescription [60] and replacing \( \rho_m \) with \( \rho_{CDM} \) [42]. These quantities can be obtained with CAMB or another Boltzmann code; the linear power-spectrum for CDM, \( P_{CDM}(k) = T_{CDM}^2/k^2 P_{lin}(k) \), is expressed in terms of \( P_{CDM+b}(k) \) and \( P_{lin}(k) \), with \( T_{CDM}(k) \) and \( T_b(k) \) being the transfer functions. It implies, as shown by [61], that the effect of neutrinos on the cluster abundance is well captured by rescaling the smoothed density field such that

\[
\sigma^2 \to \sigma^2_{CDM}(z) = \int \frac{P_{CDM}(k,z)}{2\pi^2} W^2(kR)k^2 dk
\]  

(25)

with the CDM power spectrum obtained by rescaling the total matter power spectrum with the corresponding transfer functions, \( T_{CDM} \) and \( T_b \), weighted by the density of each species so that

\[
P_{CDM}(k,z) = \rho_m(k,z) \left( \frac{\Omega_{CDM} T_{CDM}(k,z) + \Omega_b T_b(k,z)}{T_m(k,z)(\Omega_{CDM} + \Omega_b)} \right)^2.
\]  

(26)

Figure 6.
The real-space 2PCF \( r^2 \xi_s \) of CDM haloes for all the models of the DUSTGRAIN-pathfinder project at three different redshifts: \( z = 0 \) (left column), \( z = 1 \) (central column) and \( z = 2 \) (right column). From top to bottom, the panels show the \( fR_4, fR_5 \) and \( fR_6 \) models, respectively, compared to the results of the \( \Lambda \)CDM model. The error bars, shown only for the \( \Lambda \)CDM model for clarity reasons, are the diagonal values of the bootstrap covariance matrices used for the statistical analysis. Percentage differences between \( f(R) \), \( f(R) + m_\nu \) and \( \Lambda \)CDM predictions are in the subpanels, while the shaded regions represent the deviation at 1\( \sigma \) confidence level.
anisotropic due to the dynamic distortions. gravity theory by exploring the spatial statistics encoded in the 2PCF, which is the modelling of the redshift-space distortions provide a powerful tool to test the appearance distorted with respect to the real-space ones, and they can be reproduced for the relative effects plus an additional term caused by the peculiar motions along the line-of-sight of the observer. This combination makes the redshift-space catalogues logical effects plus an additional term caused by the peculiar motions along the line-velocity fields in redshift space. The observed redshift is a combination of cosmological gravitational field and others, instead, taking into account higher orders in perturbation theory since, in principle, there is no reason to stop at linear order. Other approaches do a combination of both frameworks. A simple alternative to model the redshift-space 2PCF at small scales consists of extending the Kaiser formula, by adding a phenomenological damping factor that plays the role of a pairwise velocity correlation. It can account for both linear and non-linear dynamics. Therefore, to construct the likelihood, we consider this model sometimes called the Kaiser formula. In a realistic case, spectroscopic surveys observe a combination of density and velocity fields in redshift space. The observed redshift is a combination of cosmological effects plus an additional term caused by the peculiar motions along the line of sight of the observer. This combination makes the redshift-space catalogues appear distorted with respect to the real-space ones, and they can be reproduced from N-body simulations since the positions and velocities are known. Currently, the modelling of the redshift-space distortions provide a powerful tool to test the gravity theory by exploring the spatial statistics encoded in the 2PCF, which is anisotropic due to the dynamic distortions.

We consider the first two even multipoles of the 2PCF, $\xi_0$ and $\xi_2$, taking into account that odd multipole moments vanish by symmetry. The analysis consisted of modelling (i) the individual multipole moments and (ii) both multipole moments simultaneously. To derive cosmological constraints from the clustering signal and quantify the effects of $f(R)$ gravity and massive neutrinos on RSD, we performed a Bayesian analysis to set constraints on the linear growth $f(R)$ gravity Cosmologies – The coloured solid lines represent the apparent effective halo bias, $|b|$, as a function of redshift, averaged in the range $10 \, h^{-1} \, \text{Mpc} < r < 50 \, h^{-1} \, \text{Mpc}$. Black lines show the theoretical $\Lambda$CDM effective bias predicted by [59] (dashed), normalised to the $\sigma_8$ values of each DUSTGRAIN-pathfinder simulation, while the cyan-shaded areas show a 10% error. The upper set of panels shows the results, considering the total power spectrum, while the lower set of panels shows the results when the CDM+baryon power spectrum is used instead.

The impact on the bias when the CDM prescription is not considered can be appreciated in Figure 7. In most cases this correction is small with the exception of the $fR4_{0.3}$ eV model. A detailed discussion on these results can be found in [52].

3.3 Modelling the redshift-space distortions

In a realistic case, spectroscopic surveys observe a combination of density and velocity fields in redshift space. The observed redshift is a combination of cosmological effects plus an additional term caused by the peculiar motions along the line of sight of the observer. This combination makes the redshift-space catalogues appear distorted with respect to the real-space ones, and they can be reproduced from N-body simulations since the positions and velocities are known. Currently, the modelling of the redshift-space distortions provide a powerful tool to test the gravity theory by exploring the spatial statistics encoded in the 2PCF, which is anisotropic due to the dynamic distortions.

We consider the first two even multipoles of the 2PCF, $\xi_0$ and $\xi_2$, taking into account that odd multipole moments vanish by symmetry. The analysis consisted of modelling (i) the individual multipole moments and (ii) both multipole moments simultaneously. To derive cosmological constraints from the clustering signal and quantify the effects of $f(R)$ gravity and massive neutrinos on RSD, we performed a Bayesian analysis to set constraints on the linear growth $f(R)$ gravity Cosmologies – The coloured solid lines represent the apparent effective halo bias, $|b|$, as a function of redshift, averaged in the range $10 \, h^{-1} \, \text{Mpc} < r < 50 \, h^{-1} \, \text{Mpc}$. Black lines show the theoretical $\Lambda$CDM effective bias predicted by [59] (dashed), normalised to the $\sigma_8$ values of each DUSTGRAIN-pathfinder simulation, while the cyan-shaded areas show a 10% error. The upper set of panels shows the results, considering the total power spectrum, while the lower set of panels shows the results when the CDM+baryon power spectrum is used instead.

The impact on the bias when the CDM prescription is not considered can be appreciated in Figure 7. In most cases this correction is small with the exception of the $fR4_{0.3}$ eV model. A detailed discussion on these results can be found in [52].

3.3 Modelling the redshift-space distortions

In a realistic case, spectroscopic surveys observe a combination of density and velocity fields in redshift space. The observed redshift is a combination of cosmological effects plus an additional term caused by the peculiar motions along the line of sight of the observer. This combination makes the redshift-space catalogues appear distorted with respect to the real-space ones, and they can be reproduced from N-body simulations since the positions and velocities are known. Currently, the modelling of the redshift-space distortions provide a powerful tool to test the gravity theory by exploring the spatial statistics encoded in the 2PCF, which is anisotropic due to the dynamic distortions.
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The impact on the bias when the CDM prescription is not considered can be appreciated in Figure 7. In most cases this correction is small with the exception of the $fR4_{0.3}$ eV model. A detailed discussion on these results can be found in [52].
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In a realistic case, spectroscopic surveys observe a combination of density and

Figure 7. In most cases this correction is small with the exception of cosmological effects plus an additional term caused by the peculiar motions along the line of sight. The impact on the bias when the CDM prescription is not considered can be appreciated, the covariance matrices represent how the scatter propagates into the

rate \( f(\Omega_m) \) and the linear bias. All numerical tasks were performed with the CosmoBolognaLib\(^1\) \[62\].

The Kaiser formula is a good description of the RSD only at very large scales, where non-linear effects can be neglected, but it does not describe accurately the non-linear regime. Thus, with the aim of extracting information from the RSD signal at non-linear regime and considering the increasing precision of recent and upcoming surveys, many more approaches have been proposed. There is a vast literature that shows the efforts to model the RSD beyond the linear Kaiser model \[63–66\], some of them making use of a phenomenological description of the velocity field and others, instead, taking into account higher orders in perturbation theory since, in principle, there is no reason to stop at linear order. Other approaches do a combination of both frameworks. A simple alternative to model the redshift–space 2PCF at small scales consists of extending the Kaiser formula, by adding a phenomenological damping factor that plays the role of a pairwise velocity distribution. It can account for both linear and non-linear dynamics. Therefore, to construct the likelihood, we consider this model sometimes called dispersion model \[67\], which introduces a damping function to describe the distortions in the clustering at small scales (Fingers-of-God). This model is enough accurate to quantify the relative differences between \( f(R) \) models with massive neutrinos and \( \Lambda \)CDM. For the Bayesian analysis, the dispersion model is fully described by three parameters, \( f\sigma_8, b\sigma_8 \) and \( \Sigma_5 \), that we constrain by minimising numerically the negative log-likelihood.

Figure 8 shows the normalised covariance matrices \( (C_{ij}/\sqrt{C_{ii}C_{jj}}) \) of the redshift-space monopole and quadrupole moments of CDM haloes with bootstrap errors resampling at three different redshifts \( z = 0.5, 1.0 \) and \( 1.6 \) from left to right.
likelihood and on the final posterior probabilities of the parameters. Then, to assess
the posterior distributions of the three model parameters, we perform a MCMC
analysis. The fitting analysis is limited to the scale range $10 \leq r \ [Mpc \ h^{-1}] \leq 50$, assuming flat priors in the ranges $0 \leq f_{\sigma_8} \leq 2$, $0 \leq b_{\sigma_8} \leq 3$ and $0 \leq \Sigma_{S} \leq 2$. Figure 9 shows the $f_{\sigma_8}$-$b_{\sigma_8}$ posterior constraints obtained from the MCMC analysis of $\xi_{0}$, $\xi_{2}$ and $\xi_{0} + \xi_{2}$ for each mock catalogue of the DUSTGRAIN-pathfinder. The figure shows the constraints for all models considered in this work at $z = 1.0$ using the monopole (orange), quadrupole (green) and monopole plus quadrupole (blue), while the intersection regions correspond to the joint analysis of the multipoles. Thus, the joint analysis of the redshift-space monopole and quadrupole is able to break the degeneracy between $f_{\sigma_8}$ and $b_{\sigma_8}$ even in the presence of massive neutrinos.

Figure 10, we show the theoretical behaviour of the linear distortion parameter and the growth factor as a function of the redshift for each family of models, assuming a flat $\Lambda$CDM model.

From the $f_{\sigma_8}$-$b_{\sigma_8}$ posterior contours, at $1 - 2\sigma$ confidence levels, the results suggest that the clustering information encoded in the two first non-null multipole moments of the 2PCF can discriminate the alternative MG models considered in this work at $z \gtrsim 1$. At low redshifts the $f(R)$ models studied are statistically indistinguishable from $\Lambda$CDM, and further studies are required to break this degeneracy.

Figure 9.
Contours at $1 - 2\sigma$ confidence level of the $f_{\sigma_8}$-$b_{\sigma_8}$ posterior distributions, obtained from the MCMC analysis in redshift space for 2PCF multipoles of CDM haloes. The contours correspond to $z = 1.0$ with the monopole in orange and the quadrupole in green.
likelihood and on the final posterior probabilities of the parameters. Then, to assess the posterior distributions of the three model parameters, we perform a MCMC analysis. The fitting analysis is limited to the scale range $10 \leq r \leq 50$, assuming flat priors in the ranges $0 \leq f_{\sigma_8} \leq 2$, $0 \leq b_{\sigma_8} \leq 3$ and $0 \leq \Sigma_S \leq 2$.

Figure 9 shows the $f_{\sigma_8}$-$b_{\sigma_8}$ posterior constraints obtained from the MCMC analysis of $\xi_0$, $\xi_2$ and $\xi_0 + \xi_2$ for each mock catalogue of the DUSTGRAIN-pathfinder. The figure shows the constraints for all models considered in this work at $z = 1$: using the monopole (orange), quadrupole (green) and monopole plus quadrupole (blue), while the intersection regions correspond to the joint analysis of the multipoles. Thus, the joint analysis of the redshift-space monopole and quadrupole is able to break the degeneracy between $f_{\sigma_8}$ and $b_{\sigma_8}$ even in the presence of massive neutrinos.

In Figure 10, we show the theoretical behaviour of the linear distortion parameter and the growth factor as a function of the redshift for each family of models, assuming a flat $\Lambda$CDM model. From the $f_{\sigma_8}$-$b_{\sigma_8}$ posterior contours, at $1\sigma^2$ confidence levels, the results suggest that the clustering information encoded in the two first non-null multipole moments of the 2PCF can discriminate the alternative MG models considered in this work at $z \gtrsim 1$. At low redshifts the $f(R)$ models studied are statistically indistinguishable from $\Lambda$CDM, and further studies are required to break this degeneracy.

4. Conclusions

In this chapter we have introduced the theoretical framework of modern cosmology in present massive neutrinos. We emphasize on the structure formation and on the statistical description of the density field as well as the measurements of galaxy clustering and discuss the redshift-space distortions and the differences between clustering in real and redshift space, considering that in the recent years, the spatial distribution of matter on cosmological scales has become one of the most efficient probes to investigate the properties of the universe, such as test gravity theories on large scales, to explore the dark sector and the origin of the accelerated expansion of the universe as well as a probe to constrain alternative cosmological models.

In the context of models based on modified gravity and massive neutrino cosmologies, we investigated the spatial properties of the large-scale structure by exploiting the DUSTGRAIN-pathfinder simulations that follow, simultaneously, the effects of $f(R)$ gravity and massive neutrinos. These are two of the most interesting scenarios that have been recently explored to account for possible observational deviations from the standard $\Lambda$CDM model. In particular, we studied whether redshift-space distortions in the 2PCF multipole moments can be effective, breaking the cosmic degeneracy between these two effects. We analysed the redshift-space distortions in the clustering of dark matter haloes at different redshifts, focusing on the monopole and quadrupole moments of the two-point correlation function, both in real and redshift space. The deviations with respect to $\Lambda$CDM model have been quantified in terms of the linear growth rate parameter. We found that multipole moments of the 2PCF from redshift-space distortions provide a useful probe to discriminate between $\Lambda$CDM and modified gravity models, especially at high redshifts ($z \gtrsim 1$), even in the presence of massive neutrinos. The linear...
growth rate constraints that we obtain from all the analysed $f(R) + m_\nu$ mock catalogues are statistically distinguishable from $\Lambda$CDM predictions at high redshifts.
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In the field of plasma physics, plasmas (including charged fine particles) have been actively studied for more than 40 years, and special features of wave phenomena, self-organizations of the particles, potential formations, fluid-like motions of the particles, generations of fine particles in the plasmas, etc. have been investigated. Here, these plasmas are called “fine particle plasmas”, which are also called “dusty plasmas” and “complex plasmas”. This book intends to provide the reader with the recent progress of studies of fine particle plasmas from the viewpoints of wide and interdisciplinary directions, such as self-organized fine particles, Coulomb crystal formation, behaviors of fine particles, their stability, and syntheses of nano-sized particles in reactive plasmas. Further, the phenomena of dense grain particles and the effects of massive neutrinos in galaxy clustering are included.