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Preface

The book is divided into three parts and twelve chapters. Section One addresses 
automation and control in welding. Chapter 1 presents a bibliographical review of 
the scientific literature related to qualitative and quantitative indexes to evaluate 
the stability of the Gas Metal Arc Welding (GMAW) process. It also examines the 
factors that affect stability and stability indexes. Chapter 2 introduces the reader to 
how data mining processes, machine learning, deep learning, and reinforcement 
learning techniques have had good results in the analysis and control of systems 
as complex as the welding process. Chapter 3 shows how different sensing, 
modelling, estimation, and control techniques are used to overcome the challenge 
of welding bead geometry on-line control. Chapter 4 discusses selected sensing 
techniques and estimation algorithms used on-line for monitoring and collecting 
values on the welding parameter process. Special attention is given to sensor 
fusion techniques. Some real applications and innovative research results are also 
discussed.

Section Two illustrates some modern welding processes. Chapter 5 looks at the results 
of metallographic and micro X-ray spectral analysis investigations of dissimilar 
brazed joints of molybdenum–stainless steel and shows the features of formation 
of brazed seams at the application of brazing filler metals of a Cu-Mn-Ni(Me) 
system. Chapter 6 lists some examples of errors that can occur in soldering, as well 
as describes selected defects such as non-wettability of the solder pads, dewetting, 
wrong solder mask design, warpage, head-in-pillow, cracks in the joints, pad 
cratering, black pad, solder beading, tombstoning, dendrites, voids, flux spattering 
from the solder paste, popcorning, and whiskers. Chapter 7 presents the technology 
for obtaining ultra-hard layers based on tungsten carbide (WC) and titanium 
carbide (TiC) by the arc spraying process, using a classic spray device equipped 
with a conical nozzle system and tubular wire additional material containing  
ultra-hard compounds (WC, TiC).

Section Three addresses some important thermal-mechanical treatments related 
to welding quality. Chapter 8 describes how to creep strength at high temperature 
could be improved by a microstructural optimization through nano-precipitation, 
guided by computational thermodynamics and thermomechanical control process 
optimization. Chapter 9 presents a heat treatment route as an important route 
for the development of high-strength alloy steel. Many heat treatment processes 
are applied depending on alloy compositions and desired mechanical properties. 
Chapter 10 categorizes heat treatment of metastable beta titanium alloys into two 
steps: solution treatment in beta or alpha+beta phase field and ageing at appropriate 
lower temperatures. The chapter pays special attention to heat treatment of beta 
titanium alloys for biomedical applications because of the growing interest in this 
class of alloys. Chapter 11 examines the important role that grain boundary design 
plays in achieving required end mechanical properties in the final product form: 
hot rolled or cold rolled coil. Grain refinement in steel design is a particularly 
attractive strengthening mechanism, as it benefits both fracture toughness and 
mechanical behaviour at lower temperatures, particularly in the case of high 
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strength and line pipe steels. Chapter 12 presents a contextualized approach to 
destructive and non-destructive techniques used to measure residual stresses (RS) 
generated by arc welding. It also discusses the influence of distortion and stress on 
welded structures and presents possible control techniques.
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Chapter 1

Stability on the GMAW Process
Elina Mylen Montero Puñales
and Sadek Crisóstomo Absi Alfaro

Abstract

The gas metal arc welding (GMAW) process is highly used in industrial
production; therefore great efforts are made to select the appropriate procedure to
ensure the highest quality. An area of study directly correlated to the quality of
GMAW and widely studied is the control of process stability. The objective of this
chapter is to present a bibliographical review of the scientific literature related to
qualitative and quantitative indexes to evaluate the stability of the GMAW process.
The documents present a compilation of the factors that affect stability, stability
indexes, and, finally, a synthesis of the study. With a review of the literature, it was
concluded that the highest percentage of investigation was aimed at the study of
metal transfer stability, specifically with the short-circuit transfer mode. It is also
evident that the main processing techniques to develop the indexes were the math-
ematical formulation; the statistical analysis; image processing; and monitoring of
acoustic signals. In this text, the discussion surrounds the papers, the thesis, and
other documents found on the theme.

Keywords: welding, GMAW, quality index, GMAW, process stability

1. Introduction

GMAW as a welding process presents a high degree of production, reliability,
and automation capacity. With the appropriate parameter configuration, it allows
welding in almost all positions and with almost all existing metal alloys. One pecu-
liarity of the GMAW process is that, depending on the intensity of the current and
voltage, different types of metal transfer can be observed. The metal transfer mode
characterizes the way molten metal is deposited. The three main modes of metal
transfer are short circuit, globular, and spray. The most relevant parameters
involved in the process can be mentioned: amperage, voltage, welding speed, and
stick out. Another peculiarity is that the process can be defined as chaotic; involves
the interaction of several nonlinear welding variables; and presents a stochastic
behavior. Therefore, great efforts are made to select the appropriate procedure to
ensure the highest quality.

Quality can be defined as the union of a client’s requirements with respect to a
product. In the particular case of welding, the main objective is to get a weld bead as
close as possible to the requirements. The welding quality can be monitored in two
moments: online while the process is running and offline after the welding bead is
obtained.

The offline evaluation considered geometric factors such as proper penetration,
reinforcement, and the length of the pieces. Destructive tests can be carried out and
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consist of taking samples of weldments to evaluate the metallic continuity,
mechanical strength, and other determining factors for the correct performance in
service. Sometimes these tests lead to the destruction of the body tested. On the
other hand, Wu et al. [1] affirm that online quality control allows the saving of
financial resources through the reduction of defects in the production line. For this
purpose, sensors for visual imaging, sound acquisition, infrared cameras, and ultra-
sonic sensing methods have been implemented.

One concept that is strongly correlated to the online quality is the control of the
process stability. According to Ponomarev [2], the stability of the GMAW process is
evaluated online by three factors: metallic transfer regularity, arc stability, and the
operational behavior of the welding process. Meneses [3] also ensures that the
higher the transfer stability, the higher the penetration and the lesser the amount
of spatter.

The objective of this work is to present a bibliographical review of the scientific
literature related to weld quality evaluation, focused mainly on those studies that
present qualitative and quantitative indexes to evaluate the stability of the GMAW
process. The chapter is structured as follows: Section 2 discusses Stability Control in
the GMAW process; Section 2.1 discusses GMAW process operation; Section 2.2
discusses factors that affect stability; Section 2.3 presents a Summary of Stability
index; and finally, Section 3 reveals a synthesis of the study and future research
directions.

2. Stability control in the GMAW process

2.1 GMAW process operation

GMAW process is characterized by producing an arc between a consumable
electrode that is constantly fed, a protective gas, and the piece to be welded, as
represented in Figure 1.

Conductor tube: It is a welding torch component device and fulfills the function
of guiding the gas flow in the welding process.

Figure 1.
Basic diagram of the MIG/MAG process (modified from [4]).
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Contact tip: It is a torch device that has the function of guiding and supplying
voltage to the wire.

Electrode: It is the consumable copper-coated steel electrode that melts with the
electric arc and transfers to the melting pool.

Workpiece: composed of the metal bodies to be joined by the weld.
CTWD (contact tip to work distance): It is often confused with the distance

between the contact tip and the work piece, which coincides when the nozzle front
cut is also the same as the contact tip front cut.

Stick out: It is the length of free wire after it has passed through the contact tip.
The gas composition aims to stabilize the arc and protect the welding material

from atmospheric gases such as nitrogen and oxygen, which can cause fusion
defects, porosity, and weld metal embrittlement if they come in contact with the
electrode, the arc, or the welding metal. Depending whether the gas is inert (Ar or
He) or active (CO2, or mixtures including N2 or O2), it can sbe classified as metal
active gas (MAG) or metal inert gas (MIG).

The weld bead geometry depends directly to the parameters that govern the
process. Figure 2 outlines these geometric parameters in the cross section of a weld
bead. The most important parameters affecting penetration and geometry in the
GMAW process are welding current, arc voltage, torch travel speed or welding
speed, stick out, torch tilt, and the diameter of the electrode.

According to [6] the process parameters of GMAW can be divided into five basic
groups (as shown in Figure 3):

• Fixed, that cannot be modified by the operator and it is defined in the process
design.

• Adjustable online, that can be modified during the process.

• Adjustable offline, that can be modified only before starting the process.

• Quantifiable online, that is measurable during the process.

• Quantifiable offline, that is measurable only after the process ended.

Figure 2.
Weld bead geometric characteristics [5].
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2.2 Factors that affect the stability

The operational behavior has a big influence on stability. If the gas is not sup-
plied accurately, the arc may not initialize, there would be no stable or continuous
plasma ionization, and the protective effect will be affected; nitrogen, oxygen, and
water vapor enter the welding region and directly contact with the arc and melting
metals, reducing the arc stability and forming a variety of welding defects. In the
same way presence of grease, paint, dust, humidity, and extreme temperature
produce a variation on the welding voltage.

But arc stability is directly influenced by the parameters of the process. It is
possible to mention that a relationship exists between the arc length and process
stability. Increasing the length of the arc (due to the increase of the contact nozzle

Figure 3.
Classifications of GMAW parameters [6].
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to work the piece length) will lead to a destabilization of the process, producing
variations in the intensity of the welding current and the arc voltage. At the same
time, when the voltage is too small, the arc length is short, so the droplet does not
fully grow and then contacts with the molten pool.

The parameter’s wire feed speed also has an influence. By increasing the feed
rate of the wire, the diameter of the drop decreases; very high or lower values
coincide with the most unstable conditions. But the degree of this influence depends
on the shielding gas used and the welding voltage.

Furthermore, the variation of the current affects the metallic transfer regularity,
and furthermore the transfer regularity reflects the stability of the process. Then it
can be said that these factors are going to be influenced by the dynamic behavior of
the GMAW welding process, particularly by the physical variations during the
different transfer modes. Consequently, to understand how these factors influenced
the stability, it is necessary to delve into the characteristics of the metal transfer.

The metal transfer has a direct influence on the stability of the arc and final
geometry of the weld bead. The metal transfer is controlled by several parameters
such as current, voltage, electrode diameter, and shielding gas composition. It
directly influences the way that metal droplets are transferred; the uniformity and
the volume of the drop; and variations in arc length.

The three first transfer modes are short circuit, globular spray, and pulsed
GMAW. In addition to these modes of transfer, there are others classified as free-
flight transfer modes which happen when the arc voltage is high and includes
repelled globular, projected spray, streaming spray, and rotating spray. The present
study focuses on the three first natural modes of transference.

Spray transfer is characterized by small, uniform drops with diameters close to
the size of the electrode. This transfer is obtained with high intensities and high
voltages; its current intensities are from 150 to 500 A and its voltages from 24 to 40
ⱱ. Inert shielding gas favors this type of transfer. The process is presented with high
arc stability, with high currents and deep penetration in the workpiece, and a high
frequency of detachment. It allows high penetration to be achieved. Voltage and
welding current oscillograms do not differ significantly, as shown in Figure 4.

In the globular transfer, the drop grows until exceeding the size of the electrode,
and the detachment occurs by the action of the gravitational force. Typical param-
eters in globular transfer are voltage 20–36 ⱱ, current intensity 70–255 A. It has been
unwanted in the industry for its instability and high grade of spatter. During this
transfer mode, the output currents are kept oscillating depending on the detach-
ment of the drop, as shown in Figure 5.

Pulsed transfer is considered a particular case of spray transfer but is character-
ized by great stability that is achieved by controlling the process variables, in

Figure 4.
Waveform factors spray transfer mode [7].
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particular the current. The welding equipment generates two levels of current. In
the first, the base current (Ib) is kept low so that there is no transfer, but only the
onset of wire fusion; in the second, the peak current (Ip) is higher than the globular
transition current causing the transfer, under optimal operating conditions, of a
single drop. Typical parameters in pulsed transfer are voltage 20–30 ⱱ and current
intensity 100–300 A, as shown in Figure 6.

Another parameter that influences the stability of the process is the transition
current, which changes the frequency and diameter of the transferred drops.

In case of a given current of short-circuiting transition, the droplet transfer
exists in the form of short-circuiting, and the welding is stable. When the welding
current increases, the droplet transition changes from the short-circuiting mode to
the mixed mode, so the welding process and electric signal become unstable.

On the other hand, the globular-spray transition current also presents instability;
a big number of spatters but the arc is no longer extinguished. Studies show that
with the increase of CO2 in the gas mixture, an increase of the transition current is
produced.

Finally, a peculiarity of the short-circuit transfer mode is the existence of regular
contact between the electrode and the workpiece. Typical short-circuit parameters
are voltage 16–22 ⱱ and current intensity 50–150 A. When the short circuit occurs,
the arc is extinguished establishing two characteristic phases: the arcing period and
the short-circuit period. Droplet growth occurs in the arcing period, whereas during
the contact period, the metal is transferred. Also, the voltage and current oscillate to
high and low at the same frequency of the metal transfer (Figure 7).

Figure 5.
Waveform factors of globular transfer mode [7].

Figure 6.
Waveform factors (modified from [8]).
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Furthermore, a relationship between the waveform factor of the short circuit
and the arc stability exists. Some parameters (relating to time and current) used to
quantify stability are easy to calculate from the waveform factor, as the short-circuit
time, the arcing time, the transfer period, and the short-circuit frequency. Mita
et al. [9] also affirm that the correlation between those parameters and the stability
becomes weaker with increasing current.

2.3 Summary of stability indexes

Using the abovementioned concepts, several indexes have been proposed to
infer the stability and quality of the welding process. They were calculated using
image processing techniques, acoustic monitoring, and analysis of the electrical
signals. Figure 8 shows the percentage of papers classified by transfer modes, and
it was found that the highest percentage of indexes focused on the short-circuit
transfer mode.

2.3.1 Statistical analysis to identify disturbances

Knowing that a signal behaves according to a stochastic process, it is possible to
determine a probabilistic model and apply some algorithms to process this signal.
Hence, several works have focused on the study of the electrical signals at the
moment of disturbance, using a statistical treatment.

Adolfsson and Bahrami [10] calculate the variance of weld voltage (every 1024
signals). The study validates the hypothesis that the instability of the process

Figure 7.
Waveform factors (modified from [9]).

Figure 8.
Papers classified by transfer modes.
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(caused by disturbances) correlates with a decrease in the variance of the weld
voltage; in a similar manner, the short-circuit transfer rate decreased; conversely,
no decrease occurs in the estimated variance of the weld current. The results
obtained were used in the development of an online fault detection algorithm. This
work shows a promising stability index but is only oriented to short-circuit transfer
mode and was not extended to other transference modes. Note that the moments of
disturbance were caused by making cuts in the workpiece and not varying input
variables of the process such as wire feed speed, welding speed, and contact tip to
work distance (CTWD), which also influences the stability.

Luksa [11] calculates the mean value of short circuit; the variance of welding
current; the time of arc burning; and the short-circuit frequency values (every 2200
signals samples). He identifies two types of disturbances those caused by external
factors such as grease and paint that affect the gas shield of the welding arc and a
second group caused by variations in the wire extension. As was mentioned in the
previous work, the author indicates that the variance of weld voltage decreased in
the disturbance moment. But he also affirms that the short-circuit rates increase and
optimal process stability can also occur during step disturbance, which contradicts
the results found by [10]. An interesting contribution of this work is the study of
the correct data window size since very large or small data window size can lead to
erroneous stability results.

Finally, Wu et al. [12] used statistical process control (SPC), creating a sequen-
tial chart of the welding voltage and current (every 2000 signals). Coinciding with
the index previously presented, a decrease in the estimated variance of the welding
voltage occurs during the disturbance step. They also understand as a result an
increase in the kurtosis for both the welding voltage and current. The results were
generalized for the three main transferences modes and used in the construction
of an SPC.

2.3.2 Arc stability

In 1988, the authors Mita et al. [9] enunciated the correlation between the
stability of the arc and standard deviation of the arcing time; the standard deviation
of short current; and the average value of short-circuit frequency. They used linear
regression to prove this correlation and to create a new stability index. They showed
that short-circuit frequency is influenced by several welding parameters mainly the
wire feed rate and the arc voltage. Also, affirm that the stability of the process
grows when the standard deviation of the short-circuit frequency decreases. How-
ever, the proposed index was tested in all current ranges, and the authors conclude
that god arc stability can be obtained in all transfer modes.

Hermans and Ouden [13] propose a criterion for arc stability (Eq. 1, Table 1),
based on the short-circuit frequency using the relationship between the arc time
and the short-circuit time. To do this, they analyzed the behavior of the weld pool
taking images with a high-speed camera. The authors concluded that the moment in
which the oscillation frequency of the welding pool and the short-circuit frequency
are synchronized, the greatest stability is reached.

Ogunbiyi and Norris [14] perform a summary of several criteria presented by
other authors and propose three indexes to calculate the stability of the metal
transfer. These indexes are Transfer index (Eq. 2, Table 1), transfer stability index
(Eq. 3, Table 1) and dip consistency index (Eq. 4, Table 1), which are based on the
correlation between metal transfer modes, arc stability and current waveform. The
study confronts the three main modes of metal transfer, an advantage in relation to
other studies. They calculate the indexes based on the relationship between mini-
mum, mean, and maximum welding current. The indexes and the mathematical
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formulation are presented in Table 1. They also use the voltage waveform to predict
the mode of metal transfer because more variations are observed in the voltage
moving from spray to short-circuit transfer. They perform a generalization and
propose a new index power ratio (PR) (Eq. 5, Table 1), used for identification of
the metal transfer mode and arc stability. Finally, an online monitoring system was
created capable of predicting the status of the process.

Simpson [15] presents a stability index using an image processing method
known as signature images. This index is calculated successively from the compar-
ison of two images of dimensional histograms of the voltage and current data,
allowing the detection of faults for the three main modes of metal transfer.
Although it is a method of image processing which does not require high-speed
cameras, instead, it is necessary for a good data acquisition system to work in real-
time. Therefore, it can be considered as a cheap and feasible method to implement
in the industry.

Finally, the group Laprosolda of the Federal University of Uberlândia, Brazil
[12, 13, 16, 17], in a similar approximation, based on numerical and statistical
techniques, propose two indexes for the short-circuit transfer mode: the regularity
index (IVcc) (Eq. 6, Table 1) criteria for quantifying the short-circuit transfer
stability in the MIG/MAG welding process, taking into account the constancy of the
short-circuit and open-arc times, and cutting frequency index (ΔFcc) (Eq. 7,
Table 1) criteria to determinate the voltage regulation range that guarantees greater
stability of metal transfer in GMAW short circuit. Using the parameters wire-elec-
trode diameter, wire feed rate and drop diameter as a function of the wire diameter,
they address metal transfer behavior (especially regarding the correlation between
the stability of transfer mode and the welding defects). The use of these indices
allowed the authors to test the correlation between the inductance; the regularity of
the metallic transfer; and the influence of the variation in the contact tip to work
distance (CTWD), with three different types of gases. In addition, the proposed
indices have been widely used in other studies; some of them are discussed below.

Table 1.
Summary of arc stability indexes.
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Souza [18] presents a work related to mapping the droplet transfer modes to
help welders in the choice of the best welding setting parameters needed. The maps
were proposed for spray and short-circuit transfer modes. They used the IVcc and
ΔFcc parameters to allow focusing voltage range and to obtain transfer regions with
proper operating characteristics for the short-circuit mode. The study demonstrates
that the index has the characteristic of decreasing and then again increasing its
value with increasing welding voltage. As smaller index values indicate better
stability, it appears that the process has poor stability at very low and very high
voltages.

Meneses [3] presents an implementation of a model that represents the GMAW
process in orbital welding. She also developed a study of the metal transfer control,
with the objective of achieving a high level of quality of welded joint in different
conditions. The mentioned indices were used to make evaluating the hypothesis
possible so that more short circuits had greater stability in the process. That allows
users to choose a correct parameter setting depending on their needs, in order to
obtain a stable transfer with appropriate welding conditions.

Costa [19] performed the validation of the stability on the welding process for
the short-circuit transfer mode. The regularity index (IVcc) and cutting frequency
(Fcc) index were used, and this was able to identify the tension levels that result in
greater transfer regularity, lower level of spatter, higher deposition efficiency, and
better surface quality of the weld bead. In the next step, they used the deposition
performance and allowed to estimate the amount of material lost by slag and fumes,
along with the amount of generated spatter. It was also able to evaluate the effects
of the feed rate and the influence of the type of protection gas on the behavior of
short circuits. Finally, he developed a thermal efficiency analysis where he con-
cludes that there is no relationship between the values of thermal efficiency and the
regularity of transfer.

In conclusion, those indices are powerful tools to determinate the stability in the
GMAW process and can be monitored in real time. The short-circuit frequency is
one of the most suitable parameters to determine stability in the short-circuit
transference mode, either by correlating it with the oscillation frequency of the
weld pool or by calculating its standard deviation. The so-called Vilarinho index
developed by the group Laprosolda has been widely adopted in Brazil, and it is the
index of stability for short-circuit transfer of which the largest number of references
was found.

2.3.3 Analysis of current and voltages waveforms

The analysis of current and voltage waveforms is used in the same way as an
indicator of stability. Power spectral density and time-frequency analysis methods
were used and allowed the decomposition in time and frequency of the waveforms.

Adolfsson and Bahrami [10] used spectral domain analysis of measurement data
to detect differences in the power spectral densities of the weld voltage and current
in disturbance moments. It made the creation of an algorithm that detects changes
in the frequencies and that enables the detection of faults possible. They also affirm
that a decrease in the variance was reflected in a decrease in the area in the power
spectral density. This work was discussed previously in Section 2.3.1.

Also, Huang et al. [20] used time-frequency entropy techniques to estimate the
stability of short-circuiting gas metal arc welding, demonstrating that when the
welding is more stable, the time-frequency entropy increases. To obtain the results,
the authors made variations in the input variables such as current, voltage, and
welding speed, demonstrating that it is possible to use this technique to define the
parameters that provide more stability. Finally, the results can be used to perform
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the process classification in a stable and non-stable arc. It would be interesting in
future works to get an integration of these techniques with supervised machine
learning algorithms to perform stability classification.

Chu et al. [21] perform an analysis of power spectral density of the current and
voltage signals also for processes with short-circuit transfer mode using Fourier
transformation to do that. To determine if the testing processes were stable, a
correlation was made between the weld bead geometry and the voltage and current
values. They affirm that the welding process with a unique frequency corresponds
to uniform welds and good weld surface quality, enabling the detection of stable
ranges and areas with defects.

Cayo and Alfaro [22] make a comparison between time domain and frequency
domain to define which is most appropriate to calculate the stability of the
S-GMAWwelding process. Applying the two methods to the welding arc sound, the
time domain was found to be the most appropriate technique. They also demon-
strate that the acoustical ignitions frequency and short-circuit frequency decrease in
regions of instability. The results obtained can be used for the development of an
online system to identify regions of disturbances.

Macías et al. [23] use image processing to analyze the image generated by the
time-frequency diagram obtained from acoustic monitoring. Proving that the mini-
mum standard deviation of the metal transfer weld indicates that the process is
stable, as previously mentioned. The authors did not implement online monitoring
but highlight the existing flexibility in terms of image processing and online signal
processing. It should be noted that in future works, the authors integrate their results
into a neural network with artificial intelligence to predict stability in the process.

Then, it can be concluded that power spectral density is a powerful method for the
quantification of stability and allows to identify faults in the process through the
detection of changes in the waveform frequency. Then, it can be concluded that power
spectral density is a powerful method for the quantification of stability and allows to
identify faults in the process through the detection of changes in the waveform fre-
quency, being possible to correlate with the quality of the geometry of the weld bead.

The current and voltage signals have also been used to create cyclograms that
show the welding voltage as a function of welding current to obtain a process
stability indicator. Cyclograms are a novel method for stability analysis in the
welding process. They constitute a visual representation by graphs of the voltage
values as a function of the current (Figure 9). It has been widely used as a stability
indicator for the short-circuit transfer mode.

Figure 9.
Representation of the cyclograms (modified from [24]).
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spectral density. This work was discussed previously in Section 2.3.1.

Also, Huang et al. [20] used time-frequency entropy techniques to estimate the
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the authors made variations in the input variables such as current, voltage, and
welding speed, demonstrating that it is possible to use this technique to define the
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the process classification in a stable and non-stable arc. It would be interesting in
future works to get an integration of these techniques with supervised machine
learning algorithms to perform stability classification.

Chu et al. [21] perform an analysis of power spectral density of the current and
voltage signals also for processes with short-circuit transfer mode using Fourier
transformation to do that. To determine if the testing processes were stable, a
correlation was made between the weld bead geometry and the voltage and current
values. They affirm that the welding process with a unique frequency corresponds
to uniform welds and good weld surface quality, enabling the detection of stable
ranges and areas with defects.

Cayo and Alfaro [22] make a comparison between time domain and frequency
domain to define which is most appropriate to calculate the stability of the
S-GMAWwelding process. Applying the two methods to the welding arc sound, the
time domain was found to be the most appropriate technique. They also demon-
strate that the acoustical ignitions frequency and short-circuit frequency decrease in
regions of instability. The results obtained can be used for the development of an
online system to identify regions of disturbances.

Macías et al. [23] use image processing to analyze the image generated by the
time-frequency diagram obtained from acoustic monitoring. Proving that the mini-
mum standard deviation of the metal transfer weld indicates that the process is
stable, as previously mentioned. The authors did not implement online monitoring
but highlight the existing flexibility in terms of image processing and online signal
processing. It should be noted that in future works, the authors integrate their results
into a neural network with artificial intelligence to predict stability in the process.

Then, it can be concluded that power spectral density is a powerful method for the
quantification of stability and allows to identify faults in the process through the
detection of changes in the waveform frequency. Then, it can be concluded that power
spectral density is a powerful method for the quantification of stability and allows to
identify faults in the process through the detection of changes in the waveform fre-
quency, being possible to correlate with the quality of the geometry of the weld bead.

The current and voltage signals have also been used to create cyclograms that
show the welding voltage as a function of welding current to obtain a process
stability indicator. Cyclograms are a novel method for stability analysis in the
welding process. They constitute a visual representation by graphs of the voltage
values as a function of the current (Figure 9). It has been widely used as a stability
indicator for the short-circuit transfer mode.

Figure 9.
Representation of the cyclograms (modified from [24]).
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According to Moinuddin and Sharma [24], using the cyclograms it is possible to
represent characteristics of droplet detachment and arc burning stage. The authors
also carried out an analysis of probability density distribution of arc voltage, weld
bead, and microstructure analysis for various welding conditions, allowing to
extend the stability study to spray transfer mode. The study showed that there is a
strong correlation between the microstructure and the stability of the arc. Besides,
the different types of electrodes and their electrical conductivity capacity also has
influence on the resulting microstructure in a welded bead. A stable arc produces
greater penetration and improves melting efficiency. The authors mention that the
study can be expanded taking into account other parameters such as electrode type,
electrode extension, shield protection gas, welding speed, and other current modes
such as pulsed.

Cayo [25] uses the cyclograms to detect defects in the weld reflected in the arc
and current–voltage signals. The cyclograms allowed to identify three types of
disturbances, a variation of the stand of, presence of grease and absence of protec-
tion gas. Each type of defect showed changes in the cyclograms, allowing to analyze
the changes in voltage and current. One of the advantages of the cyclograms is that
it provides a visual result that allows a quick analysis of the values obtained in the
process. Again a powerful stability indicator is shown, but it has been oriented only
to the analysis of the short-circuit transfer mode.

Suban [26] uses this index to determine a more stable short-circuit material
transfer. As a result, open arc, short-circuit, and spray transfer moments are iden-
tified depending on the type of gas used. In addition, the author performs an
analysis of the probability distribution of voltage and current using Fourier analysis.
Among the conclusions, the authors emphasize that with pure CO2, more stability is
achieved. This method is simple and can be implemented in real time.

2.3.4 Control of droplet size

The control of droplet size ensures transfer stability. For measuring this variable,
image processing, laser shadowing, and sound processing techniques are generally
used. The appropriate control ensures proper transfer mode; increases the quality of
welding, and decreases the number of defects. Large drops do not represent a
suitable condition.

The transfer of the drop is dependent on welding current and arc voltage wave-
forms influenced by gravity force, electromagnetic force, plasma drag force, and
surface tension. Suban [26] ensures that to maximize stability, the time between the
transfers of two subsequent drops should always be the same.

Mousavi and Kulkarni [27, 28] demonstrate that a relationship between droplet
detachment and statistical parameters of current exists, assuring that lesser stan-
dard deviation and coefficient to variation was considered to be of uniform droplet
detachment and arc length uniformity.

Soderstrom and Mendez [29] use high-speed laser shadowgraphs and fast
Fourier transform (FFT) of the voltage signal for droplet diameter and detachment
frequency measurement. It has been found that a relationship between average
droplet diameter and current for the different diameter electrodes exists. In addi-
tion, it states that the increase in CO2 above normal standards causes an erratic
detachment.

Then it can be concluded that there is a correlation between the waveform of the
current and the detachment of the drop. A lower coefficient of variation in the
mean of the welding current represents uniformity in the detachment frequency.
Additionally, for variable transfer time, the welding arc tends to be unstable and the
current signals exhibit irregular behavior. In the case of short-circuit transfer mode,
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it is recommended to detach one dropper short. Equally Pal et al. [30] affirm that in
the pulsed welding processes, the detachment of the drop should occur during the
pulses and the diameter of the drop should be similar to the diameter of the
electrode. Finally, adequate control and study of the metallic transfer allow
guaranteeing the quality in the geometry of the welded bead.

2.3.5 Spattering index

The amount of spatters generated during the welding process has been another
indicator widely used; the spatters are a product of instability in the arc and should
be minimized. The largest amount of study is developed in the short-circuit area.
The moment when the short circuit occurs and the arc is reset is when the largest
number of spatters is produced. Also, if the mean of the short-circuit time is
irregular, more spatters will be generated.

Silva et al. [31] propose a criterion for the spattering index correlating spattering
rate (S—Eq. 1, Table 2) and the deposition rate (D—Eq. 2, Table 1). The purpose
was to demonstrate that the correct control of these indicators allows to choose
appropriate parameters for any specific welding application.

On the other hand, Kang and Rhee [32] develop statistical regression models to
predict the amount of spatter in the short-circuit transfer for GMAW. It is shown,
in the same way, that voltage and welding current waveforms can be satisfactorily
used to predict the presence of spatters. Kang et al. [33] in a similar work use four
different linear and nonlinear regression models composed of the waveform factors
to develop the spatter prediction model. Proving that the amount of spatter depends
on the number of arc extinctions, arc extinctions occur when the welding voltage is

Table 2.
Summary of transfer stability indexes.
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below the optimum. In another study, models were developed for evaluating the
spatter rate based on the conventional feed-forward multilayer perceptrons with
the error back-propagation as the learning algorithm to estimated spatter rate.

Lastly, Fernandes et al. [34] propose a spatter index (Eq. 7, Table 2) relating in a
mathematical equation of the weight of the spatter collected in the box and weight
of the weld bead. Using the calculated value of the spatter index, they propose a
new index of stability (Eq. 8, Table 1) that enhances the electrical stability of the
process and the weight of spatter generated during welding. The proposed method
is efficient as soon as the collection of spatters is carried out correctly. It is suitable
for a laboratory environment but can hardly be implemented in the industry since it
depends on the collection device. However, the results obtained can be generalized
in an automatic learning model and implemented for the control of spatters.

2.3.6 Acoustic monitoring

According to Grad et al. [35], the acoustic signal contains information about the
transfer mode and the behavior of the arc. It is also possible to identify changes in
arc dimensions and geometry; changes in arc intensity; and metal transfer and
oscillations of the molten pool.

Even according to Mota et al. [36], it is possible to observe that the sound signal
accompanies the electrical signal, specifically the voltage, in relation to the
moments of extinction and ignition of the arc. It is easy to see in Figure 10 the
sound pulses from the moments of the abrupt change in the voltage of the electric
arc, and the time intervals between them follow the same pattern observed in the
electric signal.

Grum et al. [37] use the sound signal and the light signal to detect even the
smallest deviations of arc behavior, as well as large deviations due to the material
transfer mode and excessive/inadequate weld penetration. They propose a mathe-
matical model using sound and light values. The authors demonstrated the existence
of a correlation between light signals and the energy provided to the system. With
the monitoring of sound, it was possible to identify oscillations in the arc that
indicated instability. The model was developed for the short-circuit transfer mode
but was generalized for the spray transfer mode.

Cayo and Alfaro [38] use the sound to define the difference between the transfer
modes on the GMAW process. They use sound pressure and current signals to
identify changes in the transfer mode and identify defects. In the case of the spray

Figure 10.
Comparison between sound and current signals (modified from [36]).
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transfer mode, the drops are small and practically imperceptible during the acoustic
analysis. Already in the case of the short circuit, it is possible to monitor the
occurrence of each short and the reignition of the arc.

Roca et al. [39] also applied acoustic monitoring, and the results obtained were
used for the training of a neural network. To perform the analysis, they obtain the
standard deviations of the peak amplitudes of the sound at the moment in which the
short circuit is made, and they use as stability indicator. In Eq. 12, Table 1 shows the
stability index previously established. The combination of statistical technique,
acoustic monitoring, and artificial intelligence allowed to use online monitoring,
considering it an efficient and non-destructive technique.

It can be summarized that the electrical and acoustic signals are correlated
mainly in the short-circuit transfer mode where it is possible to identify the detach-
ment of the drop and the arc reignition. In addition, it is possible through sound
monitoring to identify the transference modes. It is a method that is not expensive
and that is feasible to implement in the industry. The combination of this method
with machine learning techniques that allow prediction and classification is open for
future works.

3. Synthesis of the study and future research directions

To synthesize the study, an analysis of the documentation was obtained, the
metadata of the document collection was exported in Information Systems Research
(RIS) format, and a bibliometric analysis was performed using the VOSViewer
software. A graph with groups of the main authors and their relationship of co-
authorship (taking five as a frequency of occurrence of the author’s surname) is
presented in Figure 11. It is possible to identify as the largest cluster the Chinese
authors, followed by smaller groups of Brazilian and Indian authors, highlighting
that there is little cooperation between those groups.

Figure 12 shows the most used terms in the area that can be defined as
keywords.

Figure 11.
Authors and their relationship of co-authorship (two as a frequency of occurrence of the author’s surname).
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transfer mode, the drops are small and practically imperceptible during the acoustic
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occurrence of each short and the reignition of the arc.

Roca et al. [39] also applied acoustic monitoring, and the results obtained were
used for the training of a neural network. To perform the analysis, they obtain the
standard deviations of the peak amplitudes of the sound at the moment in which the
short circuit is made, and they use as stability indicator. In Eq. 12, Table 1 shows the
stability index previously established. The combination of statistical technique,
acoustic monitoring, and artificial intelligence allowed to use online monitoring,
considering it an efficient and non-destructive technique.

It can be summarized that the electrical and acoustic signals are correlated
mainly in the short-circuit transfer mode where it is possible to identify the detach-
ment of the drop and the arc reignition. In addition, it is possible through sound
monitoring to identify the transference modes. It is a method that is not expensive
and that is feasible to implement in the industry. The combination of this method
with machine learning techniques that allow prediction and classification is open for
future works.
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Figures 13 and 14 show a summary of the signals and methods used to measure
or estimate the indexes. Consequently, the current and voltage signals are widely
used, as well as the camera in the image processing and the microphone for the
analysis of acoustic signals.

Figure 15 summarizes the parameters and variables used in the studies showing
that among the most influential in the stability of the process, current, voltage, wire
feed speed, short-circuit time, arcing time, and short-circuit frequency can be
mentioned.

Figure 12.
Cluster of terms (two as a frequency of occurrence of the term).

Figure 13.
Sensors used to measure.

18

Welding - Modern Topics

Also, it is possible to classify the indexes into groups according to their purpose,
those that are oriented to the monitoring of the metallic transfer, and the analysis of
the stability of the arc and the process in general. Figure 16 shows the percentage by
group; Figure 17 shows the technique used to develop the indexes for those groups.
It is important to emphasize that these concepts are widely correlated.

Figure 14.
Methods used to estimate the indexes.

Figure 15.
Parameters and variables used in the studies.

Figure 16.
Percentage by group.
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Note that the highest percentage of investigation is aimed at the study of metal
transfer stability. It is also evident that the main processing techniques to develop
the indexes were the mathematical formulation and statistical methods. Although in
the case of metal transfer, image processing is widely used, mainly to define the
transfer mode and drop size.

Figure 18 shows a taxonomy that details the methods used to measure the
stability of the welding process and the techniques associated with them. The
techniques used were divided according to Weglowski [40] into traditional and
nontraditional.

Finally, to find a trend and a possible vision of the direction of future studies, the
following was analyzed:

Figure 17.
Techniques used to develop the indexes classified by groups.

Figure 18.
Classification of the main methods used for monitoring.
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3.1 Highlights of the works of the last 5 years

An analysis of the works in the field of stability in the last 5 years was made and
allowed to find the following trends. There is a considerable increase in the study
and application of works in pulsed GMAW (Figure 19). This increase is caused by
the known improvements in quality and productivity with respect to regular metal
gas arc welding (GMAW).

Another trend that could be identified is the increase in research that integrates
classical statistics techniques and novel machine learning algorithms. It is well
known that with the increase of the computing processing capacities, the data
analysis, big data, and machine learning have had a significant boom since 2009.
The welding area has not been oblivious to the use of such techniques, although it
should be noted that in the area of stability, classical statistics is more commonly
used as demonstrated in the present study.

Already in recent years, some interesting solutions have been presented.
Alizadeh and Omrani [41] integrate successfully the Taguchi method with
back-propagation neural network (BPNN) technique for controlling quality in
offline mode. Gyasi et al. [42] are employing an artificial neural network (ANN) to
predict geometric characteristics of the welded cord. Wan et al. [43] integrate
multiple linear regression analysis and back-propagation neural network to
estimate the weld quality. Yue-zhou et al. [44] use sound monitoring and develop
a classification algorithm with SVM (support vector machine). Sumesh et al. [45]
use machine learning algorithms for weld quality monitoring, acoustic signature,
and the perform classification use J48 and random forest algorithms.

In addition, there has been an increase in the use of artificial intelligence algorithms
and sensorial fusion. Two powerful techniques have enabled the monitoring and
control of welding processes in real time. Also, and as expected, we already find in the
literature novel proposals for applications of artificial intelligence and robotics.

Another area that has been highly developed in recent years and future perspec-
tives is image processing. A great number of algorithms have been created for high
performance in this subject. Thanks to these advances, the monitoring of the weld
bead in real time is now a reality.

3.2 Innovative techniques

It is known that metal transfer has a direct influence on the stability of the
process and on the final quality of the welding. Consequently, it has been widely
studied as demonstrated in the present review of the literature.

But innovative techniques continue to appear in this field with future prospects
of great interest. In this case, they were identified as laser-enhanced gas metal arc
welding (GMAW), a modification of GMAW, used to control the metallic

Figure 19.
Number of publications for years in the area of pulsed GMAW.
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Another area that has been highly developed in recent years and future perspec-
tives is image processing. A great number of algorithms have been created for high
performance in this subject. Thanks to these advances, the monitoring of the weld
bead in real time is now a reality.

3.2 Innovative techniques

It is known that metal transfer has a direct influence on the stability of the
process and on the final quality of the welding. Consequently, it has been widely
studied as demonstrated in the present review of the literature.

But innovative techniques continue to appear in this field with future prospects
of great interest. In this case, they were identified as laser-enhanced gas metal arc
welding (GMAW), a modification of GMAW, used to control the metallic

Figure 19.
Number of publications for years in the area of pulsed GMAW.
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transfer. A low power laser helps to obtain greater strength in the detachment of the
drop. It was also determined as a newly developed arc welding method and
ultrasonic-wave-assisted arc welding. This new technique uses power ultrasound
energy to radiate the arc and weld pool, modifying the speed with which the plasma
heats and cools. According to Fan et al. [46], it allows increasing the stability of the
process.

3.3 Areas where further study is required

Very correlated with the study of acoustic monitoring is the analysis of the arc
light emission. It is used to control the metallic transfer. A low power laser helps to
obtain greater strength in the detachment of the drop. Weglowski [47] demonstrate
that light emission has a linear correlation with the current. By another hand, Shao
et al. [48] affirm that the light signal indicates the arc radiation intensity and the arc
radiation is proportional to the power released which has been a relevant indicator
of the energy supplied into the weld.

To a lesser extent and with little representation in the scientific literature, there
are works related to the quantification of the emission of fumes. Yamamoto et al.
[49] conclude that a relation between heat content, fume emission rate, and molten
metal transfer mode exists; consequently the fume emission rate per unit weight of
consumed wire increases with the increase in heat content.

But Meneses et al. [50] proved that there is no correlation between the amount
of spattering generated and fume generation rate, because the regularity of the
transfer did not show influence on the morphology, size or composition of the
fumes. Then the generation of fumes is not correlated with the stability of the
process.

Finally, other techniques that can be developed are 3D computational modeling,
simulation, spectroscopy, spectral analysis, and X-ray observation system.

4. Conclusions

• The chapter shows reliable and precise methods to measure the stability in the
GMAW welding process.

• The greatest amount of effort in the area has been directed towards the study
of metallic transfer.

• The transfer mode for which most indexes have been created is the short circuit.

• The indexes have been developed through the analysis of process signals as
current, voltage, sound, and light.

• Techniques such as mathematical formulation, statistical analysis, image
processing, and monitoring of acoustic signals and light spectrum are
mentioned among the most useful.

• The methods of artificial intelligence and machine learning have been little
used leaving an interesting path to be traveled in future research.
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Chapter 2

Data Analysis and Modeling
Techniques of Welding Processes:
The State-of-the-Art
Rogfel Thompson Martinez and Sadek Crisóstomo Absi Alfaro

Abstract

Information contributes to the improvement of decision-making, process
improvement, error detection, and prevention. The new requirements of the
coming Industry 4.0 will make these new information technologies help in the
improvement and decision-making of industrial processes. In case of the welding
processes, several techniques have been used. Welding processes can be analyzed as
a stochastic system with several inputs and outputs. This allows a study with a data
analysis perspective. Data mining processes, machine learning, deep learning, and
reinforcement learning techniques have had good results in the analysis and control
of systems as complex as the welding process. The increase of information acquisi-
tion and information quality by sensors developed at present, allows a large volume
of data that benefits the analysis of these techniques. This research aims to make
a bibliographic analysis of the techniques used in the welding area, the advantages
that these new techniques can provide, and how some researchers are already using
them. The chapter is organized according to some stages of the data mining process.
This was defined with the objective of highlighting evolution and potential for each
stage for welding processes.

Keywords: data mining, deep learning, welding process, machine learning

1. Introduction

One of the most important processes of joining metals is welding process, like
the one that appears in [1]. It is used in simple structures fabrication, nuclear and
petroleum industries, as well as chemical components.

In a typical fusion welding process of metals, such as resistance welding, arc
welding, electron beam welding, laser welding, a heat source is applied locally to the
interfaces of the two metals to be joined. The interface can be metals’ surfaces,
where faces of each other are joined by a nugget (e.g., spot or resistance welding).
In arc welding, the interface will be the weld seam. However, complex physical
phenomena and processes occur due to the heating/melting and cooling/solidifying.
This may produce adverse effects on weld properties and base metal properties [2].
In order to reduce adverse effects and obtain desired results, many studies have
been developed to monitor, predict, or control welding processes. All these studies
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Chapter 2

Data Analysis and Modeling
Techniques of Welding Processes:
The State-of-the-Art
Rogfel Thompson Martinez and Sadek Crisóstomo Absi Alfaro

Abstract

Information contributes to the improvement of decision-making, process
improvement, error detection, and prevention. The new requirements of the
coming Industry 4.0 will make these new information technologies help in the
improvement and decision-making of industrial processes. In case of the welding
processes, several techniques have been used. Welding processes can be analyzed as
a stochastic system with several inputs and outputs. This allows a study with a data
analysis perspective. Data mining processes, machine learning, deep learning, and
reinforcement learning techniques have had good results in the analysis and control
of systems as complex as the welding process. The increase of information acquisi-
tion and information quality by sensors developed at present, allows a large volume
of data that benefits the analysis of these techniques. This research aims to make
a bibliographic analysis of the techniques used in the welding area, the advantages
that these new techniques can provide, and how some researchers are already using
them. The chapter is organized according to some stages of the data mining process.
This was defined with the objective of highlighting evolution and potential for each
stage for welding processes.

Keywords: data mining, deep learning, welding process, machine learning

1. Introduction

One of the most important processes of joining metals is welding process, like
the one that appears in [1]. It is used in simple structures fabrication, nuclear and
petroleum industries, as well as chemical components.

In a typical fusion welding process of metals, such as resistance welding, arc
welding, electron beam welding, laser welding, a heat source is applied locally to the
interfaces of the two metals to be joined. The interface can be metals’ surfaces,
where faces of each other are joined by a nugget (e.g., spot or resistance welding).
In arc welding, the interface will be the weld seam. However, complex physical
phenomena and processes occur due to the heating/melting and cooling/solidifying.
This may produce adverse effects on weld properties and base metal properties [2].
In order to reduce adverse effects and obtain desired results, many studies have
been developed to monitor, predict, or control welding processes. All these studies
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are based on the optimal welding parameters’ adjustment, but all of these are
adjustable.

All adjustable welding parameters, such as current or current waveform, heat
input, wire feed speed, travel speed, and arc voltage, may be used as system inputs
and be designed to assure the required outputs. For that reason and the
interrelations-parameters complexity, welding process can be analyzed like a sto-
chastic system, which has input and output parameters and several disturbances
[2]. Chen’s article [3] was related to the need to improve the information acquired
from these welding parameters and identify characteristics in order to improve and
control the welding process results. Chen defined new objectives of modern
welding manufacturing technology to show the way for better welding processes. It
exposes some problems of the intelligentized welding manufacturing technology
(IWMT), which are shown in Figure 1.

Other science areas present the potential to solve these problems. Computer
science areas have had great results with new technique applications of data analy-
sis, learning models, and intelligent control. Data analysis objective indicates
nontrivial features on a large amount of data. Due to the increase and complexity of
data, more efficient data analysis techniques have been developed. Welding process
can be analyzed with this point of view. So, the welding process analysis with new
techniques is nothing more than a continuity in the development of welding analy-
sis processes. This interdisciplinarity is one of the necessary contributions
proclaimed by the so-called Industry 4.0, like the one shown in [4–6].

The fourth industrial revolution refers to the next manufacturing generation,
where automation technology will be improved by self-optimization and intelligent
feedback [7]. For this reason, the application of the most recent data analysis
techniques and processes can contribute to a better control and monitoring of
welding processes. These techniques can be joined in machine learning techniques
[8–12], data mining process [13–17], and control process [18–20]. The interrelation
of these areas and their origins are presented in Figure 2. Machine learning is a
growing area in computer science, with far-reaching applications, for data analysis
[21]. Machine learning uses computer theory and statistics for building mathemat-
ical models with the goal of making inference from a sample [22]. One branch in
machine learning with fast growing is deep learning. These methods are an essential
part of the research on speech recognition in the state of the art [23], image
recognition [24–26], object detection [27, 28], videos [29, 30], and sound [31, 32]
analysis. Interesting patterns come out from such a machine learning techniques.
One important process is data mining. Data mining puts strong emphasis on differ-
ent aspects, like efficiency, effectiveness, and validity of process [33]. Data mining

Figure 1.
Some technical problems in IWMT [3].
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processes define several stages and methodologies to achieve these objectives, as
exposed by Marbán in [34]. An important objective of data analysis is to reveal and
indicate diverse, nontrivial features in data. For this reason, welding process can be
analyzed with this point of view.

A search conducted in the Web of Science from 2011 to October 3, 2018, shows
the growing trend of these new data analysis techniques and processes in welding
process researches Figure 3, but when comparing with the investigations on models
welding process, growth is almost imperceptible, as appearing in Figure 4.

Figure 2.
Origin diagram of the new data analysis techniques.

Figure 3.
Cited per year on welding (Web of Science [35]).
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These demonstrate the need for this review to show these techniques, the
advantages in their applications, and the increasing trend of their utilization. This
review can be resumed in following stages:

1.Welding process—understanding of welding processes being analyzed.

2.Sensors—analysis of some principal sensors in welding process.

3.Data processing—analysis of technique to transform sensors information to
welding process dataset.

4.Modeling welding process—analysis of some modeling techniques in welding
process.

5. Intelligent control of welding process—analysis of some intelligent control
techniques in welding process.

These stages has a close relationship with data mining processes as a sample [34].

2. Welding process

American Welding Society (AWS) definition for a welding process is:

“a materials joining process which produces coalescence of materials by heating
them to suitable temperatures with or without the application of pressure or by the
application of pressure alone and with or without the use of filler material” [36].

AWS defines groups of welding techniques depending on the energy transfer
mode. The processes analyzed in this chapter are grouped as shown in Table 1.

These groups present different parameters and characteristics that were
analyzed in the articles presented in this chapter.

Figure 4.
Cited per year on welding (Web of Science [35]).
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2.1 Arc welding

The group arc welding is characterized with electric arc. The electric arc is the
heat source most commonly used in fusion welding of metallic materials. The
welding arc comprises a relatively small region of space characterized by high
temperatures (similar to or even higher than the sun’s surface), strong generation
of light and ultraviolet radiation, intense flow of matter, and large gradients of
physical properties. It has an adequate concentration of energy for localized base
metal fusion, ease of control, low relative cost of equipment, and an acceptable level
of health risks to its operators. The study of the arc is of special interest in areas such
as astrophysics and the electrical and nuclear industries [37]. The electric arc gen-
erates a complex interrelation of thermal, electrical, and magnetic parameters.
These are hampering much of their studies based on definite theoretical formula-
tions. Despite many studies, the electric arc is quite complex and the knowledge so
far allows a partial understanding of the phenomenon [1].

2.2 Resistance welding

Resistance welding is the joining of metals by applying pressure and passing
current for a length of time through the metal area that is to be joined. Its principal
advantage is no other materials are needed to create the bond; this reason makes
this process extremely cost effective. Resistance welding is applied in a wide range
of automotive, aerospace, and industrial applications. Among the main parameters
are welding time, welding force, contact resistance, materials properties [1]. Resis-
tance spot welding, like all resistance welding processes, creates welds using heat
generated by resistance to the flow of welding current between the faying surfaces,
as well as force to push the workpieces together, applied over a defined period of
time. Resistance spot welding uses the electrode face geometries to focus the
welding current at the desired location, and apply force to the workpieces. Once
sufficient resistance is generated, the materials set down and combine, and a weld
nugget is formed [36]. The process is fast and effective, and it is also complicated
due to complex interactions between electrical, mechanical, thermal, and metallur-
gical processes. The heat generation in RSW is due to the resistance of the parts

Group Welding process

Arc welding Gas metal arc welding (GMAW)

Gas tungsten arc welding (GTAW)

Plasma arc welding (PAW)

Shielded metal arc welding (SMAW)

Submerged arc welding (SAW)

Variable polarity plasma arc welding (VPPAW)

Rotating arc narrow gap MAG welding (RANGMW)

Girth welds

Resistance welding Resistance spot welding (RSW)

Large scale RSW (LSRSW)

Other welding processes Laser beam welding (LBW)

Table 1.
Welding processes group.

31

Data Analysis and Modeling Techniques of Welding Processes: The State-of-the-Art
DOI: http://dx.doi.org/10.5772/intechopen.91184



These demonstrate the need for this review to show these techniques, the
advantages in their applications, and the increasing trend of their utilization. This
review can be resumed in following stages:

1.Welding process—understanding of welding processes being analyzed.

2.Sensors—analysis of some principal sensors in welding process.

3.Data processing—analysis of technique to transform sensors information to
welding process dataset.

4.Modeling welding process—analysis of some modeling techniques in welding
process.

5. Intelligent control of welding process—analysis of some intelligent control
techniques in welding process.

These stages has a close relationship with data mining processes as a sample [34].

2. Welding process

American Welding Society (AWS) definition for a welding process is:

“a materials joining process which produces coalescence of materials by heating
them to suitable temperatures with or without the application of pressure or by the
application of pressure alone and with or without the use of filler material” [36].

AWS defines groups of welding techniques depending on the energy transfer
mode. The processes analyzed in this chapter are grouped as shown in Table 1.

These groups present different parameters and characteristics that were
analyzed in the articles presented in this chapter.

Figure 4.
Cited per year on welding (Web of Science [35]).

30

Welding - Modern Topics

2.1 Arc welding

The group arc welding is characterized with electric arc. The electric arc is the
heat source most commonly used in fusion welding of metallic materials. The
welding arc comprises a relatively small region of space characterized by high
temperatures (similar to or even higher than the sun’s surface), strong generation
of light and ultraviolet radiation, intense flow of matter, and large gradients of
physical properties. It has an adequate concentration of energy for localized base
metal fusion, ease of control, low relative cost of equipment, and an acceptable level
of health risks to its operators. The study of the arc is of special interest in areas such
as astrophysics and the electrical and nuclear industries [37]. The electric arc gen-
erates a complex interrelation of thermal, electrical, and magnetic parameters.
These are hampering much of their studies based on definite theoretical formula-
tions. Despite many studies, the electric arc is quite complex and the knowledge so
far allows a partial understanding of the phenomenon [1].

2.2 Resistance welding

Resistance welding is the joining of metals by applying pressure and passing
current for a length of time through the metal area that is to be joined. Its principal
advantage is no other materials are needed to create the bond; this reason makes
this process extremely cost effective. Resistance welding is applied in a wide range
of automotive, aerospace, and industrial applications. Among the main parameters
are welding time, welding force, contact resistance, materials properties [1]. Resis-
tance spot welding, like all resistance welding processes, creates welds using heat
generated by resistance to the flow of welding current between the faying surfaces,
as well as force to push the workpieces together, applied over a defined period of
time. Resistance spot welding uses the electrode face geometries to focus the
welding current at the desired location, and apply force to the workpieces. Once
sufficient resistance is generated, the materials set down and combine, and a weld
nugget is formed [36]. The process is fast and effective, and it is also complicated
due to complex interactions between electrical, mechanical, thermal, and metallur-
gical processes. The heat generation in RSW is due to the resistance of the parts

Group Welding process

Arc welding Gas metal arc welding (GMAW)

Gas tungsten arc welding (GTAW)

Plasma arc welding (PAW)

Shielded metal arc welding (SMAW)

Submerged arc welding (SAW)

Variable polarity plasma arc welding (VPPAW)

Rotating arc narrow gap MAG welding (RANGMW)

Girth welds

Resistance welding Resistance spot welding (RSW)

Large scale RSW (LSRSW)

Other welding processes Laser beam welding (LBW)

Table 1.
Welding processes group.

31

Data Analysis and Modeling Techniques of Welding Processes: The State-of-the-Art
DOI: http://dx.doi.org/10.5772/intechopen.91184



being welded to the flow of a localized electric current, based on Joule’s law. The
quality of the joint in RSW is influenced by the welding parameters. These param-
eters mainly include welding current, welding time, electrode force, and electrode
geometry [38]. Large scale resistance spot welding (LSRSW), as mentioned in
Table 1, is generally adopted in the automotive industry. It is an automotive struc-
ture that includes thousands of spot welds. It presents the same parameters and
complexity as RSW; only the parameters related and influenced by its scalability are
increased [39].

2.3 Other welding processes

In this group, AWS presents various welding processes. Laser welding is the only
one belonging to this group, which is found in the analyzed articles.

Laser beam welding is one of the most technically advanced welding processes.
Laser welding is in general a keyhole fusion welding technique which is achieved
with the very high power density obtained by focusing a beam of laser light to a
very fine spot [40]. This light ray heats metals up quickly so that the two pieces fuse
together into one unit. The light beam is very small and focused, so the metal weld
also cools very quickly. Laser welding operates in two fundamentally different
modes: conduction limited welding and keyhole welding. The mode in which the
laser beam will interact with the material is welding; it will depend on the power
density of the focused laser spot on the work piece [41].

Other parameters that are present in these processes are those of final welding
geometry, which behave differently in different processes and under different
conditions. The parameters of the respective sources generate their influence on the
final result of each welding process.

Welding is a complex process, so it requires more intelligent techniques in its
analysis, monitoring, and production quality improvement. The use of sensors
allows the acquisition of process parameters. The new artificial intelligence tech-
niques will allow a better study, modeling, and control of these processes.

3. Sensors

Several sensors have been applied in the welding process for monitoring. The
weld bead and the weld-pool indirect sensing technologies can be classified like
exposed in [42] and in Figure 5.

Infrared vision techniques have been widely applied in the welding process
[43–50]. One of the problems of this technique is that the environment where it is
applied can interfere in the precision of the data obtained from a process. This may
be due to the own heat emission of the technologies utilized.

3.1 Sound sensor

Sound may indicate conditions that generate weld defects. Acoustic information
plays a relevant role for expert welders, as described in [51]. Sound signature
produced by GMAW contains information about arc column behavior, the molten
metal, and the metal transfer mode. High-speed data acquisition and computer-
aided analysis of sound signature may indicate conditions that generate weld
defects [52, 53]. Di Wu, in 2016 [54], tried to monitor penetration and keyhole with
acoustic signals and image analysis. Lv et al. [55], proposed a recognition model to
analyze the relationship between penetration state and arc sound. In 2017, Lv et al.
[56] again presented a welding quality control in pulse gas tungsten arc welding
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(P-GTAW). The welding acoustic signal was used to analyze the design of an
automated welding penetration control system.

In welding, it is easy to capture sound, but it is very difficult to analyze the
noises and differences of intensities that are sometimes generated. This is not a
problem to sound deep learning technique like present [32, 57]. To understand the
welding sound analysis with deep learning techniques, it is necessary make an
image arc correlation to know what happens in welding arc.

3.2 Vision sensor

Vision sensor is largely utilized in welding process to analyze weld-pool process
[58, 59], arc-welding process [60, 61], and weld bead geometry [62, 63]. The more
light generated by arc can be difficult for the image obtention. Some techniques are
utilized. One of them was utilized by Chen in 2010 [64].

He made monitoring and control of the hybrid laser-gas metal arc welding
process with an economical sensor system, and a coaxial vision system, which was
integrated from a relatively inexpensive industrial vision system and a personal
computer (PC). Another visualization technique is Shadowgraphy, applied in
Esdras Ramos investigation, in 2013 [65, 66]. This is based on process shadow arc
with laser source.

In [60], a laser illumination was utilized. To reduce the arc light, a narrow band
interference filter was applied. For precise measurements, an image-analysis tech-
nique was used. This technique can be used to obtain high quality images but only it
can be used in processes without material transfer.

Chen et al. [67] utilized a visual double-sided sensing system. In one frame, the
weld-pool geometry parameters in GTAW process were determined.

With high speed illumination laser in [68], great quality images are obtained.
This technique is more recent one but it needs a laser with more potentiality than
Shadowgraphy technique. This technique is more expensive too.

4. Data processing

Some papers define their own image processing technologies, like Hong Yue in
2009 [69], where the weld image processing adopts the classic techniques such as

Figure 5.
Some indirect monitoring technologies in welding process [42].
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Laplacian, Gaussian, neighborhood mean filters, and threshold segmentation.
Yanling Xu, in 2014 [70], proposed the Canny edge detection algorithm for
detecting edges and extracting pool and seam characteristic parameters. Qian-Qian
Wu in [71] researched to find out the optimal algorithm to filter. He made a
comparison of Wiener filter, Gaussian filter, and Median filter on welding seam
image. In the classic image processing, it is very difficult to generalize a filter or
algorithm, because it depends on the conditions and characteristics of camera
parameters and light.

Another problem with these algorithms mentioned above is that the real-time
analysis has an insufficient response time to be utilized in a process control despite
recent developments in computational resources.

Deep learning techniques have efficient result in real-time executions [28] and
classifications [24, 25] despite classifications on new images. One example applied
in welding process is [62, 63]. It utilizes autoencoder deep learning technique to
extract features of images process in laser welding. Another example of recent
application of deep learning technique is [72]. It presents a method based on deep
learning aims to extract information from photographs on spot welding. This mon-
itoring system on the spot welding productive line shown better performance than
the previous images analysis.

Not focused on welding arc analysis, but with good results, the work [73]
proposed an automatic detection for weld defects in X-ray images. A classification
model on deep neural network was developed. The accuracy rate of the proposed
model was 91.84%. This was one more example of the potential of these techniques
in welding area on images processing.

5. Modeling welding process

Today’s manufacturing environments has a rapid advancement on demand for
quality products. Many techniques and methods are applied to correlate between
process parameters and bead geometry. One of them is response surface methodol-
ogy (RSM). It was applied by Sen in 2015 [74]. He made to evaluate the correlations
between process parameters and weld bead geometry in double-pulsed gas metal
arc welding (DP-GMAW). Santhana Babu [75] with the same technique got good
results for predicting and controlling the weld bead quality in GTAW process. The
problem of this method is that the researcher can find the equation, called response
surface, by test and error. This can be very difficult. Many theoretical models have
been defined to determine the process that occurs in the welding arc, including
[76]. The main problems of these models were that they lose precision because it
was very difficult to obtain a formula that contains all the complexity of these
processes, as well as affirmed by Hang Dong in [77]. Mathematical models, based on
machine learning techniques, have better results in problems as complex as this one.
In the same paper, Hang Dong expressed the potential of these models.

One of the well-known and utilized regression algorithms is the least squares
method. It was utilized in [78] to predict the seam position under strong arc light
influence. Other work is [79] a LR model that is utilized to analyze the pool image
centroid deviation and weld based on visual weld deviation measurement in GTAW
process. The other technique is Gaussian process (GP) regression (GP), which was
utilized in [77] to predict better performance in arc welding process of GTAW
process.

An interesting method, utilized in [80], was Mahalanobis Distance Measure-
ment (MDM). It was employed to determine welding faults occurrences. The same
method was utilized in 2017 by Khairul Muzaka [81] on GMAW process to optimize
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welding current on a vertical-position welding. One problem of this method is that
only correlate in function one input.

Bai and Lubecki [82] proposed a Localized Minimum and Maximum (LMM)
analysis method in real time for welding monitoring system. The problem of LMM
is that it exposes a simple function to measure the quality than not defining the
complexity of the system. That is why, this work is limited only to the short-circuit
transfer mode.

In 2017 by Junheung Park [83], a SVM was proposed with bootstrap aggregating
that reduced the noisy on RSW data with computational efficiency. In this frame-
work, other techniques as Generalized Regressive Neural Networks (GRNN) and
Genetic algorithms for optimization were joined. This article demonstrates an
increase in more complex computer science techniques for better analysis of
welding processes. But the only way to know if all this was necessary is comparing
with other techniques.

5.1 Artificial neural network models

Some researchers already had this reference of advantages of these algorithms.
Bo Chen in 2009 [84] utilized ANN to training the experimental obtaining data. The
good result of ANN prediction was validated by D-S evidence theory information
fusion. They have also been utilized for different purposes and in different welding
processes such as in SAW process [85] and GMAW cold metal transfer (CMT)
process [86], for predicting weld bead geometry; in GTAW process, for predicting
the angular distortion considering the bead geometry [87]; in girth welded pipes
process, for predicting residual stresses [88]; and in underwater wet welding
process, for predicting the weld seams, geometric parameters [89].

For better results, ANNs have been mixed with other techniques. One example is
[90], where ANN and Support Vector Machine (SVM) are utilized for welded
defect detecting and monitoring on a laser welding process. The other technique is
by Bo Chen and Shanben Chen [91] for predicting the penetration in GTAW
process. But they used different ANNs to process information from different sen-
sors, and finally, they used the predictive fuzzy integral method.

Another example is [92], for predicting bead height and width in GMAW pro-
cess using ANN Fuzzy ARTMAP, like monitoring task.

The increase in computational resources has allowed an increase in the com-
plexity of ANN architectures. These are called Deep Neural Networks (DNN).
They, bit by bit, begin to be applied in the welding process. One of them utilized
was in [93]. The model is based on a DNN architecture to make a study of the
estimation of weld bead parameters. This article mixed data from different welding
processes. This is a risk for results analysis since different processes can have
different outcomes with the same input parameters.

Rao et al. [94] utilized Generalized Regressive Neural Networks (GRNN) tech-
nique for estimating and optimizing the vibratory assisted welding parameters to
produce quality welded joints. But in this case, it does not have comparison with
other algorithms.

Di Wu, in 2017 [95], wrote a paper that addresses to perform Variable Polarity
Plasma Arc Welding (VPPAW) process. Deep Belief Network (DBN), DNN vari-
ant, and t-Stochastic Neighbor Embedding (t-SNE) were studied for monitoring
and identifying the penetration values. Experimental comparisons and verifications
expose better performance for DBN, 97.62% exactly. This reaffirms the good results
offered by the learning models developed with these algorithms. This work does
not take the advantage of DNN algorithms to analyze both images and sound in
real time.
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Laplacian, Gaussian, neighborhood mean filters, and threshold segmentation.
Yanling Xu, in 2014 [70], proposed the Canny edge detection algorithm for
detecting edges and extracting pool and seam characteristic parameters. Qian-Qian
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One of the well-known and utilized regression algorithms is the least squares
method. It was utilized in [78] to predict the seam position under strong arc light
influence. Other work is [79] a LR model that is utilized to analyze the pool image
centroid deviation and weld based on visual weld deviation measurement in GTAW
process. The other technique is Gaussian process (GP) regression (GP), which was
utilized in [77] to predict better performance in arc welding process of GTAW
process.
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ment (MDM). It was employed to determine welding faults occurrences. The same
method was utilized in 2017 by Khairul Muzaka [81] on GMAW process to optimize
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process. But they used different ANNs to process information from different sen-
sors, and finally, they used the predictive fuzzy integral method.

Another example is [92], for predicting bead height and width in GMAW pro-
cess using ANN Fuzzy ARTMAP, like monitoring task.

The increase in computational resources has allowed an increase in the com-
plexity of ANN architectures. These are called Deep Neural Networks (DNN).
They, bit by bit, begin to be applied in the welding process. One of them utilized
was in [93]. The model is based on a DNN architecture to make a study of the
estimation of weld bead parameters. This article mixed data from different welding
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Rao et al. [94] utilized Generalized Regressive Neural Networks (GRNN) tech-
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expose better performance for DBN, 97.62% exactly. This reaffirms the good results
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not take the advantage of DNN algorithms to analyze both images and sound in
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Figure 6 shows a summary of articles analyzed. It shows that ANNs are one of
the most used techniques, but they do not always offer the best result. This
demonstrates the need to make comparisons between various modeling techniques
in order to define the best result, in terms of efficiency and computational cost.

5.2 Comparison of different models

As it has been expressed in the previous sections, there are new techniques to
analyze very complex systems. But they require expensive computational resources
for their construction and sometimes for their execution. A comparison between
models will allow to know which model has better results and which model can be
the most effective to be utilized. This effectivity is measured in function of problem
necessity, like the one shown in data mining (DM) methodologies and processes
[16, 17].

An interesting comparison is Support Vector Machine (SVM) and ANN model,
to identify weld groove state and weld deviation extraction in rotating arc narrow
gap MAG welding (RANGMW) [96]. It presented SVM models with better results
than ANN model.

One comparison with focus on time optimized was [97]. It utilized an ANN and
ANN with differential evolutionary algorithm (DEA) separately. The results
obtained by ANN using DEA were closer to ANN, but the computational time of
ANN using DEA was shorter.

In the article [98], Response Surface Methodology (RSM) was compared with
linear isotonic regression, regression (LR), regression trees, ANN, GP, and SVM, to
evaluate mechanical properties in GMAW process. The results present that the DM
models have poorer generalization on this research, because DM techniques require,
to obtain acceptable results, a large amount dataset.

Sumesh in 2015 [99] compared Decision Trees (DT), ANN, Fuzzy Logic, SVM,
and Random forest technique Weld Quality Monitoring in SMAW. The most effi-
cient technique was Random forest. This shows that not always the most complex
techniques offer the best results.

One of the few comparative analysis algorithms is Kumar’s paper in 2016 [100].
This paper explores Self-Organizing Maps (SOM) using as a mechanism for
performing unsupervised learning, for comparing performance characteristics of
various welding parameters which include welding power supplies and welders.

Figure 6.
Comparison between ANNs and ANN variations.
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Results obtained using SOM has been compared with the Probability Density Dis-
tributions (PDDs) obtained during statistical analysis. Voltage and current data
analyzed using the SOM technique can also be utilized to evaluate the arc welding
process. These studies demonstrate that there are other potential algorithms for
welding process analysis. For that reason, it is necessary to evaluate and compare
several of them to be agreed upon in a real-time process.

Other comparison in 2016 by Di Wu is [54]. The article compared a prediction
model for Plasma Arc Welding based on Extreme Learning Machine (ELM) with
ANN and SVM techniques. The ELM model had better generalization performance
and was faster than others. This potentiality was established too by Nandhitha in

Author Year Welding
process

Sensors Data
preparations

Modeling Online Compare

Saini [52] 1998 GMAW Sound Classic No Yes No

Yue [69] 2009 Pipeline
welding

Visual Classic Theoretical
model

No No

Chen [64] 2010 LBW/
GMAW

Visual Classic Yes No

Horvat [53] 2011 GMAW Sound Classic No Yes No

Gao [78] 2011 GTAW Visual Classic LR-ANN No No

Feng [80] 2012 GMAW Standard Classic MDM Yes No

Fidali [45] 2013 GMAW Infrared Classic Statistical
analysis

Yes No

Sreedhar [48] 2013 GTAW Infrared Classic Statistical
analysis

Yes No

Kalaichelvi
[101]

2013 GMAW Standard Classic GA-Fuzzy Yes No

Kumar [97] 2014 GMAW Visual Classic ANN, ANN-
DEA

Yes Yes

Deyong You
[90]

2015 Laser
welding

Photodiode,
spectrometer

WPD-PCA FFANN-
SVM

Yes No

Sumesh [99] 2015 SMAW Sound Classic Some DM
(RF)

Yes Yes

Kumar [100] 2016 SMAW Standard Classic PDDs, SOM No Yes

Muzaka [81] 2016 GMAW Standard Classic MDM Yes No

Bai [82] 2016 GMAW Standard Classic LMM Yes No

Park [83] 2017 RSW Standard Classic GRNN-SVM Yes No

Wan [102] 2017 LSRSW Standard Classic ANN (BP),
ANN (Prob)

Yes Yes

Huang [103] 2017 P-GTAW Visual Classic DM, EMD No Yes

Petković [104] 2017 Laser
welding

Multiples Classic SVM, ANN,
GP

Yes Yes

Muniategui [72] 2017 RSW visual DL, classic Fuzzy Yes Yes

Wan [105] 2017 GTAW visual Classic ANN and
fuzzy

Yes No

Table 2.
Table articles with quality objective
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ANN with differential evolutionary algorithm (DEA) separately. The results
obtained by ANN using DEA were closer to ANN, but the computational time of
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In the article [98], Response Surface Methodology (RSM) was compared with
linear isotonic regression, regression (LR), regression trees, ANN, GP, and SVM, to
evaluate mechanical properties in GMAW process. The results present that the DM
models have poorer generalization on this research, because DM techniques require,
to obtain acceptable results, a large amount dataset.

Sumesh in 2015 [99] compared Decision Trees (DT), ANN, Fuzzy Logic, SVM,
and Random forest technique Weld Quality Monitoring in SMAW. The most effi-
cient technique was Random forest. This shows that not always the most complex
techniques offer the best results.

One of the few comparative analysis algorithms is Kumar’s paper in 2016 [100].
This paper explores Self-Organizing Maps (SOM) using as a mechanism for
performing unsupervised learning, for comparing performance characteristics of
various welding parameters which include welding power supplies and welders.
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Results obtained using SOM has been compared with the Probability Density Dis-
tributions (PDDs) obtained during statistical analysis. Voltage and current data
analyzed using the SOM technique can also be utilized to evaluate the arc welding
process. These studies demonstrate that there are other potential algorithms for
welding process analysis. For that reason, it is necessary to evaluate and compare
several of them to be agreed upon in a real-time process.

Other comparison in 2016 by Di Wu is [54]. The article compared a prediction
model for Plasma Arc Welding based on Extreme Learning Machine (ELM) with
ANN and SVM techniques. The ELM model had better generalization performance
and was faster than others. This potentiality was established too by Nandhitha in
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Park [83] 2017 RSW Standard Classic GRNN-SVM Yes No

Wan [102] 2017 LSRSW Standard Classic ANN (BP),
ANN (Prob)

Yes Yes

Huang [103] 2017 P-GTAW Visual Classic DM, EMD No Yes
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2016 [106]. He utilized GRNN and Radial Basis Networks (RBN) for torch current
prediction in GTAW process. The torch current deviation was 98.95 % accuracy for
the best result of GRNN.

In 2016 too, Kyoung-Yun Kim [107] discusses that in Resistance Spot Welding
(RSW) process. He examined the prediction performance with GRNN and k-
Nearest Neighbor (kNN) algorithms. The results indicate that with smaller k of
kNN, the prediction performance measured by mean acceptable error has
increased.

Author Year Welding
process

Sensors Data
preparations

Modeling Online Compare

Bo Chen [84] 2009 GTAW Multiples Classic ANN-DS No No

Bo Chen [91] 2010 GTAW Multiples Classic ANN-fuzzy No No

Seyyedian [108] 2012 GTAW Standard Classic ANN Yes No

Li [79] 2014 GTAW Visual Classic LR No No

Bo Chen [89] 2014 UWW Visual Classic ANN Yes No

Li [96] 2014 RANGMW Visual Classic SVM, ANN Yes Yes

Escribano-
García [98]

2014 GMAW Standard Classic RSM, some
DM

Yes Yes

Sen [74] 2015 DP-
GMAW

Standard Classic Taguchi-
RSM

No No

Keshmiri [93] 2015 SAW,
GMAW,
GTAW

Standard Classic DNN Yes No

Wu [54] 2016 VPPAW Sound Classic ELM,
ANN, SVM

Yes Yes

Lv [55] 2016 GTAW Sound Classic BP-
Adaboost

Yes Yes

Dong [77] 2016 GTAW Standard Classic GPR Yes No

Sarkar [85] 2016 SAW Standard Classic MRA and
ANN

Yes Yes

Rong [87] 2016 GTAW Standard Classic ANN Yes No

Rios-Cabrera
[92]

2016 GMAW Visual Classic ANN fuzzy
ARTMAP

Yes No

Nandhitha
[106]

2016 GTAW Thermography Classic ELM, RBN,
GRNN

Yes Yes

Kim [107] 2016 RSW Standard Classic kNN,
GRNN

Yes Yes

Aviles-Viñas
[109, 110]

2016 GMAW Visual Classic ANN-fuzzy Yes No

Pavan Kumar
[86]

2017 GMAW
CMT

Standard Classic ANN Yes No

Mathew [88] 2017 Girth
welds

Standard Classic ANN Yes No

Di Wu [95] 2017 VP-PAW Visual, sound Classic t-SNE and
DBN

No No

Table 3.
Table articles with prediction objective.
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Other quality welding article was Xiaodong Wan in 2017 [102]. It proposed a
Probabilistic Neural Network (PNN) model for quality prediction in large scale
RSW process. In this case, the PNN model was more appropriate in quality level
classification than the Back Propagation Neural Network.

The one of the last articles with direct DM techniques and welding relation is
of Yiming Huang in 2017 [103]. This is an investigation of porosity on pulsed gas
tungsten arc welding (P-GTAW) with an X-ray image analysis. To detect, an Empir-
ical Mode Decomposition (EMD) and Spectral Analyses were made based on DM.

In 2017, Petković [104] predicted the laser welding quality by training data for
the computational intelligence methodologies and support vector regression (SVR).
SVR is a novel variant of SVM for regression task. This article made a comparison
between SVR, ANN, and GP. It is another example that in certain problems, less
complex algorithms can offer better results.

Table 2 presents a series of articles that were based on the monitoring and
quality of the welding processes. The column Preparation defines the technique of
processing the data obtained by the sensors; Classic for processes that do not use the
latest techniques of image processing and DL for the use of deep learning; Online
defines if the model was executed in real time; Compare, if in the research carried
out in the article, a comparison is made between several algorithms; and Modeling
defines the algorithms used in specific article. When a comparison exits, the first
model before coma was the best quality result. As Tables 2–4, the best algorithm
does not always match.

Defining which of the techniques is more effective for our problem also helps in
the effectiveness of a future process of intelligent control.

Author Year Welding
process

Sensors Data
preparations

Modeling Online Compare

Chen [66] 2000 P-GTAW Double-
visual

Classic ANN-learning
control

Yes Yes

Chen [111] 2009 GTAW Visual Classic ANN-fuzzy Yes No

Malviya [112] 2011 GMAW Standard Classic ANN-PSO Yes No

Hailin [105] 2012 GMAW Visual Classic ANN and
fuzzy

Yes No

Cruz [113] 2015 GMAW Visual Classic ANN and
fuzzy

Yes No

Günther [63] 2016 Laser
welding

Visual DL DL-RL Yes No

Santhana [75] 2016 GTAW Standard Classic RSM Yes No

Sharma [114] 2016 SAW Standard Classic RSM and
fuzzy

Yes No

Moghaddam [115] 2016 GMAW Visual Classic ANN-PSO Yes No

Lv [56] 2017 GTAW Sound Classic ANN Yes No

Rao [94] 2017 Vibratory
Welding

Standard Classic GRNN Yes No

Pengfei Hu [116] 2017 GMAW Standard Classic Math-model—
fuzzy

Yes No

Table 4.
Table articles with control objective.

39

Data Analysis and Modeling Techniques of Welding Processes: The State-of-the-Art
DOI: http://dx.doi.org/10.5772/intechopen.91184



2016 [106]. He utilized GRNN and Radial Basis Networks (RBN) for torch current
prediction in GTAW process. The torch current deviation was 98.95 % accuracy for
the best result of GRNN.

In 2016 too, Kyoung-Yun Kim [107] discusses that in Resistance Spot Welding
(RSW) process. He examined the prediction performance with GRNN and k-
Nearest Neighbor (kNN) algorithms. The results indicate that with smaller k of
kNN, the prediction performance measured by mean acceptable error has
increased.
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Other quality welding article was Xiaodong Wan in 2017 [102]. It proposed a
Probabilistic Neural Network (PNN) model for quality prediction in large scale
RSW process. In this case, the PNN model was more appropriate in quality level
classification than the Back Propagation Neural Network.

The one of the last articles with direct DM techniques and welding relation is
of Yiming Huang in 2017 [103]. This is an investigation of porosity on pulsed gas
tungsten arc welding (P-GTAW) with an X-ray image analysis. To detect, an Empir-
ical Mode Decomposition (EMD) and Spectral Analyses were made based on DM.

In 2017, Petković [104] predicted the laser welding quality by training data for
the computational intelligence methodologies and support vector regression (SVR).
SVR is a novel variant of SVM for regression task. This article made a comparison
between SVR, ANN, and GP. It is another example that in certain problems, less
complex algorithms can offer better results.

Table 2 presents a series of articles that were based on the monitoring and
quality of the welding processes. The column Preparation defines the technique of
processing the data obtained by the sensors; Classic for processes that do not use the
latest techniques of image processing and DL for the use of deep learning; Online
defines if the model was executed in real time; Compare, if in the research carried
out in the article, a comparison is made between several algorithms; and Modeling
defines the algorithms used in specific article. When a comparison exits, the first
model before coma was the best quality result. As Tables 2–4, the best algorithm
does not always match.

Defining which of the techniques is more effective for our problem also helps in
the effectiveness of a future process of intelligent control.
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6. Intelligent control of welding process

The intelligent control approach offers interesting perspectives since it is
able to provide methodologies that allow to perform automatically some of the
tasks typically performed by humans [117]. This combines with data mining
models.

One intelligent control tendency utilized is a fuzzy method with ANN model.
Example of this was [111] on GTAW process for predicting the dynamic of the weld
pool; and in [105] for GMAW pipe-line welding, to improve the welding quality.

Another example was [113], on GMAW process, for modeling and control of
weld bead width. Other example of fuzzy methods but different model techniques
was [114]. It was applied for better control purpose of bead geometry parameters in
submerged arc welding (SAW) process. This article proposed the response of a
fuzzy logic approach with surface methodology (RSM). Demonstrating that any
model obtained from a welding process can be integrated into a control system. As
long as it meets time demands.

Conventional and intelligent control methods were investigated by [67] in P-
GTAW process. This work made a comparison with PID control, fuzzy control, and
neuron self-learning PSD control. It had better performance. This article highlights
the advantage of learning-based control.

Other optimization based in learning was [115]. It proposed ANN model with a
Particle Swarm Optimization (PSO) algorithm to optimize weld bead geometry
characteristics on the GMAW process. The ANN-PSO model obtained an efficient
optimization and multi-criteria modeling.

An emerging learning-based control system was used by Günther in [62, 63]
for laser welding control. This technique is called reinforcement learning (RL).
It is a machine learning branch. It is focused on decision-making by learning
process [118]. Control learning can be an optimization-based method like
Q-learning algorithm. It can be used to solve optimal control problems like
expressed in [119].

Günther’s study [63] is one of the few RL studies for laser welding system. This
makes this work an important contribution to welding process engineering. RL is a
new technique open now in welding process with noble success in other areas like
appearing in [120–123].

7. Future perspective

These techniques of data analysis based on learning, as appearing in this
article, is not yet widespread in welding process area. A bibliometric analysis among
the authors studied in this research, presents a very little relationship between
them. Figure 7 exposes this. The small dimensions of the authors’ clouds
(articles with welding process and new data analysis techniques) and their
relationships (joint publications) show little maturity in the interrelation of these
areas.

Some of the works demonstrate a small approximation between the areas, ful-
filling the interdisciplinarity that Industry 4.0 advocates. Achieving this interdisci-
plinarity implies new study processes, defining new methodologies that unify the
potential of these two areas. The needs of the modern world are going to make this
happen in a short time. The new data analysis conception in welding processes area
will be an acceleration in obtaining new and better models, more efficient
predictions, and controls.

40

Welding - Modern Topics

8. Conclusions

Several articles about the welding process were analyzed. These allowed to
determine for each data mining stage how it is possible to optimize the results to
obtain a good result of process analysis. Several analysis algorithms of the welding
process were shown, and it was demonstrated that the comparison between them
can make the process analysis more efficient and less expensive. The potential of
learning-based techniques was described, because computational resources are
becoming cheaper, and more quality information of welding process can be
obtained. All these premises aligned with the so-called Industry 4.0, where a set
of technologies that allow a fusion of physical and digital world, create a more
intelligent and dynamic system.
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Chapter 3

Automatic Control of the Weld
Bead Geometry
Guillermo Alvarez Bestard and Sadek Crisostomo Absi Alfaro

Abstract

Automatic control of the welding process is complex due to its nonlinear and
stochastic behavior and the difficulty for measuring the principal magnitudes and
closing the control loop. Fusion welds involve melting and subsequent solidification
of one or more materials. The geometry of the weld bead is a good indicator of the
melting and solidification process, so its control is essential to obtain quality junc-
tions. Different sensing, modeling, estimation, and control techniques are used to
overcome this challenge, but most of the studies are using static single-input/single-
output models of the process and focusing on the flat welding position. However,
theory and practice demonstrate that dynamic models are the best representation to
obtain satisfactory control performance, and multivariable techniques reduce the
effect of interactions between control loops in the process. Also, many industrial
applications need to control orbital welding. In this chapter, the above topics are
discussed.

Keywords: arc welding, feedforward decoupling, multivariable control, weld bead
geometry, welding control

1. Introduction

All fusion welds involve the melting and subsequent solidification of the base
metal. The geometry of the weld bead is a good indicator of the melting and
solidifying process. Generally, weld inspection starts by evaluating this weld bead
geometry and is followed by further inspection of the mechanical properties and
metallurgical structures [1]. Many resources and time are employed in the final
inspection of the weld bead, which is conducted when the part is finished. At that
time, the problem usually has no solution or the solution is very expensive. This is
one of the reasons why the control of the weld pool geometry is imperative to
improve the quality in the weld and to reduce the cost of welded components.

Research and development in this area have increased in the last five decades,
starting from simple control methods and analogical devices, as shown in [2], to
complex algorithms and digital devices and computers, as shown in [3, 4]. But, in
the literature analyses made in [5], it is possible to observe that most of the cases
(90%) of the developments work in horizontal position and only 10% work in
orbital welding, despite the importance of orbital welding for the industry. It is
important to note that this type of welding imposes strong challenges in the use of
sensors due to orbital movement (which can be quite irregular) around the piece.
The main challenges are in the size and portability of the sensor, flexibility in the
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communication lines, continuous changes in position and lighting conditions (for
optical sensors), and the effects of the force of gravity. These statistical data are
shown in Figure 1a.

In addition, most cases apply static models, do not control all parameters of
the bead geometry, and do not apply multivariable techniques, as shown in
Figure 1b and c. The dynamic models can be a better representation of the process,
producing better prediction results. The research where these models were used
represents only 13% of the total, as analyzed in [5]. The black box model approach is
widely used. Because of the complex characteristics of the process, a physic model
approach is very difficult and needs extensive research and resources.

In this chapter the principal control loops and techniques used for online control
of the weld bead geometry are discussed. The more usual variables, control, and
techniques to modeling, used in welding power sources and welding robotic sys-
tems, are critically discussed. Some examples of singled and multivariable control
loops are shown. A decoupling technique for multivariable loops is also explained.
The dead time and disturbances that can affect the processes and some techniques
to determine them are also explained. A special topic about the embedded systems
in the welding process was included.

This chapter aims to create a knowledge base necessary to understand the main
control systems in welding processes before addressing more complex control tech-
niques. Its main contributions are the exhaustive literature review that is critically
discussed and the solutions provided for the control of each part of the process,
especially the control of the weld bead geometry for electric arc welding processes.

2. Control loops in welding processes

A typical automatic closed-loop control is composed of a controller or control
system, an actuator system, and a measurement system or sensor, as shown in
Figure 2a. The controller calculates the control law based on the control error,
which is the difference between the set point value and the measurement of the
controlled variable. The actuator modifies the process state, based on controller
output (manipulate variable), to bring the controlled variable to the desired value.
In sequence, to close the loop, the measurement system obtains the value of the
controlled variable and sends it to the controller. An open-loop control does not
have a measurement system, or the controller does not use its feedback as shown in
Figure 2b.

The selection of variables to the control loop is a very important task. For this, it
is necessary to analyze and quantify the influence of all process variables on the
variable to be controlled. A statistical tool to quantify these relationships is the
cross-correlation, using experimental data series of these variables and the variable

Figure 1.
Statistical information of publications about control systems of the weld bead geometry: (a) welding positions;
(b) model types; (c) control type.
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to be controlled. Other factors must also be considered, such as the actual possibility
of modifying each of these variables and how these modifications affect other
control loops. These correlations are mentioned in the literature, but often they are
not totality quantified, indicating that there is still a wide-open field of research in
modeling these processes.

The dead time (transportation lag or time delay) is another important parameter
that can be obtained from cross-correlation analysis too [6]. The sampling time for
digital control systems must be selected based on the process dynamic, and auto-
correlation techniques can be useful.

An important input to be considered on the control loop is the disturbance. This
signal (or signals) can affect the process response and must be compensated by the
controller. The open-loop controller cannot compensate for the disturbance action
because it does not have a feedback signal. An example of disturbance is small
variations in the height of the base metal surface product of heat. These variations
change the contact tip to work distance and consequently the arc conditions. If the
disturbance is measurable, some techniques can be used to improve the response of
the controller, as shown in [6].

The model or process can be obtained using white or black box techniques. The
first modeling technique required great knowledge of the process and its manufac-
ture parameters to be able to create the equations that satisfactorily describe the
process, actuator, and sensor. It is important to keep in mind that these parameters
may change during the life of the equipment. Then if you use the parameters
defined by the manufacturer, you can make the model inaccurate or useless.
Because of this aspect and because of the development of powerful methods and
tools for modeling, the black box techniques are more used.

To create a black box model of process for simulation, estimation, prediction, or
control purposes, it is necessary that an actuator system and a measurement system
modify the state of the process and see its response. With the process input and
output values, it is possible to obtain statics or dynamic models of the process, but
the actuator and sensor are included in the process model, as shown in Figure 2a.
This becomes more evident in dynamic models when the dynamic response of the
actuator and sensor affects the dynamic of the set. In static models, the use of a
different sensor (or actuator), but with the same static gain, does not affect the
model.

Other types of control algorithms are the logic control; those are classified as
combinational and sequential. The response of the combinational logic algorithm
depends on the inputs on current sampling time only, for example, the torch travel
limit was reached, the robot must stop, and the arc must close. On sequential
control the response depends on the previous sampling time inputs also, for exam-
ple, in seam tracking control, it is important to know the last positions reached by
the torch to calculate the next position.

Figure 2.
Representation of a typical automatic control system: (a) closed-loop control; (b) open-loop control.
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Other types of control algorithms are the logic control; those are classified as
combinational and sequential. The response of the combinational logic algorithm
depends on the inputs on current sampling time only, for example, the torch travel
limit was reached, the robot must stop, and the arc must close. On sequential
control the response depends on the previous sampling time inputs also, for exam-
ple, in seam tracking control, it is important to know the last positions reached by
the torch to calculate the next position.

Figure 2.
Representation of a typical automatic control system: (a) closed-loop control; (b) open-loop control.
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In welding processes it is possible to find several control loops with different
complexities and purposes. Each control loop has a set point or desired value of the
controlled variable (supply by the operator or by a higher-level controller), a con-
trolled variable (obtained from measurement system), a manipulated variable
(supplied to the actuator by the control system), and disturbances. For example, on
GMAW conventional welding power sources with the constant voltage, you can
find an arc controller loop that tries to keep the voltage, the wire feed speed
controller, and the gas flow controller (commonly included in the sequential logic
controller) constant. The more complex processes have other control loops and
sequential controllers to generate the arc signal form.

In welding robotic systems, you can find several control loops too but related
with the torch or piece position and torch or piece travel. The combination of
several controllers makes possible the control of the geometry of the weld bead, for
example, a loop that changes the set point of voltage input in the welding power
source to control the weld bead width based on profile sensor or video camera.
Another example is a control loop that changes the wire feed speed in the welding
power source and the welding speed in the welding robot to control the weld bead
penetration.

These several controllers and actuators, which modify the same process at the
same time to reach the manufacture objectives, will also cause interactions between
the loops and its strongly coupled variables. A change in a control loop may affect
other loops as disturbance and turns the process unstable. In these cases, a multi-
variable control loop must be considered. In the next sections, examples of control
loops used in arc welding processes are shown.

2.1 Control of welding speed and seam tracking

If the torch trajectory is known, two open-loop controls can be used to govern
the torch movement in two axes of the flat welding robotic system that uses stepper
motors as actuator elements. In this system, the X axis is then governed by the
welding speed controller and the Y axis by the seam tracking controller. The first
loop keeps the welding speed set point, and the second loop applied the torch
trajectory correction as shown in Figure 3.

The welding speed controller reads a lookup table with the speed set points
(WSsp) for each torch X position and applies the control signals SM1 to stepper
motor driver to reach the desired welding speed. These control signals are pulses
with a time interval that corresponds to the motor speed (step time), and the pulse
count is equivalent to distance traveled. The stepper motor driver sends the signal
necessary for each coil to the stepper motor, and the stepper motor generates the
rotation movement so that the gear transforms it into linear torch movement. The
nT parameter is the time of the sample, made up of the sample time (T) and the
sample number (n). The nT � T is the previous sample time.

On the other hand, the seam tracking controller receives the X torch position too
and finds the correction to the Y axis on another lookup table. Then, the controller

Figure 3.
Blocks diagram of the welding speed and seam tracking control loops.
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moves the torch to this Y position. These systems do not need feedback because of
stepper motor accuracy in normal working conditions.

To reduce the amount of data in the lookup tables, it is possible to save only the
significant changes of welding speed and trajectory and hold the last value in the
output until the new value is found.

To obtain the correct torch trajectory, the weld joint can be scanned before the
welding process starts and the center joint can be calculated in all the points of the
torch trajectory. With this data, it is possible to define the correct trajectory for the
torch and move the seam tracking stepper motor accordingly.

The seam tracking loop can be transformed on closed-loop, but it is necessary for
a profile sensor (e.g., a laser profilometer) to obtain online the joint profile and to
make the trajectory analysis. The same control strategy can be used to substitute the
lookup table by the algorithm that analyzes the profilometer data. This control
strategy is better if the pieces are expected to move or deform during welding, but
more calculation resources are needed.

2.2 Control of contact tip to work distance

The contact tip to work distance (CTWD) can be controlled in a closed-loop by a
proportional-integral-derivative (PID) controller [6]. The CTWD is measured with
a laser profilometer and calculated with the algorithm described in the chapter “On-
line measurements in welding processes” and compared with the set point
(CTWDsp). The controller manipulates the step time and the step counter (embed-
ded in the SM3 signal) of the stepper motor associated with the CTWD movement
in a robotic flat welding system. The CTWD 0ð Þ is the initial value for the controller
algorithm. Figure 4 shows this closed control loop.

Due to the advanced position of the sensor, the CTWD measurement is in
advanced time (θ). These future values are saved in a memory element that imple-
ments a first input-first output list to supply the correct value to the controller. This
loop can use the same profile sensor with that of the seam tracking loop when the
weld joint is scanned before the welding process starts.

2.3 Control of width, reinforcement, and penetration of the weld bead

The principal variables that affect the bead geometry in the conventional arc
welding process are the welding voltage, the welding current, the wire feed speed,
the contact tip to work distance, and the welding speed. The most common relation
found in the scientific literature shows that increasing the electric current by
increasing the wire feed speed, for the same welding speed, results in a greater weld
bead depth and welding pools with greater volume and production. An increase in
electric current, accompanied by a proportional increase of the welding speed (wire
feed speed/welding speed = constant), also results in greater penetration, but the
welding pool keeps the same volume. Then, the same welding joint volume can be
filled (maintaining production) and ensure its integrity by full penetration (good
quality) at the same time [7].

Figure 4.
Blocks diagram of the contact tip to work distance control loop.
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rotation movement so that the gear transforms it into linear torch movement. The
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moves the torch to this Y position. These systems do not need feedback because of
stepper motor accuracy in normal working conditions.

To reduce the amount of data in the lookup tables, it is possible to save only the
significant changes of welding speed and trajectory and hold the last value in the
output until the new value is found.

To obtain the correct torch trajectory, the weld joint can be scanned before the
welding process starts and the center joint can be calculated in all the points of the
torch trajectory. With this data, it is possible to define the correct trajectory for the
torch and move the seam tracking stepper motor accordingly.

The seam tracking loop can be transformed on closed-loop, but it is necessary for
a profile sensor (e.g., a laser profilometer) to obtain online the joint profile and to
make the trajectory analysis. The same control strategy can be used to substitute the
lookup table by the algorithm that analyzes the profilometer data. This control
strategy is better if the pieces are expected to move or deform during welding, but
more calculation resources are needed.

2.2 Control of contact tip to work distance

The contact tip to work distance (CTWD) can be controlled in a closed-loop by a
proportional-integral-derivative (PID) controller [6]. The CTWD is measured with
a laser profilometer and calculated with the algorithm described in the chapter “On-
line measurements in welding processes” and compared with the set point
(CTWDsp). The controller manipulates the step time and the step counter (embed-
ded in the SM3 signal) of the stepper motor associated with the CTWD movement
in a robotic flat welding system. The CTWD 0ð Þ is the initial value for the controller
algorithm. Figure 4 shows this closed control loop.

Due to the advanced position of the sensor, the CTWD measurement is in
advanced time (θ). These future values are saved in a memory element that imple-
ments a first input-first output list to supply the correct value to the controller. This
loop can use the same profile sensor with that of the seam tracking loop when the
weld joint is scanned before the welding process starts.

2.3 Control of width, reinforcement, and penetration of the weld bead

The principal variables that affect the bead geometry in the conventional arc
welding process are the welding voltage, the welding current, the wire feed speed,
the contact tip to work distance, and the welding speed. The most common relation
found in the scientific literature shows that increasing the electric current by
increasing the wire feed speed, for the same welding speed, results in a greater weld
bead depth and welding pools with greater volume and production. An increase in
electric current, accompanied by a proportional increase of the welding speed (wire
feed speed/welding speed = constant), also results in greater penetration, but the
welding pool keeps the same volume. Then, the same welding joint volume can be
filled (maintaining production) and ensure its integrity by full penetration (good
quality) at the same time [7].

Figure 4.
Blocks diagram of the contact tip to work distance control loop.
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On the other hand, laser welding has an additional set of parameters, such as the
laser power and optical adjustments of the laser beam, but it is restricted by the
availability of the equipment and difficult to make online adjustment in welding
parameters. Shortly, the controllable parameters will become diversified, but right
now the focus adjustment can be made by changing the position of focus lens inside
the laser head. A review of these topics is shown in [8].

It is important to note that the relations between variables are more complex and
multivariable techniques are necessary to describe them. With the multivariable
techniques, it is possible to consider the interactions between variables in the
process and reduce their effect in the control loop, but the implementation is
difficult because of the complexity of the modeling and the control algorithm
adjustment. In the literature analysis made in [5], only 9% of the papers use multi-
variable control loops.

A generic diagram of a multivariable control loop of the weld bead geometry for
the GMAW process is shown in Figure 5. It used the main variables that affect the
process, to control the bead geometry, but it should be noted that due to the
interdependence between them, setting the controller parameters and the use of
uncoupling become difficult.

The GMAW conventional process can be represented as a multiple-input
multiple-output (MIMO) process with three inputs and two outputs, as shown in
Figure 6. The pairing of controlled and manipulated variables is shown too, and the
other variables are considered as disturbances or controlled by other control loops.
This selection is based on the bibliographic review and requires the analysis of the
relative gains defined in [9].

Figure 5.
Main variables used in the weld bead geometry control in GMAW process.

Figure 6.
Arc welding process represented as a multiple-input multiple-output system, with the depth and width of the
weld bead controlled by PID algorithms.
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It is important to note that the orbital welding adds more complexity to control,
due to the effect of gravity on the transfer of material, the weld pool, and the weld
bead formation, in addition to other requirements. So, it is important to consider
the orbital angle as a measurable disturbance.

Control strategies proposed in [5] are based on a PID controller improved with a
decoupling method, a Smith predictor, and a fuzzy self-adaptive algorithm. In the
PID control strategy, shown in Figure 6, the welding voltage (U) and wire feed
speed (WF) are manipulated by two independent control loops that control the
weld bead width (W) and the weld bead depth (D). The CTWD can be considered a
disturbance or a manipulated variable, depending on the control strategy. The
quantity of material deposited (deposition rate) is indirectly controlled by the
relation between WS and WF, and the weld bead reinforcement depends on the
relation between bead width and quantity of material deposited. The values U 0ð Þ
and WF 0ð Þ are initial values of manipulated variables.

The weld bead depth value (D) is estimated using the algorithms described in
the chapter “On-line measurements in welding processes,” and the weld bead width
(W) can be estimated too or measured using a profile sensor. These values are
feedback to the controller and the control errors, which are calculated using the set
point of the weld bead depth (Dsp) and width (Wsp) values. If a laser profilometer
is used, the real width and reinforcement of the weld bead are calculated. Note that
the measurements have a dead time (θ) and these values are zero during the first
sampling times.

While many control algorithms have been proposed, in which approaches are
theoretically elegant, most of the industrial processes nowadays are still controlled
by proportional-integral-derivative controllers [10–12]. Conventional PID control-
lers have been widely applied in industrial process control for about half a century
because of their simple structure and convenience of implementation [13]. How-
ever, a conventional PID controller can have poor control performance for
nonlinear and complex systems for which there are no precise mathematical
models. Numerous variants of conventional PID controller, such as self-tuning,
auto-tuning, and adaptive PID controllers, have been developed to overcome these
difficulties. Several online self-tuning or adaptive algorithms are based on fuzzy
inference systems that were developed in [11, 12, 14–19].

The weld bead width measure dead time problem can be solved using a modified
Smith predictor as shown in [5]. In the same work, the nonlinear is solved using a
fuzzy self-adaptive algorithm for PID tuning. But the control strategy still has a
problem, the interdependence between the process variables.

To improve the controller behavior, the decoupling structures can be incorpo-
rated for reducing the interaction between the loops. In this case, the decoupling
used is based on feedforward control. These decoupling techniques are useful when
the process is affected by strong measurable disturbances. This strategy can help
improve the behavior of the controller in the face of this disturbance, but it cannot
replace the feedback control [20]. The typical feedforward control is shown in
Figure 7.

Figure 7.
Typical feedforward control in a single control loop. Adapted from [5].
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The feedforward control tries to anticipate the effect of the disturbance (d). The
control action is applied directly to the control loop drive element, before the
disturbance can affect the controlled variable [6, 20]. Eqs. (1) and (2) usually define
the necessary conditions to it, while the feedforward model is obtained in Eq. (3).

Δy
Δv

¼ G2 z�1ð Þ
1� CG1 z�1ð Þ þ

FFG1 z�1ð Þ
1� CG1 z�1ð Þ ¼ 0 (1)

Δy
Δv

¼ G2 z�1ð Þ þ FFG1 z�1ð Þ
1� CG1 z�1ð Þ ¼ 0 (2)

FF ¼ G2 z�1ð Þ
G1 z�1ð Þ (3)

If G1 z�1ð Þ and G2 z�1ð Þ are quite close to first-order transfer function with delay,
as it is shown in

G1 z�1� � ¼ K1zp1

1� α1z�1 (4)

G2 z�1� � ¼ K2zp2

1� α2z�1 (5)

where the terms α1 and α2 are related with the sample time (Ts) and process time
constants T1 and T2, as shown in the next equations,

α1 ¼ e�
Ts
T1 (6)

α2 ¼ e�
Ts
T2 (7),

then the feedforward transfer function is
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where

KFF ¼ K2
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(10)

Sometimes only the steady value is compensated, and the dynamic is depreci-
ated in which case the transfer function of the feedforward block is KFF. This
simplifies the modeling work and the model structure. It is important to note that
the dead time in the principal channel must be less or equal than the disturbance
channel (p1 ≤ p2) for the dynamic compensation to be effective.

If the interactions between loops are considered as disturbances, the same
feedforward scheme can be used to decoupling the weld bead width and penetration
control loop in our welding process. Figure 8 shows the block diagramwith decouples.

Decouples FF1 and FF2 are designed to minimize the interaction between loops
and improve the controller behavior. The calculation of the transfer function of
decouples is similar to what is explained in the feedforward transfer function. This
strategy is similar to inverse decoupling shown in [21, 22].
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The design and synthesis of PID controllers and fuzzy algorithms in FPGA or
microcontroller devices are possible, and the resource consumption is very low, as is
shown in [23]. But many other scientific researchers are being developed and tested
to solve and improve the control of the welding process. In the next section, some of
them will be described.

3. Methods or techniques used for modeling and control of the geometry
of weld bead

The welding process is characterized as multivariable, nonlinear, and time-
varying, with stochastic behavior and having a strong coupling among welding
parameters. For this reason, it is very difficult to find a reliable mathematical model
to design an effective control scheme by conventional modeling and control methods.

Due to these characteristics, the use of adaptive techniques has spread in the last
decades with favorable results, only overcome by a proportional-integral-derivative
controller. The adaptive control has been implemented in some researchers to cope
with the problem of the high dependence of process parameters to its operating
condition. The main drawback of this method is that it requires online estimation or
tuning of the parameters, which is usually a time-consuming operation. The single
implementation of PID and low computational resources make it still the most used,
as in the rest of industrial applications. A graphic summary is shown in Figure 9,
and Table 1 shows the document references analyzed.

Neural networks, fuzzy methods, and their combinations also stand out. Note that
the magnificent behavior of the neural network can be clouded by a slow convergence
because of the excessive quantity of neurons or hidden layers. Many research efforts
use this approach but neglected the need for the quick response of the control system.

Statisticalmethods, such as the classic autoregressivemoving-average and expert
systems, are represented too.Other less used techniques include state space,model-free
adaptive, first- and second-ordermodel, support vectormachine, and finite elements.

3.1 Some scientific research about the geometry control in arc welding
processes

Developments in the field of automatic control of the geometry in the arc
welding process have been intense in the last four decades. The most representative

Figure 8.
Weld bead width and depth penetration controller with decouples.
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Figure 8.
Weld bead width and depth penetration controller with decouples.
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research efforts found in the literature are in this area in the last two decades. In this
section, some relevant works are discussed in chronological order.

In 1986, Nied and Baheti [46] registered a patent in which a robotic welding
system has an integrated vision sensor to obtain images and analyze the welding
scene in real-time. It used an adaptive feedback control to assure the full penetra-
tion, the weld puddle area, and the maximum width in the TIG process. The
adaptive control system determines a puddle geometry error and uses the nominal
welding current to change the heat input to the weld pool, regulating the combina-
tion of puddle area and width. Arc voltage is modulated to reflect changes in
welding current and maintain a constant arc length.

In 1989 Edmund R. Bangs and others [38] registered a patent that described a
system for real-time welding adaptive control using infrared images, artificial intel-
ligence (expert system), and distributed processors.

Already in 1990, Andersen designed a control system for the GMAW process
[24]. As shown in Figure 10, a neural network set point selector defines the start

Figure 9.
Graphic summary about the main methods or techniques used for control of the weld bead geometry, including
the quantity of references and the percentage they represent in the total papers consulted.

Control technique or control model References

On/off, classic PID, or PID combined with other method [2, 24–37]

Adaptive [26, 29, 38–50]

Neural network and fuzzy logic or neuro-fuzzy [3, 4, 51–60]

Neural network [27, 61–63]

Fuzzy logic [39, 64, 65]

Autoregressive moving average (ARMA or similar) [29, 66, 67]

Expert systems [38, 53, 40]

State space [1, 68]

Model-free adaptive [68, 69]

First- or second-order model [70, 71]

Support vector machine [64]

Finite elements [52]

Table 1.
References classified according to the methods or techniques used for control of the weld bead geometry.
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parameters of welding speed (V), current (I), and arc length (L). Another neural
network estimates the width (W) and weld depth penetration (P). Two indepen-
dently closed-loop PIs adjust continuously the start parameters in function of weld
bead width and penetration control error. The experimental results are satisfactory.
In [72], a similar structure was proposed for the control of weld bead width,
without the estimator and using a fuzzy controller. The same philosophy is used in
[54] for width and reinforcement control in independent control loops.

Zhang et al. [74] developed an adaptive control of full penetration for GTAW
processes, based on the generalized predictive control (GPC) algorithm presented
by Clarke [75–77]. The controlled variables are the width and reinforcement of the
weld bead, measured by a vision system and a laser stripe. The control or manipu-
lated variables are the welding current and arc length. The sampling interval of the
control system was 0.5 s. The process has been described by a moving-average
model with a predictive decoupling algorithm. The system is not controlling the
penetration directly but has a satisfactory performance in the weld quality control.

Brown et al. [26] developed a control loop with a PID controller and an adaptive
dead-time compensator for GMAW processes in a horizontal welding position. The
controlled variable is the weld pool width and the welding speed is manipulated.
The simulation results show an acceptable response.

A dynamic model, based on neural network, was designed in [53] to predict the
maximum backside width in pulsed GTAW processes. Also, a self-learning fuzzy
neural network controller was developed for controlling the maximum backside
width, and the fuzzy rules were modified online. Another intelligent multivariable
controller, type double-input and double-output (DIDO), based on a neuro-fuzzy
algorithm and combined with an expert system, was developed to control the
maximum backside width and the shape of the weld pool. Experimental results
showed the best behavior using the DIDO intelligent controller.

In [55], a neuro-fuzzy controller was designed for the GTAW process. This
method overcomes the dependency of human experts for the generation of fuzzy
rules and the non-adaptive fuzzy set. The adaptation of membership function and
the fuzzy rule self-organization are carried out by the self-learning and

Figure 10.
Control loop proposed for Andersen [24] when the initial set point conditions are defined by neural network
and the penetration are estimated. Adapted from [73].
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competitiveness of the neural network with three hidden layers. The simulation test
got promising behavior.

Chin [28] developed a system for infrared image sense and PID control of the
SAW process. Several tests were executed with diverse conditions in the control
variables. Similarly, an infrared point sensor (pyrometer) is used in [36] to estimate
the weld bead depth in GTAW and SAW processes. The penetration is controlled
indirectly (using the infrared emission) by a PI regulator, which changes the
welding current in the GTAW process and the welding voltage and welding speed in
the SAW process. A satisfactory result is obtained under laboratory conditions.

Moon and Beattie [45] developed an adaptive fill control for multi-torch multi-
pass SAW processes. The system measures the joint geometry with laser seam
tracking and calculates the total area of the joint, computing by numerical integra-
tion based on the actual joint profile. With the area ratio of the joint, the welding
current/voltage combination is obtained, and the welding speed is adjusted
inversely in proportion to the area to be filled. The control significantly improves
weld bead quality. This technology has been used in the manufacture of longitudi-
nal and spiral pipes and pressure vessels.

In [66], two simultaneous but independent control loops are used. The first loop
monitors the temperature with an infrared camera and controls the trajectory of the
torch. The second loop monitors the geometric profile with the laser stripe and
manipulates the welding speed and the wire feed speed. A variable delay Smith
predictor is used for reducing the dead-time effect of laser strip sensor, as shown in
Figure 11. The author tested a SISO closed loop with a PI controller and a MIMO
GOSA. The last one obtains the best result.

An H-infinity robust control system in [1] is proposed to control the length and
width of the weld pool, manipulating welding current and weld speed. The simula-
tion shows an effective robust method to control processes with large uncertainties
in the dynamics. However, the complexity of the H-infinity control algorithm can
make the implementation of embedded devices difficult. Also, it needs an effective
description of the uncertainties of the welding process dynamics, and it is difficult
under conditions of the real processes.

A weld pool imaging system, with a LaserStrobe high shutter speed camera, is
used in [58] to obtain contrasting images and eliminate the arc interference. Image
processing algorithms, based on edge detection and connectivity analysis, extract
information about the weld pool length and width online. A neuro-fuzzy controller,
based on human experience and experimental results, manipulate the welding volt-
age and speed in real-time based on weld pool dimensions. A welding speed closed-
loop control is used to reach the set point of the weld pool geometry. The simulation
results are satisfactory, but the response may be slow due to the time required for
image processing and fuzzy calculation.

Figure 11.
SISO (a) and DIDO (b) control loops that employ infrared information. Adapted from [66].
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In [31], the difficulty to tune the PI controller parameters to achieve the desired
performance, across the entire range of the process operation, is shown. Therefore,
the design and implementation of more complex controllers are required to obtain
better control of the welding process.

A method developed by Casalino in [52] defines an automated methodology for
selecting the weld process parameters based on artificial intelligence. While there
are many methods available to improve the reliability of traditional open-loop
control schemes, these can only be used with a particular welding power source and
a specific welding arrangement.

Lu et al. [43] developed a non-transferred plasma charge sensor-based vision
system to measure the depth of the weld pool surface in orbital GTAWprocesses. The
sensor measures the welding voltage when the welding current is off and calculates
the arc distance by an inversely linear relation. An insulated gate bipolar transistor
(IGBT) power module is utilized to temporarily switch off the main power supply.
During this period, the large arc pressure associated with the main arc is not present,
the depth of the weld pool surface decreases, and the sensor output increases,
obtaining the arc measurement. An adaptive interval algorithm controls the depth of
the weld pool surface, regulating the main-arc-on period. Four experiments were
executed under different conditions and show a satisfactory response.

Smith et al. [34] use two independent PIs to control a pulsed TIG process in a
horizontal position. Both controllers use the control error of the top face weld pool
width as input. The independent outputs are the welding current and the wire feed
speed. The active adjustment of the welding current and the wire feed speed allows
compensating variations on the weld pool size. A camera and image processing
algorithm measures the top face weld pool width. The controllers and image
processing algorithms run concurrently on a PC. The controllers use CAN serial
communication protocol to adjust the outputs in two distributed actuator nodes,
based on a microcontroller system. A step-change in plate thickness was used to test
the controller system. The experimental results produced welds with a more con-
sistent profile when faced with variations in process conditions.

In [63], a three-dimensional vision system is used for obtaining the geometrical
parameters of the weld joint. A closed-loop neuronal-network controller is devel-
oped to control the width and depth of the weld joint, by regulating the welding
voltage, welding speed, and wire feed speed. The neuronal model has two hidden
layers with six and four neurons, respectively, as shown in Figure 12. The experi-
mental results, using the neural network learning data and the error range of width
and depth, are within 3%.

Fuzzy and PID controllers are employed in [65] to control the geometry stability
in a GTAW process, by regulating the welding current (ΔI) and wire feed rate (v). A
real-time image analysis algorithm was developed for seam tracking and seam gap
measuring using passive vision. The control was applied in a teach and playback
robotic welding system, which helps the robot track the seam with the gap varia-
tion. The quality of the products obtained reached the standard of first-order
welding seam (Q J2698-95) in terms of dimensions and soundness, which was
verified with an X-ray inspection. Figure 13 shows the block diagram.

In [78] two SISO subsystems are developed to control a double-electrode
GMAW process. The control structure is selected for convenient implementation
and design. One system controls the welding current of the main torch by manipu-
lating the wire feed speed. The other system controls the welding voltage of the
bypass torch by manipulating the welding current. Two interval models have been
obtained, based on experimental data from step-response experiments under dif-
ferent manufacturing conditions. These simple controllers show an acceptable
behavior to control this relatively complex process.
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Chen solved the full penetration detection, in orbital the GTAW process, with a
vision system over the topside pool and a neural network model for estimating the
backside weld bead width in [39]. The neural network has 17 neurons in the input
layer, 40 in the hidden layer, and 1 in the output. An adaptive controller receives
the backside weld bead width, estimated by the neural network, and regulates the
peak current. A fuzzy controller received the gap state and controlled the wire feed
speed. The experimental results, examined in X-ray, have shown a uniform
backside of the weld bead.

An adaptive inverse control based on support vector machine-based fuzzy rules
acquisition system is proposed by [64] for pulsed GTAW process. This method
extracts the control rules automatically from the process data, using an adaptive
learning algorithm and a support vector machine to adjust the fuzzy rules. The
controlled variable is the backside weld width, and the manipulated variable is the
peak current of the pulse. A double-side visual sensor system captures the topside
and backside images of the weld pool simultaneously. The data for model identify-
ing is obtained experimentally. The control is simulated and shows satisfactory
results.

Figure 13.
Block diagram of the geometry stability controller for GTAW process, developed in [65].

Figure 12.
Neural network to determine welding parameters. Adapted from [63].
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Lü et al. [69] developed a MISO algorithm for the control of the width of the
weld pool backside in the GTAW process. The vision sensing technology and
model-free adaptive control (MFC) are used. The welding current and wire feed
speed are selected as the manipulated variables, and the backside width of the weld
pool is the controlled variable. The main difficulty was the availability of computa-
tional resources to maintain the control period and the image processing speed
within acceptable values. It has the disadvantage of using complex optical systems
for obtaining the image of the back- and the front side of the weld pool.

In [68] a space state model of the GMAW process is obtained to compare the
behavior of three controllers: ARMarkov-PFC (based MPC controller), PI, and
feedback linearization based on the PID (FL-PID). The controller outputs are the
wire feed motor voltage and the welding voltage. The controlled variables are the
welding current and voltage. The simulation results show that the ARMarkov-PFC
outperformed other controllers from the viewpoints of the transient response,
desired output tracking, and robustness against the process parameter uncertainties
but require more computational resources. The FL-PID controller was sensitive to
the process parameter variations, presence of noise and disturbance, and results in
an improper performance. The PI controller produced an inappropriate transient
response and inadequate interaction reduction despite good tracking performance,
low sensitivity to parameter variations, and low computational resource
requirements.

The main advantages of MPC over structured PID controllers are its ability to
handle constraints, non-minimum phase processes, changes in system parameters
(robust control), and its straightforward applicability to large, multivariable, or
multiple-input multiple-output processes. Despite having many advantages, a
noticeable drawback of an MPC is that it requires higher computation capability, as
is shown in [79].

The change in arc voltage during the peak current is used in [49] to estimate the
weld penetration depth in the pulsed GMAW process. An adaptive interval model
control system is implemented, but, contrary to the author’s comment, the control
accuracy is not good.

Lui et al. [60] developed a model-based predictive control for the orbital GTAW
process. The control input is the backside weld bead width, and the outputs are the
welding current and welding speed. A nonlinear neuro-fuzzy (ANFIS) model is
utilized to estimate the backside weld bead width (related with weld depth pene-
tration) using the front-side weld pool characteristic. Figure 14 shows a block
diagram of this approach.

In [67] the GMAW LAM process is modeled using the recursive least squares
algorithm for system identification. An image processing algorithm is employed for
obtaining the nozzle to top surface distance. An adaptive controller adjusts the
deposition rate and keeps the nozzle to top surface distance constant. The precision
range of the control system is limited within �0.5 mm.

A segmented self-adaptive PID controller was developed in [30] for controlling
the arc length and monitoring the arc sound signal in the pulsed GTAW process for
the flat and arched plate. The experiments show that the controller has acceptable
accuracy.

Lui and Zhang [4] developed a machine-human cooperative control scheme to
perform welder teleoperation experiments in the orbital GTAW process. They
developed an ANFIS model of the human welder’s adjustment on the welding speed.
The welder sees the weld pool image overlaid with an assistant visual signal and
moves the virtual welding torch accordingly. The robot follows the welder’s move-
ment and completes the welding task. The experimental data is used to obtain the
model. Later, they transfer this model to the welding robot controller to perform
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automated welding. The controller receives the three-dimensional weld pool char-
acteristic parameters (weld pool length, width, and convexity) and changes the
welding speed.

In other similar work [3], a human intelligence model based on a neuro-fuzzy
algorithm is proposed to implement an intelligent controller to maintain a full
penetration manipulating the welding current. These works establish a method to
rapidly transform human welder intelligence into welding robots by using three-
dimensional weld pool surface sense, fitting the human welder response to the
information through a neuro-fuzzy model, and using the neuro-fuzzy model as a
replacement for human intelligence in automatic systems. In previous works
[56, 57], the skilled human welder response to the fluctuating three-dimensional
weld pool surface is correlated and compared with a novice welder.

3.2 Embedded devices in welding process control

Embedded systems, especially the FPGA and system on chip (SoC), are used in a
multitude of technological processes in various industries, covering hazardous areas
such as medical, aerospace, and military or even the most common household
appliances. With the increase in processing capabilities of these systems, based on
microcontrollers and new processor generation, it is possible to obtain remarkably
improved measurement and control systems with the use of advanced algorithms
for processing information provided by the sensors. The parallel processing capa-
bilities of the FPGA (into the SoC) allow lower execution times than in processors
or microcontrollers. These capabilities are important to estimators based on neural
networks (parallel execution) and to control systems in real-time that need to
attend several sensors and actuators.

The FPGA has numerous digital inputs and outputs, with the possibility of
adding several analogs and other peripherals. Many of them have a hard processor,
with one or more cores and various peripherals for communication, video, sound,

Figure 14.
Model-based predictive control to orbital GTAW process. Adapted from [60].
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and large random access memory (RAM) capacity, where you can run a standard
operating system interconnected with the FPGA. These features and the small size,
low power consumption, low heat dissipation, and reconfigurable architecture
make it an ideal tool for monitoring and control systems with real-time require-
ments. For all these good reasons, we must pay special attention to these devices.

The modern welding power sources are controlled by embedded systems.
These systems provide communication, data acquisition, and control functions for
different welding processes, but their most important specialization is the control of
the electric arc, laser signal, and other methods to transfer the energy to the base
material. This specialization permitted the substitution of big transformer and
switches to select the welding parameters such as the voltage, current, and induc-
tance, by a smaller transformer and high-frequency switching semiconductors
governed by a microcontroller. With these changes it was possible to generate
various types of waveforms on the output of the welding power source, improving
the conventional processes and creating new processes and new control algorithms.

In these systems, the embedded controller emulates the impedance of the old
transformer and keeps the set points of welding voltage and current with more
accuracy. The configuration of welding parameters, data acquisition, and set point
changes can be made using a communication protocol, defined by the manufac-
turer. The integration with a supervisory or higher control system is possible using
this communication protocol.

The literature review does not show an extensive application of FPGA to bead
geometry control in the arc welding process. But other works have shown applica-
tions related with wire feed control [80], defect detection [81–83], and arc signal
monitoring [84, 85]. A graphical summary is shown in Figure 15.

4. Conclusions

Based on the literature review and the experimental experience about the con-
trol of the welding bead geometry, it is possible to observe the great complexity of
the welding process and the many efforts to control it. The proposed solutions range
from simple open-loop controllers to complex intelligent control algorithms,
highlighting the legendary PID combined with other techniques, adaptive methods,
and the neural network and fuzzy algorithms.

Despite the arduous research efforts, few of these algorithms are being applied
in the industry, in some cases due to its complexity but others due to commercial
interests and its cost of implementation. For these reasons, the control of welding

Figure 15.
Graphical summary of the applications of embedded devices in welding processes found in the literature review.
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processes is an open topic for research and especially for the development of
feasible solutions to be used in the industry.

Scientific research and the slow but continuous application of its results in the
welding industry show a tendency for modeling and control of these processes to be
carried out using methods of artificial intelligence. These methods, in addition to
including classic artificial intelligence techniques, are incorporating bioinspired
algorithms, deep learning techniques, big data and data mining for the analysis of
the measurements, the adjustment of the controllers, and even the implementation
of the controller itself.

Undoubtedly, the current development of embedded systems and the small and
smart sensors is allowing the implementation of many algorithms proposed decades
ago and new algorithms that make extensive use of the calculation capabilities of
these systems. The use of multivariable control and dynamic models of the process
will be possible and will allow a notable improvement in the quality of the welds
and the number of parts rejected in the production process.

But the advantages of these technologies will not be accepted and exploited
efficiently without adequate training of the technical staff that directs and operates
the industries. Many of these modeling and control techniques are still unknown or
their advantages are poorly disclosed. This is a problem when it is compared in
terms of ease of use and productivity against classical techniques with decades of
use in the industry. In this sense, we try to contribute to the dissemination of this
knowledge throughout this chapter.
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Chapter 4

Online Measurements in Welding
Processes
Guillermo Alvarez Bestard

Abstract

The online measurement of principal magnitudes in welding processes is impor-
tant to close the control loop and meet the project requirements. But, it is difficult
because of the adverse environmental conditions that exist near the weld pool.
Some conventional measurement techniques are used, but under these conditions,
indirect sensing techniques are a better option. Sensor fusion algorithms and indi-
rect sensing techniques allow estimate magnitudes that are impossible to measure
directly. Sensor fusion is used to describe the static and dynamic behavior of process
variables and is based on several areas of knowledge, such as statistics and artificial
intelligence. By combining different sensing technologies to take advantage of each
one, it is possible to obtain better sensing results. In this chapter selected sensing
techniques and estimation algorithms used online for collecting values on the
welding process are shown. Special attention is given to sensor fusion techniques.
Some real applications and innovative research results are discussed.

Keywords: estimation, online measurement, sensor fusion, welding

1. Introduction

The welding process is used by many manufacture companies in a wider range
of applications. Many studies have been carried out to improve the quality and to
reduce the cost of welded components. Part of the overheads is employed in the
final inspection, which begins with a visual inspection, followed by destructive and
nondestructive testing techniques. In addition to cost raises, a final inspection is
conducted when the part is finished only. When a defect occurs during welding, it
can be reflected in the physical phenomena involved: magnetic field, electric field,
temperature, sound pressure, radiation emission, and others. Thus, if a sensor
monitors one of these phenomena, it is possible to build a system to monitor weld
parameters and quality.

For years, much has been done to predict problems in welding to make it a stable
process capable of making union parts with minimal human interference. Despite
various sensors used in welding processes, there is still no effective option able to
identify, directly, the weld bead characteristics obtained during the process. This is
a limiting factor in the process control because weld bead characteristics can only be
determined after the completion of welding through testing (destructive or not)
when no control action can be taken.

In the last decade, measurements of multiple sensors are used to estimate some
geometric parameters of the weld bead, such as the weld penetration,
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reinforcement, and width, and to classify the process stability. These estimations
can be made online1 and can be used to control the weld bead geometry formation.
More recently, research has shown the possibility of estimating some microstruc-
tural characteristics and thermally affected zone dimensions, as shown in [1]. These
estimations can be used to limit the control actions so as not to affect the desired
characteristics of the weld bead. These techniques do not eliminate destructive
testing but greatly reduce its use and prevent the defect formation or loss of
characteristics.

In the welding processes, many variables can be used to control the geometry
and quality of the final product. For this, other variables need to be measured or
estimated. Some variables can be measured or modified online, directly in the
welding power source, such as welding voltage and welding electric current inten-
sity. Others can be measured using noncontact sensing methods, such as width and
reinforcement of weld bead, drop volume, and electrical stick-out. But several vari-
ables, necessary to close the control loops, are difficult to measure online. This
difficulty is due to the extreme conditions in the arc zone, because the electric arc is
a powerful radiation emitter, in a long range of the frequency spectrum, including
high temperature and visible light, generating steam and droplets of molten metal,
coming from the electrode and the base metal. For these latter cases are necessary
estimation methods based on models of welding processes that may include the
power source and the robotic system used to move the torch or piece.

For the automation and control of complex manufacturing systems, a great deal
of progress came up in the last decade, for precision and online documentation
(bases for the quality control). With the advent of electrically driven mechanical
manipulators and later the whole, relatively new, multidisciplinary mechatronics
engineering, the need for information acquisition has increased. The acquisition is,
in many cases, distributed through the system, with strong interaction between the
robot and its environment. The design objective is to attain flexible and lean pro-
duction. The requirement of real-time processing of data from multi-sensor systems
with robustness, in an industrial environment, shows the need for new concepts on
system integration.

Technology advancements seek to meet the demands for quality and perfor-
mance through product improvements and cost reductions. An important area of
research is the optimization of applications related to welding and the resultant cost
reduction. The use of nondestructive tests and defect repair are slow processes. To
avoid this, online monitoring and control of the welding process can favor the
correction and reduction of defects before the solidification of the melted/fused
metal, reducing the production time and cost [2].

Developments in microelectronics have led to rapid advances in welding power
sources. With the use of fast microelectronic circuits, the speed of welding process
control and welding parameter adjustment has been increased tremendously, and
dynamic control over the arc and molten metal transfer have become possible.
Research and development carried out by manufacturers of welding power sources
focus on rapid optimal control of the welding parameters during welding. Modern
welding sources are equipped with special control functions of arc and molten metal
transfer, focusing on two basic areas: The first area of focus is on welding thin metal
sheets (0.53 mm), and the second is on high-productivity thick metal sheet welding
(over 5 mm) [3].

1 When the measurement or control action is made inside the process flow and during the process

execution, this task is classified as online. When the measurement or control action is made outside the

process flow and before or after the process execution, this task is classified as offline.
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With continuing advancements in digital and sensor technology, new methods
with relatively high accuracy and quick response time for the identification of
perturbations during the welding process have become possible. Arc position, part
placement variations, surface contaminations, and joint penetration are key
variables that must be controlled to ensure satisfactory weld production [4]. The
techniques related to welding process optimization are based on experimental
methodologies. These techniques are strongly related to experimental tests and seek
to establish relations between the welding parameters and welding bead geometry.

Researches related to adaptive systems for welding seek the improvement of
welding bead geometry with direct (if based on monitoring sensors) or indirect
monitoring techniques. The indirect monitoring systems are the more used, looking
to link elements such as welding pool vibrations, superficial temperature distribu-
tion, and acoustic emissions to size, geometry, or welding pool depth [5]. The most
used approaches in welding control are infrared monitoring, acoustic monitoring,
welding pool vibrations, and welding pool depression monitoring as shown in [6].
The literature analysis made in [7] shows a similar conclusion, but adds vision
techniques with the same level of use with infrared measurement.

The majority of modeling methods used in the past were based on the physics
and chemical characteristics of the process components. This method needs great
knowledge about welding processes, and, because of its complexity, these magni-
tudes are difficult to obtain and keep constant throughout the process, causing
inaccuracies in the models. With the development of information processing capa-
bilities, black box modeling methods were successfully used, as such the statistics
and probabilities, but needs very complex models because of the nonlinearity of the
welding process and the correlation between variables. Nowadays, the black box
methods based on intelligent artificial algorithms are predominant as shown in [7],
where 29% of models analyzed were obtained using intelligent artificial algorithms,
18% used image processing (which can include intelligent artificial algorithms such
as deep learning methods), 12% used statistical methods, and only 2% used physics
and chemical characteristics. Also, recently, big data and data mining algorithms are
to be introduced in industrial applications.

This chapter focuses on the online measurement of main magnitudes in
welding processes to close the control loop and allow the welding power source
and robot parameters to be adjusted. These actions make it easier to meet the
project requirements, reduce the cost of welding production, and increase
productivity by reducing the number of parts rejected in final quality inspection.
The next sections discuss the sensing and analysis techniques used to measure
or estimate important variables in welding processes, with emphasis on the con-
ventional gas metal arc welding (GMAW) process. A summary of its evolution is
also shown, and some examples of algorithms to measure data processing
are discussed.

Also, a novel modeling method, based on a sensor fusion algorithm, is shown.
This method uses dynamic information of welding processes to improve the model
response, rather than relying on static models used in research found in the litera-
ture. The method uses arc welding measurements and thermographic information
to estimate the weld bead penetration. The algorithm obtains the thermographic
features and supplies information about the amount and spatial distribution of the
energy in the workpiece, minimizing the errors when multiple inflection points are
found because it does not use the second derivative for the calculation of thermo-
graphic width. Besides, volume calculations are performed using the actual ther-
mographic curve instead of the ideal Gaussian curve used in most research as an
approximation value and using more complex equations. This approach uses only
addition operations, simplifies calculations, and improves model accuracy, allowing
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1 When the measurement or control action is made inside the process flow and during the process

execution, this task is classified as online. When the measurement or control action is made outside the

process flow and before or after the process execution, this task is classified as offline.
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With continuing advancements in digital and sensor technology, new methods
with relatively high accuracy and quick response time for the identification of
perturbations during the welding process have become possible. Arc position, part
placement variations, surface contaminations, and joint penetration are key
variables that must be controlled to ensure satisfactory weld production [4]. The
techniques related to welding process optimization are based on experimental
methodologies. These techniques are strongly related to experimental tests and seek
to establish relations between the welding parameters and welding bead geometry.

Researches related to adaptive systems for welding seek the improvement of
welding bead geometry with direct (if based on monitoring sensors) or indirect
monitoring techniques. The indirect monitoring systems are the more used, looking
to link elements such as welding pool vibrations, superficial temperature distribu-
tion, and acoustic emissions to size, geometry, or welding pool depth [5]. The most
used approaches in welding control are infrared monitoring, acoustic monitoring,
welding pool vibrations, and welding pool depression monitoring as shown in [6].
The literature analysis made in [7] shows a similar conclusion, but adds vision
techniques with the same level of use with infrared measurement.

The majority of modeling methods used in the past were based on the physics
and chemical characteristics of the process components. This method needs great
knowledge about welding processes, and, because of its complexity, these magni-
tudes are difficult to obtain and keep constant throughout the process, causing
inaccuracies in the models. With the development of information processing capa-
bilities, black box modeling methods were successfully used, as such the statistics
and probabilities, but needs very complex models because of the nonlinearity of the
welding process and the correlation between variables. Nowadays, the black box
methods based on intelligent artificial algorithms are predominant as shown in [7],
where 29% of models analyzed were obtained using intelligent artificial algorithms,
18% used image processing (which can include intelligent artificial algorithms such
as deep learning methods), 12% used statistical methods, and only 2% used physics
and chemical characteristics. Also, recently, big data and data mining algorithms are
to be introduced in industrial applications.

This chapter focuses on the online measurement of main magnitudes in
welding processes to close the control loop and allow the welding power source
and robot parameters to be adjusted. These actions make it easier to meet the
project requirements, reduce the cost of welding production, and increase
productivity by reducing the number of parts rejected in final quality inspection.
The next sections discuss the sensing and analysis techniques used to measure
or estimate important variables in welding processes, with emphasis on the con-
ventional gas metal arc welding (GMAW) process. A summary of its evolution is
also shown, and some examples of algorithms to measure data processing
are discussed.

Also, a novel modeling method, based on a sensor fusion algorithm, is shown.
This method uses dynamic information of welding processes to improve the model
response, rather than relying on static models used in research found in the litera-
ture. The method uses arc welding measurements and thermographic information
to estimate the weld bead penetration. The algorithm obtains the thermographic
features and supplies information about the amount and spatial distribution of the
energy in the workpiece, minimizing the errors when multiple inflection points are
found because it does not use the second derivative for the calculation of thermo-
graphic width. Besides, volume calculations are performed using the actual ther-
mographic curve instead of the ideal Gaussian curve used in most research as an
approximation value and using more complex equations. This approach uses only
addition operations, simplifies calculations, and improves model accuracy, allowing
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its implementation in an embedded device. The actual application area is automatic
control, arc welding, and sensor fusion research.

2. Measurements in welding processes

Automatic welding is affected by disturbances in the production parameters and
welding conditions. Variations in components’ position and dimensions, weld joint
misalignment, oil in the surface and other improprieties in materials, instability in
welding wire speed, and shielding gas flow are examples of disturbances. However,
by adding measuring systems, the control system may have a better performance
when disturbances are found. For this purpose, the disturbances and affected vari-
ables must be measured or estimated online, to counteract the effects of the distur-
bances through the control actions. These variables can be different in each process
type or change your significance in the process. Some variables can be measured
directly from the welding power source or using indirect measuring techniques, and
others need to be estimated from measured variables. This last group includes the
weld bead depth or penetration.

In welding processes, the variables can be classified depending on whether they
can be measured or modified and if these actions can be done online or offline.
Responding to this classification, the variables in welding processes can be divided
into five basic groups [8]:

• Fixed, which cannot be modified by the operator but defined in the process
design

• Adjustable online, which can be modified during the process

• Adjustable offline, which can be modified only before starting the process

• Quantifiable online, which is measurable during the process

• Quantifiable offline, which is measurable only after the process ended

An example of variables and groups for the constant voltage GMAW orbital
process is shown in Figure 1, and some measurement techniques are described in
the following sections.

2.1 Measurement of welding variables

The most common measurement variables in welding are related to the
power supplied to the process by the unit of material length or area, and most are
defined or measured by the power source. In conventional arc welding processes,
these variables are electric voltage, intensity of electric current (also called simply
amperage or welding current), and wire feed speed in processes with material
addition. The parameters to control the waveform of voltage or electric current in
the advanced arc welding process are important also. Other variables can be
necessary to define and know, as gas flow, pre-gas time and post-gas time, source
impedance, and time or position when the arc is open and closed (arc status). In
laser welding processes, laser power, pulse rate, focal distance, and spot size are
important too.

The modern welding power sources have one or various microcontrollers or
microprocessors to control source operations, data acquisition, and
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communications. The communication interface usually implements a serial protocol
or digital and analogical inputs and outputs to obtain or send information from an
external supervisory control system (computer, programmable logic controller, and
robotic system, among others). This interface can be used to synchronize work
between power sources and robotic systems, other machines, control levels, or
factory management. The welding variables, as voltage, electric current, and wire
feed speed, can be measured and modified using this interface. Some commonly
used standard network protocols are RS-232, RS-485, Modbus (RTU, TCP, or UDP),
CAN Bus, DeviceNet, Field Bus, and Ethernet. Other companies define their proto-
col such as the Arclink developed by Lincoln Electric and SpeedNet by Fronius.

The communication protocol can be “open” or “proprietary.” In the first case,
the user can communicate his control system directly with the power source using
the communication protocol description. In the second case, he needs to buy and
use proprietary software or hardware. The implementation of protocols used in

Figure 1.
Variables and classification groups to conventional constant voltage gas metal arc welding (GMAW) process
(adapted from [8]).
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modern power sources is serial2, and information is obtained or sent in
digital format.

The old welding power sources can have an interface with digital and analogical
inputs and outputs, to let the monitoring and control of the source. These power
sources need a dedicated data acquisition and control system to convert the analog
values in digital information and vice versa. The user, using this system, can mon-
itor and control the power source operation partially or fully. To design or select the
system, the sampling time, resolution and range of analogical inputs and outputs,
and range and type of digital inputs and outputs, based on the power source
characteristics and application requirements, should be considered.

Some manufacturers offer hardware interfaces to translate the information from
serial protocol to digital and analogical inputs and outputs. If you do not have
conditions to use a serial protocol, these interfaces can help to get and send infor-
mation to power sources. These systems can be more slow, inaccurate, and ineffi-
cient than serial protocol, because of the sequential conversions from analogical to
digital (on the source), from digital to analogical (on the interface), and from
analogical to digital again (on the acquisition system). The ROB 5000 of Fronius,
shown in Figure 2, is an example [9].

2.2 Measurement of welding speed, welding angles, and orbital angle

Other variables that must be measured to control robotic welding processes are
those that characterize the relative movement and position between the piece and
torch. These variables can be obtained from the position control system of the
robot, but many times an initial or absolute reference is necessary.

The relative movement between the piece and torch is defined by the welding
speed. Sometimes, the torch is coupled to the robot manipulator and moves while
the piece is fixed. Other systems fixed the torch and move the piece. More complex
robotic systems move the torch and piece. In all cases, it is important to consider the
relative speed between the torch and the piece to obtain the welding speed. This
speed can be calculated using the torch and the piece speed obtained from the
robotic system. On plane welding, the speed can be expressed in longitude per time
unit, such as mm=s.

In orbital welding, the orbital angle is used to indicate the torch position in the
polar coordinate system with the origin on the pipe axis. This measurement is very
important because the welding conditions can be different for each orbital position.
Its value must be obtained from the robotic system too. In this case, it is possible to
express the welding speed using orbital angle per time unit, such as o=s.

Figure 2.
Fronius interface to translate the information between serial protocol and data acquisition system with digital
and analogical inputs and outputs.

2 The information bits are sent one by one through a communication channel.

82

Welding - Modern Topics

The forehand angle or attack angle is the torch angle side view relative to the base
metal surface, which is the angle in direction of torch travel. The work angle is
defined by the torch angle end view relative to the base metal surface as shown in
Figure 3. These angles can be fixed before starting the welding and staying constant
or can be controlled by the robotic system. In the second case, the angles can be
calculated or obtained from the robotic system also.

2.3 Measurement of contact tip-to-work distance

The contact tip-to-work distance (CTWD) can be obtained from the robot control
system related to torch or piece position, or it can be measured with a laser distance
sensor. Other variables, such as electrical stick-out or electrode extension and arc length
(see Figure 4) need more complex procedures to obtain a measurement because
they depend on the fusion rate. All these variables are expressed in longitude unit,
such as mm.

The first method to obtain the CTWD is more economical but has low accuracy.
The zero references of the robotic system are calibrated with the workpiece posi-
tion, but the surface variations and thickness of the material can affect the accuracy
of the value. In arc welding processes, small variations in CTWD can affect the
electric resistance of the arc, and consequently, the welding current and the heat
input can be significantly affected. For example, reduction of the arc length causes

Figure 3.
Welding speed, torch angles, and orbital angle (adapted from [10]).

Figure 4.
Contact tip-to-work distance and electrical stick-out (or electrode extension) differences (adapted from [11]).
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the increase of heat input (and more current because it reduces the equivalent
resistance of arc) which makes the wire electrode melt more quickly and thereby
restore the original arc length.

A laser sensor can be more accurate, but the measurement point needs to be
selected correctly. This sensor measures the distance to a point on the surface of the
base metal of the piece, and it has three basic principles of operation: time of flight,
phase comparison, or triangulation method.

Figure 5.
Time of flight measurement principle (adapted from [12]).

Figure 6.
Phase comparison measuring principle (adapted from [12]).

Figure 7.
Triangulation measuring principle (adapted from [13]).
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In the time of flight measurement principle, shown in Figure 5, a laser diode
produces short pulses which are projected onto the target. The light reflected from
the target is recorded by the sensor element. The time of flight of the light pulse to
the target and back determines the measured distance. The integrated electronics in
the sensor compute the distance using the time of flight. Sensors using this principle
are not sensitive to external light.

In the phase comparison measuring principle, a high-frequency modulated laser
light with low amplitude is transmitted to the target as shown in Figure 6.
Depending on the distance of the object, it changes the phase relationship between
transmitted and received signals. Sensors using this principle operate with high
accuracy for measurement distances up to 150 m.

In the triangulation method, shown in Figure 7, the laser beam is projected and
reflected from a target surface to a collection lens. The lens focuses an image of the
spot on a linear array camera. The camera views the measurement range from an
angle at the center of the measurement range. The position of the spot image on the
pixels of the camera is then processed to determine the distance to the target. The
camera integrates the light falling on it, so long exposure times allow greater sensi-
tivity to weak reflections.

The most used laser emitter distance sensors are in the wavelengths of red color
(close to 658 nm), but in recent years, blue-violet lasers with a shorter wavelength
than a red laser (close to 405 nm) have been used in welding processes and others
that work with red-hot glowing metals. This shorter wavelength provides higher
optical resolution and noise reduction. The blue-violet laser sensors enable more
reliable measurements on these processes than red laser sensors.

Other research methods use the voltage and current feedback signals from the
welding process, computing the minimum resistance during the short circuit
period, and uses this value to estimate the CTWD after applying a correction factor
for the duration of the short circuit. The effect of wire feed speed, actual CTWD,
and shielding gas on the correction factor is determined experimentally [14].

The CTWD can be calculated with the same bead profile obtained from the laser
profilometer. The distance between the torch contact tip and the sensor reference is
fixed and known. The CTWD is the difference between the baseline value and this
distance, as shown in Figure 8.

2.4 Measurement of welding joint and weld bead geometry

The quality of arc welding is commonly described by the geometry of the
molten weld pool and the weld bead because the mechanical properties of the

Figure 8.
Contact tip-to-work distance measurement [8].
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welding joint are reflected in these geometry characteristics. The geometry of the
weld bead is a set of parameters defined in the design stage, and to achieve the
required quality, it should be measured and controlled throughout the process.
The parameters or variables which define the most important characteristics of the
geometry of the weld bead (including the weld pool) are the weld bead width,
the weld bead reinforcement, and weld bead depth or weld bead penetration, as
shown in Figure 9.

The visual information of the molten weld pool is used by expert operators to
control the welding process in manual welding. In automatic welding processes,
this information can be used to improve the control behavior and achieve the
desired quality in the welding joint. In arc welding processes, the geometry
parameters are governed by many factors, such as welding current, welding voltage,
wire feed speed, welding speed, and the contact tip-to-work distance. Then, for
successful control of geometric variables, it is necessary to provide feedback to
the control system.

For feedback implementation, it is important to know that the process’ adverse
environmental conditions, in the vicinity of the electric arc and the molten pool,

Figure 10.
Two-dimensional laser triangulation principle [7].

Figure 9.
Geometric dimensions of the weld bead: (a) cross-section, (b) top view, (c) side view, and (d) side view of a
longitudinal cut [7].
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would damage the measuring instruments that require physical contact with the
surface of the piece. These conditions make the measuring of the weld bead geom-
etry a difficult task using conventional measuring principles. Instead, noncontact
techniques have been developed and employed successfully.

For this purpose, vision sensing is a promising solution. One common method is
formed by a laser beam, which draws one or more lines on the surface to be
measured, the image is filtered to obtain only the wavelength emitted by the laser,
and a camera or matrix image sensor captures the line created by the laser. Subse-
quently, using image processing algorithms and triangulation techniques, a profile
of the piece with the required information is obtained.

This system, referred to as a laser scanner or profile sensor, is shown in
Figure 10. In it, the optical system projects the diffusely reflected light of this laser
line onto a highly sensitive sensor matrix. From this matrix image and the angle
between the camera and the laser diode (α), the controller calculates the distance
information (z-axis) and the position alongside the laser line (x-axis). These mea-
sured values are then projected in a two-dimensional coordinate system that is fixed
for the sensor. To obtain three-dimensional measurement values, the sensor or
workpiece can be moved in a controlled manner.

Another way to obtain a three-dimensional profile is by using a laser pattern
with a dot matrix or line grill, as shown in Figure 11. The two-dimensional infor-
mation is processed using triangulation techniques to obtain a three-dimensional
profile. In [15], the weld pool surface deformation is obtained from the projection
pattern using the deformation of the lines (see Figure 11b) or the distance between
points (see Figure 11c). Other implementations of this method are shown in

Figure 11.
Three-dimensional profile of the weld pool surface using structured light and triangulation method: (a)
diagram of measure system, (b) reflected image using line laser pattern, and (c) reflected image using dot laser
matrix (adapted from [15]).
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diagram of measure system, (b) reflected image using line laser pattern, and (c) reflected image using dot laser
matrix (adapted from [15]).
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[16–18]. In these methods, the uncertainty to recognize the real position is a prob-
lem. For this reason, a point of the pattern dot is intentionally missed to serve as a
reference.

It can also use the same measuring principle to obtain a profile of the weld joint
before joining the one. This allows the implementation of algorithms to define or
adjust the trajectory to be followed by the torch (seam-tracking algorithms). Simi-
larly, it is possible to estimate the amount of material required (deposition rate) for
the formation of a bead with the desired dimensions [7].

The use of video cameras to measure the weld bead width and reinforcement is
possible too, as is shown in [19–21], but these methods need optimal light condi-
tions and are difficult to apply in the industrial environment.

These principles cannot be applied to penetration measurement, and this vari-
able could be estimated from a different way. Due to the complexity of the mea-
surement methods, we are going to dedicate another section to show some
estimation methods of this magnitude.

2.5 Measurement of weld bead depth or penetration

Total penetration in welding processes is important to ensure weld quality.
When the total penetration takes place, the melt weld pool crosses to the bottom
side of the workpiece, as shown in Figure 12. The depth of penetration of the weld
bead can be determined by nondestructive testing techniques such as ultrasound or
X-ray. However, the portability and robustness of these traditional instruments are
not a good option for the harsh conditions of the process and to develop an online
measuring system. Because of that, many research works attempt to detect total or

Figure 12.
Total and partial penetration in the weld bead [7].

Figure 13.
Indirect sensing technologies used to monitor the bead and weld pool [7].
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partial penetration with other methods, but few obtain a useful value for the control
system algorithm.

Measurement of the backside width of the weld pool can be used to ensure total
penetration, but this method is difficult because of the reduced space, limited
movements, and restricted access, among other conditions, that make it impossible
to place the sensors under the weld pool.

The front side of the weld pool offers information about the total penetration
status. This information includes the temperature of arc and weld pool, arc voltage, arc
light, arc sound, geometry parameters, oscillation frequency, and resonance frequency,
among others. For obtaining this information, indirect sensing technologies are
used. These measuring technologies can be classified as conventional, vision, and
multi-sensor or sensor fusion technologies, as shown in Figure 13.

Conventional sensing technologies monitor parameters closely related to the
weld bead and the weld pool geometry. It includes ultrasound, infrared thermogra-
phy, weld pool oscillation, arc sound, and X-ray, among others. Vision sensing
technologies obtain these features as skilled welders do. It can be divided into two-
dimensional and three-dimensional sensing. These methods are applied to obtain
the geometric shape of the weld pool and weld bead with good results. Sensor fusion
integrates several sensing technologies in the same monitoring system. Figure 14
shows the literature review statistics, obtained in [7], about the use of indirect
monitoring technologies to estimate the weld bead geometry.

2.5.1 Modeling and estimating

Some of these measuring methods need a model to obtain the desired informa-
tion from the process. To obtain a representative model, the estimators have been
used successfully under specific conditions. But it is imperative to create a model
that can be easily programmed and fed into the control system. The model must
have satisfactory precision in the prediction of the depth of the weld bead and cover
all of the positions used in the welding work. It is very useful if it also represents a
wide range of thicknesses of the material, but this is not always possible.

The research about modeling the weld bead depth tries to relate this variable with
the welding electric current intensity, welding voltage, wire feed speed, and welding
speed. Documents analyzed in [7], show that the research is making mainly in hori-
zontal or flat welding to obtain static models and the researchers are using artificial
intelligence algorithms. The most used methods to estimate the weld bead geometry

Figure 14.
Literature review statistics about indirect monitoring technologies used to obtain measurements of the weld bead
geometry [7].
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partial penetration with other methods, but few obtain a useful value for the control
system algorithm.

Measurement of the backside width of the weld pool can be used to ensure total
penetration, but this method is difficult because of the reduced space, limited
movements, and restricted access, among other conditions, that make it impossible
to place the sensors under the weld pool.

The front side of the weld pool offers information about the total penetration
status. This information includes the temperature of arc and weld pool, arc voltage, arc
light, arc sound, geometry parameters, oscillation frequency, and resonance frequency,
among others. For obtaining this information, indirect sensing technologies are
used. These measuring technologies can be classified as conventional, vision, and
multi-sensor or sensor fusion technologies, as shown in Figure 13.

Conventional sensing technologies monitor parameters closely related to the
weld bead and the weld pool geometry. It includes ultrasound, infrared thermogra-
phy, weld pool oscillation, arc sound, and X-ray, among others. Vision sensing
technologies obtain these features as skilled welders do. It can be divided into two-
dimensional and three-dimensional sensing. These methods are applied to obtain
the geometric shape of the weld pool and weld bead with good results. Sensor fusion
integrates several sensing technologies in the same monitoring system. Figure 14
shows the literature review statistics, obtained in [7], about the use of indirect
monitoring technologies to estimate the weld bead geometry.

2.5.1 Modeling and estimating

Some of these measuring methods need a model to obtain the desired informa-
tion from the process. To obtain a representative model, the estimators have been
used successfully under specific conditions. But it is imperative to create a model
that can be easily programmed and fed into the control system. The model must
have satisfactory precision in the prediction of the depth of the weld bead and cover
all of the positions used in the welding work. It is very useful if it also represents a
wide range of thicknesses of the material, but this is not always possible.

The research about modeling the weld bead depth tries to relate this variable with
the welding electric current intensity, welding voltage, wire feed speed, and welding
speed. Documents analyzed in [7], show that the research is making mainly in hori-
zontal or flat welding to obtain static models and the researchers are using artificial
intelligence algorithms. The most used methods to estimate the weld bead geometry
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Literature review statistics about indirect monitoring technologies used to obtain measurements of the weld bead
geometry [7].
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are artificial neural networks, fuzzy logic, and their combinations. This group repre-
sents 28% of the works, as shown in Figure 15. Image processing and statistical
techniques such as multiple regression analysis, least squares, or factorial design are
also frequently used. All these make up 58% of the total of the publications found.

In the welding process, the thermal energy is supplied through an electric current
and stored in the material. Due to thermal inertia, dynamic models can be a better
representation of the process. In these models, the historical values of the welding
parameters are also selected as inputs. Dynamic behavior is essential to estimate the
current and future state form to the past state. Despite this, [7] shows dynamic
models in a minority. The main cause of the selection of the static model is the
difficulty in obtaining a continuous data set of the weld bead depth. One way to
obtain it is to perform a longitudinal cut and a macrographic analysis on the weld
bead with an image processing algorithm as made in [22]. In the traditional cross-
section cut, it is not possible to obtain enough information to make a dynamic model.

2.5.2 Sensor fusion

Measurements obtained by several sensors or measuring systems can be used to
estimate the values of other or the same magnitudes. These techniques that com-
bined different sensing technologies or information sources to obtain better sensing
results are named sensor fusion or fusion sensory data. The sensor fusion is a
multilevel process that needs a model to combine the information and describe the
static or dynamic behavior of processes.

There are applications in different spheres such as aerial and ground navigation
of mobile robots, systems for environmental monitoring, visual sensor networks,
medicine, security, fault detection, and quality control, among others, as shown in
[23]. This is a relatively young research area, but it is the third method used for
the indirect monitoring of the welding process, as shown in Figure 14. In recent
years, these methods have been studied to achieve effective welding and sense
of the weld bead.

The sensor fusion can be classified in different ways as discussed in [24]. One of
the most representative classifications for welding processes is according to the
relationships of the input data, which defines how the information relates between
the sensors. It can be complementary, competitive or redundant, and cooperative,

Figure 15.
Literature review statistics about analysis method used to estimate the weld bead geometry [7].
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as shown in Figure 16, but it is very common to find more than one way of working
on the same group of sensors.

Figure 16 shows four levels of the fusion process. The following list exemplifies
welding process parameters:

• Information level represents the input magnitudes and zones that are
measured by sensors, for example, the weld bead and weld pool dimensions.

• Source of information is the sensors installed on the process, for example, the
video and thermographic cameras.

• The fusion of information is the algorithms used to obtain the fused
information, for example, an image processing and neural network algorithms.

• Fused information is the final result, for example, the weld bead depth.

The complementary fusion is about fusing incomplete information that is obtained
starting from different sources. This is the case in that several sensors are measuring
different parts of an atmosphere or phenomenon, covering a bigger area, and
allowing a more complete and more global vision of the process. For example, you
can combine the weld pool thermographic information (A) obtained from an infra-
red camera (S1) and weld bead dimensions (B) obtained from a video camera (S2)
to calculate the weld pool dimensions (a + b).

In competitive or redundant fusion, all the sensors are monitoring the same area,
working redundantly and competitively. These sensors can have similar or different
measurement principles. An example is the dimensional information (B) about the
weld bead obtained from two video cameras (S2 and S3) used to calculate the weld
bead dimensions (b).

Cooperative or coordinated fusion uses the information from independent several
sensors to obtain new information, for example, the combination of the information
of the weld bead (C) obtained from a vision system (S4) and pyrometer (S5) to
estimate the weld bead penetration value (c).

A cooperative sensor fusion algorithm is used in [22] to obtain an estimator of
the weld bead depth D̂ for GMAW process. The developed algorithm tries to obtain
information about the amount and spatial distribution of the energy supplied to the
workpiece to estimate the depth of the weld bead using a thermographic camera
and welding electric current measurements. The fusion algorithm is based on a
perceptron neural network that combines the infrared features T of the weld
molten pool, the welding current in the actual i nTð Þ and previous sample i nT � Tð Þ,

Figure 16.
Classification according to the relationships of the input data (adapted from [24]).
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starting from different sources. This is the case in that several sensors are measuring
different parts of an atmosphere or phenomenon, covering a bigger area, and
allowing a more complete and more global vision of the process. For example, you
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and previous depth estimation D̂ nT � Tð Þ. The symbol T is the sample time and n is
the sample number. These previous values allow capturing the dynamic behavior of
the process.

The artificial neural network has 8 neurons in the input layer, 12 neurons in the
hidden layer, and 1 in the output layer. The activate function is the hyperbolic
tangent sigmoid transfer function. The network training should be done with
experimental measurements of the parameters of input and output and by using the
backpropagation algorithm. A block diagram is shown in Figure 17.

The thermographic matrix, supplied by the thermographic camera, is processed
with a moving average filter to obtain the thermographic peak Tp, base plane Tb,
thermographic curve width Tw, thermographic area Ta, and thermographic volume
Tv. The thermographic image is taken on the weld pool area as a physical reference,
but the welding arc and the electrode are included. These features from a sample are
shown in Figure 18.

Figure 17.
Weld bead depth estimator block diagram, based on artificial neural network, developed in [22].

Figure 18.
Features extracted from an infrared image: (a) three-dimensional curve, (b) front view of the curve, (c)
intersection between the boundary plane and three-dimensional curve, (d) and the calculation of the width,
area and thermographic volume.
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The base plane is calculated as the average of 10% of the values on the left and
right sides, as shown in Figure 18b. The boundary plane is 10% above the base
plane. The sum of active pixels in the intersection plane between the thermographic
surface and the boundary plane is the area. The sum of the thermographic values
within the intersection plane is the thermographic volume, shown in Figure 18d.
This algorithm was optimized for implementation in embedded devices.

A contribution of the method is the minimization of errors when multiple
inflection points are found because it does not use the second derivative for the
calculation of thermographic width. Also, volume calculations are performed using
the actual thermographic curve instead of the ideal Gaussian curve used in most
research as an approximation value and using more complex equations. This
approach uses only addition operations, simplifies calculations, and improves model
accuracy.

The weld bead depth profile to network training was obtained using an image
processing algorithm on the macrographic picture of the longitudinal cut of the
piece. Figure 19a shows 610 measurements of weld bead depth in a yellow line and
the base metal surface in a red line. The model has a fit of 0.99844, a performance
or median square error (MSE) of 7:61� 10�4, and an estimation error less than
0.05 mm (less than 5% of full range). The error curves in Figure 19b show a model
response that represents the behavior of the process with great accuracy.

It can be noticed that accurate sensing results were obtained based on multi-
sensor information fusion technology, due to more weld pool information and
effective information fusion techniques.

3. Evolution and comparison of the techniques and methods used for
measurement and estimation of the geometry of weld bead

An analysis made in [7] about techniques and methods used for measurement
and estimation of the geometry of the weld bead found publications and patents

Figure 19.
Results obtained in the estimation of the weld bead depth in [22]: (a) weld bead depth longitudinal profile and
(b) model response and experimental measurements. In the sample axis, each value corresponds to a position in
the piece.
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since 1971, but it is not until the 1980s that a greater interest in this subject was
observed. Recently, in the last decade, the number of publications is increased.
Figure 20 shows this growing interest.

The technological development and cost reduction of sensors and the need for
welding process control in an industrial environment (robotic welding) stimulated
the number of scientific works about these topics.

An example is the development of infrared sensors that since the 1970s were
available but in the 1980s were given classified contracts by the US Department of
Defense to Honeywell and Texas Instruments to develop uncooled infrared sensor
technology. In 1992, the US Government de-classified this technology for commer-
cial products, allowing the sale of their devices to foreign countries, but kept close
the manufacturing technologies. In the next decade, several countries developed
uncooled imaging systems [25] with a drastic reduction of uncooled array cost.

Figure 21.
Evolution of techniques used to measure the weld bead geometry [7].

Figure 20.
Evolution of the number of publications about measurement and estimation of the weld bead geometry (adapted
from [7]).
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since 1971, but it is not until the 1980s that a greater interest in this subject was
observed. Recently, in the last decade, the number of publications is increased.
Figure 20 shows this growing interest.

The technological development and cost reduction of sensors and the need for
welding process control in an industrial environment (robotic welding) stimulated
the number of scientific works about these topics.

An example is the development of infrared sensors that since the 1970s were
available but in the 1980s were given classified contracts by the US Department of
Defense to Honeywell and Texas Instruments to develop uncooled infrared sensor
technology. In 1992, the US Government de-classified this technology for commer-
cial products, allowing the sale of their devices to foreign countries, but kept close
the manufacturing technologies. In the next decade, several countries developed
uncooled imaging systems [25] with a drastic reduction of uncooled array cost.
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Figure 20.
Evolution of the number of publications about measurement and estimation of the weld bead geometry (adapted
from [7]).
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This evolution can be observed in Figure 21 with a significant increase in scientific
publications in this decade.

The estimation of geometry weld bead using acoustic signal and vision tech-
niques shows more activity in the last 20 years because of the great development of
cameras, audio systems, and digital signal processor devices with high speed and
quality, little size, and low cost.

In Table 1, some commonly used methods to obtain measurements of welding
processes online are compared. The comparison criteria are the cost of implemen-
tation and the accuracy of the method. Both criteria are evaluated as low, medium,
or high. In the table, a blank cell indicates a method that is not used to measure a
specific variable. Some methods are used in conjunction with other measurement
methods to obtain or estimate the value of the variable. Various measurement
methods can be combined using a sensor fusion technique.

The analysis techniques most used in the last century were regression models,
least mean square algorithms, Kalman filter, and other statistical methods. In the
last few years, the principal techniques used are the artificial neural network, fuzzy
logic, and neuro-fuzzy. The intense development of image processing algorithms
was observed in the last 20 years.

4. Conclusions

The correct selection of measuring techniques and the use of sensor fusion
algorithms, combined with indirect measurement techniques, can help to reduce
the cost of welding production and increase productivity by the detection or pre-
diction of many welding defects or set point deviations. These measurements allow
online adjusting of the welding power source and robot parameters in a closed
control loop. Online estimation of variables that cannot be measured improves
control systems and reduces the number of parts rejected in the final quality
inspection.

To take advantage of a modern welding power source, it is important to equip
the monitoring and control system with serial communication capabilities. The
modeling of estimators is a critical step to obtain an accurate measuring system, and
dynamic models have a better representation of the welding process than static
models due to thermal inertia of the process. Vision and thermographic measuring
techniques, image processing, and neural network algorithms, despite consuming
more computing resources, are the most used to estimate the weld bead geometry,
and excellent results have been observed.

The research on sensor fusion algorithms is grown. Following this trend, in this
work a novel modeling method that uses arc welding measurements and thermo-
graphic information to create a dynamic model to estimate the weld bead penetra-
tion is presented. This new approach obtains information about the amount and
spatial distribution of the energy in the workpiece and uses only addition opera-
tions, simplifies calculations, and improves model accuracy. A satisfactory solution
was shown to be applied in welding automatic control using computers or embed-
ded devices.
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Chapter 5

Vacuum Brazing of Dissimilar 
Joints Mo-SS with Cu-Mn-Ni 
Brazing Filler Metal
Maksymova Svitlana

Abstract

The complexity of joining dissimilar materials, such as molybdenum-stainless 
steel, is due to the difference in thermal coefficients of linear expansion and low 
oxidation resistance of molybdenum. In this connection, brazing of this pair of 
materials should be performed in vacuum. The selection of chemical composition 
of brazing filler metal and its melting temperature range is very important. This 
work presents the results of metallographic and micro X-Ray spectral analysis 
investigations of dissimilar brazed joints of molybdenum-stainless steel and shows 
the features of the formation of brazed seams at application of brazing filler metals 
of Cu-Mn-Ni(Me) system. It is found that at brazed seam, crystallize reaction layers 
form the side of molybdenum. One layer is based on molybdenum, enriched in 
iron and silicon. The second layer is based on iron, enriched in silicon. At brazing 
temperature of 1100°C, base metal dispersion occurs, which can be avoided at tem-
perature lowering to 1084°C. The structure of solid solution with a small amount of 
iron-enriched dispersed phase crystallizes in the central zone of brazed seams. The 
brazed joints produced with application of brazing filler metal based on Cu-Mn-Ni 
system are characterized by maximum values of shear strength.

Keywords: brazing, microstructure, brazing filler metal, molybdenum,  
stainless steel, micro X-ray spectral analysis, shear strength

1. Introduction

At present materials which are difficult to join by traditional welding methods 
are widely applied in different industries. These, primarily, are dissimilar materi-
als, for joining which brazing is extensively used. This method of material joining 
has been known since ancient times, it is developing continuously, and the area of 
its application becomes wider. Producing permanent joints of a refractory mate-
rial—molybdenum with stainless steel by brazing is highly important for many 
industries, related to structure operation at high temperatures. This is due to high 
melting temperature, high modulus of elasticity, relatively low density, and excellent 
specific strength of molybdenum at high temperatures. Recrystallization temperature 
and mechanical properties of molybdenum depend on many factors and, primarily, 
on the degree of its purity, method of its production, as it is sensitive to interstitial 
impurities. Recrystallization temperature of unalloyed molybdenum is in the range 
of 900–1000°C. It depends on metal purity, temperature, degree of deformation, and 
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recrystallization duration [1]. Molybdenum becomes brittle after recrystallization, so 
that the melting temperature range of brazing filler metal is important at its selection.

Joining dissimilar materials is a more complex task than joining similar materials. 
The complexity of joining dissimilar materials is due to a significant difference in ther-
mal coefficients of linear expansion (TCLE) and low oxidation resistance of molybde-
num. So, at a temperature exceeding 500°C, the sublimation of MO3 oxide begins on 
molybdenum surface. It becomes significant at the temperature of 600°C. At further 
temperature increase above 800°C, this oxide melts, leading to superactive oxida-
tion of molybdenum in a standard atmosphere [1]. In this connection, it is better to 
conduct molybdenum brazing in a vacuum. Vacuum brazing has several advantages, 
compared to the traditional methods of brazing in an air atmosphere. In a vacuum 
furnace atmosphere, a practically complete absence of any substances is achieved. 
The most important feature of vacuum brazing is the possibility of conducting the 
process without the application of fluxes. In addition to eliminating the operation of 
flux washing, it allows producing joints with high strength, corrosion resistance, and 
vacuum tightness, which is very important for the fabrication of many structures.

In brazing dissimilar materials, an important task is a correct selection of the 
chemical composition of brazing filler metal, its solidus, and liquidus temperature. 
Vacuum brazing of stainless steels is usually performed in the temperature range 
of 1000–1200°C. This is the temperature range of quenching of most alloy steels, 
which allows you to combine brazing with heat treatment of the material and 
thereby achieve high strength brazed joints. The brazing filler metal should readily 
wet the materials being brazed, it should be sufficiently strong and, at the same 
time, ductile, should readily deform, and promote relaxation of stresses, arising 
during brazing and cooling to room temperature.

The authors of [2] presented the problems that arise when brazing dissimilar 
materials. We focused on the difference in the coefficients of thermal expansion of 
brazing filler metal and base metals, which can lead to the appearance of internal 
stresses, as well as to deformations of the base metal.

In various industries, brazing filler metal based on nickel and copper are widely 
used: VPR1, VPR4, BNi-1, BNi-2, BNi-3, BNi-4, BNi-5, BNi-7, BNi-8, etc. [3–10]. 
They are used for brazing steels of various grades, heat-resistant nickel alloys, 
and many other materials. As a rule, these brazing filler metals contain Si and B as 
depressants (Table 1), which provide an acceptable temperature range for melting 
and good wetting of the brazed metals.

The disadvantages of these brazing filler metal include active diffusion of boron, 
the formation of fusible boride, and silicide phases that are released in brazing 
joints (Figure 1(a)) and in the base metal during brazing (Figure 1(b)).

They relate to brittle intermetallic compounds that adversely affect the perfor-
mance of brazed joints during prolonged use.

Brazed joints obtained using BNi-2, BNi-3, and BNi-4 brazing filler metal con-
sist of three phases [9]: a nickel-based solid solution adjacent to the base metal and 
located in the center of the brazed joint of nickel borides and eutectic consisting of 
nickel silicides and borides.

Boron actively diffuses into stainless steel adjacent to the seam. In the process 
of brazing at high temperature, it forms intermetallic boride phases along grain 
boundaries. When these phases are in large numbers, they reduce the fatigue 
strength and corrosion resistance of steel. The brittle phases determine the brittle-
ness of the joint as a whole, and crack development occurs along these phases. It is 
possible to increase the strength of brazed joints by forming a structure of a solid 
solution in the brazed seams, which effectively inhibits the development of cracks. 
Rabinkin has extensively studied the problems associated with the presence of 
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borides in brazed joints [7]. He suggests the use of prolonged heat treatment to 
dissolve borides and silicides, which complicates the process of obtaining joints and 
does not always allow you to get rid of them [7, 8] completely.

The use of silver brazing filler metals for brazing an alloy of Mo60%-Cu40% 
provides shear strength in the range of 170–220 MPa [11]. The application of 
brazing filler metals based on Ni-Cr-Si system containing boron [12] for brazing 
molybdenum (Mo60%-Cu40%) with stainless steel does allow achieving a high 
strength—200–230 MPa.

Promising are brazing filler metals with solid solution structure, which are 
characterized by acceptable melting temperature and high mechanical properties 
and act as a damper between two dissimilar metals, which promotes relaxation of 

Grade 
of BFM

Chemical composition of the main elements, % (wt.)

Cr B Si Fe Mn Cu Ni

BNi-1 13.0–15.0 2.75–3.5 4.0–5.0 4.0–
5.0

— — Base

BNi-1a 13.0–15.0 2.75–3.5 4.0–5.0 4.0–
5.0

— — Base

BNi-2 6.0–8.0 2.75–3.5 4.0–5.0 2.5–
3.5

— — Base

BNi-3 — 2.75–3.5 4.0–5.0 0.5 — — Base

BNi-4 — 1.50–2.20 3.0–4.0 1.5 — — Base

BNi-5 18.5–19.5 0.03 9.75–10.50 — — — Base

BNi-8 — — 6.0–8.0 — 21.5–24.5 4.0–5.0 Base

VPr1 — 0.1–0.3 1.5–2.0 0.1–
1.5

— base 27.0–
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0.25

— 1.0–
1.5

27.0–30.0 base 28.0–
30.0

VPr7 — 0.07–0.2 0.8–1.2 0.1–
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fillet section, (a) brazed seam (b) [10].



Welding - Modern Topics

104

recrystallization duration [1]. Molybdenum becomes brittle after recrystallization, so 
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stresses in brazed joints. The presence of solid solutions characterized alloys based 
on copper-nickel and copper-manganese systems [13].

The copper-manganese system has a minimum melting point (821°C) at a 
manganese concentration of 33.7 atom. %. With decreasing temperature, ordering 
processes occur in the alloys of this system, and the ordered phases Cu5Mn and 
Cu3Mn precipitate, increasing the strength of the solid solution. Analysis of nickel-
manganese binary system is indicative of complete solubility of manganese in nickel 
in the liquid state at increased temperature but with temperature lowering precipi-
tation of several phases takes place.

Proceeding from analysis of binary state diagrams of Cu-Ni, Cu-Mn, and Mn-Ni 
systems [13], Cu-Mn-Ni ternary system was selected as the base one [14, 15]. This 
system has a wide range of solid solutions. So, in the Cu-Mn-Ni alloy, additional 
alloying with silicon should improve the spreading of the surface of stainless steel, 
and alloying with iron should reduce erosion of stainless steel by brazing during the 
brazing process.

This work aims to study the features of the formation of the microstructure 
of brazed joints, the relationship between the structure, the initial composi-
tion of the brazing filler metal, and the strength of dissimilar brazed joints 
Mo-stainless steel obtained by vacuum brazing using brazing filler metal of the 
Cu-Mn-Ni system.

2. Experimental procedure

As the base metal, molybdenum, stainless steel 09Kh18N10, and brazing alloys 
based on copper-manganese system were applied. The brazing filler metal was 
applied in the cast form and was produced by melting in the laboratory installa-
tion in the shielding atmosphere of argon. The produced ingots were overturned 
and melted down (up to 5 times) in order to average the chemical composition and 
provide a uniform distribution of elements. The solidus and liquidus temperatures 
of cast brazing alloys were determined using the installation of high-temperature 
differential analysis in the shielding atmosphere of helium at constant heating and 
cooling rate (40°C/min).

Before brazing, the samples were machined and cleaned (degreased). The pre-
pared samples were overlapped, and the brazing filler metal (Table 1) was placed 
on the surface of the base metal (near the gap) and loaded into a vacuum furnace 
with radiation heating to conduct capillary vacuum brazing with a rarefaction of 
the working space of 1 × 10−3 Pa.

Brazing filler metal (Table 2) in the cast state was placed at the gap (size of fixed 
brazing gap was 50 μm).

For metallographic examinations the overlapped joints were brazed, and the 
specimens were cut out perpendicular to the brazing seam; the microsections were 
manufactured according to the standard procedure and examined using the scan-
ning electron microscope TescanMira 3 LMU.

No. Base system of brazing filler metal alloying Brazing temperature, °C/time, min

1 Cu-Mn-Ni-Fe-1.0Si 1050 /3

2 Cu-Mn-Ni-0.2 Si 1100 /5

3 Cu-Mn-Ni 1084 /3

Table 2. 
Used brazing filler metals and brazing modes.
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The distribution of chemical elements was examined using the method of a local 
micro X-ray spectrum analysis applying the energy dispersion spectrometer Oxford 
Instruments X-max (80 mm2) under the control of the software package INCA. The 
locality of micro X-ray spectrum measurements did not exceed 1 mm; the film-
ing of microstructures was carried out in back-scattered electrons (BSE), which 
allowed examining the microsections without chemical etching.

For mechanical tests, the plane overlap joints of the 100 × 30 × 3 mm size (three 
samples for each brazing filler metal) were brazed and tested using the installation 
MTS-810.

3. Results and discussion

3.1  Microstructure of brazed joints of molybdenum with stainless steel at the 
application of brazing filler metal of Cu-Mn-Ni-Fe-1Si system

In vacuum brazing of dissimilar materials such as molybdenum-stainless steel 
by brazing filler metal of Cu-Mn-Ni-Fe-1Si [16] system, good wetting of both the 
materials is observed, namely, molybdenum and stainless steel. This ensures the 
formation of smooth and tight fillets (Figure 2(a) and (b)).

In the central zone (matrix) of the brazed seam, a copper-based solid solution 
(92.58% Cu) solidifies, which contains a small amount of iron—2.87%, in addition 
to brazing filler metal component elements (Figure 3(a) and (b); Table 3).

The more detailed study of chemical inhomogeneity of brazed seam matrix by 
mapping showed that dispersed particles of 0.5–1 μm size, enriched in iron and 
silicon, precipitate in the copper-based solid solution (Figure 4).

Alloys of the copper-manganese-silicon system contain two phases: a solid 
solution based on copper and manganese silicides [15]. In the presence of iron in the 
alloy, silicides are compounds having a hexagonal lattice isomorphic to the lattices 
Mn5Si3 and Fe5Si3 [17].

In the peripheral zone of the brazed seam, which borders on molybdenum, two 
reaction layers are observed, which precipitate in the form of narrow continuous 
bands along the brazed seam. One of them, based on molybdenum (51.21%), is 
enriched in iron (31.71%) and silicon (5.88%) and is located closer to molybdenum 
(Figure 3(b)). The second one—based on iron (68.02%)—is also enriched in 
silicon but contains no molybdenum. It borders on the copper-based solid solu-
tion. The width of these reaction layers is variable but does not exceed 5 μm (each). 
Their common feature is an increased concentration of silicon from 4.83 to 5.88% 
(Table 3). In some areas brazing filler metal penetrates along the grain boundaries 
of the stainless steel to a maximum depth down to 20 μm (Figure 3(a)).

It is evident that during brazing, the liquid brazing filler metal is saturated 
by steel component elements. Diffusion processes take place at the cooling of 

Figure 2. 
The appearance of the brazed sample of molybdenum-stainless steel, produced using Cu-Mn-Ni-Fe-1Si brazing 
filler metal: direct (a); reverse (b) fillet.
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brazed joints under nonequilibrium conditions and in the presence of a gradient 
of concentrations of chemical elements of base metal and brazing filler metal. 
Silicon and iron from the stainless steel diffuse into the brazing filler metal 
(Figure 5(a) and (b)).

In connection with limited solubility of the latter, two reaction layers form along 
the molybdenum-brazing filler metal interface (Figure 5(b)).

Longitudinal cracks (Figure 4(a)) are observed in the molybdenum-based reac-
tion layer (51.21–52.59%), enriched in iron 31.71–32.07% (Table 3—Spectrum 1, 3), 
and on molybdenum-brazing filler metal interface (along the seam).

Figure 3. 
Microstructure (a, b) and studied regions (c) of the brazed joint at the application of Cu-Mn-Ni-Fe-1Si 
brazing filler metal.

Spectrum No. Chemical elements, wt. %

O Si Cr Mn Fe Ni Cu Mo

1 — 5.88 7.08 0.77 31.71 2.54 0.81 51.21

2 — 4.83 16.79 2.23 68.02 4.46 3.67 —

3 — 5.65 6.56 0.86 32.07 2.27 0.00 52.59

4 — 4.92 16.50 2.48 66.79 4.63 4.68 —

5 1.74 — — — — — — 98.26

6 1.85 — — — — — — 98.15

7 — — 0.30 3.04 2.87 1.21 92.58 —

Table 3. 
Chemical composition of individual phases of brazed joint.
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3.2  Microstructure of brazed joints of molybdenum with stainless steel at the 
application of brazing filler metal of Cu-Mn-Ni-0.2Si

Lowering of silicon concentration in brazing filler metal from 1 to 0.2 wt. % does 
not eliminate the formation of reaction layers on the interface of brazing filler metal—
molybdenum (Figure 6(a) and (b)). At brazing temperature of 1100°C (τ = 5 min), 
reaction layers also form along the brazed seam at the interface with molybdenum.

The results of micro X-ray spectral analysis showed that silicon concentra-
tion in the reaction layer based on molybdenum (63.41%) does not exceed 0.92% 
(Figure 6), which is significantly lower than in the previous sample (in brazing 
with Cu-Mn-Ni-Fe-1Si brazing filler metal). The quantity of the other component 
elements, namely, iron, chromium, nickel, and manganese, is on the same level as 
in the previous sample (Table 3—Spectrum 1). The obtained investigation results 
show that microcracks form in some regions of the reactive layer (Figure 6 (a)). 
They are located normal to the reaction layer and base metal plates. Cracks are 
absent in the central zone of the brazed seam, consisting of a solid solution based 
on copper and dispersed inclusions.

According to binary phase diagrams, consisting of metallic systems, the molyb-
denum-iron system has considerable regions of solubility at high temperatures. 

Figure 4. 
The electronic image of the microstructure of the brazed seam matrix (a) and the qualitative distribution of 
iron (b), copper (c), silicon (d), manganese (e), and nickel (f).

Figure 5. 
Schematic image of the formation of the brazed joint: before (a) and after brazing (b).
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However, with temperature lowering, these regions are quickly reduced, and at 
room temperature, the mutual solubility is practically absent. Some intermetallic 
phases form between the considered areas [13].

3.3  Microstructure of brazed joints of molybdenum with stainless steel at the 
application of brazing filler metal of Cu-Mn-Ni system

Brazing filler metal of Cu-Mn-Ni system, not containing silicon [18], was used, 
to prevent cracking in brazed joints. In brazing with this brazing filler metal of dis-
similar joints of stainless steel-molybdenum (Tb = 1100°C, τ =3 min), the structure 
of direct fillet differs from that of the reverse one by its morphology and chemical 
composition (Figure 7(a) and (b)).

This is due to the features of the sample assembly before brazing. The cast braz-
ing filler metal is placed at the gap on the plane of the plate to be brazed. During 
brazing, the brazing filler metal melts, and the liquid phase flows into the capillary 
gap, wets the solid surface being brazed, and is saturated by elements of base metal 
(steel). Brazed joint forms as a result of thermal and physicochemical interaction of 
the brazing filler metal and base metal [19]. The interaction of liquid copper braz-
ing filler metal and solid base metal at brazing temperature results in the dispersion 
of the latter (stainless steel).

Micro X-ray spectral analysis showed that the direct fillet consists of copper 
matrix-solid solution, containing 4.31 wt. % iron (Figure 7(a) and (b)). In the 
copper matrix of reverse fillet, the weight fraction of iron practically does not 
change (4.19 wt. %), but a considerable number of dispersed particles based on 
iron (67.83–67.89 wt. %, Figure 7 (c), Table 4) appears. They also contain nickel 
(8.80–9.31%), chromium (17.81%), and a small amount of the other component 
elements of the brazing filler metal and base metal (Figure 7 (c), Table 4).

These results confirm the identity of the chemical composition of stainless steel 
and dispersed particles located in the solid solution.

From the side of the reverse fillet, brazed seam forms similarly. Round 
particles of different size based on iron (44.15%) are located in the brazed 
seam matrix—in the solid solution, and take up a large area of the braze seam 
[19]. Their composition includes all the elements of brazed metals and brazing 
filler metal: chromium, nickel, manganese, copper, silicon, and molybdenum 
(Figure 8 (a), Table 5).
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Such stainless steel elements, as iron and chromium, are found in the copper-based 
solid solution, but in much smaller amounts of 3.27–3.45 and 0.62–0.64%, respectively.

Two reaction layers in the form of continuous bands (about 2.4 μm width) 
are also observed along the brazed seam from molybdenum side. One is based on 
molybdenum and contains an increased concentration (wt. %) of iron, 22.27%; 
chromium, 7.29%; and silicon, 0.84% (Figure 8(a) and (b); Table 5). The second 
one is based on iron.

Obtained data of X-ray spectral analysis show, that similar formation of brazed 
joints proceeds at the application of brazing filler metals of Cu-Mn-Ni-Fe-1Si and 

Figure 7. 
The appearance of the brazed sample (a), the microstructure of direct fillet regions (b), and studied areas of 
reverse fillet region (c).

Spectrum No. Chemical elements wt. %

Si Ti Cr Mn Fe Ni Cu Mo

1 0.22 0.10 5.73 3.30 22.47 11.92 55.00 1.24

2 0.15 0.00 0.84 5.30 4.19 8.59 80.51 0.44

3 0.63 0.46 17.81 1.88 67.83 9.31 1.80 0.27

4 0.67 0.26 17.81 1.93 67.89 8.80 2.25 0.39

5 0.10 0.00 0.00 0.00 0.00 0.00 0.00 99.90

6 0.70 0.39 18.44 1.94 68.69 8.92 0.91 0.00

Table 4. 
Chemical composition of the fillet area.
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Cu-Mn-Ni systems. In both the variants, reaction layers form on molybdenum-brazing 
filler metal interface. In the first case (Cu-Mn-Ni-Fe-1Si), silicon and iron are present 
in the brazing filler metal. In the second variant (Cu-Mn-Ni), these elements diffuse 
from the base metal into brazed seam metal, leading to its saturation with component 
elements of stainless steel and formation of reaction layers on the interface. The 
difference between the chemical compositions of these layers consists in that silicon 
concentration is significantly lower in the second variant, compared to the first one.

The results of the conducted studies show that lowering of the temperature of 
brazing the dissimilar joints to 1084°C allows avoiding base metal dispersion and 
ensures the formation of tight homogeneous brazed seams (Figure 9(a) and (b)).

In individual areas of the seams, the brazing filler metal penetrates along the 
boundaries of stainless steel grains to the depth of 15–20 μm.

It should be noted that the reaction layers at the interface of molybdenum-braz-
ing filler metal form in a similar way (Figure 9 (c), Table 6), as in brazing other 
samples, described above. However, their width decreases: from 2.4 μm to 1.7 for the 
molybdenum-based layer and to 1.8 μm—for the iron-based layer.

Results of local micro X-ray spectral analysis show that the maximum concentra-
tion of silicon in the layer near molybdenum does not exceed 0.78%. Brazed seam 
matrix, similar to the previous samples, is represented by copper-based solid solution 
(Table 6—Spectrum 4; Figure 9(c)) with inclusions of dispersed particles. It contains 

Figure 8. 
The microstructure of brazed seam of Mo-SS joint produced at 1100°C brazing temperature.

Spectrum No. Chemical elements, wt. %

Si Ti Cr Mn Fe Ni Cu Mo

1 0.84 0.00 7.29 0.99 22.27 4.11 0.71 63.78

2 0.29 0.09 6.77 3.38 24.82 8.25 48.08 8.32

3 0.46 0.10 11.25 3.55 44.15 16.77 21.57 2.15

4 0.00 0.08 0.64 5.29 3.27 3.79 86.66 0.27

5 0.08 0.00 0.62 5.14 3.45 3.61 86.86 0.24

6 0.84 0.68 18.33 1.95 68.13 8.59 1.14 0.34

7 0.29 0.16 8.34 2.98 30.10 7.84 49.10 1.19

Table 5. 
Composition of brazed seam.
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the same concentration of component chemical elements, as does the solid solution 
at brazing temperature of 1100°C [19]. A small area of the microsection field of view 
(about 1%) is made up by particles (of 2–10 μm size) enriched in iron (35.45–39.54%) 
and other component elements of stainless steel (Table 6, Figure 9(c)).

In keeping with state diagrams of binary metal systems, iron and copper have 
limited solubility at elevated temperature, but with temperature lowering their 
solubility decreases, and at 20°C it is practically absent. The iron-nickel binary 
system is characterized by the existence of a continuous series of solid solutions 
between γ-iron and nickel at elevated temperature. Temperature lowering leads to 
the formation of several intermediate ordered phases (Fe3Ni, FeNi, FeNi3). Copper-
nickel system is characterized by the formation of a continuous series of solid 
solutions [13, 20]. Thus, it can be assumed that individual particles of intermediate 

Figure 9. 
The appearance (a), microstructure (b), and studied areas (c) of brazed seam of Mo-SS joint, produced at 
1084°c brazing temperature.

Spectrum No. Chemical elements, wt. %

Si Cr Mn Fe Ni Cu Mo

1 0.78 7.17 1.09 26.15 9.81 2.65 52.34

2 0.23 7.40 3.72 36.66 28.62 18.86 4.52

3 0.26 7.36 4.00 35.45 29.33 18.18 5.42

4 0.07 1.25 6.17 6.86 12.60 72.67 0.38

5 — — — — — — 100.00

Table 6. 
Composition of brazed joint at 1084°C brazing temperature.
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Figure 10. 
Appearance of brazed samples of molybdenum-stainless steel.

phases form against the background of copper-based solid solution at brazed seam 
solidification. At the same time, it should be noted that at brazing, the brazed seam 
metal solidification proceeds under nonequilibrium conditions (in the capillary 
gap) in the presence of a concentration gradient on the interface, leading to satura-
tion of brazed seam metal with the component elements of the brazed metal [21]. 
Diffusion processes in the brazed seam result in the formation of particles based on 
the iron-nickel-copper system. In the brazed seam—copper-based solid solution, 
iron concentration is significantly lower and is equal to 6–7%.

4.  Mechanical properties of dissimilar brazed joints of molybdenum-
stainless steel

Metallographic and micro X-ray spectral investigations of brazed joints were 
followed by mechanical shear testing (at room temperature) of overlap flat samples 
of dissimilar joints of molybdenum-stainless steel (Figure 10).

Brazed overlap samples were tested by axial tension. To ensure the conditions 
of combining the load axis and the plane of the brazed seam to the sections of the 
samples that are placed in the grips of the testing machine, stainless steel plates were 
welded. They help to reduce the eccentricity of the sample during mechanical tests.

The mechanical properties of brazed joints depend on the microstructure of 
the brazed joints [6, 16]. The obtained results of mechanical tests of flat overlap 
samples of dissimilar joints of molybdenum-stainless steel are in good agreement 
with previous structural studies. Brazing filler metal of the copper-manganese-
nickel system containing silicon contributes to the formation of phases enriched 
in silicon (silicides). They stand out at the interface between the base metal-
brazing filler metal [22] and reduce shear strength. The use of brazing filler metal 
with a solid solution structure without silicon allows obtaining higher values of 
shear strength.

Performed testing showed that application of brazing filler metal based on 
Cu-Mn-Ni-Fe-Si system, containing up to 1% silicon, cannot ensure the shear 
strength above 110 MPa (Figure 11).

Lowering of silicon concentration to 0.2% in brazing filler metal №2 ensured an 
increase of shear strength.

At application of brazing filler metals based on Cu-Mn-Ni-Fe-Si and Cu-Mn-
Ni-Si systems, samples fail in the brazing seam. Samples produced using brazing 
filler metal based on Cu-Mn-Ni system fail in the brazing seam, near-seam zone 
(mixed nature of fracture), and the base metal—molybdenum (Figure 12).

In case of fracture in the seam, the shear strength was on the level of 200–210 
(average value of 205 MPa). At fracture through molybdenum, the maximum shear 
strength was 300 MPa. In some cases, a mixed nature of fracture was observed—
partially in the seam and partially in the base metal (Figure 12(c)).
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When designing telescopic tubular joints from dissimilar materials, molybdenum-
stainless steel, it is necessary to take into account the difference in thermal expansion 
coefficients. The inner tube must be made of molybdenum (with a low coefficient of 
thermal expansion), and the outer one is made of stainless steel. This design provides 
a high-quality formation of brazed joints and seams. When brazing some lap joints, 
the main indicator of quality is tightness (vacuum density), and the strength of the 
joints is ensured by the large length of the overlap (when using brazing filler metal 
with a solid solution structure).

The brazed molybdenum-stainless steel telescopic tubular joints with dense 
seam by high temperature vacuum brazing using system brazing filler metal 
Cu-Mn-Ni-Fe-Si [23] were manufactured (Figure 13).

Checking the brazed telescopic tubular joint Mo-SS for vacuum density gave 
a positive result. Testing the brazed telescopic tubular dissimilar joints Mo-SS for 
vacuum density gave a positive result.

In some cases, nonstandard tubular joints of dissimilar metals Mo-stainless steel 
are used for mechanical testing. In this case, some parameters influence the stability 

Figure 11. 
Shear strength of brazed dissimilar overlap joints of molybdenum-stainless steel.

Figure 12. 
Brazed samples after mechanical testing: a fracture in the brazed seam (a), near-seam zone (b), and base 
metal—molybdenum (c).
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of the results obtained: assembly accuracy, the size of the gaps, test equipment, and 
many others. To improve the quality of brazed lapped tubular joints, a threaded fit 
is used [24].

5. Conclusions

X-ray microspectral studies established that during vacuum brazing of dis-
similar joints, molybdenum-stainless steel using brazing filler metal based on the 
Cu-Mn-Ni-Fe-1Si system in the central zone of the brazed seam forms a copper-
based solid solution structure. The mapping showed that dispersed particles of 
0.5–1 μm size, enriched in iron and silicon, precipitate in the copper-based solid 
solution. The peripheral zone of the seam (on the molybdenum side) is formed 
by reactive layers, based on iron (width 5.3 μm) and based on molybdenum 
(width 3.2 μm), which stand out in the form of continuous strips along the 
soldered seam. At a silicon concentration in the brazing filler metal (1%), these 
zones are enriched in the latter, which leads to the formation of silicides at the 
interface and cracking.

It is shown that when using brazing filler metal based on the Cu-Mn-Ni system 
(Tn = 1100°C), the base metal is dispersed with the release of particles based on 
iron in a solid solution based on copper and reactive layer about 2.4 μm.

Lowering of brazing temperature to 1084°C allows avoiding base metal disper-
sion. It ensures the formation of brazed seams with the homogeneous solid solution 
structure based on copper and single dispersed inclusions of the phase enriched in 
iron. It was found that the width of the reactive layer decreases to 1.7–1.80 microns, 
but the concentration ratio of chemical elements remains the same as at a tem-
perature of 1100°C. In some areas, brazing filler metal penetration along the grain 
boundaries of the base metal of stainless steel is observed.

Mechanical testing of brazed joints of molybdenum-stainless steel proved that 
brazed joints produced with application of brazing filler metal based on Cu-Mn-Ni 
system are characterized by maximum values of shear strength. Brazed samples fail 
both in the seam and in the near-seam zone (strength level of 200–210 MPa) and 
the base metal (molybdenum) at 300 MPa.

Developed technological process of brazing such dissimilar materials as 
molybdenum and stainless steel can be applied, when producing individual brazed 
components of dissimilar materials in the nuclear and aerospace industry and at the 
development of the fusion reactor.

Figure 13. 
The brazed telescopic tubular joint Mo-SS.
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Figure 13. 
The brazed telescopic tubular joint Mo-SS.
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Chapter 6

Overview of Selected Issues 
Related to Soldering
Karel Dušek, David Bušek and Petr Veselý

Abstract

The formation of defects and imperfections in the soldering process can have 
many causes, which primarily include a poorly setup technological process, 
inappropriate or inappropriately used materials and their combinations, the 
effect of the surroundings and design errors. This chapter lists some examples 
of errors that can occur in soldering, while review is devoted to selected defects: 
non-wettability of the solder pads, dewetting, wrong solder mask design, warp-
age, head-in-pillow, cracks in the joints, pad cratering, black pad, solder beading, 
tombstoning, dendrites, voids, flux spattering from the solder paste, popcorning 
and whiskers.

Keywords: electronic assembly, soldering, reflow soldering, soldering defects, 
reliability issues

1. Introduction

A significant change in soldering technology was the transition to lead-free sol-
dering. With this change and the increasing miniaturisation of electrical equipment 
comes the associated issue of developing suitable alloys, production technology, etc. 
Over time, soldering has become a very complex process, with many factors affect-
ing the final quality of the solder joints, and thus the product.

The formation of defects and imperfections in the soldering process can have 
many causes, which primarily include a poorly setup technological process, inap-
propriate or inappropriately used materials and their combinations, the effect of 
the surroundings and design errors. This chapter lists some examples of errors that 
can occur in soldering.

2. Non-wettability

One of the problems is the non-wettability of the soldering pads. During the 
soldering process, the soldering pads are not sufficiently wetted with the solder 
alloy (the solder does not create a connection with the entire surface of the soldered 
area). An example of this defect is shown in Figure 1.

This defect may be caused by the soldering pads being too oxidised, the flux not 
being active enough, insufficient PCB warming, soldering pad contamination as 
well as, for instance, a poor solder mask coating [1].
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3. Dewetting

Dewetting usually happens in the case of a prolonged heating, leading to the 
formation of an intermetallic that results in a change in the composition of the 
solder alloy as is the case, for example, when soldering a tin-lead solder on copper 
substrate, where the tin is sucked out of the solder alloy, which is involved in the 
formation of an intermetallic layer, thus increasing the proportion of lead in the 
solder alloy, which has poor wetting. Dewetting may also arise due to the dissolution 
of the precious metals in the solder alloy or the influence of a poor soldering surface 
under the surface finish. Photos of dewetted surfaces are shown in Figure 2.

4. Wrong solder mask design

Another problem that can occur with the solder mask is due to wrong PCB 
design, especially if the solder mask is used to cover pads for unused BGA package 
leads (see Figures 3 and 4). In this case the BGA balls become deformed and the 
risk of bridging is increased.

Figure 1. 
Problems with the non-wettability of soldering pads.

Figure 2. 
Photos of soldering pads dewetting.
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This is mainly caused by the designer’s unfamiliarity with correct PCB design. 
A soldering pad on the PCB must be present for each BGA terminal, even if the 
terminal is not used.

5. Warpage effect: head-in-pillow effect

In the case of differing thermal expansion, coefficients between the PCB 
and the component package, during heating/cooling, there is mutual deflection/
deformation called the “warpage effect”. This effect may result in correctable errors 
(bridges, open joints), but also in unrepairable errors—cracks (on components, 
inside the PCB) [2]. This effect, along with some other defects, including the 
“Head-in-Pillow” effect, is shown in Figure 5.

The Head-in-Pillow effect is a characteristic in the case of soldering of BGA 
components. During heating the BGA terminal/balls lift up from the soldering pad 
coated with solder paste. In the reflow zone, the soldering paste and the BGA solder 
alloy balls reflow independently. During cooling this sag is counteracted, nevertheless 

Figure 3. 
Section—deformation of BGA balls due to inappropriate solder mask design.

Figure 4. 
Detail of the sections from Figure 3, showing the deformation of BGA balls due to inappropriate solder mask 
design.

Figure 5. 
Schematic representation of the warpage effect.
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the reflowed solder alloy on the solder pad no longer joins with the reflowed BGA 
solder alloy ball. The Head-in-Pillow effect in connection with the temperature profile 
is shown in Figure 6, together with a photo of a microsection in Figure 7.

6. Cracks: pad cratering

Cracks occur not only in the soldered joints, but also in the components and 
PCB. Due to mechanical, thermal and combined stress, the material is under ten-
sion, which results in cracks forming in the weakest spot, together with a release of 
the tension [3].

The location of the cracks depends on many factors (the materials used, the type 
of soldering technology, the package, the PCB material, geometric factors, etc.) 
[4, 5]. Figure 8 shows an overview of crack failures occurring in a PCB assembly.

An example of a crack in the site of the intermetallic alloy on the interface 
between the BGA package’s terminal and the ball of solder alloy is shown in the 
microsection in Figure 9. Due to their minimum dimensions, these errors are dif-
ficult to detect using X-ray inspection.

Another example of a crack is pad cratering where a crack is formed within the 
PCB under the soldering pad (see Figure 10). This defect does not manifest during 
a functional electrical test, and it is not even possible to detect it with the non-
destructive methods for the output check.

Figure 6. 
Head-in-pillow effect in connection with the temperature profile.

Figure 7. 
Photo of a microsection of the head-in-pillow effect.
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A pad cratering defect can be compounded by the use of lead-free solder alloys, 
where the higher temperatures used for lead-free solder alloys cause greater tension 
in the materials used [6, 7]. In addition, the lead-free solder alloys are significantly 
stiffer than tin-lead eutectic solder alloys; therefore, they transfer greater stress 
under the package pads during a mechanical stress [8].

Figure 8. 
Overview of crack failures occurring in a PCB assembly.

Figure 9. 
A longitudinal crack between the solder joint and the BGA package’s terminal.

Figure 10. 
Microsection of a BGA terminal soldered to a PCB with a pad cratering defect.
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Static or cyclic mechanical stress or thermal cycling can lead to the cracks 
spreading and the consequent failure of the device [9]. Stress can affect a mounted 
PCB even without external influences; this is called residual stress (tension that 
remains in the material even though the cause of stress has been removed). The 
source of the residual stress is primarily the manufacturing process in which many 
stress factors affect the components [10]. This primarily concerns the soldering 
process, where the elevated temperature leads to the fixation of components that 
often have different coefficients of thermal expansion.

7. Black pad effect

The black pad effect is a characteristic for Ni/Au surface finishes, where Ni contains 
higher amount of phosphor. During the Ni/Au surface layer creation, the nickel layer 
is covered with a thin layer of gold; this plating process may lead to corrosion of the 
nickel surface. The final Au coating can provide good wetting for the solder alloy, even 
though it has an oxidised Ni-P layer under it. Another cause of the black pad effect is 
the solder pads reacting with a lead-free alloy with a higher tin content at a higher tem-
perature (longer reaction time). This reaction produces a thicker layer (rich in phos-
phorus) on the interface, which has a defective structure (microfractures, microvoids). 
Due to the black pad effect, the soldered joint is considerably weakened mechanically 
and ultimately will break the conductive connection between the component’s terminal 
and the soldering pad. This fault is very difficult to detect; thus it may occur on devices 
that have passed output control tests and have already been sent to market (Figure 11).

8. Solder beading

The presence of balls of solder alloy next to the package (solder beading) is an 
error that is easily detectable by optical inspection methods. An example of balls 
next to the component package is shown in Figure 12a. The device’s reliability is 
compromised in the event that the conductive ball becomes free, which can be a 
potential risk of a fault in the device, for example, it can cause an accidental short 
circuit. The occurrence of the balls is due to inaccurate deposition of solder paste 
(either due to solder paste misprint or due to excessive amount of the deposited 
paste), where particles of the solder alloy get under the package when attaching the 
component [11]. An example of inaccurate application of solder paste is shown in 

Figure 11. 
Photo of black pad effect after stripping off the immersion gold layer.
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Figure 12b. The solder alloy particles partially agglomerate under the component 
package during reflow, and the component’s package squeezes them out of its side. 
This phenomenon is illustrated schematically in Figure 13. If the error occurs 
regularly during mass production for a specific group of components, it is necessary 
to modify the dimensions of apertures in the stencil.

9. Tombstone effect

The tombstone effect (or Manhattan effect, drawbridging or the Grabstein 
effect) is a phenomenon which is characterised by one of the sides of a small SMD 
component (typically in a 0805, 0603, 0402 and 0201 package) lifting up during 
reflow. A photo of the tombstone effect is shown in Figure 14.

Tombstone effect is caused by an imbalance of wetting forces during the reflow 
process [12]. This can be caused by unequal amount of solder paste applied to the 
connecting pads, differently sized soldering pads, eccentrically mounted com-
ponent, different wettability of soldering pads, a different time of solder melting 
on each side of the component, etc. or by upward push by solvent vapours from 
flux during an asymmetric reflow process [13]. The effect of the wetting force, or 
upward push force from solvent vapours, is depicted in Figure 15.

The frequency of the tombstone effect is also influenced by the reflow technol-
ogy used. The feedback from industrial practice says that this effect is more fre-
quent in vapour-phase soldering technology. This has been experimentally verified 
and presented in the publication dealing with tombstone effect [14, 15]. Currently 
work is being done on a more detailed explanation of the cause of the higher occur-
rence of the tombstone effect in vapour-phase soldering.

Figure 12. 
(a) Solder alloy balls occurring next to the component’s package. (b) Inaccurate deposition of solder paste with 
regard to the solder pads.

Figure 13. 
Schematic representation of the principle of balls forming next to the component’s package: (a) solder paste 
deposited on solder pads (b) mounting the component (c) during reflow particles of solder paste partially 
agglomerate (d) a ball forms next to the component’s package.
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Figure 11. 
Photo of black pad effect after stripping off the immersion gold layer.
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Figure 12b. The solder alloy particles partially agglomerate under the component 
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on each side of the component, etc. or by upward push by solvent vapours from 
flux during an asymmetric reflow process [13]. The effect of the wetting force, or 
upward push force from solvent vapours, is depicted in Figure 15.

The frequency of the tombstone effect is also influenced by the reflow technol-
ogy used. The feedback from industrial practice says that this effect is more fre-
quent in vapour-phase soldering technology. This has been experimentally verified 
and presented in the publication dealing with tombstone effect [14, 15]. Currently 
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agglomerate (d) a ball forms next to the component’s package.



Welding - Modern Topics

128

10. Dendrites

Dendrites grow due to electrochemical migration when metal ions go into the elec-
trolytic solution at the anode, plating out at the cathode and creating needle- or tree-
like formations on the PCB substrate (see photos in Figure 16) [16]. Electrochemical 
migration can be defined as the movement of a metal ion in an electrolytic solution 
between two neighbouring conductors with different electrical potential.

The time required to create dendritic bridges, which cause short circuits between 
two conductive paths, is determined by several factors including relative humidity, 

Figure 14. 
Photo of the tombstone effect.

Figure 15. 
Schematic representation of the wetting force (F1); upward push force from solvent vapours (F2).

Figure 16. 
Photo of dendrite.
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temperature, conductor material, conductor spacing, voltage difference, contami-
nation amount, contamination type, etc. [17–19].

The growth of dendrites has become a more serious issue, mainly due to the 
constant miniaturisation of electronic components (decreasing distance between 
the cathode and the anode) and the use of newer fluxes (especially no-clean fluxes). 
Manufacturers use no-clean fluxes to remove the washing process from production 
and reduce production costs. Despite this, these fluxes, under certain conditions 
(high humidity, significant temperature changes), are a good basis for creating an 
electrolytic solution. To prevent the growth of dendrites, it is necessary to thor-
oughly wash (even no-clean fluxes were used) the PCB after soldering.

11. Voids

Voids are non-conductive cavities within the soldered joint, and their excessive 
presence poses a significant reliability risk for the manufactured product, especially 
in power electronics, where higher currents are present [20]. Voids are formed dur-
ing the soldering process, their presence in the soldered joint causes the displace-
ment of electrical and thermal paths, the resistance is higher and the temperature 
stress is non-uniform. This subsequently causes cracks and lowers the mechanical 
shock tolerance of the whole PCB.

With the advent of lead-free soldering (new material base, different tempera-
ture profiles, different types of fluxes, higher surface tension of solder, etc.), a 
higher incidence of voids was detected, leading to the lower reliability of soldered 
joints. Increased attention is therefore paid to the voiding issue.

Voids can be classified into several categories [21]. There are macro- and microvoids, 
shrinkage voids, voids in microvias, Kirkendall voids and pinhole voids (see Figure 17).

11.1 Macrovoids

Macrovoids are the most commonly occurring type of voids. Macrovoids are 
formed by the evaporation of gases from fluxes and soldering pastes during the 
reflow process. Macrovoids may occur anywhere in the solder joint, and their 
diameter is around 100–300 μm.

The factors that affect the size of the macrovoids are the solder paste’s properties 
(particle size, composition, melting temperature and oxide content), flux (viscosity, 

Figure 17. 
Soldered joint and the location of different types of voids. Intermetallic layer contains Kirkendall voids; 
pinholes are located on the boundary between the intermetallic layer and the PCB.
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surface tension, activator, solvent, etc.), components (geometry, shape, terminal 
oxidation, etc.) and the process (thickness, the shape and the parameters of the 
solder paste’s printed layer, temperature profile) [22–26]. An example of macrovoids 
in the solder joints of a soldered BGA package on the PCB is given in Figure 18.

11.2 Planar microvoids

Microvoids are characterised by their small diameter, less than 25 μm. Their 
occurrence is typical for Ni/Au, OSP and Ag finishes [27]. There are planar (one 
plane) on the solder pad/solder alloy interface; due to this, the joint’s mechanical 
strength is significantly reduced. The cause of these voids’ formation is not yet fully 
clarified. An example of planar microvoids on the interface of the solder pad/solder 
alloy is shown in Figure 19.

11.3 Shrinkage voids

Shrinkage voids are voids with rough tree-like, branching edges pointing from the 
joint’s surface towards the solder joints’ core. They are characteristics for SAC solder 

Figure 18. 
Macrovoids within the BGA solder joints.

Figure 19. 
Planar microvoids.
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alloys. The cause of these voids’ formation is the solder solidification process, when 
the solder shrinks during slow cooling. Their occurrence can be avoided by controlled 
cooling. It has not yet been proven that these voids have a negative effect on the reli-
ability of soldered joints. An example of shrinkage voids is shown in Figure 20.

11.4 Microvia voids

This type of void arises from gases escaping from the microvia (plated holes 
with a diameter smaller or equal to 150 μm, used for interconnection of conductive 
paths between the individual PCB layers) during the soldering process. The solder 
has inadequate wettability and is not able to penetrate inside a microvia. These voids 
can greatly affect the reliability of a solder joint; therefore, it is recommended to 
take them into account during design (Figure 21).

11.5 Kirkendall (IMC) voids

Kirkendall voids arise in the intermetallic layer between the solder and the solder 
pad. They are created when joining two metals with different diffusion coefficients. 
These voids are most commonly located on the interface between a tin solder and 

Figure 20. 
Shrinkage voids.

Figure 21. 
Microvia void.
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a copper solder pad. Tin has a lower diffusion coefficient and thus penetrates more 
slowly into the copper than copper into tin.

11.6 Pinhole voids

Pinhole voids arise when a gas leaks from metal soldering pads during the 
soldering process. These voids have very small dimensions, on average around 
1–3 μm. Their appearance is due to substances absorbed by substrates from previous 
processes. They mostly occur in the case of galvanic copper surface finish.

12. Flux spattering from the soldering paste

During the reflow process, the flux may spatter from the soldering paste. If the 
PCB is cleaned after soldering, flux spattering need not necessarily be considered a 
problem. If PCB cleaning is not included in the process, then flux residues can not 
only be the cause of future corrosion, but flux spatter can leave stains on the test 
surfaces intended for the subsequent electrical testing methods.

If a flux stain on the test surface gets into sites where the contact test tip is in 
contact with the test surface, then, due to the non-conducting nature of the flux, 
the electrical test evaluates the product as a reject, even if the product is fully 
functional. In addition, these stains are, in most cases, clear and therefore difficult 
to detect. An example of a photo of the test pads on a PCB is given in Figure 22 
along with an image from an electron microscope, where a dark stain is evident; the 
source of the stain was flux spattering.

There are various sources of non-conducting stains on the test surfaces, for 
example, the solder mask, organic coatings, inappropriate materials used when 
maintaining technological equipment, etc. Diagnosis of the cause can be very 
problematic.

13. Popcorn effect

During the soldering process, heating the mounted PCB, some components 
may experience absorbed moisture turning into steam, which may result in dam-
age (delamination, cracking the component’s package). The components absorb 
moisture during their manufacture and storage. It is therefore necessary to dry 
components that are sensitive to moisture absorption before they are mounted and 

Figure 22. 
Test surfaces for electrical testing methods: (a) photo from an optical microscope and (b) photo from an electron 
microscope—a dark stain is obvious, and the source of the stain was flux spattering.
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soldered. The popcorn effect is schematically shown in Figure 23. With the advent 
of lead-free soldering, this effect occurs more frequently due to the use of higher 
soldering temperatures. In some cases, when the package cracks from the PCB side, 
this defect is very difficult to detect.

14. Whiskers

Whiskers are electrically conductive and relatively mechanically resistant 
crystals growing on the surface of some metals. They may grow on the surface of 
the solder alloys with a high tin content (majority of lead-free solder alloys). It most 

Figure 23. 
Schematic representation of the popcorn effect.

Figure 24. 
Photos of whiskers.
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often concerns surfaces where tin (mainly galvanic) was used as a final finish 
[28, 29]. Whiskers can be straight, curved or kinked. Photos of whiskers are given 
in Figure 24.

Whiskers represent a very serious threat to the proper function and reliability 
of electronic equipment, mainly from the perspective of creating a short circuit 
(permanent, short-term or possible arcing). Therefore, materials with the potential 
risk of the growth of whiskers are not used in those industrial sectors that have 
higher demands on reliability and where they could cause large-scale damage or 
pose a threat to human life.

Whisker diameters range from 1 to 10 μm. Their length is typically in the order 
of micrometres, but in extreme cases they can reach lengths of up to 1 cm. The 
rate of whisker growth is determined by many factors; the literature [11] gives the 
approximate growth rate of whiskers in the range of 5 mm/year up to 1 cm/year. 
The following factors affect the whiskers’ growth:

• Compressive stress

• External—caused by mechanical stress

• Internal—caused by the size of the grains inside the solder alloy, the type of 
surface finish of the solder pads, a different thermal expansion coefficient of 
the substrate and the solder and scratches on the surface

• The crystalline structure (grain shape and orientation) of the solder alloy and 
the presence of intermetallic compounds

• Temperature and humidity [30]

Due to their size and growth on shiny surfaces, whiskers are very difficult to 
detect by classical optical methods. The experimental results of whisker growth are 
unpredictable and unrepeatable, and so far the exact mechanism of their growth is 
not known.

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 

135

Overview of Selected Issues Related to Soldering
DOI: http://dx.doi.org/10.5772/intechopen.91023

[1] Dušek K, Plaček M, Bušek D, 
Dvořáková K, Rudajevová A. Study 
of influence of thermal capacity and 
flux activity on the solderability. 
In: Proceedings of the 2014 37th 
International Spring Seminar on 
Electronics Technology (ISSE), IEEE. 
2014. pp. 185-188

[2] Bušek D, Dušek K, Plaček M, 
Urbánek J, Horník J, Holec J. 
Determination of BGA solder joint 
detachment cause-warpage effect. In: 
2015 38th International Spring Seminar 
on Electronics Technology (ISSE), IEEE. 
2015. pp. 306-309

[3] Otáhal A, Adamek M, Jansa V, 
Szendiuch I. Investigation of the 
mechanical properties of lead-free 
solder materials. Key Engineering 
Materials. 2014;592-593:453-456.  
DOI: 10.4028/www.scientific.net/
KEM.592-593.453

[4] Dušek K, Bušek D, Beran T, 
Rudajevova A. Comparison of shear 
strength of soldered SMD resistors 
for various solder alloys. In: 2015 
38th International Spring Seminar on 
Electronics Technology (ISSE), IEEE. 
2015. pp. 237-240

[5] Garami T, Krammer O, Harsányi G, 
Martinek P. Method for validating CT 
length measurement of cracks inside 
solder joints. Soldering & Surface 
Mount Technology. 2016;28:13-17

[6] Long G, Embree T, Mukadam M,  
Parupalli S, Vasudevan V. Lead 
free assembly impacts on laminate 
material properties and pad crater 
failures. In: IPC APEX/EXPO 
Conference. 2007

[7] Dušek K, Rudajevová A. Influence of 
latent heat released from solder joints II: 
PCB deformation during reflow and pad 
cratering defects. Journal of Materials 

Science: Materials in Electronics. 
2017;28:1070-1077

[8] Ma H. Effects of temperature and 
strain rate on the mechanical properties 
of lead-free solders. Journal of Materials 
Science. 2010;45:2351-2358

[9] Pietriková A, Durisin J, Ďurišin J. 
VPS and reliability of solder joint. In: 
2009 15th International Symposium for 
Design and Technology of Electronics 
Packages (SIITME). 2009. pp. 395-398. 
DOI: 10.1109/SIITME.2009.5407338

[10] Rudajevova A, Dušek K. Residual 
strain in PCBs with Cu-plated holes. 
Journal of Electronic Materials. 
2017;46:6984-6991

[11] Pietriková A, Ďurišin J, Mach P. 
Diagnostika a optimalizácia pou žitia 
ekologických materiálov pre vodivé 
spájanie v elektronike. 1. vydanie. Košice: 
Fakulta elektrotechniky a informatiky 
Technickej university v Košiciach; 2010

[12] Zero-defect printing shifts blame 
for poor-quality soldering. 31 July 2002. 
Zetech. Dataweek n.d. Available from: 
http://www.dataweek.co.za/news.
aspx?pklnewsid=7525 [Accessed: 20 
March 2016]

[13] How Reduce Tombstoning of Small 
Chip Components—Tombstoning 
explained.pdf n.d. Available from: 
http://metallicresources.com/
documents/Tombstoning%20explained.
pdf [Accessed: 20 March 2016]

[14] Dusek K, Straka V, Brejcha M, 
Beshajova Pelikanova I. Influence of 
type of reflow technology and type of 
surface finish on tomb stone effect. In: 
2013 36th International Spring Seminar 
on Electronics Technology (ISSE), IEEE. 
2013. pp. 132-135

[15] Dušek K, Bušek D, Plaček M, 
Géczy A, Krammer O, Illés B. Influence 

References



Welding - Modern Topics

134

Author details

Karel Dušek*, David Bušek and Petr Veselý
Department of Electrotechnology, Faculty of Electrical Engineering, Czech 
Technical University in Prague, Prague, Czech Republic

*Address all correspondence to: karel.dusek@fel.cvut.cz

often concerns surfaces where tin (mainly galvanic) was used as a final finish 
[28, 29]. Whiskers can be straight, curved or kinked. Photos of whiskers are given 
in Figure 24.

Whiskers represent a very serious threat to the proper function and reliability 
of electronic equipment, mainly from the perspective of creating a short circuit 
(permanent, short-term or possible arcing). Therefore, materials with the potential 
risk of the growth of whiskers are not used in those industrial sectors that have 
higher demands on reliability and where they could cause large-scale damage or 
pose a threat to human life.

Whisker diameters range from 1 to 10 μm. Their length is typically in the order 
of micrometres, but in extreme cases they can reach lengths of up to 1 cm. The 
rate of whisker growth is determined by many factors; the literature [11] gives the 
approximate growth rate of whiskers in the range of 5 mm/year up to 1 cm/year. 
The following factors affect the whiskers’ growth:

• Compressive stress

• External—caused by mechanical stress

• Internal—caused by the size of the grains inside the solder alloy, the type of 
surface finish of the solder pads, a different thermal expansion coefficient of 
the substrate and the solder and scratches on the surface

• The crystalline structure (grain shape and orientation) of the solder alloy and 
the presence of intermetallic compounds

• Temperature and humidity [30]

Due to their size and growth on shiny surfaces, whiskers are very difficult to 
detect by classical optical methods. The experimental results of whisker growth are 
unpredictable and unrepeatable, and so far the exact mechanism of their growth is 
not known.

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Abstract

Obtained by different spraying technologies: in atmospheric plasma spray, High 
Velocity Oxygen Fuel (HVOF) or laser cladding, the layers of hard alloys with a high 
content of WC and TiC find their industrial applications due to their high hardness 
and resistance to wear. Recognized as being a process associated with welding, 
the arc spraying process is a method applied industrially both in obtaining new 
surfaces and for reconditioning worn ones. This chapter presents the technology 
for obtaining ultra-hard layers based on WC and TiC - by the arc spraying process, 
using a classic spray device equipped with a conical nozzle system and tubular wire 
additional material containing ultra-hard compounds (WC, TiC). To study both 
the quality of deposits and the influence of thermal spray process parameters on the 
properties of deposits with WC and TiC content, we approached various investiga-
tive techniques, such as optical scanning microscopy (SEM), X-ray diffraction, and 
determination of adhesion, porosity, Vickers micro-hardness and wear resistance.

Keywords: arc spray process, ultra-hard alloy, wear, WC, TiC

1. Introduction

There is a multitude of technological processes that allow the modification of the 
physico-chemical and mechanical properties of the surfaces in order to increase the 
performance in operation, the service life, or the esthetic aspect, [1–3].

The improving the surface properties, by thermal spraying, is carrying out by 
depositing new materials on the existing surface in order to give it new properties. 
Therefore, „thermal spray” is a general term that groups a set of processes, by which 
a material is melted under the action of a heat source, then is projected using a 
 carrier gas on the surface of a part [4–6].

Coating via thermal spraying consists of the acceleration of fine particles 
from a certain metallic material, in a molten or semi-molten state, onto a specially 
prepared surface. The sprayed material is called coating material (CM) and the 
surface on which the deposition is made is called substrate (S), [7–10]. The layer 
produced by thermal spraying becomes a constituent part of the base material and 
gives it specific properties: hardness, corrosion resistance, wear resistance or new 
 functional properties (chemical, electrical, magnetic).
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Obtained by different spraying technologies: in atmospheric plasma spray, High 
Velocity Oxygen Fuel (HVOF) or laser cladding, the layers of hard alloys with a high 
content of WC and TiC find their industrial applications due to their high hardness 
and resistance to wear. Recognized as being a process associated with welding, 
the arc spraying process is a method applied industrially both in obtaining new 
surfaces and for reconditioning worn ones. This chapter presents the technology 
for obtaining ultra-hard layers based on WC and TiC - by the arc spraying process, 
using a classic spray device equipped with a conical nozzle system and tubular wire 
additional material containing ultra-hard compounds (WC, TiC). To study both 
the quality of deposits and the influence of thermal spray process parameters on the 
properties of deposits with WC and TiC content, we approached various investiga-
tive techniques, such as optical scanning microscopy (SEM), X-ray diffraction, and 
determination of adhesion, porosity, Vickers micro-hardness and wear resistance.
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1. Introduction

There is a multitude of technological processes that allow the modification of the 
physico-chemical and mechanical properties of the surfaces in order to increase the 
performance in operation, the service life, or the esthetic aspect, [1–3].

The improving the surface properties, by thermal spraying, is carrying out by 
depositing new materials on the existing surface in order to give it new properties. 
Therefore, „thermal spray” is a general term that groups a set of processes, by which 
a material is melted under the action of a heat source, then is projected using a 
 carrier gas on the surface of a part [4–6].

Coating via thermal spraying consists of the acceleration of fine particles 
from a certain metallic material, in a molten or semi-molten state, onto a specially 
prepared surface. The sprayed material is called coating material (CM) and the 
surface on which the deposition is made is called substrate (S), [7–10]. The layer 
produced by thermal spraying becomes a constituent part of the base material and 
gives it specific properties: hardness, corrosion resistance, wear resistance or new 
 functional properties (chemical, electrical, magnetic).
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1.1 Background

Depending on the melting method of the coating material, the thermal spraying 
processes can be classified into four main categories, as presented in Figure 1.

The thermal spraying processes are realized with the help of installations and 
equipment capable to develop the necessary heat for the CM melting, to achieve 
the dispersion of the formed droplets into fine particles and to transfer to them 
kinetic energy.

Figure 1. 
Classification of thermal spray methods, [11].
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The substrate material can be of any nature: ferrous, non-ferrous, plastic, 
ceramic, textile, glass, wood, but the coating material is limited by its capacity to 
be transformed into a liquid state, or to be processed into of powder, wire, cord or 
wand, [12–13]. Usually, spraying processes allow the deposition of a diverse range 
of materials: pure metals and metal alloys, cermets, ceramics and under certain 
conditions polymers, [2, 14, 15].

The thermal spraying methods, recognized in the specialized technical literature 
as synergetic and versatile [16], have as objectives:

• production of new layers, with physical, chemical, mechanical and technologi-
cal properties different from those of the substrate;

• restoring the geometry of some parts with a high wear degree;

• obtaining pulverulent products used in different industrial sectors (sintering, 
spraying).

Recognized as the cheapest process for obtaining spray coatings, two-wire arc 
spraying finds numerous industrial applications that aim to obtain both surfaces 
with new properties and the restoration of used surfaces. [11–13].

The spraying method consists of making an electric arc between two consumable 
metal wires, followed by the atomization of the molten material with the help of 
a compressed air jet and the spraying of those particles on the substrate  surface - 
Figure 2, [17]. Although the functional principle constructive of electric arc spraying 
devices is apparently simple, it must to allow the correlation between the wire feed 
speed, the intensity of the electric current in the circuit and the pressure of the com-
pressed air, in the purpose of obtaining qualitative coatings and maximum yield, [11].

The electric arc coating devices also called spraying guns, are powered by direct 
current generators which have a rigid characteristic, develop voltages between 25 
and 45 V and high currents with values in the range of 100–500 A, [18]. They are 
characterized by a modulated design, composed of:

• the wire entrainment device, also called the wire feed mechanism - according 
with SR EN 657/1995 standard;

• melting-spraying module, known as “spray head” - according with SR EN 
657/1995 standard.

Figure 2. 
Schematic representation of electric arc coating method, [17].
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The wire feed mechanism is positioned directly on the gun or outside of it and 
has the role of directing the wire from the coils towards the area of electric arc 
formation.

The spray head includes the wire guides and the nozzle through which the 
compressed air passes - symbolically called carrier gas, [2]. During the device 
functioning, the nozzle is placed in the lower part of the melting zone, before the 
contact point of the wire electrodes, usually called “arc point”. The role of the spray 
head is to direct the entrainment gas in the area where the electric arc is formed, in 
order to produce the division (atomization) of the droplet of molten filler material 
into particles, which it propels on the surface of the substrate, [19].

The dispersion of the molten droplets determines the interrupting of the circuit 
respectively of the electric arc. The electric arc priming is carrying out by advancing 
the wires in the melting area, where the medium is strongly ionized. The phenom-
enon has a periodic character, being composed of melting sequences of the input 
material followed by interruptions. In this case, the electric arc is a short-circuit arc, 
intermediate between the usual arc and the “breaking” arc produced at the inter-
ruption of a circuit, [20, 21].

1.2 State of art

The formation of coatings by thermal spraying in electric arc is carried out 
according to a well-precisely mechanism, presented in Figure 3, composed of the 
following stages, [18]:

• heating the coating material, used as wire;

• forming a drop of molten material;

• transformation of the coating material into fine particles - atomization;

• displacement of the melted particles towards the surface of the substrate;

• the impact of the particles with the surface of the substrate;

• coating formation by successive particles depositions.

Each stage is accompanied by a series of physical phenomena and interactions, 
such as: sequential melting of the coating material by Joule - Lentz effect; interac-
tion between gas and molten metal, having as result the droplet dispersion (“atomi-
zation”), in micron size particles; propelling the particles formed onto the surface of 
the substrate; particle-substrate interaction (impact); solidification of the sprayed 
particles, [22].

Figure 3. 
Coatings formation mechanism by electric arc thermal spraying.
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The interaction between the molten metal and the uninsulated jet of gaseous 
fluid, under pressure, at ambient temperature, has as effect the heat transfer by 
forced convection between droplets (particles) and jet, fact which can determine 
the apparition of rapid solidification phenomenon in the droplet (particle).

It is known that the properties of the coatings produced by electric arc thermal 
spraying are closely related to the velocity and the temperature of the particles 
before the impact [23, 24]. The two parameters that characterize the particles from a 
thermodynamic point of view are mainly influenced by the intensity of the electric 
arc and the pressure of the carrier gas flow. The intensity of the electric current 
determines the melting/overheating temperature of the filler material. The carrier 
gas pressure, in close connection with its velocity, influences the displacement 
velocity of the particles towards the substrate surface [25, 26].

The studies carried out by Zhao et al. [27], on the flow phenomenon of an un-
insulated gas jet which pass through a nozzle, demonstrates the fact that the velocity 
and the temperature of the gaseous fluid decrease continuously along the jet. Due 
to the interaction between the fluid and the sprayed particles, it can be said that the 
molten particles inside the spray jet have a transient behavior, characterized by the 
continuous decrease of speed and temperature.

A large category of ductile metal materials, such as: aluminum, zinc, copper, 
bronze, steels as well as numerous wire drawing alloys can be sprayed by this 
technique, [28]. The exploitation of high temperature of the electric arc directed 
the scientific research towards the extension of the input materials range of use, by 
removing the technological barrier imposed by electrical ductility and conductivity. 
Thus, appeared the tubular wires, which have the exterior formed by a metal mantle 
characterized by high conductivity, and the interior is filled with powders of fragile 
materials, [29]. Recently, have been developed wires manufacturing technologies 
by crimping, in which the ductile material is folded and inside the folds are injected 
powders of hard materials. [30]. The widening of the spectrum of use of the input 
materials determined that the arc spraying process to be competing with the other 
spraying techniques (plasma, flame) in the technology of restoring of large surfaces.

The advantages of the arc spraying process are [2, 18]: efficiency - from an 
energy point of view (power used between 5 ÷ 10 kW), high productivity (15 ÷ 
45 kg/h), no need to preheat the substrate, uses cheap equipment compared to other 
spraying processes.

The main disadvantages of this spraying process are related to the high porosity 
of the deposits (over 18%) and to carrying out deposits resistant to abrasive wear 
(WC, TiC) only by using high-performance equipment, equipped with command 
and control system, which are expensive, [31].

The purpose of our research is to present the technology of obtaining coatings 
of alloys resistant to abrasive wear - containing ultra-hard chemical compounds 
(WC and TiC), arc thermal the process using a classic spray device provided with a 
system of conical nozzles and tubular wire with a containing ultra-hard compound 
(WC and TiC), as additional material.

The objectives of our study are the following:

• the realization of a system of conical nozzles able to melt the additional 
 material (which contains ultra-hard compounds: WC and TiC) and to transfer, 
to the formed particles, the high speed necessary to obtain dense coatings,

• the characterization of the ultra-hard alloys coatings obtained with the 
 aforementioned spraying device equipped with the conical nozzle system,

• establishing the optimal process parameters.
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Figure 3. 
Coatings formation mechanism by electric arc thermal spraying.
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The interaction between the molten metal and the uninsulated jet of gaseous 
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A large category of ductile metal materials, such as: aluminum, zinc, copper, 
bronze, steels as well as numerous wire drawing alloys can be sprayed by this 
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removing the technological barrier imposed by electrical ductility and conductivity. 
Thus, appeared the tubular wires, which have the exterior formed by a metal mantle 
characterized by high conductivity, and the interior is filled with powders of fragile 
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The advantages of the arc spraying process are [2, 18]: efficiency - from an 
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45 kg/h), no need to preheat the substrate, uses cheap equipment compared to other 
spraying processes.

The main disadvantages of this spraying process are related to the high porosity 
of the deposits (over 18%) and to carrying out deposits resistant to abrasive wear 
(WC, TiC) only by using high-performance equipment, equipped with command 
and control system, which are expensive, [31].

The purpose of our research is to present the technology of obtaining coatings 
of alloys resistant to abrasive wear - containing ultra-hard chemical compounds 
(WC and TiC), arc thermal the process using a classic spray device provided with a 
system of conical nozzles and tubular wire with a containing ultra-hard compound 
(WC and TiC), as additional material.

The objectives of our study are the following:

• the realization of a system of conical nozzles able to melt the additional 
 material (which contains ultra-hard compounds: WC and TiC) and to transfer, 
to the formed particles, the high speed necessary to obtain dense coatings,

• the characterization of the ultra-hard alloys coatings obtained with the 
 aforementioned spraying device equipped with the conical nozzle system,

• establishing the optimal process parameters.
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2. Preparation and characterization of deposits

In order to carry out our own research on the possibility of obtaining ultra-hard 
coatings based on WC and TiC by thermal spraying, we made a spraying head 
system, which we have adapted to a classic drive mechanism, [32]. The schematic 
overview of the spraying device is presented in Figure 4.

The designed spray device consists of two distinct modules:

• wire feed module;

• spraying module.

The wire feed mechanism - realized by IOR Bucharest, Romania, consists of a 
direct current electric motor, two-step speed reducer (vertical stage) and electronic 
control system. It develops at the output a power Pie of 0.063 kW and a speed nmax 
of 10 rpm. The overview of the wire feed mechanism is shown in Figure 5.

The spray module (usually called “spray head”) is designed from a system of 
concentric nozzles - see Figure 6, convergent at the electric arc level, capable to 
ensure a convergent – divergent geometry, of the compressed air jet.

The components elements of the nozzle system are made of insulating materials 
such as: textolite, high density polypropylene and polyurethane of Moldotan type.

The concentric nozzle system, together with the module body, forms two 
compressed air circuits [32, 33], as presented in Figure 7:

• the main circuit - formed in the space between the module body, the conical 
nozzle with grooves and the conical insulator;

• the secondary circuit - formed in the space between the cover, the front nozzle, 
the conical nozzle with grooves and the body of the module.

The compressed air which passes through the main circuit determines the 
detachment of the liquid droplets from the wires surface and the dispersion of the 
droplet formed into fine particles. This circuit influence thus the size and the speed 
of the sprayed particles, [32]. The compressed air that passes through the second-
ary circuit has the role of constraining the electric arc, determining the increase of 
the current density and implicitly of the particle temperature. It is directed by the 
inner surface of the constraint frontal nozzle - see Figure 8, to the forming area of 
the electric arc. The two compressed air circuits are supplied from two different 
sources, with different pressures.

Figure 4. 
Spray device - schematic overview.
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2.1 Technological workflow

In our research substrates made of low alloy steel C15 –EN10083, with dimen-
sions of 40 mm x 40 mm x 10 mm were covered by arc spraying process using as 
additional material 97MXC - in the form of cored wires, product of the company 
Praxair-Tafa, USA. The chemical composition of the substrate, as well as that of the 
additional material is presented in Table 1.

In order to produce the ultra-hard coatings with WC and TiC content, we used 
an electric arc spraying installation, provided with a compressed air compressor, 
which ensures pressures of 8 bar and a flow of up to 700mc/min, a direct current 
source RSC 400 type and the spray device presented in Figure 4.

The stages of the technological flow are schematically presented in 
Figure 9, [11].

The substrate surface activation included a series of preparatory operations for 
the metallization stage, which aimed both to clean the surface from oxides, oils and 

Figure 5. 
Wire feed mechanism assembly.

Figure 6. 
Spray head: Isometric view - exploded:1- front cover; 2-front nozzle; 3-conical nozzle with grooves; 4- conical 
insulator; 5-wire guides; 6-thread; 7-module body.
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greases, and to increase its roughness, in order to ensure good adhesion of the coat-
ing to the substrate, [32, 34]. The surface cleaning operation was performed in two 
successive phases: chemical cleaning and mechanical cleaning.

Chemical cleaning consisted of several steps: washing the substrate surface in a 
jet of liquid solution with a concentration of 10% (5% caustic soda, 5% soda salt), 
at a temperature of 50°C; rinsing in a stream of hot water at a temperature of 90°C; 
degreasing in methylene tetrachloride; wiping the substrate surface until dry with a 
textile material, [31].

Materials Elements (wt%)

C Si Cr Ni Mn B WC TiC Fe P S

C15 0,14 0,15 0,3 0,3 0,43 — — — — 0,04 0,04

97MXC — 1,25 14,0 4,5 0,55 1,87 26,0 6,0 balance — —

Table 1. 
Chemical composition of the materials.

Figure 7. 
Operating diagram of the spray head, [32].

Figure 8. 
The frontal constraint nozzle, [32].
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The subsequent phase, respectively the mechanical cleaning, consisted in sand-
blasting the surface of the substrate with abrasive particles. This process required 
pressurizing the abrasive medium with the help of compressed air and directing the 
flow of abrasive particles on the surface of the substrate [35]. Hard, abrasive and 
sharp particles of aluminum oxide with an average diameter of 536 ± 124 μm, sprayed 
with a pressure of 4barr at a distance of 30 mm, were used for blasting. The surface 
roughness obtained was between 46 and 62 μm. However, sandblasting always carries 
great risk, respectively it leaves the surface of the substrate contaminated with abra-
sive particles entrapped in the material, [36–38]. These residues have negative effects 
on the mechanical properties of the coatings, such as: they reduce the adhesion of 
the layer to the substrate, reduce the fatigue resistance properties of the substrate, 
limits the diffusion between coating and substrate and reduces the contact surface 
between particles [39–41]. To prevent the mentioned aspects, the substrate surface 
was ultrasonically cleaned by immersing the specimens in an ethanol bath (C2H6O) 
for 10 minutes, followed by drying them under a jet of filtered compressed air.

In our research, two process parameters, respectively: the compressed air pres-
sure passing on the primary circuit and the intensity of the electric current, varied 
on three levels. For a good analysis of the effect of these variations, the rest of the 
technological parameters were kept constant. Table 2 shows the parameters of the 
electric arc thermal spray process.

2.2 The characterization of ultra-hard 97MXC coatings

This subchapter presents the following investigations performed for the analysis 
of the WC/TiC ultra-hard coatings obtained by arc spraying process:

Figure 9. 
Technological workflow.

Parameters Value

Current intensity (A) 200/220/250

Voltage (U) 32

Air pressure in the primary circuit (bar) 5.5/6.0/6.5

Air pressure in the secondary circuit (bar) 3.0

Movement speed of the gun (m/s) 0.14

Coating thickness (mm) 0.5–0.7

Stand-off distance (SOD) (mm) 110

Table 2. 
Thermal spray parameters.
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• elementary chemical composition - necessary to determine the presence and 
the proportions of the chemical elements of the analyzed coatings;

• structural characterization - necessary for the study of microstructure, identi-
fication of phases and constituents;

• mechanical characterization - which highlights the mechanical properties of 
97MXC coatings: porosity, adhesion, microhardness, wear behavior.

2.2.1 The characterization of ultra-hard 97MXC coatings

A complete characterization of a deposit requires the most accurate knowledge 
of its chemical composition, the concentration of various alloying elements or 
impurities. The chemical composition of the 97MXC deposits was determined by 
semi-quantitative elementary chemical analysis of EDX type (Energy Dispersive 
X-ray Spectroscopy). The analysis system used (EDAX-AMETEK, Holland, 2008) is 
attached to an electron microscope (QUANTA 200 3D, FEI, Holland, 2008), being 
a microanalysis detector that records the energy of X-rays emitted from the surface 
of the specimen when scanned with an electron beam. This laboratory investigation 
allowed us to highlight the types of existing chemical elements and the proportions 
in which they are present.

To determine the chemical composition of the sprayed hard alloys, each sample - 
measuring 10 mm x 10 mm x 5 mm, was investigated by spot analysis, at 10 differ-
ent points located on the cross-section. Before being investigated, the samples were 
metallographically prepared, by sanding on abrasive paper and polishing to remove 
impurities and oxides formed on the surface of the deposits.

Table 3 presents the mass percentages of the chemical elements identified in the 
composition of the ultra-hard deposit - depending on the intensity of the electric 
current used in the thermal spraying process.

As an example, Figure 10 presents the EDX spectrum and the mapping (dis-
tribution of chemical elements on the scanned surface) of the chemical elements 
present in the 97MXC layer deposited by arc spray process, at current I = 220A and 
pressure p = 5.5 bar.

In all the cases (of coatings at different intensities with 97MXC material) on the 
scanned areas, the following chemical elements were identified following the EDX 
elemental chemical analysis: Fe, W, Cr, C, O Ni and Ti. Correlating these results 
with the data in Table 3, it had been able to conclude that the concentration of the 
alloying elements does not show changes due to the increase of the electric current 
intensity, respectively of the increase of the electric arc temperature.

2.2.2 The XRD analysis of the 97MXC coatings

The XRD analysis (XRD - X-ray diffraction) is a fast-analytical technique, used 
primarily for phase identification of a crystalline material. This type of analysis 

Current intensity, (A) Chemical element, (% weight)

Fe W Cr C O Ni Ti

200 48.67 13.84 13.08 11.43 5.63 4.21 3.14

220 48.89 13.64 12.30 12.10 8.65 3.85 2.57

250 46.42 14.21 12.84 12.42 7.32 3.91 2.88

Table 3. 
Chemical composition of the ultra-hard coatings (p = 5,5 bar).
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is very important because it highlights the existing phases and constituents in the 
electric arc coated layer. Knowing the phases and constituents can help to under-
stand the coatings behavior during the different types of tests they have been sub-
jected to. The testss were performed using the X’PERT PRO MRD diffractometer 
(Panalytical, Holland, 2008) with the following working configuration: Cu anode 
with λ = 1.54 Å, open eulerian cradle sample support, 2θ = 20–90°, [42].

Figure 11 shows the X-ray diffraction patterns of the 97MXC coatings obtained 
at a pressure of 6.0 bar, at a spray distance of 110 mm and different intensities of the 
electric current: 200 A - sample Ia, 220 A - sample Ib and 250 A - sample Ic.

From the XRD patterns it is observed that the three coatings contain the Fe-Cr 
alloy, complex carbides of the FeW3C, Fe3W3C and Fe6W6C type and fractions of 

Figure 10. 
EDX spectrum and chemical elements distribution map in case of 97MXC coating (I = 220A, p = 5.5 bar).

Figure 11. 
X-ray diffraction patterns of 97MXC coatings.
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FeB, Cr2B, Fe2O3 and Fe3O4. Peaks of WC and W2C are present in all three coatings, 
formed as a result of decomposition during the thermal spraying process, similar 
to the results reported by He et al. [43]. In additional to the eutectic phases of WC, 
W2C and TiC, alloyed solid solutions of γ(Fe, Ni) and γ(Ni, Cr) were also identi-
fied. It is noted that the intensity of the W2C peak increases with increasing current 
intensity. It is also suggested that the high temperature of the electric arc favors the 
decomposition of the WC carbides into single elements, respectively the formation 
of C-poor compounds such as W2C.

2.2.3 Structural characterization of the 97MXC coatings

The morphology and metallographic structure of 96MXC deposits were inves-
tigated on micrographs obtained using the FEI - Quanta 200 3D scanning electron 
microscope (SEM). The investigations were performed on the cross section. The 
samples, measuring 10 mm x 10 mm x 10 mm, were obtained by cutting, after 
which there were incorporated into epoxy resin, sanded and polished. For the 
metallographic characterization of the compounds present in the analyzed coatings 
structures, the surfaces were chemically attacked with Vilella reagent (a solution 
with 10 ml of HF, 5 ml of HNO3, and 85 ml of H2O) for 10 min. After preparation, 
the samples were analyzed with the help of the SEM microscope.

Figure 12 presents two representative SE (secondary electron) images of the 
97MXC deposits, obtained by arc spray process (I - 220 A), at different values of the 
compressed air pressure passing through the primary circuit: pprimary air = 5.5 bar; 
and pprimary air = 6.5 bar.

The deposits from Figure 12 present a heterogeneous microstructure formed by 
flattened lamellas (usually called splats), oriented parallel to the substrate, polygonal 
formations, unmelted spherical particles and pores - being specific microstructure 
to the deposits obtained by arc spray process. In the cross section of the samples are 
observed several variations of the structural elements brightness (various shades of 
gray), an aspect that suggests the inhomogeneity of the chemical composition.

XRD patterns, EDX analyses and SE images allow the identification of the 
various phases of the coatings. Thus, the matrix formed by light gray metal splats 
corresponds to FeCr and FeW phases, the dark gray flattened splats correspond to 
hard Fe2B phases, at the limit of the splats some interstitial oxides appear and the 
areas with dark contrast correspond to the pores.

Figure 12. 
SEM images of 97MXC coatings obtained under the following conditions, I = 220A, SOD = 110 mm, U = 32 V: 
(a) pprimary air = 5.5 bar; (b) pprimary air = 6.5 bar.
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In the micrographs taken on the cross section, light-colored and bright polygo-
nal formations appear, which correspond to the W-rich hard phase (WC) embed-
ded in a matrix composed of eta type carbide (FeW)xC of light gray color. There are 
also present some dark gray polygonal formations which corresponds to titanium 
carbide (TiC). W-rich alloyed areas have a heterogeneous distribution, and inside 
them are formed eutectic phases of WC and W2C type - similar to the results 
reported by Tillmann et al., [44].

It can be observed that at low values of the compressed air pressure passing 
through the primary circuit - see Figure 12a, in the deposit are obtained particles 
of larger dimensions, compared to the particle sizes presented in Figure 12b, which 
have a flattened shape. This aspect is explained by the fact that by increasing the 
pressure of the compressed air, the speed of the gas jet and implicitly the impact 
speed of the particles increase. The presence of a small quantity of unmelted par-
ticles inside the coating suggests that the temperature of the particles at the impact 
moment together with the spray distance were optimally chosen.

These aspects are confirmed by the investigations performed at the interface 
between the W-rich eutectic carbides (WC) and the metallic matrix based on 
Fe - see Figure 13. The deposits obtained at high values of electric current intensity 
present, around the polygonal eutectic carbides, at the interface between the W-rich 
phase and the Fe-based matrix, some transition areas (the luminous phase to 
darkness), presented in Figure 13a,c. The EDX analyses carried out in the dark area 
indicate the presence of a zone rich alloyed in Fe.

We found that the width of the transition area decreases until it disappears 
with the decrease of the current intensity that supplies the electric arc during the 

Figure 13. 
Cross-section images taken by SEM microscopy showing the embedment polygonal carbide WC at  
pair secundary = 6.5 bar: (a) I = 250A; (b) I = 200A; (c) detail figure a; (d) EDX spot analysis.
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FeB, Cr2B, Fe2O3 and Fe3O4. Peaks of WC and W2C are present in all three coatings, 
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fied. It is noted that the intensity of the W2C peak increases with increasing current 
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of C-poor compounds such as W2C.
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compressed air pressure passing through the primary circuit: pprimary air = 5.5 bar; 
and pprimary air = 6.5 bar.
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gray), an aspect that suggests the inhomogeneity of the chemical composition.
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various phases of the coatings. Thus, the matrix formed by light gray metal splats 
corresponds to FeCr and FeW phases, the dark gray flattened splats correspond to 
hard Fe2B phases, at the limit of the splats some interstitial oxides appear and the 
areas with dark contrast correspond to the pores.

Figure 12. 
SEM images of 97MXC coatings obtained under the following conditions, I = 220A, SOD = 110 mm, U = 32 V: 
(a) pprimary air = 5.5 bar; (b) pprimary air = 6.5 bar.
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In the micrographs taken on the cross section, light-colored and bright polygo-
nal formations appear, which correspond to the W-rich hard phase (WC) embed-
ded in a matrix composed of eta type carbide (FeW)xC of light gray color. There are 
also present some dark gray polygonal formations which corresponds to titanium 
carbide (TiC). W-rich alloyed areas have a heterogeneous distribution, and inside 
them are formed eutectic phases of WC and W2C type - similar to the results 
reported by Tillmann et al., [44].

It can be observed that at low values of the compressed air pressure passing 
through the primary circuit - see Figure 12a, in the deposit are obtained particles 
of larger dimensions, compared to the particle sizes presented in Figure 12b, which 
have a flattened shape. This aspect is explained by the fact that by increasing the 
pressure of the compressed air, the speed of the gas jet and implicitly the impact 
speed of the particles increase. The presence of a small quantity of unmelted par-
ticles inside the coating suggests that the temperature of the particles at the impact 
moment together with the spray distance were optimally chosen.

These aspects are confirmed by the investigations performed at the interface 
between the W-rich eutectic carbides (WC) and the metallic matrix based on 
Fe - see Figure 13. The deposits obtained at high values of electric current intensity 
present, around the polygonal eutectic carbides, at the interface between the W-rich 
phase and the Fe-based matrix, some transition areas (the luminous phase to 
darkness), presented in Figure 13a,c. The EDX analyses carried out in the dark area 
indicate the presence of a zone rich alloyed in Fe.

We found that the width of the transition area decreases until it disappears 
with the decrease of the current intensity that supplies the electric arc during the 

Figure 13. 
Cross-section images taken by SEM microscopy showing the embedment polygonal carbide WC at  
pair secundary = 6.5 bar: (a) I = 250A; (b) I = 200A; (c) detail figure a; (d) EDX spot analysis.
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spraying process. As an example, in Figure 13b is presented polygonal WC carbide - 
where the absence of the transition zone is observed.

It can be observed that the W content decreases and the Fe amount increases in 
the transition area, as the distance to the eutectic polygonal carbide increases (see 
Figure 13d). These aspects suggest the fact that, by increasing the temperature of 
the sprayed particles and due to the increase of the electric arc intensity, the appear-
ance of a transition zone between the polygonal eutectic carbides’ WC type and 
the metallic matrix is favored. It can be suggested that high particle temperatures 
permit a better integration of the unmelted polygonal eutectic carbides into the 
matrix of Fe.

2.2.4 Microhardness of the 97MXC coatings

The hardness is the capacity of a piece to oppose the tendency to destroy the sur-
face coatings by another piece, which acts on it with localized pressures on very small 
areas. In determining the hardness of materials, account shall be taken of the size of 
the traces produced by a penetrating piece, characterized by a certain shape and size 
and of the force acting on it. The hardness of a material is appreciated by the value of 
some conventional characteristics, obtained after some non-destructive tests.

Because the porous structure of the sprayed coatings does not permit the exactly 
determination of the hardness by conventional methods, in order to carry out 
investigations regarding the micro-hardness of the 97MXC deposits, we considered 
that the most suitable method is the Vickers method. The microhardness represents 
the Vickers hardness of some elements from the metallographic structure (phases, 
structural constituents, inclusions, etc.) and of some very thin coatings. The Vickers 
microhardness values presented in our study were determined using the CV - 400DAT 
digital microdurimeter, produced by CV Instruments, with a 100 g load, for 10s.

In order to establish the microhardness of the 97MXC coatings, we performed 5 
determinations in points located at a minimum distance of 0,5 mm from each other, 
arranged on the transverse direction of the coating - according to the norm SR EN 
ISO 14923/2004.

The average values of the microhardness of the 97MXC deposits, produced in 
different experimental conditions are presented in Figure 14.

As the data presented in Figure 14 show, the micro-hardness of 97MXC coatings 
is relatively high. This aspect is due both to the phases, rich alloyed in W or Ti and to 
the chemical compounds based on Fe2Cr or of the eta type carbide (FeW)xC - which 

Figure 14. 
HV100 microhardness of 97MXC coatings.
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microhardness is relatively high. However, it is observed that the micro hardness 
of the 97MXC coatings varies in limits of up to 125 units with the pressure of the 
compressed air passing through the primary circuit and with the intensity of the 
spray current. Thus, for low values of the electric current intensity, the microhard-
ness of the deposits is relatively low of HV100 = 664 ± 42 N/mm2 compared to the 
microhardness of the depositions obtained at values of the electric current intensity 
higher than HV100 = 789 ± 32 N/mm2. It can be affirmed that the high degree of 
homogeneity of depositions obtained at high values of the electric current intensity 
determines the increase of the microhardness of 97MXC deposits.

Microhardness investigations were also performed on the W, Ti and Cr hard 
phases. In Figure 13b and c are presented traces of the Vickers penetrator produced 
on the W-rich phase, in the area of the Fe phase highly alloyed with W and C (at 
interface) - Figure 13b, as well as in the low alloyed Fe phase - Figure 13b.

For the light-colored phases, the average microhardness value was 2842 N/mm2, 
and inside the Fe-rich phase, the average microhardness value was 473 N/mm2. At 
the interface level, the average microhardness value was 1387 N/mm2. The TiC–rich 
phases had an average microhardness of 845 N/mm2, the Cr-rich phases had an 
average microhardness of 636 N/mm2 and those of interstitial oxides (the dark 
phase, positioned between the flattened particles) had an average microhardness 
of 258 N/mm2. It can be suggested the fact that the transition phase, formed at the 
interface level between the W-rich eutectic phase and the metal matrix, rich alloyed 
in Fe, obtained the increasing the electric arc intensity, contains complex com-
pounds based on Fe, W and C of (FeW)xC type, whose hardness is relatively high.

2.2.5 The wear behavior of the 97MCX ultra hard coatings

The wear behavior of the 97MCX coatings was evaluated by sliding wear tests 
conducted on an Amsler type system.

A general view of the AMSLER machine is given in Figure 15. The AMSLER 
machine was equipped with a data acquisition system based on tensometric strain 
gauges system [45], calibrated by deadweights method. The interface of the data 
acquisition system was realized in LabVIEW program [46]. The coated parallelepi-
ped sample on rotating steel disc testing arrangement is presented detail.

Each coated sample was tested twice: at 20 N and 40 N normal load. The speed 
of the disk was kept constant, N = 100 rpm. The testing time was 3600 s. No lubri-
cant was used. Before each test, samples were cleaned with acetone.

Figure 15. 
General view of testing machine.
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gauges system [45], calibrated by deadweights method. The interface of the data 
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The tests were performed on three samples of 97MXC coatings obtained by arc 
spraying process, at pressure p = 6.5 bar and at different values of electric current 
intensity– see Table 4. The turning disk used in tribological tests was made of 
AISI52100 steel, hardness 64 HRC. The roughness of the tested samples was mea-
sured on Taylor-Hobson profilometer. The values of the roughness on longitudinal 
and transversal direction of tested samples are given in Table 4.

Figures 16 and 17 show the time variations of the friction coefficient and the 
friction torque at loads of 20 N, respectively 40 N.

The mean values of the coefficient of friction (CoF), as well as the weight loss of 
the samples after performing the tests at loads of 20 N and 40 N are shown in Table 5.

Figure 16. 
Friction torque versus time at 20 N.

Figure 17. 
Friction torque versus time at 40 N.

Sample P1

I = 200A
P2

I = 220A
P3

I = 250A
Disk

AISI 52100

Longitudinal roughness, Ra [μm] 14.91 14.35 14.26 0.83

Transversal roughness, Ra [μm] 14.42 14.66 14.78 1.28

Table 4. 
Roughness of the tested samples.
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Analyzing Figures 16 and 17, one can be observed that the friction torque 
in tribological system was more constant for P3 sample, especially at high load - 
Figure 17). Correlated with the wear rate and general friction coefficients (CoF) 
results from Table 5, it can be concluded that the P3 coating assure an almost 
constant CoF during an hour of continuous testing, while the friction torque of P1 
and P2 manifested between large limits.

The data presented in Table 5 show that the CoF values do not vary much by 
increasing the applied load, respectively from 20 N to 40 N. The average CoF values 
of the samples were as follows: CoF ≈ 0.21 for P1; CoF ≈ 0.22 for P2; CoF ≈ 0.24 for 
P3. The CoF varied according to the quality of the tested surfaces of samples, but 
also with possible increase in temperature over the pad on disk contacts. A higher 
and constant CoF was obtained for the P3 sample, especially at high load – see 
Figure 17.

The superior friction behavior of the P3 against P1 and P2 coatings, given by the 
stability of the friction torque and the low wear rate, can be explained by the pres-
ence inside the deposit of the transition area between the W-rich hard phase and 
the (FeW)xC eta type carbide matrix, which allows fixing and maintaining the hard 
phase in conditions of advanced wear for a long time.

2.2.6 Analysis of 97MXC coatings adhesion

The adherence of the deposits obtained by thermal spraying is defined as being 
the force necessary detaching the layer from the substrate. The studies carried out 
by Haraga et al. [47] have demonstrated that the adhesion of the coatings is pre-
dominantly mechanical and is due to the solidification of the sprayed liquid par-
ticles or to the deformation of the semi-viscous particles on the substrate asperities. 
The adhesion of the deposits was determined by the traction test - in accordance 
with EN 582.

Figure 18 presents the adhesion variation of the deposits with the pressure of the 
compressed air passing through the primary circuit. It is noticed that at low values 
of the compressed air pressure the layer adhesion to substrate has low values. It can 
observe that for the same value of the compressed air pressure which passes through 
the primary circuit adhesion values of the deposit vary with the current intensity.

Thus, for the same pressure value, the adhesion of the 97MXC coatings obtained 
at I = 250A is superior to the one of the other coatings obtained at I = 200A and 
I = 220A, in the same technological conditions. Knowing that by the increasing of 
the current intensity of the electric arc temperature increases, we can suggest that, 
at high values of the current intensity, the drop formed in the electric arc is atom-
ized into small particles with reduced inertia. Studies carried out by Toma et al. 
[33], have demonstrated that the high pressure of the compressed air favors the 

Mean friction coefficients CoF

Sample P1 P2 P3

Load [N] 20 40 20 40 20 40

CoF 0.217 0.207 0.215 0.226 0.242 0.237

Wear, [%wgt] 0.000 0.028 0.000 0.004 0.000 0.011

Initial mass, g 28.976 28.976 47.874 47.855 47.226 47.226

Final mass, g 28.976 28.968 47.874 47.853 47.226 47.221

Table 5. 
Mean CoF and wear in wt%.
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increase of the impact velocity of the particles with the substrate surface, respec-
tively their better fixation in the surface roughness. This aspect determines the 
increasing the adhesion of the 97MXC deposits with the increase of the compressed 
air pressure.

2.2.7 Porosity measurements of the 97MXC coatings

Porosity is a defining physical characteristic of the deposits obtained by thermal 
spray, due to the presence of interlamellar voids and interconnection channels 
between them. It is expressed by the degree of porosity of the deposit, measured in 
percentages, [48]. In the case of the 97MXC coatings, the porosity was investigated 
by image analysis of the transversal section of the specimens, using the IQ Materials 
software (Japan).

In Figure 19 it is presented the variation of the average porosity of the 97MXC 
deposits with the compressed air pressure passing through the primary circuit - for 
different values of the current intensity that supplies the electric arc.

As expected, the variation of the average porosity of the 97MXC coatings pres-
ents a decreasing tendency both by the increasing of the compressed air pressure 
value and by the increasing of the current intensity value. Thus, it is observed that 

Figure 18. 
Variation in the adhesion of 97MXC deposits with the compressed air pressure passing through the primary 
circuit.

Figure 19. 
Average porosity variation of 97MXC coatings with the compressed air pressure.
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for the same value of the intensity of the electric current, when the compressed air 
pressure increases, the average porosity of the deposits decreases by up to 12%. The 
effect of increasing the temperature of the arc achieved by increasing the electric 
current determines the reduction of the average porosity by a maximum of 28%. 
It can be stated that between the two process parameters: compressed air pressure 
and electric current intensity, the latter has a “dramatic” influence on the deposition 
density of 97MXC.

3. Conclusions

The studies, carried out in this paper, demonstrate that qualitative deposits of 
hard alloys, containing WC and TiC, can be obtained by arc spray process, using a 
classic spray device equipped with a conical nozzle system.

The increase of the electric arc temperature, due to the increase of the current 
intensity favors the decomposition of some chemical compounds (TiC, FeB, WC), 
respectively the appearance of hard chemical compounds of type W2C and of 
complex carbides of type eta: FeW3C, Fe3W3C and Fe6W6C; the accentuated melt-
ing of the additional material and the formation of small particles with low inertia, 
capable to fix in the surface roughness determine the increase of the adhesion of 
the deposits of hard alloys and the reduction of the porosity in relatively large limits 
(up to 28%).

The pressure of the compressed air passing through the primary circuit deter-
mines the increase of the velocity of the sprayed particles [33], respectively their 
better fixation in the asperities of the substrate surface. This aspect justifies the 
adhesion increasing, the average porosity reducing of the coatings (by up to 12%), 
and the increasing of the microhardness of the coatings - at the increasing of the 
compressed air pressure.

The presence, inside the coatings of hard chemical compounds, type WC and 
W2C - incorporated in the carbide matrix (FeW)xC, as well as compounds TiC, 
FeCr, and FeB, permits improving the wear behavior of deposits, underlined 
through the stability of the friction torque, the increasing of the coefficient of 
 friction and obtaining a low wear rate.
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and electric current intensity, the latter has a “dramatic” influence on the deposition 
density of 97MXC.

3. Conclusions

The studies, carried out in this paper, demonstrate that qualitative deposits of 
hard alloys, containing WC and TiC, can be obtained by arc spray process, using a 
classic spray device equipped with a conical nozzle system.

The increase of the electric arc temperature, due to the increase of the current 
intensity favors the decomposition of some chemical compounds (TiC, FeB, WC), 
respectively the appearance of hard chemical compounds of type W2C and of 
complex carbides of type eta: FeW3C, Fe3W3C and Fe6W6C; the accentuated melt-
ing of the additional material and the formation of small particles with low inertia, 
capable to fix in the surface roughness determine the increase of the adhesion of 
the deposits of hard alloys and the reduction of the porosity in relatively large limits 
(up to 28%).

The pressure of the compressed air passing through the primary circuit deter-
mines the increase of the velocity of the sprayed particles [33], respectively their 
better fixation in the asperities of the substrate surface. This aspect justifies the 
adhesion increasing, the average porosity reducing of the coatings (by up to 12%), 
and the increasing of the microhardness of the coatings - at the increasing of the 
compressed air pressure.

The presence, inside the coatings of hard chemical compounds, type WC and 
W2C - incorporated in the carbide matrix (FeW)xC, as well as compounds TiC, 
FeCr, and FeB, permits improving the wear behavior of deposits, underlined 
through the stability of the friction torque, the increasing of the coefficient of 
 friction and obtaining a low wear rate.
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High-Chromium (9-12Cr) 
Steels: Creep Enhancement by 
Conventional Thermomechanical 
Treatments
Javier Vivas, David San-Martin, Francisca G. Caballero  
and Carlos Capdevila

Abstract

There is a worldwide need to develop materials for advanced power plants with 
steam temperatures of 700°C and above which have the capacity to achieve high 
efficiency and low CO2 emissions. This request involves the development of new 
grades of 9-12Cr heat-resistant steels, with a nanostructured martensite, mainly 
focusing on the long-term creep rupture strength of base metal and welded joints, 
creep-fatigue properties, and microstructure evolution during exposure at such ele-
vated temperatures. The main shortcomings of actual 9-12Cr high-chromium steels 
are that the creep resistance is not enough to fulfill the engineering requirements 
at temperatures higher than 600°C and the material undergoes a cyclic softening. 
Creep strength at high temperature could be improved by a microstructural optimi-
zation through nano-precipitation, guided by computational thermodynamics, and 
thermomechanical control process optimization.

Keywords: creep-resistant steels, thermomechanical treatment, creep fracture 
behavior, microstructural degradation, small punch creep tests, ausforming

1. Introduction

There is a worldwide need for the sustainability of current energy sources in 
order to ensure the viability of future generations, as long as these sources are 
environmentally friendly. In this sense, power plant designs for the future should 
ensure a cost-efficient reduction of CO2 emissions and improvements in efficiency 
of fuel consumption.

The essential function of a power station is to convert energy from fuel (fossil or 
nuclear) into electrical energy. In the steam power plant, this conversion involves 
consuming the fuel to produce heat which is then used to produce steam to drive a 
turbine. The mechanical energy of the turbine is then converted to electrical energy 
by an alternator. The steam temperature on the entrance of the turbine is essential 
to increase the efficiency of the conventional steam cycle.

The maximum steam temperature and pressure are limited by the performance 
of certain components. The main components which are critical are steam headers, 
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superheater and reheater tubing in boilers, turbine valve chest, rotors and casings, 
main steam and reheat pipework, generator rotors, and bolts used for high-tem-
perature applications. The boiler components are limited by corrosion and creep. 
Pipework also suffers creep as well as weld cracking and thermal fatigue. Turbine 
components are subjected to creep and fatigue (both thermal and mechanical).

Therefore, the development of improved structural materials to increase in 
thermal efficiency has been the driving force to develop new generations of 9-12Cr 
ferritic/martensitic (FM) steels [1–3]. The most relevant in-use properties that 
heat-resistant steels employed to manufacture components in power plants should 
fulfill are good mechanical properties, fabricability, corrosion resistance, and creep 
strength. As indicated above, creep strength has been the most studied and has 
led to innumerable research activities, aiming at improving the creep strength in 
9-12Cr FM steel developments [4–6]. The disadvantage of these steels is their loss 
of strength beyond 600°C, so they need to be optimized to guarantee their use in 
the future power plants. In this chapter one of the most promising ideas described is 
applying a thermomechanical treatment (TMT) instead of a conventional treat-
ment. The main contribution of the TMT is the ausforming, which, as other authors 
have reported, allows increasing considerably the number density of the thermally 
stable precipitates, i.e., MX nanoprecipitates. Consequently, the creep strength has 
improved greatly.

2.  Brief remarks on the evolution of 9Cr FM steel for the  
power-generation industry

As it has been reviewed by Klueh in his seminal work on high-chromium FM 
steels [7], the design and production of 9-12Cr FM steels began in 1912 when Krupp 
and Mannesmann produced a 12 wt. % Cr steel containing 2–5 wt. % Mo. This type 
of steel was used for steam turbine blades, and it is still in use under the designation 
of X22CrMoV12. The 2¼Cr-1Mo bainitic steel grade normally known as ASTM 
Grade 221 (with nominal composition of Fe-2.25Cr-1.0 Mo-0.3Si-0.45Mn-0.12C) 
was firstly introduced in fossil fuel power plants in the 1940s and is nowadays 
widely used. The 9Cr-1Mo FM steel grade (known as Grade 9) is a natural evolution 
from Grade 22, seeking a better corrosion resistance and, hence, increasing the 
chromium addition. These two steel grades are the reference steels for heat-resistant 
application in power plants. Since then, the steady need of pushing up the operat-
ing conditions in conventional fossil-fired power-generation systems led to the 
development of several “generations” of steels with improved elevated-temperature 
strengths. The evolution of steel compositions (Figure 1), which began with G22 
and G9 (zeroth generation) with 100,000 h creep rupture strengths at 600°C 
of about 40 MPa, has allowed for increased operating steam temperatures and 
pressures [1–3, 8–12]. Three generations of steels have been introduced since the 
introduction of G22 and G9, and a fourth generation is in development.

The strategy adopted for improved corrosion and oxidation resistance for 
elevated-temperature operating conditions was the addition of carbide formers 
such as vanadium and niobium to add precipitate strengthening. Hence, the zeroth 
generation containing mainly 9-12Cr evolved to the 12Cr-MoV steels introduced 
in the power plants in the mid-1960s for thin- and thick-walled power station 

1 Grade 22 and the other commercial steels are given designations by ASTM (e.g., Grade 9 is 9Cr-1Mo, 
and Grade 91 is modified 9Cr-1Mo). The steels are further distinguished as T22 or T91 for tubing, P22 
and P91 for piping, F22 and F91 for forgings, etc. The “G” designation will mainly be used here.

165

High-Chromium (9-12Cr) Steels: Creep Enhancement by Conventional Thermomechanical…
DOI: http://dx.doi.org/10.5772/intechopen.91931

components. Their creep strength is based on solution hardening and on the 
precipitation of M23C6 carbides. These steels have been applied successfully in 
power stations over several decades [10]. These steels had increased 105 h rupture 
strengths at 600°C of up to 60 MPa (Table 1).

The second generation, developed in the late 1970s, is based on the modified 
9Cr-1Mo, designated as G91 and HCM12 (see Table 1), which were developed for 
manufacturing of pipes and vessels for fast breeder reactors [10]. In this steel class, 
C, Nb, and V contents were optimized, N (0.03–0.05 wt. %) was added, and the 
maximum operating temperature increased to 593°C. The new steels have a duplex 
structure (tempered martensite and δ-ferrite). These steels have 105 h rupture 
strengths at 600°C of about 100 MPa. Of these latter steels, G91 has been used most 
extensively in the power-generation industry in all new power plants with opera-
tional temperatures up to 600°C [7]. The responsible mechanism for this substan-
tial increment of creep strength as compared with 12Cr-MoV steels is the formation 
of thermally stable V and Nb carbonitrides. Besides lowering the Cr content down 
to 9 wt. %, tempered martensite microstructure also contributes to the higher creep 
strength [13, 14].

The Japanese steel development program led by Nippon Steel achieved the devel-
opment of the P92 steel (NF616). This steel grade, designated as Grade 92, presents 
a further increases in stress rupture by the addition of 0.003 wt. % B and 1.8 wt. % W 
and reducing the Mo content from 1 to 0.5 wt. % [15, 16]. The addition of B ensures 
thermally stable M23(C,B)6 precipitates, whereas the higher W content leads to a 
higher amount of precipitated Laves phase [17, 18]. Grade 92, firstly introduced 
in the 1990s along with equivalent steel such as E911, fulfills the niche of steam 
operational temperature of 620°C for 104 h creep rupture strengths at 140 MPa.

Finally, the goal for the next steel generation being developed at present is 
pushing the limit of operation temperature above 650°C. This so-called fourth 
generation differs from the previous ones mainly by the addition of 3.0 wt. % Co 

Figure 1. 
Flowchart showing the evolution of 9-12Cr FM steels [7].
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as an austenite stabilizer because of the adverse effect of nickel on creep. They have 
projected 105 h creep rupture strengths at 600°C of 180 MPa [7]. In these steels 
with about 0.1 wt. % carbon, molybdenum has been further reduced or eliminated, 
and tungsten (2.6–3.0 wt. %) has been increased compared to third-generation 
compositions. In Table 1, an overview of the historical development of the 9-12Cr 
heat-resistant steels from 1950 to 2005 is shown.

2.1 Creep deformation

Creep deformation is a thermally activated process, and the rate of deforma-
tion (creep rate) is extremely temperature sensitive. In metals, creep deformation 
becomes important at temperatures greater than about 0.4TM, where TM is the 
absolute melting temperature [20]. In the case of 9-12Cr FM steels, this temperature 
is approximately 450°C. Clearly, power plant materials operate in the temperature 
regime where creep process is significant. The creep properties of the material 
used limit the operating temperature of many power plant components, such as the 
turbines. Development of materials with an increased creep resistance is central to 
the use of power plants with higher steam temperatures.

Creep deformation can occur by a variety of different mechanisms. The mecha-
nism that dominates depends on the stress and temperature conditions as well as the 
microstructure of the material.

In the case of power plant steels, the stress levels are relatively high, and the 
temperatures (compared with melting point) are relatively low. In the case of creep 
deformation, it is controlled primarily by dislocation movement and the thermal 
energy available for dislocations to overcome obstacles. A deformation mechanism 
map gives information about which mechanism will dominate for a particular set 

Table 1. 
Chemical composition and creep rupture strength at 600°C of the 9-12Cr heat-resistant steels from 1950 to 
2005 [19].
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of conditions. Such a diagram for a G91 steel is shown in Figure 2. For the exposure 
conditions, for this material, a power law creep (dislocation creep) is expected to 
dominate.

Power law creep involves the movement of dislocations, and the creep rate is a 
result of the balance between work hardening and recovery. Work hardening results 
in an increase in the dislocation density, while recovery leads to a reduction in the 
dislocation density. If the dislocation density remains constant, then the creep rate 
is given by Norton’s law [21]:

   ε ̇   = A   ( σ  a   +  σ  l   +  σ  u   +  σ  g  )    4   (1)

In this equation   σ  a    is the applied stress,   σ  l   ,   σ  u  ,  and   σ  g    are the internal stresses due 
to solution, precipitation, and grain boundary hardening, respectively. The most 
effective method for reducing the creep rate is therefore to form a suitable distribu-
tion of particles which are also able to act as barriers to dislocation motion.

A study of the possible creep mechanisms suggests microstructures would 
be expected to have good creep resistance under conditions used in power plant. 
In general, creep-resistant alloys are based on a matrix which is a solid solution. 
The presence of misfitting solute atoms in solid solution makes the passage of 
dislocations through the matrix more difficult. However, the majority of the creep 
resistance, at least in the early stages of service, is derived from precipitate particles. 
Ideally these particles should be small, and they should be widely and homoge-
neously distributed in large numbers through the matrix. The particles need to be 
stable at operating temperatures for which the alloy is designated, and they should 
be resistant to coarsening, as this will reduce their effectiveness as strengtheners. 
In general, excessive work hardening and very fine grain sizes, which provide 
strengthening at ambient temperatures, are considered detrimental in high-temper-
ature alloys. This is because both of them provide easy diffusion paths and therefore 
lead to an increase in the creep rate.

Figure 2. 
Deformation mechanism map (D-MAP) of T91 steel calculated from experimental reported values [22, 23]. 
The red line indicates the experimental conditions considered in this work.
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stable at operating temperatures for which the alloy is designated, and they should 
be resistant to coarsening, as this will reduce their effectiveness as strengtheners. 
In general, excessive work hardening and very fine grain sizes, which provide 
strengthening at ambient temperatures, are considered detrimental in high-temper-
ature alloys. This is because both of them provide easy diffusion paths and therefore 
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Figure 2. 
Deformation mechanism map (D-MAP) of T91 steel calculated from experimental reported values [22, 23]. 
The red line indicates the experimental conditions considered in this work.
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2.2 Creep and microstructural evolution

The new environmental regulations and commercial needs of the industry 
are the driving force for the development of new heat-resistant steels that push 
forward the operational limits of current steels. In this framework, the high-Cr FM 
steels applied as structural materials in fossil-fired and in nuclear power plants need 
to implement the operating temperatures above 650°C [1–3, 8–12]. The mechanism 
responsible for creep strengthening in these steels is the solid-solution and disper-
sion strengthening.

In the particular case of the so-called 9Cr FM steels, the creep degradation is a 
consequence of the thermal evolution of their hierarchal martensitic microstructure 
constituted by prior austenite grains, martensitic packets, blocks, and laths [24]. 
The microstructural degradation during creep consists of the coarsening of the lath 
structure [12, 24]. Such coarsening is governed by the subgrain boundary forma-
tion and evolution inside the laths, which can be prevented at high temperatures, 
and virtually frozen, by the dispersion of proper precipitates. The precipitates pin 
boundary migration and dislocation motion, slowing down the degradation of the 
martensitic microstructure and hence reducing creep rates [25, 26].

There are two main actors for the microstructural stability driven by precipita-
tion in 9Cr FM steels: The first one is the coarse M23C6 carbides located mainly at 
the grain boundaries either from the prior austenitic grains or from the blocks or 
martensite lath boundaries. The second one is the V- and Nb-rich MX carbonitrides. 
Contrary to M23C6, those MX precipitates are homogeneously distributed within 
martensite laths. Therefore, the ideal situation would consist of reducing the 
presence of the M23C6 carbides to the minimum since their fast coarsening induces 
crack formation at the particle-matrix interface and promoting the formation of 
MX carbonitrides (nanometric in size), since they will delay the lath coarsening as 
mentioned above; it has been studied extensively [27–29].

Thermomechanical processing of 9Cr FM steels has been revealed as a promis-
ing tool to promote a high number density of MX carbonitrides [30–38]. TMT 
involves different steps that need to be optimized to produce the most favorable 
precipitate microstructure for elevated-temperature strength.

2.3 Creep tests

The creep behavior of a material may be characterized by a number of different 
parameters which can be measured by performing the appropriate creep test. For 
metallic materials most creep tests are conducted in uniaxial tension with a dumb-
bell-shaped specimen similar to that used for tensile testing. The tests are carried 
out at a constant temperature and under either a constant load or stress. Applying 
a constant stress is more useful if the test is being employed to provide information 
about a creep mechanism.

The conventional treatments (AR) and TMT considered in this work were carried 
out on 10 mm in length and 5 mm in diameter cylindrical samples using a DIL 805A/D 
plastodilatometer (TA instruments) as described elsewhere [39, 40]. Due to the limited 
amount of material available after the TMT is carried out in the plastodilatometer, the 
creep properties were investigated by means of the small punch creep test (SPCT) 
performed at 700°C as it has been previously reported [41, 42]. The SPCT samples were 
cut transversally, from cylindrical specimens, with a thickness of 600 μm and a diam-
eter of 8 mm. Then, the disks were ground on both sides down to a final thickness of 
500 μm. In the setup of the SPCT, the lower and upper dice are connected via a thread 
to ensure the clamping of the sample. The load is applied by a ceramic punch ball which 
is in contact with the sample. A plunger rod is used to transmit the dead weight load to 
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the punch ball. All these components are made of Al2O3 ceramics. The clamping device 
is surrounded by an electrical heater and a thermal insulation. The upper plate carrying 
the additional dead weight is guided by two pillars with ball bearings. The temperature 
is measured in the lower die directly under the sample. The displacement is measured 
by a capacitive sensor between the upper plate and the thermal insulation with an 
accuracy of ±1 μm. A load cell is placed between the upper plate and the plunger rod.

The disk deflection vs. time resulting from the SPCTs might be divided into three 
different regions similarly to conventional strain vs. time creep curves obtained 
from uniaxial testing. However, the failure in SPCTs occurs away from the load line 
with cracks propagating in a circumferential direction due to membrane stretch-
ing. Therefore, the first part of the disk deflection vs. time curve corresponds to the 
loading region where the spherical indenter loads on a very small contact area of the 
sample are. Since the stresses will be higher than the yield stress of the material, local 
plasticity and an initial large deformation are produced. This large deformation is 
accumulated in a short period of time. The second stage corresponds to the steady-
state region, which coincides with most of the sample life, where the disk deflection 
rate reached almost a minimum. Finally, the third stage consists of an acceleration of 
disk deflection and fracture region. The interpretation of this behavior is that once a 
crack propagates to a critical length, the sample is no longer in balance, leading to an 
increase in deflection rate and to a reduction in the structure stiffness in the tertiary 
region. Another explanation might be due to the localized necking without crack 
presence. The deformation mechanism in the tertiary region is a mixture among 
accumulation of creep damage, geometric softening, and crack growth effect.

3. Effect of thermomechanical control processing on microstructure

As it has been introduced in previous sections, the pioneer commercial 9-12Cr 
steels present an upper service temperature of 540°C, which was successfully 
increased in the late 1970s up to 595°C with the introduction of vanadium and nio-
bium microalloying in the composition of the steel. This steel was used as a bench-
mark for the development of steels with upper-use temperatures of 600–620°C.

However, it is difficult keep pushing the higher operating temperature too much. 
Therefore, to continue to exploit the advantages of ferritic steels, oxide dispersion-
strengthened (ODS) steels [43–46] were introduced. The first successful alloy was 
presented in the 1960s, and, since then, it has been an active research field. ODS 
steels are strengthened by small oxide particles, but the complicated and expensive 
manufacturing route avoided the full implantation as structural material in the 
current power plants.

Despite being around for about 40 years, the ODS steels are still in the develop-
ment stage because of having mechanical property anisotropy [43, 45, 47–49]. 
Therefore, an alternative strategy to achieve a high number density of precipitates is 
needed. In this section, we present preliminary results that allow us to conclude that 
conventional thermomechanical control processing strategy is adequate to achieve 
dispersion-strengthened steels.

3.1 Microstructure after conventional heat treatment

Lath martensite is a particular microstructure that ensures microstructural 
stability. Furuhara and Miyamoto [50] described the variety of crystalline size 
in lath martensite structures. A hierarchy of lath martensite structure is clearly 
identified particularly in low-carbon steels. A prior austenite (γ) grain is divided 
into “packets,” each of which consists of a group of martensite laths with the same 
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The disk deflection vs. time resulting from the SPCTs might be divided into three 
different regions similarly to conventional strain vs. time creep curves obtained 
from uniaxial testing. However, the failure in SPCTs occurs away from the load line 
with cracks propagating in a circumferential direction due to membrane stretch-
ing. Therefore, the first part of the disk deflection vs. time curve corresponds to the 
loading region where the spherical indenter loads on a very small contact area of the 
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state region, which coincides with most of the sample life, where the disk deflection 
rate reached almost a minimum. Finally, the third stage consists of an acceleration of 
disk deflection and fracture region. The interpretation of this behavior is that once a 
crack propagates to a critical length, the sample is no longer in balance, leading to an 
increase in deflection rate and to a reduction in the structure stiffness in the tertiary 
region. Another explanation might be due to the localized necking without crack 
presence. The deformation mechanism in the tertiary region is a mixture among 
accumulation of creep damage, geometric softening, and crack growth effect.
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steels present an upper service temperature of 540°C, which was successfully 
increased in the late 1970s up to 595°C with the introduction of vanadium and nio-
bium microalloying in the composition of the steel. This steel was used as a bench-
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However, it is difficult keep pushing the higher operating temperature too much. 
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Despite being around for about 40 years, the ODS steels are still in the develop-
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Therefore, an alternative strategy to achieve a high number density of precipitates is 
needed. In this section, we present preliminary results that allow us to conclude that 
conventional thermomechanical control processing strategy is adequate to achieve 
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stability. Furuhara and Miyamoto [50] described the variety of crystalline size 
in lath martensite structures. A hierarchy of lath martensite structure is clearly 
identified particularly in low-carbon steels. A prior austenite (γ) grain is divided 
into “packets,” each of which consists of a group of martensite laths with the same 
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parallel close-packed plane relationship in the Kurdjumov-Sachs (K-S) orientation 
relationship, denoted as “CP group” recently. In general, a packet is partitioned into 
several blocks, each of which contains laths of a single variant of the K-S relation-
ship. Blocks and packets are mostly surrounded by high-angle boundaries, whereas 
lath boundaries inside a block are of low-angle type.

The microstructure resulting from conventional industrial heat treatment 
consists of tempered martensite, which presents elongated subgrains with an aver-
age size of 0.25–0.5 μ m (Figure 3). Two types of precipitates, M23C6 carbides rich in 
chromium and MX carbonitrides rich in V or Nb, are present in the microstructure. 
The size of M23C6 carbides is around 100–200 nm, and they are precipitated on 
subgrain boundaries and prior austenitic grain boundaries. The size of MX carbo-
nitrides is much smaller than M23C6 carbides, 20–50 nm, and they are in the matrix 
[51]. The purpose of this work is to produce a dispersion of nanosized precipitates 
by a controlled TMT, bearing in mind that a high number density of fine MX precip-
itates (Nb-MX and V-MX) should display superior high-temperature performance.

3.2 Effect of austenitization temperature

The effect of austenitization temperature on the temper microstructure of G91 
steel is analyzed in this section. Figure 4 schematically illustrates the two alterna-
tive processing routes considered:

• High austenitization temperature (HAT): In order to achieve an almost com-
plete solid solution in austenite of most of the potential MX precipitate form-
ers, the austenitization condition set will imply an elevated temperature.

• Thermomechanical treatment: The combined effect of the elevated austeniti-
zation temperature and a subsequent deformation will be studied with the aim 
of optimizing the MX-nanoprecipitate distribution during tempering of the 
martensitic microstructure.

Figure 3. 
(a) Resulting hierarchy microstructure achieved by conventional heat treatment; (b) and (c) SEM micrographs 
of the as-received state; (d) and (e) TEM micrographs. Arrow heads point out the location of the M23C6 
carbides on lath boundaries and MX carbonitrides within the laths [37].
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For the sake of comparison, Figure 4 also includes the industrial manufacturing 
conditions for G91 steel named as-received (AR) condition. The goal of exploring 
the effect of austenitization temperature on the microstructure is to enhance the 
precipitation of nanoparticles during the subsequent tempering stage indicated in 
Figure 4. As it was mentioned above, the main cause for creep softening in conven-
tional G91 is due to the recovery of the martensitic lath microstructure because of 
mechanisms, such as the dislocation movement, controlled by diffusion [12, 27]. The 
dislocation pinning by nanosized MX precipitates can delay this phenomenon, since 
they present an enhanced ripening resistance [8, 52–54]. The goal of undergoing such 
elevated temperatures in the HAT treatment as compared to conventional austeniti-
zation heat treatment (AR treatment) is to dissolve all the primary carbides in the 
microstructure and drive to solid solution all the potential carbide former elements. 
Therefore, the martensite formed after quenching from such elevated austenitization 
temperature keeps in solid solution most of the precursor elements of MX carbides 
(M = Nb, V; X = C, N) that might precipitate during the subsequent tempering.

It is important to consider that the austenitization temperature has to be high 
enough to eliminate as much as possible the primary carbides formed during the 
casting process, but lower than the delta ferrite formation temperature, in order to 
avoid the detrimental effect of this phase from a long-term creep property point 
of view. Computational thermodynamic calculations by means of Thermocalc® 
determine the optimum austenitization temperature in 1225°C (Figure 5).

The interest of TMT relies on the role that austenite deformation has on refining 
the martensitic microstructure [55, 56]. Depending on the deformation tempera-
ture, several are the mechanisms that affect the austenite microstructure, and 
hence, that could be transferred to the martensite upon quenching. If deformation 
temperature is above the non-recrystallization temperature, the freshly formed 
austenite microstructure will present a significantly reduced grain size that would 
induce the concomitant martensitic microstructural refinement. Similarly, by 
applying plastic deformation to the austenite at temperatures below the non-
recrystallization temperature, which is the so-called ausforming processing [57], 

Figure 4. 
Thermomechanical treatments investigated in this study [40].
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an austenitic microstructure with a high population of deformation bands will be 
formed. This would directly induce the preferential formation of some specific 
martensitic variants upon austenite transformation (martensite variant selection), 
leading to the development of strong transformation texture.

Figure 6 illustrates the IPF maps, SEM and TEM micrographs after HAT and 
TMT processing routes, and the reference (AR) condition. The first conclusion 
obtained is the coarsening of the block size (white arrows in Figure 6) in HAT and 
TMT conditions as compared with AR condition, because of the high austenitiza-
tion temperature. Block widths of 2.7 ± 0.2 μm for AR condition were obtained; 
meanwhile, values of 4.12 ± 0.37 μm for HAT and 3.21 ± 0.27 μm for TMT were mea-
sured. The coarser the prior austenite grain, the coarser the block size. However, it 
is worth noting that finer block size is observed after TMT than with HAT, which is 
consistent with the fact that thermomechanical processing increases the low-angle 
substructure and decreases the block size of as-quenched martensite.

The dislocation density after HAT and TMT was measured by XRD [40]. The 
results show a dislocation density of (14 ± 0.1) × 1014 m−2 and (28 ± 0.1) × 1014 m−2 
after austenitization and ausforming, respectively. One might conclude from these 
results that the dislocation density in the as-quenched martensite after the TMT 
is substantially increased as compared with conventional treatment. A similar 
effect of the ausforming on the dislocation density was reported by other authors 
[58, 59]. Finally, TEM examination of the microstructure allowed us to determine 
the lath width of the martensitic microstructure. Values of 360 ± 35 nm for AR 
condition, 350 ± 20 nm for HAT condition, and 318 ± 32 nm for TMT condition 
were obtained, which are significantly finer than those reported after conventional 
treatments, i.e., lath size ranging from 300 to 500 nm [60].

The distribution of M23C6 precipitates in the tempered martensitic microstruc-
ture is also worth analyzing. Figure 6 illustrates the distribution of M23C6 carbides 
after AR, HAT, and TMT processing routes. Coarse and closely spaced M23C6 car-
bides, about 70 to 500 nm, were observed. The number density and average particle 
size of these carbides were determined by studying several SEM micrographs to 
determine values of 6.19 × 1019 m−3 and 141 ± 3 nm for AR condition, 8.24 × 1019 m−3 

Figure 5. 
Temperature evolution of phase mole fraction in G91 calculated by Thermocalc® [38].
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and 124 ± 3 nm for HAT condition, and 4.11 × 1019 m−3 and 143 ± 5 nm for TMT 
steel. These values are very similar to those reported by Klueh et al. for the steel 
after conventional heat treatment [35].

On the contrary, the finely dispersed MX nanoprecipitates present inside the 
martensitic laths and associated with dislocations are also observed in Figure 6. 
Therefore, this result suggests the role of dislocations as potential nucleation sites 
for MX nanoprecipitates. Hence, the importance of ausforming in generating a 
homogeneous distribution of nanosized MX particles in the microstructure might 
be also foreseen. These spherical MX nanoprecipitates had a mean particle size of 
12 ± 1 nm with a number density of 7.20 × 1021 m−3 for HAT steel and 9 ± 1 nm with 
a number density of 1.86 × 1022 m−3 for TMT steel. The MX precipitates are, in both 
cases, significantly smaller than those measured after AR condition, i.e., particle 
size of 25 ± 5 nm with a number density of 8.14 × 1019 m−3. The size values obtained 
after HAT and TMT are smaller, and the number density higher, than measure-
ments reported in the literature after conventional heat treatments [61].

Figure 7 shows the disk deflection versus time curves obtained for the three 
conditions studied (AR, HAT, and TMT) at 700°C with a load of 200 N. The curves 
exhibit the three stages of creep that were described in previous sections. The first 
stage corresponds to the loading region where the spherical indenter loads the 
sample, and the mode of deformation is by bending. The second stage is character-
ized by a decrease in deflection rate and corresponds to the steady-state region with 
a minimum disk deflection rate. Finally, the third stage consists of an accelera-
tion of disk deflection and fracture region. In the secondary and tertiary stages, 
stretching is the prominent deformation mode. Once a crack propagates to a critical 
length, the sample is no longer in balance, leading to an increase in deflection rate 
and to a reduction in the structure stiffness in the tertiary region until the final 
fracture.

Figure 6. 
Martensite matrix, M23C6 precipitate, and MX-nanoprecipitate distributions after the different 
thermomechanical and heat [40].
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Figure 5. 
Temperature evolution of phase mole fraction in G91 calculated by Thermocalc® [38].
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and 124 ± 3 nm for HAT condition, and 4.11 × 1019 m−3 and 143 ± 5 nm for TMT 
steel. These values are very similar to those reported by Klueh et al. for the steel 
after conventional heat treatment [35].

On the contrary, the finely dispersed MX nanoprecipitates present inside the 
martensitic laths and associated with dislocations are also observed in Figure 6. 
Therefore, this result suggests the role of dislocations as potential nucleation sites 
for MX nanoprecipitates. Hence, the importance of ausforming in generating a 
homogeneous distribution of nanosized MX particles in the microstructure might 
be also foreseen. These spherical MX nanoprecipitates had a mean particle size of 
12 ± 1 nm with a number density of 7.20 × 1021 m−3 for HAT steel and 9 ± 1 nm with 
a number density of 1.86 × 1022 m−3 for TMT steel. The MX precipitates are, in both 
cases, significantly smaller than those measured after AR condition, i.e., particle 
size of 25 ± 5 nm with a number density of 8.14 × 1019 m−3. The size values obtained 
after HAT and TMT are smaller, and the number density higher, than measure-
ments reported in the literature after conventional heat treatments [61].

Figure 7 shows the disk deflection versus time curves obtained for the three 
conditions studied (AR, HAT, and TMT) at 700°C with a load of 200 N. The curves 
exhibit the three stages of creep that were described in previous sections. The first 
stage corresponds to the loading region where the spherical indenter loads the 
sample, and the mode of deformation is by bending. The second stage is character-
ized by a decrease in deflection rate and corresponds to the steady-state region with 
a minimum disk deflection rate. Finally, the third stage consists of an accelera-
tion of disk deflection and fracture region. In the secondary and tertiary stages, 
stretching is the prominent deformation mode. Once a crack propagates to a critical 
length, the sample is no longer in balance, leading to an increase in deflection rate 
and to a reduction in the structure stiffness in the tertiary region until the final 
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Figure 6. 
Martensite matrix, M23C6 precipitate, and MX-nanoprecipitate distributions after the different 
thermomechanical and heat [40].
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As indicated above, the minimum disk deflection rate (δd ) is an important 
parameter that can be evaluated by SPCT. The evolution of disk deflection rate with 
the applied load might be described by an equivalent expression to the conventional 
Norton’s power law for creep, which is similar to the expression used in Eq. (1):

   δ  d   = A ·  F   n    (2)

where A is a temperature-dependent constant, F is the force applied on the 
specimen, and n is the force exponent. One might conclude, therefore, from 
Figure 7 that the creep strength has significantly improved after the TMT condi-
tion. The time to rupture was 2.5 and 1.24 times greater than AR condition, from 
38 to 95 h and 48 h for the TMT and HAT, respectively. The δd was 2.9 μm·h−1 for 
the TMT sample, while for the HAT sample, it was 3.7 μm·h−1. These minimum disk 
deflection rates were significantly slower than the minimum disk deflection rate 
measured for the G91 in the AR condition, which was 9.5 μm·h−1.

The results obtained suggest that the increase in the number density of MX pre-
cipitates enhances the strengthening capability at high temperature, since they are 
able to pin more effectively the dislocations. Hence minimum creep rate is reduced 
and the onset of tertiary creep is retarded. The differences in minimum disk deflec-
tion rate and time to rupture between the sample after TMT and HAT support the 
importance of ausforming on improving creep resistance.

3.3 Effect of ausforming

The next stage in the TMT after austenitization is the ausforming as shown in 
Figure 4. The effect of ausforming on low-carbon lath martensitic microstructure 
has been already described by Miyamoto et al. [62]. The authors reported that 
martensite variants with habit planes that are nearly parallel to the close-packed 
primary and secondary slip planes in austenite transform preferentially, i.e., 
martensite habit planes such as (575)γ that are nearly parallel to (111)γ and (−111)
γ in asutenite [63]. Since strain is accumulated preferentially in (111)γ and (−111)
γ slip planes during ausforming, this results in an increasing number of dislocation 

Figure 7. 
(a) SPCT curves measured for the samples after the different thermomechanical and heat treatments and the 
creep fracture micrographs for the (a) AR, (b) HAT, and (c) TMT [40].
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that might be transferred to martensite (011)M planes. Therefore, ausforming might 
increase the dislocation density in the resulting martensitic microstructure.

On the other hand, Takahashi et al. [64] reported recently the formation of 
Nb-cottrell atmospheres in low-carbon Nb-microalloyed steels. The authors explained 
that this mechanism is based on the fact that segregation energy of Nb to edge disloca-
tion core was almost the same as the energy for grain boundary segregation. Besides, 
the large attractive interaction between Nb and dislocation core was due to its large 
atomic size. Therefore, such interaction between Nb atoms and dislocations retards 
the recovery of dislocation at high temperatures and, hence, stabilizes the microstruc-
ture at high temperatures. It might be expected that Nb presents the same behavior in 
the studied steel, preventing recovery after ausforming and promoting the fine and 
homogeneous MX carbonitride precipitation during tempering accordingly.

In this work the role of ausforming temperature by selecting 600 and 900°C, at 
a constant deformation of 20% (Figure 4), is explored. As mentioned above, the 
dislocation densities were estimated by XRD in fresh martensite after each ausform-
ing condition studied [41]. Values of (2.8 ± 0.1) × 1015 m−2 and (1.9 ± 0.1) × 1015 m−2 
were obtained for the ausforming at 600 and 900°C, respectively. These results show 
that the lower the ausforming temperature, the higher the dislocation density intro-
duced in austenite is, which might be due to the fact that some of the dislocations in 
fresh martensite are inherited from deformed austenite as it was mentioned above.

On the other hand, Bhadeshia and Takahashi reported [65] an expression that 
allows to estimate the dislocation density (ρd):

  Log  ρ  d   = 9.28480 +   6880 _ T   −   1780360 _ 
 T   2 

     (3)

This expression is valid only when the martensite start temperature (T) is 
between the range 297 and 647°C.

Extracting the data of the martensite start temperature from a previous work 
[38], the estimation of the dislocation density obtained after the different ausform-
ing conditions can be estimated. In this sense, ausformed samples at 600°C present 
a martensite start temperature of 338°C; introducing this value in Eq. (3), a disloca-
tion density of 5.97 × 1015 m−2 is calculated. Similarly, for the material ausformed at 
900°C with a martensite start temperature of 374°C, the dislocation density calcu-
lated is 4.62 × 1015 m−2. These results are in the same order of magnitude than those 
measured by X-ray diffraction, which demonstrate that the ausforming increases 
the dislocation density in the martensite.

During the final stage (tempering), MX carbonitrides and M23C6 carbides pre-
cipitate, and the recovery of dislocations takes place. Because of the higher disloca-
tion density of ausformed samples, the number density of finer MX increases, and 
these precipitates are found homogeneously distributed within laths, as it can be 
seen in Figure 8(a) pointed out by white arrows.

The number density of MX precipitates (N) was determined through the direct 
measurements of spacing (λ) between MX carbonitrides from several TEM micro-
graphs as indicated by Eq. (4):

  N = 1 /  λ   3   (4)

Figure 8(b) shows the size distribution of the precipitates in ausformed material. 
In the material ausformed at 600 and 900°C, the average size of MX carbonitrides 
was 5.6 nm and 7.4 nm, respectively. The number density of MX carbonitrides 
was 9.39 × 1022 m−3 for the material ausformed at 600°C and 6.4 × 1022 m−3 for the 
material ausformed at 900°C. On the other hand, the reported values of the size and 
number density of MX carbonitrides after the conventional processing were 30 nm 
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that might be transferred to martensite (011)M planes. Therefore, ausforming might 
increase the dislocation density in the resulting martensitic microstructure.

On the other hand, Takahashi et al. [64] reported recently the formation of 
Nb-cottrell atmospheres in low-carbon Nb-microalloyed steels. The authors explained 
that this mechanism is based on the fact that segregation energy of Nb to edge disloca-
tion core was almost the same as the energy for grain boundary segregation. Besides, 
the large attractive interaction between Nb and dislocation core was due to its large 
atomic size. Therefore, such interaction between Nb atoms and dislocations retards 
the recovery of dislocation at high temperatures and, hence, stabilizes the microstruc-
ture at high temperatures. It might be expected that Nb presents the same behavior in 
the studied steel, preventing recovery after ausforming and promoting the fine and 
homogeneous MX carbonitride precipitation during tempering accordingly.

In this work the role of ausforming temperature by selecting 600 and 900°C, at 
a constant deformation of 20% (Figure 4), is explored. As mentioned above, the 
dislocation densities were estimated by XRD in fresh martensite after each ausform-
ing condition studied [41]. Values of (2.8 ± 0.1) × 1015 m−2 and (1.9 ± 0.1) × 1015 m−2 
were obtained for the ausforming at 600 and 900°C, respectively. These results show 
that the lower the ausforming temperature, the higher the dislocation density intro-
duced in austenite is, which might be due to the fact that some of the dislocations in 
fresh martensite are inherited from deformed austenite as it was mentioned above.

On the other hand, Bhadeshia and Takahashi reported [65] an expression that 
allows to estimate the dislocation density (ρd):
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ing conditions can be estimated. In this sense, ausformed samples at 600°C present 
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tion density of 5.97 × 1015 m−2 is calculated. Similarly, for the material ausformed at 
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lated is 4.62 × 1015 m−2. These results are in the same order of magnitude than those 
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cipitate, and the recovery of dislocations takes place. Because of the higher disloca-
tion density of ausformed samples, the number density of finer MX increases, and 
these precipitates are found homogeneously distributed within laths, as it can be 
seen in Figure 8(a) pointed out by white arrows.

The number density of MX precipitates (N) was determined through the direct 
measurements of spacing (λ) between MX carbonitrides from several TEM micro-
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Figure 8(b) shows the size distribution of the precipitates in ausformed material. 
In the material ausformed at 600 and 900°C, the average size of MX carbonitrides 
was 5.6 nm and 7.4 nm, respectively. The number density of MX carbonitrides 
was 9.39 × 1022 m−3 for the material ausformed at 600°C and 6.4 × 1022 m−3 for the 
material ausformed at 900°C. On the other hand, the reported values of the size and 
number density of MX carbonitrides after the conventional processing were 30 nm 
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and 1020 m−3, respectively [61]. It might be concluded that ausforming promotes a 
refining of precipitates, up to five times as compared with conventional processing, 
as well as an increase in number density up to two orders of magnitude. In fact, these 
number densities and precipitate sizes are very similar compared to those corre-
sponding to oxides present in oxide dispersion-strengthened (ODS) steels [66, 67].

The elevated number density of nanosized MX precipitates has a direct impact 
on creep response of this material as it can be clearly observed in Figure 9. This 
figure shows characteristic SPCT curves at 200 N, exhibiting the variation of speci-
men deflection with time. It might be concluded from this figure that introducing 
an ausforming step improves the δd significantly, and most precisely, the lower 
the ausforming temperature, the lower the δd is, and, hence, the better the creep 
resistance is.

Figure 9. 
SPCT curves for all samples tested at 700°C with a load of 200 N [39].

Figure 8. 
(a) MX carbonitrides (white arrows) within laths after thermomechanical treatment ausformed (20%) at 
900°C; (b) size distribution of MX precipitates in the TMT samples for the two ausforming temperatures: 600 
and 900°C [41].

177

High-Chromium (9-12Cr) Steels: Creep Enhancement by Conventional Thermomechanical…
DOI: http://dx.doi.org/10.5772/intechopen.91931

4. Failure mechanism: post-creep characterization of SPCT samples

Scanning electron microscopy (SEM) images of fractured SPCT specimens for 
different conditions are shown in Figure 10. Radial cracks can be observed in all the 
TMT samples (Figure 10a–c). This is an evidence of the loss of ductility and indicates 
a brittle fracture, which is a change in rupture ductility in comparison to the con-
ventionally treated sample. Those samples do not show radial cracks (Figure 10d). 
Besides, a higher reduction in thickness is evident in the conventionally treated 
sample in comparison to the TMT ones, suggesting a ductile fracture behavior.

To clarify the failure mechanisms, the fractured samples were cut and prepared 
adequately. Figure 11(a) and (b) shows the SEM images for the TMT samples 
ausformed at 600°C with a deformation of 20% and ausformed at 900°C with 
a deformation of 40%. It is worth noting in those images the existence of cavi-
ties nearby coarse particles, which are located at the vicinity of PAGBs. The EDS 
spectrum shown in Figure 11(c) allows us to conclude that these particles are M23C6 
carbides with M = (Fe, Cr, Mo).

The greater size of the M23C6 carbides at the vicinity of PAGB contributes to 
the inhomogeneous and localized deformation experienced by the TMT samples at 
these locations during creep. The local creep concentration close to PAGB would be 
promoting the nucleation of cavities that lead to the intergranular fracture with the 
brittle behavior.

Figure 12 shows different inverse pole figure (IPF) maps for all the samples 
under study before and after SPCT. It should be pointed out that, contrary to the 
lath boundaries that are not correctly indexed due to the step size used for the EBSD 
mapping, the block boundaries before and after SPCT are clearly disclosed. It is 
observed that the microstructures of the samples exhibit the characteristic lath-
like morphology of the martensitic microstructure. However, such morphology is 

Figure 10. 
Scanning electron microscopy images of the SPCT fracture surfaces for samples tested at 700°C with a load of 
200 N: (a) G91-TMT 900_20; (b) G91-TMT 600_20; (c) G91-TMT 900_40; and (d) G91-AR [39].
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Figure 10. 
Scanning electron microscopy images of the SPCT fracture surfaces for samples tested at 700°C with a load of 
200 N: (a) G91-TMT 900_20; (b) G91-TMT 600_20; (c) G91-TMT 900_40; and (d) G91-AR [39].
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blurred in samples ausformed at 600°C because of the high deformation accumu-
lated in the austenite during ausforming [38]. After the SPCT, it is observed that the 
original lath-like morphology has partially disappeared, and it has evolved towards 
a fine-grained equiaxed ferritic matrix. One might conclude from the microstruc-
tural observations made after SPCT that newly formed equiaxed grains are distrib-
uted homogeneously in the conventionally treated sample (AR), while these grains 
are located mainly nearby the prior austenite grain boundaries in the TMT samples, 
which is consistent with the fact that it is in these samples where the deformation 
accumulated is larger during creep.

Therefore, taking into account the results shown previously in the SEM micro-
graphs (Figure 11(a) and (b)), the microstructural degradation would be a com-
bined consequence of the accumulation of dislocations at the low-angle boundaries 
and the stress concentration close to the coarse M23C6 carbides, which lead to the 
progressive loss of the lath-like martensitic microstructure, which evolves to an 
equiaxed ferritic matrix. As it has been discussed above in the case of the TMT 
samples, the nucleation of cavities takes place close to M23C6 precipitates located 
at the prior austenite grain boundaries. The coalescence of the cavities formed 
surrounding the M23C6 carbides would initiate the cracks, and they will propagate 
along the prior austenite grain boundaries.

The more homogeneous distribution of the M23C6 precipitates in the convention-
ally treated sample favors the apparition of equiaxed grains in the whole martensitic 
matrix and develops the nucleation of cavities intragranularly, which provokes 
the transgranular fracture. Besides, in the TMT samples, the high austenitization 
temperature produces an enormous prior austenite grain sizes with concomitant 
large grain boundary surfaces, facilitating an earlier formation of the critical crack 
length that causes the brittle fracture [68, 69].

Figure 11. 
Scanning electron microscopy images: (a) M23C6 precipitates located at a prior austenite grain boundary in 
sample G91-TMT 600_20. The prior austenite grain boundary in this image has been highlighted with a dash 
line as a guide to the eye; (b) cavities associated with coarse M23C6 precipitates have nucleated at a prior 
austenite grain boundary in sample G91-TMT 900_40. Cavities have been pinpointed with arrows and  
(c) EDS analysis of the particle marked with a red arrow in image (a), close to a cavity [39].
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5. Conclusions

Effect of austenitization temperature: compared to the conventional heat 
treatments, the use of a higher austenitization temperature (1225°C rather than 
1040°C), combined with an ausforming processing step at 900°C, allows the 
increase of the number density of MX precipitates up to three orders of magnitude 
after the tempering step, which raises the strengthening capability of the MX 
at 700°C up to 6.5 times. These microstructures have reduced considerably the 
minimum disk deflection rate and showed greater time to rupture during the SPCT 
carried out at 700°C. By contrast, such elevated austenitization temperature induces 
an important drop in ductility.

Effect of ausforming: the SPCT was applied to evaluate the creep behavior of 
G91 steel after different TMT and heat treatments. The minimum disk deflection 
rate was lower, and the time to rupture was longer for G91 after the TMT than with 
the conventional G91 heat treatment (AR). The improvement in creep rupture 
strength is attributed to the fine and homogeneous distribution of MX carboni-
trides. The number density and average precipitate size of MX carbonitrides after 
the TMT are similar to the oxide particles in ODS steels. These latter steels possess 
high creep strength due to the high number density of oxides distributed in the 

Figure 12. 
Representative inverse pole figure (IPF) maps of the initial and after SPCT microstructures: (a) G91-AR;  
(b) G91-TMT 900_20; (c) G91-TMT 600_20; and (d) G91-TMT 900_40. Cavities are in white in  
post-SPCT microstructures [39].
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(c) EDS analysis of the particle marked with a red arrow in image (a), close to a cavity [39].
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5. Conclusions

Effect of austenitization temperature: compared to the conventional heat 
treatments, the use of a higher austenitization temperature (1225°C rather than 
1040°C), combined with an ausforming processing step at 900°C, allows the 
increase of the number density of MX precipitates up to three orders of magnitude 
after the tempering step, which raises the strengthening capability of the MX 
at 700°C up to 6.5 times. These microstructures have reduced considerably the 
minimum disk deflection rate and showed greater time to rupture during the SPCT 
carried out at 700°C. By contrast, such elevated austenitization temperature induces 
an important drop in ductility.

Effect of ausforming: the SPCT was applied to evaluate the creep behavior of 
G91 steel after different TMT and heat treatments. The minimum disk deflection 
rate was lower, and the time to rupture was longer for G91 after the TMT than with 
the conventional G91 heat treatment (AR). The improvement in creep rupture 
strength is attributed to the fine and homogeneous distribution of MX carboni-
trides. The number density and average precipitate size of MX carbonitrides after 
the TMT are similar to the oxide particles in ODS steels. These latter steels possess 
high creep strength due to the high number density of oxides distributed in the 

Figure 12. 
Representative inverse pole figure (IPF) maps of the initial and after SPCT microstructures: (a) G91-AR;  
(b) G91-TMT 900_20; (c) G91-TMT 600_20; and (d) G91-TMT 900_40. Cavities are in white in  
post-SPCT microstructures [39].
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matrix. Considering the MX carbonitrides as a substitute for oxides, 9Cr FM steels 
after the TMT are a potential replacement of ODS steels, which are fabricated by 
expensive powder metallurgy and mechanical alloying processing routes.

Creep failure: based on the results presented above and taking into account the 
different stages of the TMT, the loss of creep ductility that enhances the change 
in fracture mechanism would be promoted by the coarsening of M23C6 carbides 
at the vicinity of the prior austenite grains. The coarse M23C6 carbides located on 
prior austenite grain boundaries favor the nucleation of the cavities at the vicinity 
of the prior austenite grains. Besides, in the TMT samples, the high austenitization 
temperature produces an enormous prior austenite grain sizes with concomitant 
large grain boundary surfaces, facilitating an earlier formation of the critical crack 
length that causes the brittle fracture.
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Chapter 9

Strengthening of High-Alloy 
Steel through Innovative Heat 
Treatment Routes
Nicky Kisku

Abstract

Heat treatment route is an important route for the development of high-strength 
alloy steel. Many heat treatment processes are applied depending on alloy composi-
tions and desired mechanical properties. There are various high-strength alloy 
steels, namely, austenitic stainless steel (16–26 wt%Cr, 0.07–0.15 wt%C, 8–10 
wt%Ni, rest Fe), where the heat treatment adopted is the low-temperature plasma 
nitriding so as to achieve a strength in a range of 800–1000 MPa. In twinning-
induced plasticity (TWIP) steel (>20 wt%Mn, <1 wt%C, <3 wt%Si, <3 wt%Al, 
rest Fe), high-temperature thermomechanical heat treatment provides a strength 
greater than 1000 MPa. High-speed steel (18 wt%W, 4 wt%Cr, 1 wt%V, 0.7 wt%C, 
5–8 wt%Co, rest Fe) suits best for high-speed machining purpose, owing to second-
ary hardening. Besides, high-temperature annealing is performed with majorly fer-
ritic structure to achieve a maximum bending strength of 4700 MPa. Furthermore, 
in Hadfield steel (11–14 wt%Mn, 1–1.4 wt%C), a fully austenitic phase is obtained 
with a strength level of 1000 MPa. High-alloy tool steel (5 wt%Mo, 6 wt%W,  
4 wt%Cr, 0.3 wt%Si, 1 wt%V, rest Fe) is provided with austenitizing, quenching, 
and tempering treatment to achieve a maximum hardness of 1200–1400 HV.

Keywords: high alloy steel, heat treatment, strengthening mechanism, mechanical 
properties

1. Introduction

Steel, because of its numerous applications, is the most important material 
among any engineering materials. It is mostly used in tools, automobiles, buildings, 
infrastructure, machines, ships, trains, appliances, etc., due to its low cost and high 
tensile strength. Primarily, steel is an alloy of iron and carbon, along with some 
other elements. The prime material of steel is iron. Iron is commonly found in the 
Earth’s crust in the form of ore, generally an iron oxide, i.e., magnetite or hematite. 
The extraction of iron from iron ore is done by removing oxygen and then reacting 
it with carbon to form carbon dioxide. This process is called smelting. Iron has the 
ability to have two crystalline forms, i.e., face-centered cubic (FCC) and body-cen-
tered cubic (BCC), depending on the operation temperature. Fe-C mixture is also 
added with other elements to produce steel with enhanced properties. Manganese 
and nickel (Ni) in steel are added to increase its tensile strength and promote stable 
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austenite phase in Fe-C solution, chromium (Cr) increases hardness and melting 
temperature, and titanium (Ti), vanadium (V), and niobium (Nb) also increase the 
hardness. There are two types of steel depending on the alloying elements. If the 
alloying elements are above 10%, it is referred to as high-alloy steel, and in case of 
alloying element with 5–10%, it is referred to as medium-alloy steel. If the alloying 
element in the steel is below 5%, it is called low-alloy steel. The density of steel 
varies from 7.1 to 8.05 g/cm3 according to the alloying constituents.

When 0.8% of carbon-contained steels (identified as a eutectoid steel) are 
cooled, austenitic phase (FCC) of the combination tries to revert to the ferrite phase 
(BCC). The carbon is no longer contained in the FCC austenite structure, which 
causes excess of carbon. The alternative method to remove carbon from austenite 
is the precipitation of the solution like cementite and parting behind a neighbor-
ing phase of ferrite BCC iron with small quantity of carbon. A layered structure 
called pearlite is produced when the two, ferrite and cementite, precipitate at the 
same time. In case of hypereutectoid composition (>0.8% carbon), the carbon will 
predominantly precipitate out in the form of large inclusions of cementite on the 
austenite grain boundaries until the amount of carbon in the grains has reduced 
to the eutectoid composition (0.8% carbon), at which stage the pearlite formation 
takes place. For steels that have less than 0.8% carbon (called hypoeutectoid), it 
results in ferrite formation initially in the grains unless the residual content reaches 
0.8%, at which stage pearlite formation takes place. No bulky cementite inclusion 
occurs in the boundaries in hypoeutectoid steel. The cooling process is assumed to 
be very slow due to the above reasons, hence letting adequate time for the transmis-
sion of carbon. Increased rate of cooling does not allow the carbon to migrate for 
the formation of carbide in the grain boundaries. Rather it will form large amount 
of finer structure pearlite; hence the carbide is further extensively dispersed and 
performs to prevent slip of defects inside those grains, ensuing in hardening of the 
steel. At very high rate of cooling, the carbon has no time to transfer; as a result it is 
confined inside the austenite and transforms to martensite. The martensite phase 
is the supersaturated type of carbon, the most strained as well as stressed phase 
which is exceptionally hard although brittle. Considering the carbon content, the 
martensite phase obtains various forms. Carbon below 0.2% obtains a ferrite (BCC) 
form, whereas at higher level of carbon, it acquires a body-centered tetragonal 
(BCT) structure. Thermal activation energy is not acquired for the conversion from 
austenite into martensite.

Martensite has a lesser density (as it expands at the time of cooling) than 
austenite does. As a result the conversion among them consequences a variation 
in amount. During the above process, growth occurs. Internal stresses as of this 
growth usually acquire the compressed crystal form of martensite and elongated 
form on the left over ferrite, along with a significant quantity of shear on the con-
stituents. When quenching is not appropriately done, it can cause crack on cooling 
due to the internal stresses in a part. They cause interior work hardening and other 
microscopic imperfections. It is ordinary for quench cracks to appear when steel is 
water quenched, even though they may not always be visible.

2. Role of major alloying element in steel

2.1 Carbon

The carbon steels are composed of carbon and iron by means of carbon up to 
2.1 wt%. At the same time, when the carbon content increases, steel has the capabil-
ity to become harder as well as stronger by heat treating, though it undergoes less 

189

Strengthening of High-Alloy Steel through Innovative Heat Treatment Routes
DOI: http://dx.doi.org/10.5772/intechopen.91874

ductility. In spite of heat treatment, a higher carbon content also decreases weld-
ability. In carbon steels, the higher carbon content lowers the melting point.

The classifications of carbon steel are on the basis of carbon content: 

Low-carbon steel: carbon wt% is in the range of 0.05–0.30 (called plain carbon 
steel) [1].

Medium-carbon steel: 0.3–0.6% is the approximate carbon content [1]. It helps 
in balancing ductility and strength and also has superior wear resistance; it is 
used in automobiles [2, 3].

High-carbon steel: carbon content lies from 0.60 to 1.00% [1]. It has very high 
strength and is used for tools, edged tools, springs, and wires [4].

Ultrahigh-carbon steel: it has carbon% between 1.25 and 2.0 [1]. It can be tem-
pered to immense hardness. It is used in various purposes like axles, punches, 
or knives.

2.2 Detailed study of low- and high-carbon steel

2.2.1 Mild- or low-carbon steel

Mild steel, well known as plain carbon, is at present the common variety of steel 
as it is cost-effective and offers material properties for a lot of applications. It con-
tains carbon wt% in the range of 0.05–0.30, building it more malleable and ductile. 
It has comparatively low tensile strength, other than being contemptible and simple 
to produce; surface hardness can be improved by carburizing. Due to its ductile 
nature, the failure from yielding is less risky, so it is best applicable (e.g., structural 
steel). The density of mild or low steel is ~7.85 g/cm3 [5] and Young’s modulus is 
~200 GPa [6]. Low-carbon steels include a smaller amount of carbon than other 
steels and are easy to handle as it is more deformable.

2.2.2 Higher-carbon steels

Carbon steels that successfully experience heat treatment contain carbon in 
between 0.30 and 1.70 wt%. The impurities of different elements also have a 
considerable consequence on the superiority of the ensuing steel. Small amount 
of sulfur content makes steel brittle and crumble on operational temperatures. 
Manganese is added to enhance the hardenability of the steels. The name “carbon 
steel” can be employed in terms of the steel that is not stainless steel; in addition to 
it, carbon steel can be involved in alloy steels. Current modern steels are prepared 
with various mixtures of alloying elements to execute in various applications. The 
steel is alloyed along with additional elements, typically manganese, molybdenum 
(Mo), nickel, or chromium up to 10 wt%, in order to develop the hardenability. 
High-strength low-alloy steel has small additions (<2 wt%) of added elements, 
usually 1.5 wt% manganese, to offer extra strength.

3. Alloying elements and their effects on steels

Alloy steel reflects a category of steel facilitated with the addition of differ-
ent elements. In general, all steels are referred to as alloy steel, while the plain 
steel is composed of iron added up to 2.06 wt% carbon. However, the term “alloy 
steel” commonly refers to steels that are alloyed with elements other than carbon. 
The total wt% of the alloying elements can be up to 20% to provide the material 
enhanced properties like better wear resistance, strength, or ductility. Low-alloyed 
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usually 1.5 wt% manganese, to offer extra strength.

3. Alloying elements and their effects on steels

Alloy steel reflects a category of steel facilitated with the addition of differ-
ent elements. In general, all steels are referred to as alloy steel, while the plain 
steel is composed of iron added up to 2.06 wt% carbon. However, the term “alloy 
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steels are distinguished by their lower content of alloys with total content below 
5%, whereas in the case of high-alloyed steel, the total sum of elements can be in 
the range of 5–20%, with improved properties. Apart from the above alloyed steels, 
there are even unalloyed steels that carry very small quantity of alloys. High-alloyed 
steel contributes to high strength, toughness, hardness, and creep resistance at 
specific heat treatment temperature. It also advances machinability and corrosion 
resistance. In addition, it even strengthens the properties of other alloying elements.

3.1 Austenite-stabilizing alloying element

The accumulation of certain alloying elements, such as manganese and nickel, 
can stabilize the austenitic structure, facilitating heat treatment of low-alloy steels. 
In the extreme case of austenitic stainless steel, much higher alloy content makes 
this structure stable even at room temperature. On the other hand, such elements 
as silicon, molybdenum, and chromium tend to destabilize austenite, raising the 
eutectoid temperature.

Austenite is only stable above 910°C (1670°F) in bulk metal form. However, FCC 
transition metals can be grown on a face-centered cubic or diamond cubic [7]. The 
epitaxial growth of austenite on the diamond (100) face is feasible because of the 
close lattice match, and the symmetry of the diamond (100) face is FCC. More than 
a monolayer of γ-iron can be grown because the critical thickness for the strained 
multilayer is greater than a monolayer [7]. The determined critical thickness is in 
close agreement with theoretical prediction.

As the names suggest, austenite stabilizers are elements, which make austenite 
(of iron) stable at lower temperature, that would occur in pure iron. With enough 
amount of austenite stabilizer, you can have austenite stable at room tempera-
ture. Effectively, they decrease the austenitizing temperature of iron, in the Fe-C 
diagram.

Examples: Mn, Ni, C etc.
Manganese: in alloy steel, manganese is typically used in combination with 

sulfur and phosphorus. Manganese helps reduce brittleness and improves forgeabil-
ity, tensile strength, and resistance to wear. Manganese reacts with sulfur, resulting 
in manganese sulfides which prevent the formation of iron sulfides. Manganese is 
also added for better hardenability as it leads to slower quenching rates in hardening 
techniques. Excess oxygen can be removed in molten steel by using manganese.

Nickel: austenitic stainless steels are most known for their high content in nickel 
and chromium. It is used to increase strength, hardness, impact toughness, and 
corrosion resistance. Nickel-alloyed steels are often found in combination with 
chromium, resulting in an even higher hardness.

3.2 Ferrite-stabilizing alloying element

By decreasing eutectoid composition and increasing eutectoid temperature, fer-
rite stabilizers are the elements which stabilize ferrite phase. Cr and Si are examples 
for ferrite stabilizers. Ferrite stabilizers are also called carbide former element. 
Stabilizing ferrite decreases the temperature range, in which austenite exists.

The elements, with the same crystal structure as that of ferrite (body-centered 
cubic—BCC), increase the A3 temperature and lower the A4 point. An increase in 
the amount of carbides in the steel is caused by decreasing the solubility of carbon 
in austenite by these elements. The following elements have ferrite-stabilizing 
effect: chromium, tungsten (W), aluminum (Al), molybdenum, silicon, and vana-
dium. Examples of ferritic steels are transformer sheet steel (3% Si) and F-Cr alloys.
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Chromium: chromium is one of the most common alloying metals for steel 
because of its high hardness and corrosion resistance. Pure chromium is a gray, 
brittle, and hard metal with a melting point of 1907°C (3465°F) and a high-tem-
perature resistance. In steel, hardenability is increased by the alloying chromium. 
Higher chromium contents up to 18% result in enhanced corrosion resistance. For 
example, stainless steel, which is one of the most popular steel alloys, uses at least 
10.5% chromium, enhancing its resistance against water, heat, or corrosion damage. 
Chromium oxide does not spread and fall away from the material in contrast to iron 
oxide in unprotected carbon steel. It creates a film of dense chromium oxide on the 
surface that blocks out any further corrosion attacks.

Molybdenum: it is a silvery-white metal that is ductile and highly resistant to 
corrosion. It has one of the highest melting points of all pure elements—together 
with the elements tantalum (Ta) and tungsten. Molybdenum is also a micronutri-
ent essential for life.

3.3 Carbide-forming alloying elements

Carbide-forming elements form hard carbides in steels. Steel hardness and 
strength are increased by hard (often complex) carbides formed by the elements 
like tungsten, niobium, molybdenum, chromium, vanadium, titanium, zirconium 
(Zr), and tantalum. Examples of steels containing relatively high concentration 
of carbides are high-speed steel and shot work tool steels. During reaction with 
nitrogen in steel, carbide-forming elements also form nitrides.

Tungsten is a rare metal found naturally on the Earth almost exclusively com-
bined with other elements in chemical compounds rather than alone. It was identi-
fied as a new element in 1781 and first isolated as a metal in 1783. Its important ores 
include wolframite and scheelite.

The free element is remarkable for its robustness, especially the fact that it has 
the highest melting point of all the elements discovered, at 3422°C (6192°F, 3695 K). 
It also has the highest boiling point, at 5930°C (10,706°F, 6203 K). Its density is 
19.25 times that of water, comparable to that of uranium and gold, and much higher 
(about 1.7 times) than that of lead. Polycrystalline tungsten is an intrinsically brittle 
and hard material (under standard conditions, when uncombined), making it dif-
ficult to work. However, pure single-crystalline tungsten is more ductile and can be 
cut with a hard steel.

4. Evolution of high-alloy steel

Alloy steel is added with a choice of elements in total amounts between 10 
and 50 wt% to expand its mechanical properties. Alloyed steels are categorized 
into two groups: low- and high-alloy steels. The simplest form of steel is iron with 
carbon alloy (~0.1–1%). Common alloying elements comprise manganese (the most 
frequent one), chromium, nickel, molybdenum, silicon, aluminum, vanadium, 
titanium, niobium, and boron (B). Alloyed steels have improved properties such as 
strength, hardenability, toughness, hardness, wear resistance, corrosion resistance, 
and hot hardness [8]. To achieve these better-quality properties, the metal may 
require various heat treatment processes. Several of these are utilized in highly 
requiring applications, like in the turbine blades used in jet engines, in nuclear 
reactor, in spacecraft, etc. Iron, owing to its ferromagnetic nature, discovers major 
applications wherever the response to magnetism is important, like in transformers 
and electric motors.
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4.1 Categorization of alloy steel and their heat treatments

Alloy steels are categorized into low- and high-alloy steels. High-alloy steels 
would be more than 10 wt% of alloying elements in steel groups [1, 5, 8, 9]. The 
majority of alloy steels lie under the group of low alloy. The most common alloy ele-
ments include chromium, manganese, nickel, molybdenum, vanadium, tungsten, 
cobalt, boron, and copper.

4.1.1 Low-alloy steel

Low-alloy steels are a group of ferrous materials that show improved mechanical 
properties compared to plain carbon steels, because of the alloying elements such 
as nickel, molybdenum and chromium. Through the development of specific alloys, 
low-alloy steel provides desired mechanical properties. Microstructure consists of 
ferrite and pearlite. Its properties are relatively soft and weak, although they have 
high ductility and toughness. Its various applications are auto-body components, 
structural shapes, sheets, etc. [2, 3, 5, 6, 10–12].

Some of the compositions of low-alloy steels are the following:

4.1.2 High-alloy steels

In high-alloy steel, the entire alloying element content is above 10 wt%. 
In stainless steels, the principally alloying element is Cr (≥11 wt%). It is greatly 
resistant to corrosion. Nickel and molybdenum addition adds to corrosion 
resistance. An important property of the highly alloyed steel is the capability 
of alloying elements to promote the creation of a certain multiple phases and 
stabilize it. These elements are grouped into four major classes as discussed 
in the previous section: (1) austenite-forming, (2) ferrite-forming, and 
(3) carbide-forming.

Some varieties of the high-alloy steels are the following:

a. Stainless steels: Fe-18Cr-8Ni-1Mn-0.1C characteristically is γ-alloy. It stabilizes 
austenite for its rising temperature range, where austenite subsists. It elevates 
the austenite-forming temperature (A1) and reduces the A3 temperature. 
Mostly, this type of steels underwent solution annealing type of heat treatment 
primarily specified for austenitic stainless steels. The main requirement for 
this treatment is to dissolve all the precipitated phases, mainly chromium-rich 
carbides, where the precipitate of M23C6 occurs in the range of 673–1173 K. For 
other stainless steels, it is recommended to maintain the solution annealing 
temperature in the range of 1273–1393 K.

b. Tool steel: it provides necessary hardness with simpler heat treatment and 
retains hardness at high temperature. The primary alloying elements are Mo, 

Cr 0.50% or 0.80% or 0.95%, Mo 0.12% or 0.20% or 0.25% or 0.30%, rest Fe

Mo 0.20% or 0.25% or 0.25% Mo or 0.042% S, rest Fe

Mo 0.40% or 0.52% C, rest Fe
Ni 1.82%, Cr 0.50% to 0.80%, Mo 0.25% Cu, rest Fe
Several low-alloy steels underwent normalizing and tempering in the manufacturing industries; 
however there is an increase affinity to a quenching and tempering action. Low-alloy steels are weldable, 
but pre-welding or post-welding heat treatment is essential to evade weld zone cracking issues.
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W, and Cr. These elements have wear resistance, high strength, and tough-
ness but have low ductility. One of the primary heat treatments provided for 
tool steel is tempering that requires cautious preparation. Various complex 
tool steels like the high-speed steel need twice over tempering to convert 
austenite to martensite completely. High-speed steel (18 wt%W, 4 wt%Cr, 1 
wt%V, 0.7 wt%C, 5–8 wt%Co, rest Fe) suits best for high-speed machining 
purpose, owing to secondary hardening. Besides, high-temperature annealing 
is performed with majorly ferritic structure to achieve a maximum bending 
strength of 4700 MPa. These types of steels achieve utmost hardness after 
first tempering, which is followed by second tempering that lowers the hard-
ness to the desired working level. In some cases, the third temper is needed 
for secondary hardening of steels to make sure that some new martensite 
produced as a consequence of austenite conversion in tempering is efficiently 
tempered. This is a subject of individual selection and includes minimum 
extra cost.

c. High-entropy alloy steel: the essential elements of the high-entropy steels 
are Fe, Co, Ni, Cr, Cu, and Al. The cast microstructure expands from FCC 
to BCC phase along with the increase in Al content. The hardness in BCC 
phase is greater than FCC phase; in addition to it, the corrosion resistance is 
also superior in BCC phase. Some of the high-entropy alloy steels like Al-Fe-
Cr-Co-Ni-Ti alloy coating was equipped by laser cladding, and the effects of 
annealing temperature (873, 1073, and 1473 K) on structure and its properties 
were studied. The consequences illustrate that the intermetallic precipitation 
compounds in the coating are efficiently repressed through laser cladding 
by means of fast solidification, and the microstructure of the coating forms 
dendrite structure of BCC, having superior hardness (~698 HV). As a result, 
the grain size of the coating rises somewhat, and the microhardness reduces 
slightly, following various annealing temperatures at a range of 1073–
1373 K. This specifies that the elevated temperature stability of the structure 
and microhardness of the coating are superior. Al and Fe are improved in 
dendritic boundary, while Co, Ni, Ti, and Cr are enhanced in interdendritic 
boundary. In addition, the degree of segregation rises with the enhancement 
of annealing temperature.

d. Twinning-induced plasticity (TWIP) steel: in TWIP steel (>20 wt%Mn,  
<1 wt%C, <3 wt%Si, <3 wt%Al, rest Fe) high-temperature thermomechanical 
heat treatment provides a strength greater than1000 MPa. The examination 
of the solution heat treatment of hot-rolled TWIP steel of the three various 
compositions (Fe-30Mn-3Si3Al, Fe-25Mn-4Si-2Al, and Fe-30Mn-4Si-2Al) 
reflected that prolonging the time of holding temperature can enhance the 
elongation through no change observed in strength. Prolonging the holding 
time facilitates both the production of additional annealing twins to amplify 
their areas of boundary and the boost in the number of twin boundaries that 
are favorable for the corrosion resistance creep and fracture.

e. Hadfield steel: in Hadfield steel (11–14 wt%Mn, 1–1.4 wt%C), a fully austen-
itic phase is obtained with a strength level of 1000 MPa. High-alloy tool steel 
(5 wt%Mo, 6 wt%W, 4 wt%Cr, 0.3 wt%Si, 1 wt%V, rest Fe) is provided with 
austenitizing, quenching, and tempering treatment to achieve a maximum 
hardness of 1200–1400 HV. The heat treatment processing of Hadfield man-
ganese steel means dissolving the carbide precipitates at higher temperature, 
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followed by fast cooling to attain austenitic carbide-free grains which is desired 
to be the preferred microstructure for the commercial applications.

5.  Innovative heat treatment (processing)-structure–property 
correlation in high-alloy steel

High-temperature homogenization, complete annealing, normalizing, temper-
ing, etc. are the usual methods in heat treatment process of steel. But there are 
certain modified ways of processing routes in order to enhance the mechanical 
properties [13–31]. The main objective of heat treatment in steel is to upgrade 
the mechanical properties like strength, toughness, impact resistance, etc. It is to 
be noted that thermal and electrical conductivities are changed to some extent, 
whereas Young’s modulus remains unchanged. Iron has a better solubility for 
carbon in the austenitic phase, so the steel is heated at which the austenite phase 
persists.

Some of the newly introduced high-alloyed steels like TWIP steel show excel-
lent mechanical properties, depending on the adoption of advanced heat treat-
ment processes. In some processes the fabricated steels are first homogenized to 
~1373 K for 1 hour, followed by hot rolling at 1273 K. The steels are then cooled in 
the furnace and then rolled at room temperature (as shown in Figure 1). Due to 
the above heat treatment, the presence of duplex phases of austenite and ferrite is 
observed. The rolling effect contributes in grain size reduction and hence helps in 
enhancing the strength of the steel. Additionally, due to the high-temperature roll-
ing, there is also an occurrence of twins on the austenitic grains that also increases 
the strength of the metal. The above modification in the microstructure resulted in 
the improved tensile properties with 1000 MPa ultimate tensile strength and up to 
60% elongation [13].

Recently, Mazaheri et al. suggested a cold rolling, followed by various intercriti-
cal annealing techniques for the production of ultimate ultrarefined-grained steel 
[22]. The microstructure contains ferrite-martensite duplex steel with excellent 
mechanical properties. In this processing route, the fabricated steel was first heated 
to austenitizing temperature, i.e., 880°C for 1 hour. Then it was annealed intercriti-
cally at ~770°C for 100 minutes trailed by water quenching (as shown in Figure 2). 
The steel was water cooled to acquire the desired microstructure of ferrite and 

Figure 1. 
Illustrating the processing routes of TWIP steel.
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martensite structures, and on further annealing the aimed ultrafined-grained 
microstructure was achieved. The achieved strength (UTS) is ~1600 MPa with 30% 
elongation [13].

The temperature of deformation also plays a vital role in influencing the refine-
ment of the microstructure through hot deformation. In Figure 3a the martensitic 
phase is dominated, resulting in ultrafined grains due to dynamic recrystallization 

Figure 2. 
Thermomechanical processing routes of dual-phase steel.

Figure 3. 
Various heat treatment processes owing to different ways of thermomechanical treatments in steel.
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(DRX) of ferrite grains. In the processing of steel as shown in Figure 3b, the mar-
tensitic content is above 30% which contributes to the strength of the steel by the 
varying the degree of deformation. As compared to the routes of Figure 3a and b 
with Figure 3c, the DRX is not necessary for the formation of ultrafined grains; the 
warm temperature deformation followed by intercritical annealing can also result 
in the formation of similar structure. Therefore, the warm rolling and high rate of 
intercritical annealing and high rate of cooling significantly affect the microstruc-
tural properties of the steel.

There are various strengthening mechanisms affecting the strength of the 
steel. By following specific thermomechanical treatment, the occurrence of twins 
enhances the strength of the steel. Twinning-induced plasticity steels are FCC 
crystal-structured steels. The appearance of the crystallographic twins greatly 
depends on the stacking fault energy (SFE), and the SFE of the steel is controlled 
by the rate of heating treatment. Temperature is directly proportional to SFE. Low 
SFE (below 20 mJ/m2) results in the conversion of austenite to martensite (i.e., 
TRIP effect), whereas high SFE (above 20 mJ/m2) gives TWIP effect (formation of 
twins). The dislocation generated during the deformation is obstructed by the twins 
and, therefore, increases the strength of the steel [32, 33].

Thus by adopting this technique, the microstructural modification takes place 
by the combined effect of mechanical and thermal energy. There are also iterative 
thermomechanical processes where percent of deformation is applied prior to heat 
treatment (Table 1). This process also contributes to the resistance of corrosion 
with respect to the orientation of the grain [3, 14, 21, 23].

The above heat treatments are aimed to enhance the specific properties of the 
high-alloyed steel to get rid of unwanted properties. Some of the microstructures 
evolved during processing are given in Figure 4.

The behavior of steel in exterior load describes its mechanical properties. Plastic 
deformations are supported by the movement of dislocation and the presence of 
twins, and precipitates hinder the motion of dislocations and thereby increase the 
strength of the steel. Mechanical properties are associated with the yield stress, 
separating the elastic and plastic regions, where the activity of dislocation extends 
[15–17, 30–32]. Pinning of dislocations by random obstruction is controlled by the 
misfit and size of the particles. In general, larger SFE promotes dislocation glid-
ing, which enables the dislocation to move freely. On the other hand, the smaller 
SFE increases the area between the two partials, thereby making the motion of 
dislocation difficult and resulting in the piling up of dislocation. For the duration 
of the dislocation union, the partials must reconnect to prevail over the obstruction 

Steel type Maximum forging temperature (°C) Burning temperature (°C)

Carbon steel 1200 1349

Nickel steel 1249 1380

Chromium steel 1200 1370

Nickel-chromium steel 1249 1370

Stainless steel 1280 1380

TWIP steel 1200 1350

High-speed steel 1280 1400

Table 1. 
Various steels corresponding to different ranges of deformation temperature.
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[30–34]. The opposition of steel to plastic deformation reduces with rising SFE, 
and for this reason the SFE should be lowered to reinforce the strength. Based on 
the observation, SFE is regulated by alloyed elements in the steel for preferred 
enhanced properties like strength, hardness, or rate of work hardening.

6. Application of high-alloy steel

High-alloy steels have vast applications such as:

• Stainless steel: it has excellent corrosion properties and is used in structural 
applications, refrigerator, freezers, food packaging, etc.

• Tool steel: used in dies, shear blade, rollers, cutting tools, etc.

Figure 4. 
Various microstructures of high-alloy steels.
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• TWIP steel: used in automobiles, ship building, infrastructure, railways, 
aircrafts, etc.

• High-entropy steel: used as structural material in low-temperature applications 
due to its high toughness.

• Hadfield steel: used in railways, structural applications, shafts, gears, housing, 
cables, etc.

• High-speed steel: used as cutting tool materials due to its high hardness like 
drilling machine, blades, etc.

7. Conclusions

High-alloyed steels are complex alloys, along with desired chemical com-
position and multiple phased microstructures through various heat treatment 
processes. Various strengthening mechanisms through controlled heat treatment 
techniques are adopted to achieve excellent mechanical properties. The chapter 
examines the advanced methods used in the field of heat treatment routes for 
high-alloyed steel and focuses on their structure-property relation. The high-alloy 
steels acquire its enhanced mechanical properties from the modified microstruc-
tures of austenite, ferrite, martensite, and some carbides. Ferrite and austenite 
provide the formability, whereas martensite provides strength to the steel in 
addition to the low-temperature transforming phases like bainite and retained 
austenite to achieve better combinations of mechanical properties. The advanced 
thermomechanical treatments used for high-alloy steels aim to explore the possible 
phases that contribute to the mechanical properties. In thermomechanical routes 
aims on heat treatment as the microstructural qualities required for the steels are 
mainly achieved by post-deformation controlled heat treatment processes. From 
the above discussions, it can be concluded that the microstructure and its proper-
ties are based on variation in chemical composition and processing conditions. 
Determined by latest demands for the performance of the high-alloy steel in vari-
ous applications, the progress of thermomechanical processing is introduced.

8. Futuristic development of high-alloy steel

High-alloy steel has undergone significant evolution through time. Around 70% 
is used in various applications. These steels are highly demanding as they display 
various environmental, chemical, physical, and mechanical properties. Here the 
different proportions of alloying element in steel provide various mechanical 
properties. As can be seen from the foregoing, high-alloy steel plays an important 
role in the building and construction industries as well as in automotive industries. 
High-alloy steel offers economy, high performance, corrosion resistance, high 
strength, durability, lightweight and high performance under extreme conditions, 
and its wide variety of products for desirable applications.
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Chapter 10

Heat Treatment of Metastable Beta
Titanium Alloys
Sudhagara Rajan Soundararajan, Jithin Vishnu,
Geetha Manivasagam and Nageswara Rao Muktinutalapati

Abstract

Heat treatment of metastable beta titanium alloys involves essentially two
steps—solution treatment in beta or alpha+beta phase field and aging at appropriate
lower temperatures. High strength in beta titanium alloys can be developed via
solution treatment followed by aging by precipitating fine alpha (α) particles in a
beta (β) matrix. Volume fraction and morphology of α determine the strength
whereas ductility is dependent on the β grain size. Solution treatment in (α + β)
range can give rise to a better combination of mechanical properties, compared to
solution treatment in the β range. However, aging at some temperatures may lead to
a low/nil-ductility situation and this has to be taken into account while designing
the aging step. Heating rate to aging temperature also has a significant effect on the
microstructure and mechanical properties obtained after aging. In addition to α,
formation of intermediate phases such as omega, beta prime during decomposition
of beta phase has been a subject of detailed studies. In addition to covering these
issues, the review pays special attention to heat treatment of beta titanium alloys for
biomedical applications, in view of the growing interest this class of alloys have
been receiving.

Keywords: beta titanium alloys, heat treatment, duplex aging, precipitation
hardening, intermediate phases, fatigue behavior

1. Introduction

High specific strength and excellent corrosion resistance of titanium-based
materials make them an attractive choice for application in various industries such
as aerospace, biomaterials, and automotive [1, 2]. Alloying of pure titanium opens a
new horizon to develop a variety of products with exceptional properties. Based on
the alloying elements and phases present at room temperature, Ti alloys are broadly
classified into α, α + β, and β alloys. Compared to α and α + β alloys, β alloys have
advantages such as excellent higher specific strength, sufficient toughness, excellent
corrosion resistance, better biocompatibility, good fatigue resistance, and good
formability.

Moeq is a well-accepted measure to characterize the β-phase stability for a given
composition and equation for the deriving the Moeq is shown in Eq. (1) [3, 4].

Moeq: ¼ 1:0 wt:% Moð Þ þ 0:67 wt:% Vð Þ þ 0:44 wt:% Wð Þ þ 0:28 wt% Nbð Þ
þ 0:22 wt:% Tað Þ þ 2:9 wt:% Feð Þ þ 1:6 wt:% Crð Þ � 1:0 wt:% Alð Þ (1)
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Beta titanium alloys with a Moeq between 10 and 30 are metastable and hence
heat treatable and deeply hardenable [4]. Moeq of the various beta titanium alloys
along with their commercial name is shown in Figure 1.

Unlike α + β alloys, in β alloys, higher beta stabilizer content results in complete
retention of beta phase upon air cooling or water quenching from solution treat-
ment temperature (above β transus temperature). This difference in transformation
can be related to the difference in electron density; the α + β alloys have <4 el/atom,
while β alloys have higher electron density, for example, it is 4.148 el/atom for Ti-
15-3 alloy [5]. Beta alloys are more workable because of the higher stacking fault
energy of the BCC phase, which supports the formation of multiple and cross slips
upon deformation, thereby preventing crack formation [6].

In most of the commercial beta alloys, metastable or thermodynamically unsta-
ble β phase with BCC crystal structure is formed upon quenching after solution
treatment. Hence, subsequent aging leads to the precipitation of the α phase from
the beta matrix. To understand the transformation in detail, modeling of precipita-
tion of α by decomposition of β is performed under the framework of Johnson-
Mehl-Avrami for Ti-15-3 a metastable beta alloy [7] and Ti-5Mo-2.6Nb-3Al-0.2S/
β21s [8], both being β alloys. The transformation of β to α + β upon aging is a slow
diffusion-controlled growth of alpha plates in the beta matrix. Hence, the aging
time decides the α precipitation fraction [7]. Various microstructures and corre-
spondingly mechanical properties are feasible through heat treatment of β titanium
alloys, thereby making them a wide spectrum of candidate materials for a wide
range of applications. Beta Ti alloys with less beta stabilizing element were found to
have faster precipitation reactions. For example, VT22 alloy exhibited higher pre-
cipitation kinetics compared to the Ti-15-3 and Timetal LCB [9]. Devaraj et al.
reported that superior strength is achieved through the micro and nanoscale pre-
cipitation of α phase in a beta matrix of Ti-1Al-8V-5Fe [10]. As already mentioned,
heat treatment of β titanium alloys is comprised of two steps, that is, solution
treatment and aging. The solution treatment can be subdivided into α + β and β
solution treatment based on the temperature (i.e., α + β solution treatment T < β
transus temperature and β solution treatment temperature T > β transus

Figure 1.
Moeq of various beta Ti alloys.
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temperature). In beta alloys, Ti-6Cr-5Mo-5V-4Al and Ti-5Al-5Mo-5V-3Cr, solution
treatment in α + β range followed by aging yielded a better strength–ductility
combination compared to solution treatment in the β range followed by aging
[11, 12]. Further, if the α + β solution treatment is preceded by rolling in the α + β
range even better strength–ductility combination was obtained; this was attributed
to the formation of finer β grains in Ti-3.5Al-5Mo-6V-3Cr-2Sn-0.5Fe [13]. Similarly,
α + β rolling followed by α + β solution treatment of Ti-10V-2Fe-3Al resulted in
improvement of fracture toughness [14]. Deformation or cold working in-between
solution treatment and aging could lead a path for obtaining homogeneous precip-
itation because the dislocations serve as a precursor for precipitation [9]. Zhan et al.
also reported that dislocations formed during the high strain rate deformation of the
metastable β alloy Ti-6Cr-5Mo-5V-4Al have acted as nucleation sites for the α laths/
precipitation at elevated temperature [15]. Similarly, in Ti-15-3 alloy cold working
before duplex aging is found to be advantageous in forming finer precipitates [16].
Ti-15-3 alloy exhibits lower precipitation kinetics compared to Timetal LCB and
VT22 alloy [17]. Cold working before aging or two-step/duplex aging can be used to
increase the precipitation kinetics in Ti-15-3. However, intervening cold work also
leads to a significant loss in ductility. Aging of Ti-15-3 alloy with deformed micro-
structure for prolonged times leads to dislocation rearrangement and formation of
subgrains [18]. Grain boundary α and precipitation free zones may occur in aged
condition; they play an important role in degrading the tensile and fatigue proper-
ties. The authors have reviewed various processing techniques of the beta titanium
alloys elsewhere [19]. The heat treatment of beta titanium alloy for biomedical
application [20, 21] and heat treatment of additively manufactured beta Ti alloy
[22] have also been reported in the literature.

2. Solution treatment

Solution treatment comprises of heating the sample from 20 to 30°C above the
beta transus temperature (super-transus) or �50°C below the beta transus temper-
ature (sub-transus) for a specified time and rapid cooling of the sample to room
temperature. Hence, beta transus temperature (βtrans) plays a vital role in selecting
heat treatment temperatures. This beta transus temperature is strongly influenced
by the alloying element (i.e., alpha stabilizers will rise the βtrans, beta stabilizers will
lower the βtrans, and neutral elements will hardly do the changes in the βtrans). The
equation (Eq. (2)) to find the beta transus temperature is given below [23].

Tβ ¼ 882þ 21:1 Al½ � � 9:5 Mo½ � þ 4:2 Sn½ � � 6:9 Zr½ � � 11:8 V½ � � 12:1 Cr½ � � 15:4 Fe½ �
þ 23:3 Si½ � þ 123 O½ �

(2)

Beta transus temperature for some of the important beta titanium alloys is listed
in Table 1.

Solution treatment temperature and the cooling rate strongly influence the
mechanical properties realized after subsequent aging treatment. Depending on the
requirement, metastable beta alloys such as Ti-13V-l1Cr-3Al and Ti-15Mo-3Al-3Nb-
0.2Si are supplied in the solution-treated condition to ease the down-stream cold
working operations [4]. Schematic representation of super- and sub-transus solu-
tion treatment and the aging process is shown in Figure 2. Super-transus solution
treatment is done above the βtrans temperature and sub-transus solution treatment
below the βtrans temperature. In alloys, such as Ti-5Al-5Mo-5V-3Cr, both
super-transus and sub-transus solution treatments were found to be useful in

205

Heat Treatment of Metastable Beta Titanium Alloys
DOI: http://dx.doi.org/10.5772/intechopen.92301



Beta titanium alloys with a Moeq between 10 and 30 are metastable and hence
heat treatable and deeply hardenable [4]. Moeq of the various beta titanium alloys
along with their commercial name is shown in Figure 1.

Unlike α + β alloys, in β alloys, higher beta stabilizer content results in complete
retention of beta phase upon air cooling or water quenching from solution treat-
ment temperature (above β transus temperature). This difference in transformation
can be related to the difference in electron density; the α + β alloys have <4 el/atom,
while β alloys have higher electron density, for example, it is 4.148 el/atom for Ti-
15-3 alloy [5]. Beta alloys are more workable because of the higher stacking fault
energy of the BCC phase, which supports the formation of multiple and cross slips
upon deformation, thereby preventing crack formation [6].

In most of the commercial beta alloys, metastable or thermodynamically unsta-
ble β phase with BCC crystal structure is formed upon quenching after solution
treatment. Hence, subsequent aging leads to the precipitation of the α phase from
the beta matrix. To understand the transformation in detail, modeling of precipita-
tion of α by decomposition of β is performed under the framework of Johnson-
Mehl-Avrami for Ti-15-3 a metastable beta alloy [7] and Ti-5Mo-2.6Nb-3Al-0.2S/
β21s [8], both being β alloys. The transformation of β to α + β upon aging is a slow
diffusion-controlled growth of alpha plates in the beta matrix. Hence, the aging
time decides the α precipitation fraction [7]. Various microstructures and corre-
spondingly mechanical properties are feasible through heat treatment of β titanium
alloys, thereby making them a wide spectrum of candidate materials for a wide
range of applications. Beta Ti alloys with less beta stabilizing element were found to
have faster precipitation reactions. For example, VT22 alloy exhibited higher pre-
cipitation kinetics compared to the Ti-15-3 and Timetal LCB [9]. Devaraj et al.
reported that superior strength is achieved through the micro and nanoscale pre-
cipitation of α phase in a beta matrix of Ti-1Al-8V-5Fe [10]. As already mentioned,
heat treatment of β titanium alloys is comprised of two steps, that is, solution
treatment and aging. The solution treatment can be subdivided into α + β and β
solution treatment based on the temperature (i.e., α + β solution treatment T < β
transus temperature and β solution treatment temperature T > β transus

Figure 1.
Moeq of various beta Ti alloys.

204

Welding - Modern Topics

temperature). In beta alloys, Ti-6Cr-5Mo-5V-4Al and Ti-5Al-5Mo-5V-3Cr, solution
treatment in α + β range followed by aging yielded a better strength–ductility
combination compared to solution treatment in the β range followed by aging
[11, 12]. Further, if the α + β solution treatment is preceded by rolling in the α + β
range even better strength–ductility combination was obtained; this was attributed
to the formation of finer β grains in Ti-3.5Al-5Mo-6V-3Cr-2Sn-0.5Fe [13]. Similarly,
α + β rolling followed by α + β solution treatment of Ti-10V-2Fe-3Al resulted in
improvement of fracture toughness [14]. Deformation or cold working in-between
solution treatment and aging could lead a path for obtaining homogeneous precip-
itation because the dislocations serve as a precursor for precipitation [9]. Zhan et al.
also reported that dislocations formed during the high strain rate deformation of the
metastable β alloy Ti-6Cr-5Mo-5V-4Al have acted as nucleation sites for the α laths/
precipitation at elevated temperature [15]. Similarly, in Ti-15-3 alloy cold working
before duplex aging is found to be advantageous in forming finer precipitates [16].
Ti-15-3 alloy exhibits lower precipitation kinetics compared to Timetal LCB and
VT22 alloy [17]. Cold working before aging or two-step/duplex aging can be used to
increase the precipitation kinetics in Ti-15-3. However, intervening cold work also
leads to a significant loss in ductility. Aging of Ti-15-3 alloy with deformed micro-
structure for prolonged times leads to dislocation rearrangement and formation of
subgrains [18]. Grain boundary α and precipitation free zones may occur in aged
condition; they play an important role in degrading the tensile and fatigue proper-
ties. The authors have reviewed various processing techniques of the beta titanium
alloys elsewhere [19]. The heat treatment of beta titanium alloy for biomedical
application [20, 21] and heat treatment of additively manufactured beta Ti alloy
[22] have also been reported in the literature.

2. Solution treatment

Solution treatment comprises of heating the sample from 20 to 30°C above the
beta transus temperature (super-transus) or �50°C below the beta transus temper-
ature (sub-transus) for a specified time and rapid cooling of the sample to room
temperature. Hence, beta transus temperature (βtrans) plays a vital role in selecting
heat treatment temperatures. This beta transus temperature is strongly influenced
by the alloying element (i.e., alpha stabilizers will rise the βtrans, beta stabilizers will
lower the βtrans, and neutral elements will hardly do the changes in the βtrans). The
equation (Eq. (2)) to find the beta transus temperature is given below [23].

Tβ ¼ 882þ 21:1 Al½ � � 9:5 Mo½ � þ 4:2 Sn½ � � 6:9 Zr½ � � 11:8 V½ � � 12:1 Cr½ � � 15:4 Fe½ �
þ 23:3 Si½ � þ 123 O½ �

(2)

Beta transus temperature for some of the important beta titanium alloys is listed
in Table 1.

Solution treatment temperature and the cooling rate strongly influence the
mechanical properties realized after subsequent aging treatment. Depending on the
requirement, metastable beta alloys such as Ti-13V-l1Cr-3Al and Ti-15Mo-3Al-3Nb-
0.2Si are supplied in the solution-treated condition to ease the down-stream cold
working operations [4]. Schematic representation of super- and sub-transus solu-
tion treatment and the aging process is shown in Figure 2. Super-transus solution
treatment is done above the βtrans temperature and sub-transus solution treatment
below the βtrans temperature. In alloys, such as Ti-5Al-5Mo-5V-3Cr, both
super-transus and sub-transus solution treatments were found to be useful in
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practice [24]. However, prolonged solution treatment above β transus may lead to a
remarkable loss of mechanical properties owing to the coarsening of β grains [25].
Selection of the solution treatment temperature will also have a strong influence on
the morphology and distribution of the alpha precipitation. For example, in Ti-1Al-
8V-5Fe (Ti185), sub-transus solution treatment results in higher yield strength and
tensile strength and this enhancement is ascribed to the nanoscale α precipitation in
the β matrix [10].

3. Aging

During age hardening, solution-treated alloy will be heat treated in the temper-
ature range of 480–620°C for 2–16 h. This heat treatment leads to precipitation of
fine alpha phase in the beta matrix, and these precipitations hinder the movement
of dislocations, making deformation difficult. This phenomenon is referred to as

S.No Alloy name Commercial name βtrans temperature (°C)

1 Ti-13V-11Cr-3Al B 120 VCA 650

2 Ti-3Al-8V-6Cr-4Mo-4Zr Beta C 795

3 Ti-15V-3Cr-3Sn-3Al Ti 15-3 760

4 Ti-11.5Mo-6Zr-4.5Sn Beta III 745

5 Ti-10V-2Fe-3Al Ti 10-2-3 800

6 Ti-1Al-8V-5Fe Ti 1-8-5 825

7 Ti-12Mo-6Zr-2Fe TMZF 743

8 Ti-4.5Fe-6.8Mo-1.5Al TIMETAL LCB 800

9 Ti-5V-5Mo-1Cr-1Fe-5Al VT22 850

10 Ti-8V-8Mo-2Fe-3Al Ti 8-8-2-3 775

11 Ti-6V-6Mo-5.7Fe-2.7Al TIMETAL 125 704

Table 1.
βtrans temperature of the beta titanium alloy [16].

Figure 2.
Schematic representation of solution treatment and the aging process.
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precipitation hardening. Coherency strains between α precipitates and the β matrix
induce a strengthening effect [5]. Comparative examination of the microstructure
of solution-treated (800°C/0.5 h) (ST) and microstructure of solution-treated and
aged (ST + A) (500°C/8 h) Ti-15-3 samples has clearly revealed the presence of α
precipitates in the latter. Precipitation leads to a significant increase in mechanical
properties like tensile strength (79%) and hardness (44%) [26]. Age hardening is
more effective for beta alloys compared to the α + β alloy owing to the capability of
the former to form finer and homogenous α precipitates [27]. The sequence of
precipitation of α is dependent on the Moeq of the alloy. The sequence of precipita-
tion is given below:

For lower Moeq solute� lean alloy
� �

, for example Ti� 10V� 2Fe� 3Al,

β�> βþ ɷiso �> βþ ɷiso þ α�> βþ α:

For higher Moeq solute� rich alloy
� �

, for example Ti� 13V� 11Cr� 3Al,

β�> βþ β0 �> βþ β0 þ α�> βþ α:

3.1 Single aging

To produce optimum strength–ductility combination, post solution treatment,
aging or soaking the material in the temperature range of 200–650°C (well below
the βtrans temperature) for a specified time followed by air or furnace cooling is
performed [3]. Single aging comprises of heating to the desired temperature, hold-
ing for a specified time, and cooling in air or furnace. In Ti-3.5Al-5Mo-6V-3Cr-2Sn-
0.5Fe beta alloy, single-step aging at 440°C for 8 h resulted in high tensile strength
of 1637 MPa [28]. In Ti-15-3 alloy, aging at 520°C for 10 h yields a good combination
of fatigue life and fracture toughness [29]. Similarly, in the same Ti-15-3 alloy,
single-step aging led to a significant increase in the microhardness and fatigue life
compared to the solution-treated condition [30].

3.2 Duplex aging

Dual-step aging or duplex aging unlocks the room for further betterment in the
mechanical properties through finer and homogeneous α precipitation compared to
single-step aging. Many researchers have reported the advantage of duplex aging
over single-step aging of beta Ti alloys; most studied is the low-high combination,
that is, a low temperature for first step aging and a somewhat higher temperature
for second step aging [31–35]. Enhancement of the material behavior during unidi-
rectional and cyclic/fatigue loading could be achieved through duplex aging. In Ti-
3Al-8V-6Cr-4Mo-4Zr alloy (also known as Ti 38-644, Beta C), duplex aging
resulted in more homogenous alpha precipitation [3]. Precipitates were found to be
finer and microstructure was also free of precipitate-free zones (PFZs) and grain
boundary α (GBα); this led to a significant improvement in fatigue life of Ti 38-644
[33]. In Ti-15-3 alloy, finer and more homogenous distribution of α precipitates was
achieved through duplex aging compared to the single-step aging [34, 36]. In
addition to an increase in the mechanical strength (i.e., YS and UTS), increase in
ductility was also achieved by duplex aging of Ti-15-3 alloy [17]. Santhosh et al. [37]
reported that duplex aging of Ti-15-3 sample leads to (i) a refined and homogenous
distribution of the α precipitates in β matrix; (ii) a higher α phase fraction in β
matrix; (iii) freedom from PFZs; and (iv) much less GBα, compared to single-aged
Ti-15-3 sample. Similarly, duplex aging of the β-C alloy leads to a substantial
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precipitation hardening. Coherency strains between α precipitates and the β matrix
induce a strengthening effect [5]. Comparative examination of the microstructure
of solution-treated (800°C/0.5 h) (ST) and microstructure of solution-treated and
aged (ST + A) (500°C/8 h) Ti-15-3 samples has clearly revealed the presence of α
precipitates in the latter. Precipitation leads to a significant increase in mechanical
properties like tensile strength (79%) and hardness (44%) [26]. Age hardening is
more effective for beta alloys compared to the α + β alloy owing to the capability of
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� �
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For higher Moeq solute� rich alloy
� �

, for example Ti� 13V� 11Cr� 3Al,
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3.1 Single aging
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aging or soaking the material in the temperature range of 200–650°C (well below
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of fatigue life and fracture toughness [29]. Similarly, in the same Ti-15-3 alloy,
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that is, a low temperature for first step aging and a somewhat higher temperature
for second step aging [31–35]. Enhancement of the material behavior during unidi-
rectional and cyclic/fatigue loading could be achieved through duplex aging. In Ti-
3Al-8V-6Cr-4Mo-4Zr alloy (also known as Ti 38-644, Beta C), duplex aging
resulted in more homogenous alpha precipitation [3]. Precipitates were found to be
finer and microstructure was also free of precipitate-free zones (PFZs) and grain
boundary α (GBα); this led to a significant improvement in fatigue life of Ti 38-644
[33]. In Ti-15-3 alloy, finer and more homogenous distribution of α precipitates was
achieved through duplex aging compared to the single-step aging [34, 36]. In
addition to an increase in the mechanical strength (i.e., YS and UTS), increase in
ductility was also achieved by duplex aging of Ti-15-3 alloy [17]. Santhosh et al. [37]
reported that duplex aging of Ti-15-3 sample leads to (i) a refined and homogenous
distribution of the α precipitates in β matrix; (ii) a higher α phase fraction in β
matrix; (iii) freedom from PFZs; and (iv) much less GBα, compared to single-aged
Ti-15-3 sample. Similarly, duplex aging of the β-C alloy leads to a substantial
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increase of fatigue behaviour by producing the completely recrystallized β micro-
structure with homogenously distributed α precipitates and reducing the grain
boundary α [32]. Finer and homogenous α precipitation resulting from duplex aging
enhanced the fatigue limit of beta alloy Ti-5Al-5Mo-5V-3Cr [38]. In a pre-strained
Ti-10Mo-8V-1Fe-3.5Al, two-step aging was found more effective and yielded
higher strength than conventional aging [39]. In contrast to the proceeding
instances, Kazanjian et al. reported that multi-step aging made little difference to
fatigue crack growth compared to the single-step aging [40]. In addition to the
single and duplex aging, triplex aging or aging performed in three steps was
attempted by some researchers on Ti-15-3 beta alloy; they found no significant
benefit in either tensile strength or ductility of the material [41]. Duplex aging was
also found to result in an enhancement of thermal stability during the elevated
temperature application [24].

4. Influence of the rate of heating to the aging temperature

During the heat treatment of metastable beta titanium alloys, heating rate
adopted to attain the desired aging temperature has an influential role in the α
precipitation [42–45]. In Timetal LCB, lower heating rate (0.25 ks�1) yielded an
optimum combination of strength and ductility with a finer and homogenous α
precipitation compared to the faster heating rate (20 ks�1) [42]. However, this
heating rate will vary from alloy to alloy. For example, a similar heating rate of
0.25 ks�1 produced coarser and non-uniform alpha precipitation in the Ti-15-3 alloy
and the same authors reported 0.01 ks�1 as the optimum heating rate for this alloy
[42]. Wu et al. [45] reported a significant increase in microhardness of the Ti-15-3
alloy when a lower heating rate was used. They attributed it to the homogenous
alpha precipitation. In addition, the lower heating rate yielded a microstructure free
of grain boundary α.

5. Grain boundary α

Grain boundary alpha (GBα) is found detrimental by serving as a nucleus for
crack initiation along α/β interfaces during the monotonic as well as cyclic loading.
When the thickness of these GBα exceeds several microns, ductility and fatigue
crack inititation and propagation are detrimentally affected. Crack is found to
propagate with little resistance along the GBα in Ti-8Mo-8V-2Fe-3A1 [46]. In addi-
tion to tensile ductility, GBα also has a strong negative influence over the fatigue
behaviour of the β titanium alloys [32, 47]. In fatigue loading, the preferred site for
the crack initiation will be the grain boundary decorated with α and inclined at 45°
to the axis of loading [48]. This inclined GBα provides potential sites for slip
localization as well as fracture inititation. Similarly, subsurface crack initiation
induced by the well-developed GBα is commonly observed in the highly β stabilized
Ti alloy β-C [32]. One of the strategies to improve the endurance limit is by properly
designing a duplex aging heat treatment step compared to single aging, in order to
facilitate more uniform α precipitation. Duplex aging of Ti-15V-3Al-3Cr-3Sn alloy
at 250°C/24 h + 500°C/8 h resulted in a microstructure almost free of GBα, and this
was also reported as one of the important reasons for the notable increase in fatigue
life in high cycle regime after duplex aging [34]. Presence of GBα supports the
intergranular fracture and reduces the ductility of the material [25, 28, 49, 50]. In
aged Ti-10V-2Fe-3Al, soft zones were observed along the grain boundaries due to
the GBα; these zones preferentially undergo plastic deformation upon loading [51].
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Moreover the fractographic studies have revealed the presence of a band of intense
deformation originating from the grain boundary triple point and spreading into the
grain interior. This was ascribed to the accommodation deformation required for
continous GBα, which has been stopped at triple point leading to high localized
stress concentrations.

6. Precipitation-free zones (PFZs)

Non-uniform distribution of precipitates can occur during certain heat treat-
ment conditions forming regions in microstructure free of precipitates usually near
proximity of grain boundary. Uneven precipitation of α upon certain aging condi-
tions may result in such zones where precipitation will not occur, and such zones
are termed as precipitation-free zones (PFZs). The preferential α phase nucleation
along beta grain boundaries can result in depletion of solute atoms near grain beta
boundary region eventually resulting in the formation of PFZs. The hardness of this
PFZ is less than the precipitation-hardened surrounding matrix. Hence, PFZs act as
sites for strain localization during loading and reduce the tensile strength and
ductility as the strength difference between PFZs and aged matrix is higher
[34, 50]. In the case of fatigue loading, the presence of PFZs can act as crack
nucleation sites imposing a deleterious effect in Ti-3Al-8V-6Cr-4Mo-4Zr [33] and
Ti-15-3 [34] by slip localization leading to early crack initiation. To avoid the
formation of PFZs and to improve the monotonic and fatigue loading behaviour,
duplex aging is developed; results are promising [32–34].

7. Intermediate phases

The intermediate phases, such as isothermal ɷ phase and β0 phase, are formed
during low-temperature aging, with the aging temperature generally in the range of
200–450°C [3]. Moreover, the omega phase can also form athermally. The ɷ phase
provides nuclei for the α precipitation in the subsequent high-temperature aging
(second step of duplex aging), thereby promoting the finer and homogenous dis-
tribution of the α phase [3]. The above statement is proven in Ti-7333 near beta
alloy, isothermal ɷ phase formed during aging has assisted the precipitation of the α
phase in the beta matrix [52]. During the first step of the dual-step aging of Ti-5Al-
5Mo-5V-3Cr-0.3Fe, �10% volume fraction of ɷ phase was reported by Coakley
et al. [53] and this ɷ phase contributed to a �15% hike in microhardness compared
to the solution-treated or quenched sample. However, the ɷ phase leads to the
embrittlement/loss of ductility in Ti-Mo alloys due to the inhomogeneous slip
distribution caused by the interaction of dislocation and ɷ phase/particles upon
deformation [54]. Researchers also reported ɷ precipitation during low-
temperature aging of Ti-15-3 alloy [7, 34]. However, the embrittlement effect of the
ɷ phase could be efficiently compensated by processing to realize fine β grains [51].
Researchers also reported dynamic precipitation of ɷ phase under cyclic loading
condition [55].

Similarly, stress-induced ɷ phase is observed in a metastable beta alloy during
the dynamic compression deformation [56]. The ɷ phase is hexagonal in leaner beta
alloys and trigonal in heavily stabilized beta alloys [56]. Other than the ɷ phase, the
metastable phase β0 forms as an intermediate phase during the aging of some beta Ti
alloy. β0 phase with a BCC crystal structure forms if the distortion is less due to the
higher concentration of alloy. Similarly, ɷ phase with hexagonal crystal structure
forms when the distortion in BCC lattice is higher, which is the case with less
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fatigue crack growth compared to the single-step aging [40]. In addition to the
single and duplex aging, triplex aging or aging performed in three steps was
attempted by some researchers on Ti-15-3 beta alloy; they found no significant
benefit in either tensile strength or ductility of the material [41]. Duplex aging was
also found to result in an enhancement of thermal stability during the elevated
temperature application [24].
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adopted to attain the desired aging temperature has an influential role in the α
precipitation [42–45]. In Timetal LCB, lower heating rate (0.25 ks�1) yielded an
optimum combination of strength and ductility with a finer and homogenous α
precipitation compared to the faster heating rate (20 ks�1) [42]. However, this
heating rate will vary from alloy to alloy. For example, a similar heating rate of
0.25 ks�1 produced coarser and non-uniform alpha precipitation in the Ti-15-3 alloy
and the same authors reported 0.01 ks�1 as the optimum heating rate for this alloy
[42]. Wu et al. [45] reported a significant increase in microhardness of the Ti-15-3
alloy when a lower heating rate was used. They attributed it to the homogenous
alpha precipitation. In addition, the lower heating rate yielded a microstructure free
of grain boundary α.

5. Grain boundary α

Grain boundary alpha (GBα) is found detrimental by serving as a nucleus for
crack initiation along α/β interfaces during the monotonic as well as cyclic loading.
When the thickness of these GBα exceeds several microns, ductility and fatigue
crack inititation and propagation are detrimentally affected. Crack is found to
propagate with little resistance along the GBα in Ti-8Mo-8V-2Fe-3A1 [46]. In addi-
tion to tensile ductility, GBα also has a strong negative influence over the fatigue
behaviour of the β titanium alloys [32, 47]. In fatigue loading, the preferred site for
the crack initiation will be the grain boundary decorated with α and inclined at 45°
to the axis of loading [48]. This inclined GBα provides potential sites for slip
localization as well as fracture inititation. Similarly, subsurface crack initiation
induced by the well-developed GBα is commonly observed in the highly β stabilized
Ti alloy β-C [32]. One of the strategies to improve the endurance limit is by properly
designing a duplex aging heat treatment step compared to single aging, in order to
facilitate more uniform α precipitation. Duplex aging of Ti-15V-3Al-3Cr-3Sn alloy
at 250°C/24 h + 500°C/8 h resulted in a microstructure almost free of GBα, and this
was also reported as one of the important reasons for the notable increase in fatigue
life in high cycle regime after duplex aging [34]. Presence of GBα supports the
intergranular fracture and reduces the ductility of the material [25, 28, 49, 50]. In
aged Ti-10V-2Fe-3Al, soft zones were observed along the grain boundaries due to
the GBα; these zones preferentially undergo plastic deformation upon loading [51].
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Moreover the fractographic studies have revealed the presence of a band of intense
deformation originating from the grain boundary triple point and spreading into the
grain interior. This was ascribed to the accommodation deformation required for
continous GBα, which has been stopped at triple point leading to high localized
stress concentrations.

6. Precipitation-free zones (PFZs)

Non-uniform distribution of precipitates can occur during certain heat treat-
ment conditions forming regions in microstructure free of precipitates usually near
proximity of grain boundary. Uneven precipitation of α upon certain aging condi-
tions may result in such zones where precipitation will not occur, and such zones
are termed as precipitation-free zones (PFZs). The preferential α phase nucleation
along beta grain boundaries can result in depletion of solute atoms near grain beta
boundary region eventually resulting in the formation of PFZs. The hardness of this
PFZ is less than the precipitation-hardened surrounding matrix. Hence, PFZs act as
sites for strain localization during loading and reduce the tensile strength and
ductility as the strength difference between PFZs and aged matrix is higher
[34, 50]. In the case of fatigue loading, the presence of PFZs can act as crack
nucleation sites imposing a deleterious effect in Ti-3Al-8V-6Cr-4Mo-4Zr [33] and
Ti-15-3 [34] by slip localization leading to early crack initiation. To avoid the
formation of PFZs and to improve the monotonic and fatigue loading behaviour,
duplex aging is developed; results are promising [32–34].

7. Intermediate phases

The intermediate phases, such as isothermal ɷ phase and β0 phase, are formed
during low-temperature aging, with the aging temperature generally in the range of
200–450°C [3]. Moreover, the omega phase can also form athermally. The ɷ phase
provides nuclei for the α precipitation in the subsequent high-temperature aging
(second step of duplex aging), thereby promoting the finer and homogenous dis-
tribution of the α phase [3]. The above statement is proven in Ti-7333 near beta
alloy, isothermal ɷ phase formed during aging has assisted the precipitation of the α
phase in the beta matrix [52]. During the first step of the dual-step aging of Ti-5Al-
5Mo-5V-3Cr-0.3Fe, �10% volume fraction of ɷ phase was reported by Coakley
et al. [53] and this ɷ phase contributed to a �15% hike in microhardness compared
to the solution-treated or quenched sample. However, the ɷ phase leads to the
embrittlement/loss of ductility in Ti-Mo alloys due to the inhomogeneous slip
distribution caused by the interaction of dislocation and ɷ phase/particles upon
deformation [54]. Researchers also reported ɷ precipitation during low-
temperature aging of Ti-15-3 alloy [7, 34]. However, the embrittlement effect of the
ɷ phase could be efficiently compensated by processing to realize fine β grains [51].
Researchers also reported dynamic precipitation of ɷ phase under cyclic loading
condition [55].

Similarly, stress-induced ɷ phase is observed in a metastable beta alloy during
the dynamic compression deformation [56]. The ɷ phase is hexagonal in leaner beta
alloys and trigonal in heavily stabilized beta alloys [56]. Other than the ɷ phase, the
metastable phase β0 forms as an intermediate phase during the aging of some beta Ti
alloy. β0 phase with a BCC crystal structure forms if the distortion is less due to the
higher concentration of alloy. Similarly, ɷ phase with hexagonal crystal structure
forms when the distortion in BCC lattice is higher, which is the case with less
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concentrated alloys [27]. In line with the preceding discussions, isothermal ɷ is
proven to be assisting the alpha nucleation in the Ti-20V [57]. In addition to ɷ
phase, α″ (martensite) phase was also observed in the initial microstructure of the
solution-treated Ti-10V-2Fe-3Al and the author reported that stable α could be
formed from this α″. This is in addition to the ɷ phase serving as the nucleus for α
formation upon aging [58]. The intermediate martensitic phases α0 and α″ are
suppressed when alloying is done with sufficient beta stabilizer content. This leads
to enhancement of the hardenability of the beta alloy [4].

8. Annealing

In general, annealing is performed to eliminate the deleterious residual stress
(stress-relieving annealing) and to ease the fabrication process (recrystallization
annealing). Schematic representation of the beta alloy and alpha-beta alloy micro-
structure in annealed condition is shown in Figure 3.

Deleterious tensile residual stresses are induced during various thermo-
mechanical processing steps and fabrication techniques like welding. Sources of
residual stresses are given in Table 2.

The residual stress gets superimposed on to the service stress, leading to a
significant reduction of the life of the component. For example, Ti-5Al-5Mo-5V-3Cr
metastable beta alloy was subjected to the stress-relief annealing at 650–750°C for
4 h followed by air cooling [24]. Stress-relief annealing is an intermediate step of
thermo-mechanical processing. This annealing is not meant for altering the micro-
structure. Hence, extreme care should be taken to select the temperature and time
combination (i.e., higher temperature annealing should be performed for a shorter
time and lower temperature annealing should be performed for a longer time). Post

Figure 3.
Schematic representation of typical (a) beta (β) alloy and (b) alpha-beta (α-β) alloy microstructures in
annealed condition.

Treatment/processes Remarks

Aging Solid-state reactions such as precipitation, phase transformation

Quenching Non-uniform thermal expansion or contraction

Fabrication Grinding, polishing, milling, and welding

Table 2.
Sources of residual stresses.

210

Welding - Modern Topics

heat treatment, oil/water quenching will not be carried out to avoid insidious
residual stress formation. In metastable beta alloys, mostly the heat treatment
procedure generally starts with solution treatment and this is followed by aging. In
solution treatment, quenching is performed and unwanted residual stresses will get
induced due to non-uniformed thermal expansion. Often, the stress-relieving
annealing is combined with aging, as the temperature involved is about the same.
For example, in Ti-10V-2Fe-3Al, isothermal aging at 495 and 525°C for 8 h leads to
precipitation (age hardening) as well as relief of the stresses induced during the
solution treatment [24]. In addition to the stress-relieving annealing, recrystalliza-
tion annealing is also performed to enhance the fabricability of beta titanium alloys,
more specifically, if a significant reduction in cross-section is involved, for example
sheet formation [4]. Cold workability of Ti-15V-3Cr-3Al-3Sn and Ti-7Mo-5Fe-2A
alloys is notably increased by the annealing treatment [59]. In variance to the
foregoing discussion, annealing does not increase the cold workability of the Ti-
5Mo-5V-5Al-1Fe-1Cr (VT-22) and Ti-7V-4Mo-3Al (TC6) [59]. Cold working is
directly related to the formation of sub-grain and cell structure. Little or no influ-
ence of the annealing on the cold workability of VT22 and TC6 is attributed to the
poorly defined sub-grain and cell structure [59].

9. Mechanical properties influenced by heat treatment

9.1 Tensile, microhardness, and impact properties

The volume fraction of the beta phase in solution-treated alloy plays an impor-
tant role in determining the tensile strength achieved through heat treatment pro-
cess [60]. The optimum combination of tensile strength and ductility could be
achieved through adequate knowledge of the aging temperature and holding time.
For example, in Ti-3.5Al-5Mo-6V-3Cr-2Sn-0.5Fe beta alloy, aging at 440°C for 8 h
leads to the peak strength of 1697 MPa with 5.6% of ductility. On the other hand,
with the same holding time (8 h), 18% ductility along with a considerable decrease
in the tensile strength is obtained by increasing the aging temperature to 560°C; the
difference is attributed to the variation in the size of the acicular α precipitates [28].
The influence of aging on Young’s modulus and ductility of Ti-15-3 alloy was clearly
brought out by Naresh Kumar et al. [23]. Hardenability of the beta Ti alloy is
proportional to the content of the beta stabilizer. For example, the beta alloy Ti-5Al-
2Sn-2Zr-4Mo-4Cr possesses an excellent hardenability; it can be hardened uni-
formly up to 150 mm of thickness [60]. Single-step aging has increased
microhardness of Ti-15-3 alloy by 40% compared to the as-received/solution-
treated condition [30]. In a similar way, finer precipitation kinetics associated with
duplex aging process yields a higher hardness value in Ti�15-3 alloy [36]. In Ti-5Al-
5Mo-5V-3Cr-0.3Fe, duplex aging (300°C/8 h + 500°C/2 h) was adopted; a �15%
increase at first stage and 90% increase at second stage in the microhardness was
observed. The remarkable increase in the microhardness in the second stage is
ascribed to the precipitation of α phase [53]. Aging after α + β solution treatment
resulted in a considerable increase in the hardness of β CEZ alloy, but the impact
property deteriorated [61].

9.2 Fatigue behavior

In beta alloys, precipitate-free zones and grain boundary α also have control over
the fatigue behavior [32]. Precipitation-free zones can be a fatigue crack nucleation
site and reduce fatigue life. Similarly, the presence of soft zones associated with
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concentrated alloys [27]. In line with the preceding discussions, isothermal ɷ is
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phase, α″ (martensite) phase was also observed in the initial microstructure of the
solution-treated Ti-10V-2Fe-3Al and the author reported that stable α could be
formed from this α″. This is in addition to the ɷ phase serving as the nucleus for α
formation upon aging [58]. The intermediate martensitic phases α0 and α″ are
suppressed when alloying is done with sufficient beta stabilizer content. This leads
to enhancement of the hardenability of the beta alloy [4].

8. Annealing

In general, annealing is performed to eliminate the deleterious residual stress
(stress-relieving annealing) and to ease the fabrication process (recrystallization
annealing). Schematic representation of the beta alloy and alpha-beta alloy micro-
structure in annealed condition is shown in Figure 3.

Deleterious tensile residual stresses are induced during various thermo-
mechanical processing steps and fabrication techniques like welding. Sources of
residual stresses are given in Table 2.

The residual stress gets superimposed on to the service stress, leading to a
significant reduction of the life of the component. For example, Ti-5Al-5Mo-5V-3Cr
metastable beta alloy was subjected to the stress-relief annealing at 650–750°C for
4 h followed by air cooling [24]. Stress-relief annealing is an intermediate step of
thermo-mechanical processing. This annealing is not meant for altering the micro-
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heat treatment, oil/water quenching will not be carried out to avoid insidious
residual stress formation. In metastable beta alloys, mostly the heat treatment
procedure generally starts with solution treatment and this is followed by aging. In
solution treatment, quenching is performed and unwanted residual stresses will get
induced due to non-uniformed thermal expansion. Often, the stress-relieving
annealing is combined with aging, as the temperature involved is about the same.
For example, in Ti-10V-2Fe-3Al, isothermal aging at 495 and 525°C for 8 h leads to
precipitation (age hardening) as well as relief of the stresses induced during the
solution treatment [24]. In addition to the stress-relieving annealing, recrystalliza-
tion annealing is also performed to enhance the fabricability of beta titanium alloys,
more specifically, if a significant reduction in cross-section is involved, for example
sheet formation [4]. Cold workability of Ti-15V-3Cr-3Al-3Sn and Ti-7Mo-5Fe-2A
alloys is notably increased by the annealing treatment [59]. In variance to the
foregoing discussion, annealing does not increase the cold workability of the Ti-
5Mo-5V-5Al-1Fe-1Cr (VT-22) and Ti-7V-4Mo-3Al (TC6) [59]. Cold working is
directly related to the formation of sub-grain and cell structure. Little or no influ-
ence of the annealing on the cold workability of VT22 and TC6 is attributed to the
poorly defined sub-grain and cell structure [59].

9. Mechanical properties influenced by heat treatment

9.1 Tensile, microhardness, and impact properties

The volume fraction of the beta phase in solution-treated alloy plays an impor-
tant role in determining the tensile strength achieved through heat treatment pro-
cess [60]. The optimum combination of tensile strength and ductility could be
achieved through adequate knowledge of the aging temperature and holding time.
For example, in Ti-3.5Al-5Mo-6V-3Cr-2Sn-0.5Fe beta alloy, aging at 440°C for 8 h
leads to the peak strength of 1697 MPa with 5.6% of ductility. On the other hand,
with the same holding time (8 h), 18% ductility along with a considerable decrease
in the tensile strength is obtained by increasing the aging temperature to 560°C; the
difference is attributed to the variation in the size of the acicular α precipitates [28].
The influence of aging on Young’s modulus and ductility of Ti-15-3 alloy was clearly
brought out by Naresh Kumar et al. [23]. Hardenability of the beta Ti alloy is
proportional to the content of the beta stabilizer. For example, the beta alloy Ti-5Al-
2Sn-2Zr-4Mo-4Cr possesses an excellent hardenability; it can be hardened uni-
formly up to 150 mm of thickness [60]. Single-step aging has increased
microhardness of Ti-15-3 alloy by 40% compared to the as-received/solution-
treated condition [30]. In a similar way, finer precipitation kinetics associated with
duplex aging process yields a higher hardness value in Ti�15-3 alloy [36]. In Ti-5Al-
5Mo-5V-3Cr-0.3Fe, duplex aging (300°C/8 h + 500°C/2 h) was adopted; a �15%
increase at first stage and 90% increase at second stage in the microhardness was
observed. The remarkable increase in the microhardness in the second stage is
ascribed to the precipitation of α phase [53]. Aging after α + β solution treatment
resulted in a considerable increase in the hardness of β CEZ alloy, but the impact
property deteriorated [61].

9.2 Fatigue behavior

In beta alloys, precipitate-free zones and grain boundary α also have control over
the fatigue behavior [32]. Precipitation-free zones can be a fatigue crack nucleation
site and reduce fatigue life. Similarly, the presence of soft zones associated with
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grain boundary α also reduces the resistance to fatigue crack propagation. Hence,
duplex aging treatment yielding homogeneous alpha precipitation in beta grains
and essential freedom from precipitation-free zone and grain boundary alpha is
promising to improve the fatigue life of β alloys. In Ti-15-3 alloy, aging at 500°C at
8 h leads to a �24% of surge in the fatigue strength compared to the solution-
treated alloy and the α platelets precipitated during the aging strongly influence the
fatigue behavior [26]. Dual-step aging (300°C/2 h + 608°C/8 h) was found to
improve the fatigue limit of Ti-5Al-5Mo-5V-3Cr by yielding a microstructure with
finer and homogenous alpha precipitation [38]. In Ti-3Al-8V-6Cr-4Mo-4Zr beta
alloy, duplex aging led to a loftier hike in fatigue strength and a marginal increase in
the fatigue crack growth behavior [32]. Tsay et al. described the prominent influ-
ence of the aging temperature upon the fatigue crack growth rate (FCGR); they
concluded that the coarser α platelets resulting from longer aging time resist the
fatigue crack growth effectively [62]. On the other hand, with a coarser lamellar
microstructure, fatigue life in high cycle regime will not be attractive [41].

10. Heat treatment of biomedical beta titanium alloys

Beta titanium alloys are appropriate materials for a wide range of biomedical
applications encompassing orthopedic and dental implants, vascular stents, intra-
cranial aneurysms and maxillofacial prostheses. In particular, metastable biocom-
patible beta titanium alloys have gained substantial interest in this regard and it is
highly imperative to tailor the microstructure and properties of these components
or devices by suitable thermo-mechanical processing route. The vast majority of the
processing routes include a homogenization treatment (for an uniform microstruc-
ture without cast dendritic structures), a forming operation (hot/cold rolling or
forging), solution treatment, and aging. Since the present context is focusing on
heat treatment, the following section will discuss about solution treatment and
aging of some relevant metastable beta titanium alloys for cardiovascular stent and
orthopedic applications.

10.1 Heat treatment of beta titanium alloys for cardiovascular stent
applications

Nitinol is one of the widely used materials for vascular stent applications due to
its unequivocal superelasticity properties associated with a reversible stress-induced
transformation. However, recently there is a growing distress related with the
nitinol implant materials over nickel ion release, which can elicit nickel hypersensi-
tivity, toxicity and carcinogenicity. These mounting concerns have stimulated
intensive research for the development of Ni-free biocompatible and corrosion-
resistant titanium-niobium (TiNb) based alloy systems for these applications.
Titanium-niobium (TiNb) based alloy systems are capable of exhibiting
superelasticity functionalities based on the allotropic transformation between par-
ent β (disordered bcc) phase and an orthorhombic α″ (martensite) phase.

Compared to nitinol alloys, Ni-free TiNb alloys possess inferior superelastic
properties at room temperature, particularly in terms of inadequate recovery strain
(less than 4%) due to a low critical stress for slip deformation. As depicted in
schematic Figure 4a, a material with superelastic property exhibits a two-stage
yielding. The initial yield stress corresponds to the critical stress for inducing mar-
tensitic transformation leading to superelasticity, whereas the second yield relates
to the critical stress for slip-induced plastic deformation. In the case of TiNb alloys,
the apparent martensitic yield stress increases with an increase in temperature;
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hence higher stresses are required to induce martensite transformation, which can
be above the critical slip-inducing stress, leading to plastic deformation with no
superelasticity as shown schematically in Figure 4b.

Heat treatment is an efficient strategy to improve the critical stress for slip
deformation in TiNb alloys. Stable superelasticity and higher recovery strain (4.2%)
were obtained by aging a Ti-26Nb alloy by a low-temperature annealing treatment
(600°C) followed by aging (300°C). This was attributed to the precipitation of
dense and finer ω during aging heat treatment consequently leading to a higher
critical stress for slip deformation [63]. A high-temperature, low-duration
annealing (900°C/5 min) treatment on a Ti-Zr-Nb-Sn-Mo alloy exhibited nearly
perfect superelasticity with a relatively high recovery strain of 6-6.2% [64, 65]. A
well-developed {001}β<110>β type recrystallization texture due to the presence of
Sn resulted in these desirable large recovery strains and solid solution strengthening
by Mo addition developed higher tensile strength values. It is also noteworthy to
mention here that one of the drawbacks associated with thermal treatment-assisted
microstructural evolution is the chemical stabilization of β phase (due to β stabilizer
enrichment) adversely affecting superelastic properties. To counteract this, short-
duration aging treatments have been developed, which can yield ultra-fine grain β
grains (1–2 μm) with concurrent improvement in superelastic properties [66].

10.2 Heat treatment of beta titanium alloys for orthopedic implant applications

The usage of beta titanium alloys for orthopedic implants can be attributed to
their inherent biocompatible compositions and lower elastic modulus values com-
pared to conventional orthopedic materials. Compared to conventional CP titanium
and Ti-6Al-4V, beta Ti alloys exhibit lower modulus values reducing clinical com-
plications associated with stress shielding. Solution treatment in beta phase often
results in a retained beta phase along with non-equilibrium omega (ω) or martens-
itic (α″) phase precipitation. As a lower elastic modulus is essential for reducing the
clinical complications associated with bone tissue resorption, these metastable
phases play a predominant role in determining the implant efficacy. Among these,
omega phase precipitation is associated with an increase in strength, reduction in
ductility, and in most instances an undesirable increment in modulus values. More-
over, in the case of solution-treated and aged condition, volume fraction, size, and
morphology of α precipitates are dependent on ω precipitation. In contrast, ortho-
rhombic α″ martensite or hexagonal α0 in a beta matrix can significantly reduce
modulus values, improve the ductility, even though with a corresponding reduction

Figure 4.
Schematic representation of (a) two-stage yielding phenomenon exhibited by superelastic materials during
monotonic loading and (b) cyclic loading unloading test in which material-A exhibits superelasticity and
material-B shows plastic deformation occurring prior to martensitic transformation.

213

Heat Treatment of Metastable Beta Titanium Alloys
DOI: http://dx.doi.org/10.5772/intechopen.92301



grain boundary α also reduces the resistance to fatigue crack propagation. Hence,
duplex aging treatment yielding homogeneous alpha precipitation in beta grains
and essential freedom from precipitation-free zone and grain boundary alpha is
promising to improve the fatigue life of β alloys. In Ti-15-3 alloy, aging at 500°C at
8 h leads to a �24% of surge in the fatigue strength compared to the solution-
treated alloy and the α platelets precipitated during the aging strongly influence the
fatigue behavior [26]. Dual-step aging (300°C/2 h + 608°C/8 h) was found to
improve the fatigue limit of Ti-5Al-5Mo-5V-3Cr by yielding a microstructure with
finer and homogenous alpha precipitation [38]. In Ti-3Al-8V-6Cr-4Mo-4Zr beta
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heat treatment, the following section will discuss about solution treatment and
aging of some relevant metastable beta titanium alloys for cardiovascular stent and
orthopedic applications.

10.1 Heat treatment of beta titanium alloys for cardiovascular stent
applications

Nitinol is one of the widely used materials for vascular stent applications due to
its unequivocal superelasticity properties associated with a reversible stress-induced
transformation. However, recently there is a growing distress related with the
nitinol implant materials over nickel ion release, which can elicit nickel hypersensi-
tivity, toxicity and carcinogenicity. These mounting concerns have stimulated
intensive research for the development of Ni-free biocompatible and corrosion-
resistant titanium-niobium (TiNb) based alloy systems for these applications.
Titanium-niobium (TiNb) based alloy systems are capable of exhibiting
superelasticity functionalities based on the allotropic transformation between par-
ent β (disordered bcc) phase and an orthorhombic α″ (martensite) phase.

Compared to nitinol alloys, Ni-free TiNb alloys possess inferior superelastic
properties at room temperature, particularly in terms of inadequate recovery strain
(less than 4%) due to a low critical stress for slip deformation. As depicted in
schematic Figure 4a, a material with superelastic property exhibits a two-stage
yielding. The initial yield stress corresponds to the critical stress for inducing mar-
tensitic transformation leading to superelasticity, whereas the second yield relates
to the critical stress for slip-induced plastic deformation. In the case of TiNb alloys,
the apparent martensitic yield stress increases with an increase in temperature;
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hence higher stresses are required to induce martensite transformation, which can
be above the critical slip-inducing stress, leading to plastic deformation with no
superelasticity as shown schematically in Figure 4b.

Heat treatment is an efficient strategy to improve the critical stress for slip
deformation in TiNb alloys. Stable superelasticity and higher recovery strain (4.2%)
were obtained by aging a Ti-26Nb alloy by a low-temperature annealing treatment
(600°C) followed by aging (300°C). This was attributed to the precipitation of
dense and finer ω during aging heat treatment consequently leading to a higher
critical stress for slip deformation [63]. A high-temperature, low-duration
annealing (900°C/5 min) treatment on a Ti-Zr-Nb-Sn-Mo alloy exhibited nearly
perfect superelasticity with a relatively high recovery strain of 6-6.2% [64, 65]. A
well-developed {001}β<110>β type recrystallization texture due to the presence of
Sn resulted in these desirable large recovery strains and solid solution strengthening
by Mo addition developed higher tensile strength values. It is also noteworthy to
mention here that one of the drawbacks associated with thermal treatment-assisted
microstructural evolution is the chemical stabilization of β phase (due to β stabilizer
enrichment) adversely affecting superelastic properties. To counteract this, short-
duration aging treatments have been developed, which can yield ultra-fine grain β
grains (1–2 μm) with concurrent improvement in superelastic properties [66].

10.2 Heat treatment of beta titanium alloys for orthopedic implant applications

The usage of beta titanium alloys for orthopedic implants can be attributed to
their inherent biocompatible compositions and lower elastic modulus values com-
pared to conventional orthopedic materials. Compared to conventional CP titanium
and Ti-6Al-4V, beta Ti alloys exhibit lower modulus values reducing clinical com-
plications associated with stress shielding. Solution treatment in beta phase often
results in a retained beta phase along with non-equilibrium omega (ω) or martens-
itic (α″) phase precipitation. As a lower elastic modulus is essential for reducing the
clinical complications associated with bone tissue resorption, these metastable
phases play a predominant role in determining the implant efficacy. Among these,
omega phase precipitation is associated with an increase in strength, reduction in
ductility, and in most instances an undesirable increment in modulus values. More-
over, in the case of solution-treated and aged condition, volume fraction, size, and
morphology of α precipitates are dependent on ω precipitation. In contrast, ortho-
rhombic α″ martensite or hexagonal α0 in a beta matrix can significantly reduce
modulus values, improve the ductility, even though with a corresponding reduction
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Schematic representation of (a) two-stage yielding phenomenon exhibited by superelastic materials during
monotonic loading and (b) cyclic loading unloading test in which material-A exhibits superelasticity and
material-B shows plastic deformation occurring prior to martensitic transformation.
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in strength. Compared to the low-strength solution-treated conditions, cold work-
ing/oxygen content increase/subsequent aging can result in strengthening associ-
ated with ω and/or α precipitation. For example, aging of low-modulus biomedical
ternary alloys (Ti-35Nb-7Zr-5Ta and Ti-29Nb-13Ta-4.6Zr) in the temperature
range of 300–400°C induced ω, 400–475°C ω-α mixture, and high temperature
aging above 475°C revealed α precipitation without any ω [67, 68]. It should also be
taken in to account that an increased oxygen content in these alloys suppressed ω
formation while promoting α precipitation.

Heat treatment of newly designed Sn-based β titanium alloys (Ti-32Nb-2Sn and
Ti-32Nb-4Sn) exhibited a single β phase microstructure after solution treatment at
950°C for 0.5 h followed by quenching; subsequent aging resulted in alpha phase
precipitation [69]. Higher aspect ratio of precipitated alpha led to age hardening
after aging at 500°C for 6 h; aging at 600°C, on the other hand, delitioriosly affected
mechanical properties due to matrix softening and relatively coarser alpha precipi-
tates. The presence of Sn even in smaller amounts can suppress the ω/α″ precipita-
tion. The abrasion resistance of Ti-10V-1Fe-3Al (βtransus = 830°C) and Ti-10V-2Cr-
3Al (βtransus = 830°C) was investigated under different microstructures established
by various heat treatments [70]. α + β solution treatment resulted in near spherical
or rod-like α, β annealing led to metastable β grains and acicular martensite phase,
β + (α + β) produced flake α phase or Widmanstatten α phase and aging at a low and
medium temperatures generated high density of nano ω phase precipitates. This
study concluded that a dual phase mixture of β and flake-shaped alpha is an appro-
priate microstructure for improving the abrasion resistance.

11. Conclusions

Metastable beta titanium alloys have exclusive properties like the ease of fabri-
cation, excellent biocompatibility, and good corrosion resistance. Hence, a steady
progress has been there in the application of these alloys in aerospace industries and
other high-technology industrial segments. Metastable beta titanium alloys are
evolving as a potential candidate even for biomedical and automotive industries. As
the βtrans temperature of the metastable beta alloys is significantly lower when
compared to α and α + β alloys, the cost of processing is considerably lower.
Possibility of tailoring the properties through heat treatments based on the require-
ment is an important and outstanding property of the metastable beta titanium
alloys. However, sound knowledge in the process-structure–property correlation is
required. Heat treatments should be designed appropriately to avoid embrittlement
due to intermediate phases such as ɷ and premature failure due to the grain
boundary alpha (GBα). In this chapter, we have attempted to provide insights into
the heat treatment of metastable beta titanium alloys and optimization of the heat
treatment parameters to achieve maximized material performance under mono-
tonic and cyclic loading conditions.
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Chapter 11

Grain Boundary Effects on
Mechanical Properties: Design
Approaches in Steel
Gaurav Bhargava

Abstract

For Poly-crystalline metals, Grain boundary design plays an important role to
achieve desired mechanical properties in the final product form which may be a hot
rolled or cold rolled coil. The fundamental mechanical properties are yield and
tensile strengths, elongation and formability where grain refinement is particularly
attractive mechanism for property design. Grain boundary strengthening provides
benefits both in terms of fracture toughness and mechanical behavior at lower
temperatures particularly in case of hot rolled high strength structural and line pipe
steels. For cold rolled steels, grain boundary effects play a crucial role in critical
automotive application steels such as Bake Hardening Index in Bake-hardening
Steels. Additionally, deep drawability and formability characteristics are also
strongly dependent upon grain size. Mechanical properties in steels are controlled
majorly by two techniques - chemical composition and Steel processing parameters.
Through first method of chemical composition control, during hot rolling, the
control of austenite grain size is accomplished, alongside retardation of phase
transformation to lower temperature. In second method, steel manufacturing
process parameters i.e. hot rolling and coil cooling parameters, cold reduction, and
subsequent heat treatment parameters such as annealing play an important role.

Keywords: thermomechanical processing, recrystallization, mean flow stress,
hot rolling process modeling, steel design, grain boundary strengthening,
mechanical properties

1. Microstructural evolution during themomechanical processing
of steel

1.1 Thermomechanical processing in hot rolling mill

Thermomechanical processing in hot rolling mill in general involves rolling of
slabs or blooms to thinner sections which are classified as plate or coils by inducing
reduction in thickness by rolling at controlled elevated temperatures to achieve
desired mechanical properties.

As shown in Figure 1, typical thermomechanical hot rolling process can be
divided into five basic processes.
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Chapter 11

Grain Boundary Effects on
Mechanical Properties: Design
Approaches in Steel
Gaurav Bhargava

Abstract

For Poly-crystalline metals, Grain boundary design plays an important role to
achieve desired mechanical properties in the final product form which may be a hot
rolled or cold rolled coil. The fundamental mechanical properties are yield and
tensile strengths, elongation and formability where grain refinement is particularly
attractive mechanism for property design. Grain boundary strengthening provides
benefits both in terms of fracture toughness and mechanical behavior at lower
temperatures particularly in case of hot rolled high strength structural and line pipe
steels. For cold rolled steels, grain boundary effects play a crucial role in critical
automotive application steels such as Bake Hardening Index in Bake-hardening
Steels. Additionally, deep drawability and formability characteristics are also
strongly dependent upon grain size. Mechanical properties in steels are controlled
majorly by two techniques - chemical composition and Steel processing parameters.
Through first method of chemical composition control, during hot rolling, the
control of austenite grain size is accomplished, alongside retardation of phase
transformation to lower temperature. In second method, steel manufacturing
process parameters i.e. hot rolling and coil cooling parameters, cold reduction, and
subsequent heat treatment parameters such as annealing play an important role.

Keywords: thermomechanical processing, recrystallization, mean flow stress,
hot rolling process modeling, steel design, grain boundary strengthening,
mechanical properties

1. Microstructural evolution during themomechanical processing
of steel

1.1 Thermomechanical processing in hot rolling mill

Thermomechanical processing in hot rolling mill in general involves rolling of
slabs or blooms to thinner sections which are classified as plate or coils by inducing
reduction in thickness by rolling at controlled elevated temperatures to achieve
desired mechanical properties.

As shown in Figure 1, typical thermomechanical hot rolling process can be
divided into five basic processes.
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1.1.1 Reheating of slabs

The first step involves heating up of slabs to remove dendritic segregation and
facilitate solutionizing of microalloying element which is intended to precipitate
during hot rolling, contributing to the strength of the material.

1.1.2 Rough rolling

Before inducing final reductions at finish rolling mill, slab is first introduced to
be rolled in the roughing stands where thickness of slab is reduced from 200 to
300 mm to about 50 mm in several passes, usually four or five. In the roughing
process, the width increases in each pass and is controlled by vertical edge rollers.
Since the temperatures are high, recrystallization takes place during this process.

1.1.3 Finish rolling

Finishing mill is generally a tandem rolling mill consisting of 5–7 rolling stands.
The finishing temperature is dependent upon the rolling speed. The interpass
heating, or cooling is also controlled during rolling.

1.1.4 Accelerated cooling

After finish rolling, the hot rolled coil is subjected to cooling on runout table
where water is sprayed on the top and bottom of the steel at a steady flow rate to
induce phase and microstructure control leading to increased strengths.

1.2 Types of hot rolling approaches

The hot rolling process can be divided approaches based upon requirement of
properties. They are chiefly identified as conventional controlled rolling (CCR) and
recrystallization controlled rolling (RCR) (Figure 2). The recrystallization rolling
requires rolling at high temperatures that leads to recrystallization and control of
grain size. The process is designed to have mechanisms that inhibit grain growth
after recrystallization. The conventional controlled rolling approach requires rolling
in no-recrystallization zone, leading to unrecrystallized grains which ultimately lead
to finer sizes after phase transformation (Figure 2).

The conventional controlled rolling shall be presented in detail as RCR has been
mainly used for higher gauge rolling, i.e., plate mills or mills with lower rolling load
capacities.

Figure 1.
Typical setup of hot strip rolling mill.
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In general, in hot rolling method of conventional controlled rolling (CCR),
methods of achieving strength would largely be dependent upon the grain size
control of austenitic phase and eventually the phase transformation which is con-
trolled by means of addition of microalloying elements in steel chemistry alongside
or singly with application thermomechanical treatment practices during rolling.

The basic underlying principle of CCR is obtaining steel which possess both high
toughness and strength through grain refinement. The successive methods to
achieve finer grains are carried out as explained below:

1.Repeated deformation in roughing mill at recrystallization temperature range.
Here, the austenitic grains are refined due to recrystallization.

2.Finish rolling which induces the successive heavy reduction in the non-
recrystallization zone, i.e., rolling just above the non-recrystallization
temperature TNR. During finish rolling gamma (austenite) grains are forced to
elongate in rolling direction, creating annealing twin deformation bands to
cause alpha (ferrite) to form with a very fine size. Thus, by inducing numerous
nucleation sites for alpha grains, its size is restricted.

3.Accelerated cooling that additionally promotes refinement of the ferrite grain
size and restricts formation of pearlite.

4.Addition of microalloying elements also helps in enhancing strength by
restricting movement of grain boundaries by formation of precipitates and
restricting transformation of gamma phase.

2. Recrystallization phenomenon during rolling

Static recrystallization is likely favored phenomenon in steels during roughing
passes and for plain carbon steels it continues between finishing passes as well.
The static recrystallization is favored by low alloying levels and high temperatures,
strains, and strain rates.

The recovery is suppressed during finish interpasses, but as dislocation density is
increasing on account of work hardening at finish rolling, dynamic recrystallization
(Figure 3) is initiated after surpassing a critical strain value εC. Dynamic recrystal-
lization is markedly identified by necklace-type grain structure. After dynamic

Figure 2.
Recrystallization controlled rolling and conventional controlled rolling.

223

Grain Boundary Effects on Mechanical Properties: Design Approaches in Steel
DOI: http://dx.doi.org/10.5772/intechopen.88564



1.1.1 Reheating of slabs

The first step involves heating up of slabs to remove dendritic segregation and
facilitate solutionizing of microalloying element which is intended to precipitate
during hot rolling, contributing to the strength of the material.

1.1.2 Rough rolling

Before inducing final reductions at finish rolling mill, slab is first introduced to
be rolled in the roughing stands where thickness of slab is reduced from 200 to
300 mm to about 50 mm in several passes, usually four or five. In the roughing
process, the width increases in each pass and is controlled by vertical edge rollers.
Since the temperatures are high, recrystallization takes place during this process.

1.1.3 Finish rolling

Finishing mill is generally a tandem rolling mill consisting of 5–7 rolling stands.
The finishing temperature is dependent upon the rolling speed. The interpass
heating, or cooling is also controlled during rolling.

1.1.4 Accelerated cooling

After finish rolling, the hot rolled coil is subjected to cooling on runout table
where water is sprayed on the top and bottom of the steel at a steady flow rate to
induce phase and microstructure control leading to increased strengths.

1.2 Types of hot rolling approaches

The hot rolling process can be divided approaches based upon requirement of
properties. They are chiefly identified as conventional controlled rolling (CCR) and
recrystallization controlled rolling (RCR) (Figure 2). The recrystallization rolling
requires rolling at high temperatures that leads to recrystallization and control of
grain size. The process is designed to have mechanisms that inhibit grain growth
after recrystallization. The conventional controlled rolling approach requires rolling
in no-recrystallization zone, leading to unrecrystallized grains which ultimately lead
to finer sizes after phase transformation (Figure 2).

The conventional controlled rolling shall be presented in detail as RCR has been
mainly used for higher gauge rolling, i.e., plate mills or mills with lower rolling load
capacities.

Figure 1.
Typical setup of hot strip rolling mill.

222

Welding - Modern Topics

In general, in hot rolling method of conventional controlled rolling (CCR),
methods of achieving strength would largely be dependent upon the grain size
control of austenitic phase and eventually the phase transformation which is con-
trolled by means of addition of microalloying elements in steel chemistry alongside
or singly with application thermomechanical treatment practices during rolling.

The basic underlying principle of CCR is obtaining steel which possess both high
toughness and strength through grain refinement. The successive methods to
achieve finer grains are carried out as explained below:

1.Repeated deformation in roughing mill at recrystallization temperature range.
Here, the austenitic grains are refined due to recrystallization.

2.Finish rolling which induces the successive heavy reduction in the non-
recrystallization zone, i.e., rolling just above the non-recrystallization
temperature TNR. During finish rolling gamma (austenite) grains are forced to
elongate in rolling direction, creating annealing twin deformation bands to
cause alpha (ferrite) to form with a very fine size. Thus, by inducing numerous
nucleation sites for alpha grains, its size is restricted.

3.Accelerated cooling that additionally promotes refinement of the ferrite grain
size and restricts formation of pearlite.

4.Addition of microalloying elements also helps in enhancing strength by
restricting movement of grain boundaries by formation of precipitates and
restricting transformation of gamma phase.

2. Recrystallization phenomenon during rolling

Static recrystallization is likely favored phenomenon in steels during roughing
passes and for plain carbon steels it continues between finishing passes as well.
The static recrystallization is favored by low alloying levels and high temperatures,
strains, and strain rates.

The recovery is suppressed during finish interpasses, but as dislocation density is
increasing on account of work hardening at finish rolling, dynamic recrystallization
(Figure 3) is initiated after surpassing a critical strain value εC. Dynamic recrystal-
lization is markedly identified by necklace-type grain structure. After dynamic

Figure 2.
Recrystallization controlled rolling and conventional controlled rolling.

223

Grain Boundary Effects on Mechanical Properties: Design Approaches in Steel
DOI: http://dx.doi.org/10.5772/intechopen.88564



recrystallization during rolling pass, the recrystallized nuclei continue to grow
after the deformation ends, leading to a phenomenon called metadynamic
recrystallization.

In controlled rolling process CCR, the addition of microalloying elements is
deliberate to prevent static recrystallization. However, at low rolling temperatures,
increased strain rates and lower interpass times coupled with lower precipitation,
dynamic recrystallization is favored. As shown in Figure 3, the strain accumulates
to peak strain and then decreases which differs on basis of type of steel.

There has been an established relationship [1] between the maximum peak stress
σp and the limiting Zener-Hollomon parameter Z which is given by

sinh α σPð Þ½ �n0 ¼ AZ (1)

typical values of n0 = 4.5 and A = 0.12.

Z ¼ _ε � exp 300000
RT

� �
(2)

while Sun and Hawbolt [2] have reported peak Z dependent on initial grain
size d0

ZLIM ¼ 5 x 105 � exp �0:0155 d0ð Þ (3)

The maximum peak strain εp [2] that can be reached for given temperature T,
strain rate _ε, and strain ε has been established as

εp ¼ 1:32 x 10�2d0
0:174ε0:165 exp

2930
T

� �
(4)

The dynamic recrystallization threshold strain εc will initiate when strain
reaches 0.7 times the value of εp.

2.1 Determining rolling parameters for hot rolling

In order to obtain good dimensional tolerance and optimum mechanical proper-
ties after rolling, optimum rolling parameters need to be established. The usual

Figure 3.
Stress-strain distribution with onset of recrystallization during rolling pass.
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method is to achieve this to calculate the dynamic mean flow stresses (MFS) at each
rolling stand of roughing mill and more importantly at finish rolling mill. The MFS is
chiefly dependent upon the alloying elements, rolling reduction, and temperature at
each rolling pass and based upon these factors several models have been proposed [3].

A most widely used method, simplified rolling load versus inverse temperature, is
plotted to determine the rolling conditions and has been depicted in Figure 4. When
the mean flow stress, which is directly related to mill rolling load value, is plotted
against the inverse absolute temperature, a slope kink signifying end of static recrys-
tallization is observed. If rolling is accomplished below this temperature represented
as TNR (temperature of no further recrystallization), there is a sudden jump in mean
flow stress which is due to additive nature of work hardening induced in each pass [4].

The onset of recrystallization during finish rolling is controlled largely by rolling
interpass time. It has been reported [4] that for interpass intervals significantly
longer than 1 second, static recrystallization takes place, whereas those involving
interpass times of 15–100 ms, dynamic or metadynamic recrystallization is favored.
Another important factor to include is consideration of strain-induced precipita-
tion, which inhibits recrystallization phenomenon.

When high strength low-alloyed steels are finish rolled, an additive buildup of
strain causes an increase in MFS consecutively after each pass. When a critical strain
value is surpassed, dynamic recrystallization is initiated, and a small drop in load
caused by metadynamic recrystallization is observed during end of rolling. In
carbon-manganese grades, this may be associated with the austenite to
ferrite transformation.

2.2 Modeling the mean flow stress to estimate the critical rolling parameters

As thermomechanical processing involves microstructural evolution in terms of
static and dynamic recrystallization that takes place during the rolling process, the
mean flow stress shall also depend upon these considerations also.

A model equation for mean flow stress prediction for carbon-manganese grades
by Misaka [5] has been proposed as below:

MFSMISAKA ¼ e 0:126�1:75 C½ �þ0:594 C½ �2þ2851þ2698 C½ ��1120 C½ �2
T

� �
(5)

Figure 4.
Plot of mean flow stress versus inverse of absolute temperature.
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method is to achieve this to calculate the dynamic mean flow stresses (MFS) at each
rolling stand of roughing mill and more importantly at finish rolling mill. The MFS is
chiefly dependent upon the alloying elements, rolling reduction, and temperature at
each rolling pass and based upon these factors several models have been proposed [3].

A most widely used method, simplified rolling load versus inverse temperature, is
plotted to determine the rolling conditions and has been depicted in Figure 4. When
the mean flow stress, which is directly related to mill rolling load value, is plotted
against the inverse absolute temperature, a slope kink signifying end of static recrys-
tallization is observed. If rolling is accomplished below this temperature represented
as TNR (temperature of no further recrystallization), there is a sudden jump in mean
flow stress which is due to additive nature of work hardening induced in each pass [4].

The onset of recrystallization during finish rolling is controlled largely by rolling
interpass time. It has been reported [4] that for interpass intervals significantly
longer than 1 second, static recrystallization takes place, whereas those involving
interpass times of 15–100 ms, dynamic or metadynamic recrystallization is favored.
Another important factor to include is consideration of strain-induced precipita-
tion, which inhibits recrystallization phenomenon.

When high strength low-alloyed steels are finish rolled, an additive buildup of
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Various researchers (Siciliano et al. [3], Sun and Hawbolt [2]) have worked upon
refinement of the equation to include effect of recrystallization that would affect
the value of MFS.

Recrystallization criteria are a function of initial grain size d0, strain _ε, strain rate
_ε, and temperature T during rolling and are initiated when the strain at a pass
exceeds critical strain εC favored by appropriate temperature.

2.2.1 Critical strain evaluation for static recrystallization

If d0 is the initial grain size, the critical strain to initiate dynamic crystallization
is given by

εC ¼ 5:6 x 10�4d0
0:3Z0:17 (6)

where Z is Zener-Holloman parameter defined by

Z ¼ _ε � exp 300000
RT

� �
(7)

To calculate type of crystallization that occurs at a particular pass, the strain
values need to be compared against critical strain value.

2.2.2 Grain size evaluation for static recrystallization

If εa (strain at a pass) is less than the critical strain εc, static recrystallization is
favored, leading to grain size governed by the equation:

dSRX ¼ 343 ε�0:5d0
0:4 exp

�45000
RT

� �
(8)

Time for 50% completion of recrystallization (static) is

tSRX0:5 ¼ 2:3 x 10�15ε�2:5d0
2 exp

230000
RT

� �
(9)

Grain growth during interpass time tip is governed by

d2 ¼ dSRX
2 þ 4 X 107 tip � 4:32 t0:5

� �
exp

�113000
RT

� �
(10)

2.2.3 Grain size evaluation for dynamic recrystallization

If εa (strain at a pass) is greater than the critical strain εc, dynamic recrystalliza-
tion is favored, leading to grain size governed by equation:

dMDRX ¼ 2:6 x 104Z�0:23 (11)

Time for 50% completion of recrystallization (dynamic) is

tMDRX
0:5 ¼ 1:1 x Z�0:8 exp

230000
RT

� �
(12)
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Grain growth during interpass time tip is governed by

d2 ¼ dMDRX
2 þ 1:2 X 107 tip � 2:65 t0:5

� �
exp

�113000
RT

� �
(13)

2.2.4 Evaluation for work hardening and fractional softening

Accumulated strain εa at each pass is governed by the following equation:

εa ¼ εn þ 1� Xð Þεn�1 (14)

where fractional softening X is governed by recrystallization:

X ¼ 1� exp 0:693
t
t0:5

� �q� �
(15)

The value of q shall depend upon the type of recrystallization.
For static recrystallization (SRX), q = 1.0.
For metadynamic recrystallization (MDRX), q = 1.5.

2.2.5 Evaluation for predicting mean flow stress (MFS) in each rolling pass

The modified mean flow stress modeling equation incorporating effect of man-
ganese addition shall be

MFS ¼ 0:78þ 0:137 Mn½ �ð ÞX MFSMISAKAX 9:8 X 1� XDYNð Þ þ KσSSXDYN (16)

where XDYN is

XDYN ¼ 1� exp 0:693
ε� εc
ε0:5

� �2 !
, (17)

where

ε0:5 ¼ 1:44 x 10�3 _ε0:05d0
0:25 exp

6420
T

� �
, (18)

and where σSS is defined as steady state of stress after peak stress is achieved:

σSS ¼ 7:2 _ε exp
300000

RT

� �0:09

(19)

3. Effect of chemical composition

High-strength steel requires tensile properties as main requirement, whereas the
requirements such as weldability and ductility are also of chief importance. There-
fore, carbon which is the chief source of strength should not exceed very high
values, and hence high-strength steel requires addition of alloying elements.

The addition of microalloying elements can be divided into two categories [6]:

1.Microalloying elements: niobium, vanadium, titanium, aluminum, and boron.

2.Substitutional elements: silicon, manganese, molybdenum, copper, nickel, and
chromium.
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3.1 Addition of niobium, titanium, and vanadium

Microalloying elements such as niobium, titanium, and vanadium are principally
carbide-forming elements. Although the addition of these elements in steel raises its
Ar3 temperature, they retard austenite transformation to ferrite by restricting car-
bon diffusion. Strengthening by addition of one or all of niobium, vanadium, or
titanium has shown a remarkable increase in strength of steel. The strengthening
phenomenon is caused by fine precipitation of nitrides, carbides, or carbonitrides
which are coherent with ferrite matrix but induce strengthening by impeding
dislocation movement.

One of the most significant effect of adding individually or simultaneous addi-
tion of V, Nb, and Ti is to decrease recrystallization temperature. Which contributes
in generating a finer size of gamma (austenite) grains during finish rolling.

The two principal mechanisms that inhibit recrystallization and eventually grain
growth are particle pinning and solute drag.

The grain boundary movement can be accounted on strain-induced precipitation
of micro carbides on gamma grain boundaries that limit the gamma grain size.
Addition of titanium or niobium helps in suppressing gamma grain growth by
means of nitride or carbonitride precipitates which are majorly present at grain
boundaries and inhibit their movement.

In the case of vanadium addition, addition of nitrogen can be helpful in increas-
ing the strength and toughness. The vanadium nitride precipitates are useful in
imparting strength to the steel. The addition of nitrogen however attributes to poor
weldability. Likewise, the strengthening may be achieved by adding niobium, but a
higher niobium content is bound to give poor weldability. Hence the conventional
methods require simultaneous addition of V and Nb.

3.2 Manganese-based strengthening

The improvement of toughness can be achieved through addition of manganese
that leads to decrease in Ar3 temperature. Due to decrease in Ar3 coupled with low
coiling temperatures, the alpha (ferrite) grains are refined, thus increasing the
strength. Additionally, the fine precipitate size is contributed by niobium
carbonitrides and vanadium nitrides.

4. Effect of controlled hot rolling parameters

4.1 Reheating temperatures at reheating furnace

In general, austenitic grains starts to recrystallize at temperatures above 1050°C.
Since an initial finer gamma grain size is helpful in creating a final finer size of
alpha, lower reheating temperatures are effective. Also, the microalloying elements
also add to refinement of the austenitic grain size by means of undissolved carbides
and nitrides that restrict initial austenitic grain size.

Eventually, a lower slab reheating temperature by contributing fine austenitic
grain size and lower temperature rolling at roughing mill will induce even finer
grain size by reduction at lower temperatures.

4.2 Repeated recrystallization in roughing mill

Due to repeated reduction in roughing mill, both recrystallization and precipi-
tation are competing phenomena. However, at higher temperatures
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recrystallization will be the first phenomenon. As a basic principle of controlled
rolling demands that precipitation should occur during finish rolling, it has been
recommended to have higher roughing temperatures along with short rougher
interpass intervals.

The gamma grain is refined by repeated static recrystallization caused during
roughing mill action. Increasing rolling strain has marked effects on facilitating
static recrystallization caused by higher dislocation density and increased nucle-
ation sites caused by fine size of austenite which in turn leads to softening of
material. However, there is a limiting value of grain refinement.

4.3 Finish rolling at no-recrystallization temperatures

As has been elucidated above, no-recrystallization temperature (TNR) is impor-
tant in design of controlled rolling process. This temperature determines where
strain is multiplied for austenite grains, leading to strain-induced precipitation of
carbonitrides as well as enhanced sites for a fine-grain size ferrite to be nucleated at
the sites. Hot rolling being a dynamic process, no-recrystallization temperature
depends upon deformation parameters. The influencing factors for TNR are compo-
sition of the steel, strain values applied in each pass, the strain rate, and the rolling
interpass time [7, 8].

During finish rolling the value of TNR tends to dynamically lower down as the
strain value or the reduction increases. This phenomenon is attributable on account
of static recrystallization caused by increased recrystallization sites owing to finer
grains and higher dislocation density induced during each rolling pass.

The strain rate value is also a determining factor for the onset of dynamic
recovery and facilitates static recrystallization which eventually decreases the TNR.

During controlled rolling, the interpass time during each rolling reduction also
plays an important role as the prime requirement is to roll below TNR temperatures.
The precipitation kinetics are accelerated due to strains induced when rolling below
TNR. A lower interpass time is preferable as higher interpass will lead to coarsening
of precipitate sizes as well as increased tendency of recrystallization detrimental to
final strength value of steel.

4.4 Accelerated cooling

The runout table and the coiler in general act like post heat treatment unit which
makes possible to achieve phase transformation through control of cooling to gen-
erate coils with varied properties and microstructures.

Accelerated cooling after hot rolling leads to further refinement of grains and
phase control, leading to enhancement of properties. The phenomenon for
strengthening of microstructure is phase transformations in terms of microstruc-
tures avoiding pearlitic transformations, precipitation strengthening through car-
bides, and nitride precipitates which along with controlled cooling rates lead to the
refinement of grain size in the resulting microstructure. The accelerated cooling
may be classified into two techniques—continuous accelerated cooling and
interrupted accelerated cooling.

The final mechanical properties after accelerated cooling are majorly influenced
by the alloying content and hot rolling parameters.
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Chapter 12

Welding Residual Stresses to the 
Electric Arc
Lino Alberto Soares Rodrigues, Ednelson da Silva Costa,  
Tárcio dos Santos Cabral and Eduardo Magalhães Braga

Abstract

Arc welding processes are widely used in the industrial sector, mainly for 
productivity and continuity. However, these processes have several undesirable 
results, such as distortions and residual stresses (RS). When compared to other 
welding processes, the RS level can make the welded joint unfeasible. Many studies 
on these arc welding discontinuities have been carried out in experimental and 
numerical areas about their measurement, analysis, and control, however, not yet 
clearly enlightened, since it is a complex topic, both for industry and academia, 
needing to be deepened. This study aims to present a contextualized approach to 
destructive and non-destructive techniques used to measure RS generated by arc 
welding, as well as the influence of these distortions and stresses on the welded 
structures and, finally, to present possible control techniques. Finally, this study 
highlights the use of CW-GMAW welding, which achieved a reduction in stress 
and distortion levels, due to the introduction of a non-energized wire in the arc of 
the GMAW process, as evidenced by the results of RS measured by X-ray diffrac-
tion (XRD) and acoustic birefringence (AB). Thus, in this context, the approach 
to RS in arc welding presented here is extremely relevant for researchers involved 
with the topic.

Keywords: arc welding, welding residual stresses, acoustic birefringence, 
CW-GMAW, NDT

1. Introduction

The search for improvements in the control of residual stresses resulting from 
arc welding processes has been intense due to the production requirements imposed 
by the industrial sector, referring to the fact that stresses affect the mechanical 
properties of materials, such as strength, plasticity and surface integrity, therefore it 
is extremely important to measure and evaluate the levels of these stresses in welded 
joints. The RS exist in structures, parts, components from different manufacturing 
processes, resulting from interactions of temperature, stresses, and microstructure, 
which makes its evaluation quite complex. Among the numerous manufacturing 
processes, the arc welding process generates high levels of RS, formed by the thermal 
changes imposed. The control of the RS continues from the moment of the concep-
tion of the project, passing through the choice of the construction procedures until 
its completion. There are several ways to measure RS, which can be computational 
or experimental. During the research of this work it was observed that there is still 
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no standardized system for the distribution of residual stresses, each author uses 
what suits him, there is no right or wrong way to observe the RS. But a main point 
can be considered, being the consensus of many authors is the magnitude of the RS, 
whether it is compressive or tensile, each type of stress has a specific attribute, which 
may be beneficial or not for the evaluated component. A methodology worth men-
tioning for the evaluation of RS is the ultrasonic technique of acoustic birefringence 
(AB), with this technique it is possible to evaluate a metallic component in a non-
destructive and entirety. This line of research, presents an interesting approach, but 
not much explored. The use of different RS measurement and control technologies, 
widen the options for existing assessment, with the combination of these technolo-
gies it is possible to achieve a reduction in RS levels or even almost its complete elimi-
nation. Countless welding processes have been used to control RS. Recently a process 
has been introduced, the CW-GMAW process (Cold Wire—Gas Metal Arc Welding), 
showing promising results. The premise of the process is to reduce the temperature 
of the fusion arc/weld pool. In this context, this work addresses a review of the 
concepts of residual stresses generated by arc welding, as well as their magnitude 
and implications for welded structures. However, ways of measuring them are 
also explored, so that more efficient control methodologies, welding processes are 
developed, which together with the welding procedures, promote significant results 
in reducing the values of residual stresses and deformations generated.

2. Mechanisms for generating residual stresses in electric arc welding

The importance of this study is based on the principle that the most widespread 
concept of residual stresses (RS) refers to stresses that remain in the component 
even though the external forces applied on the body are removed [1]. Otherwise, 
residual stresses are those that are not necessary to maintain the balance between 
the body and its environment [2].

The state of stresses causes a residual deformation that is self-balancing and, 
therefore, the resulting forces and moments that tend to zero [Eqs. (1) and (2)]. 
These equations describe the state of residual stresses considering a generic volume 
of the material and the moment of the forces acting on the material, respectively. 
Here, dV is the volume and dM is the resulting moment.

Mainly regarding metallic materials, residual stresses are a consequence of 
the interactions between time/temperature, stress/strain, and microstructure, 
that is, residual stresses arise from misfits (eigentrains) between different regions 
or different phases within the material, or even in different layers of atomic 
arrangements [3].

The material or characteristics related to this that influence the development of 
residual stresses include thermal conductivity, calorific capacity, thermal expansivity, 
modulus of elasticity and Poisson coefficient, thermodynamics and kinetics of trans-
formations, transformation mechanisms and transformation plasticity [3].

 0∫ =σ .dV  (1)

 0∫ =dM  (2)

The RS are present in all materials that go through manufacturing processes, 
and in general, in metallic materials they are more evident and extremely studied, 
a fact that is due to the great use of these materials in the industrial one. Thus, in 
metallic materials, residual stresses are a consequence of the interactions between 
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temperature, heating time, stress-strain, and microstructure, that is, residual 
stresses arise from mismatches between different regions or different phases within 
the material, or still, in different layers of atomic arrangements [3]. Regarding the 
intrinsic characteristics of these materials, which influence the suggestion of RS, 
there are thermal conductivity, heat capacity, thermal expansiveness, elasticity 
modulus and Poisson’s coefficient, in addition to the thermodynamics and kinetics 
of transformations, of the mechanisms of transformations and transformation 
plasticity [3]. Hence, therefore, the importance of studying residual stresses in 
metallic materials, due to their great generation complexity.

Another important problem surrounding the RS is its classification, and this is 
not yet well established, however, some of these classifications will be presented 
below, according to the point of view of some areas [4]:

a. The most common occurs according to the scale to which they self-balance:

• Type I: These are stresses that act on macroscopic scales, involving several 
adjacent grains of the material, having an almost homogeneous  character. 
Each interference in the balance of forces and moments of a volume 
 containing this type of stresses may change its dimensions.

• Type II: They correspond to the average stresses within each phase, are 
almost homogeneous in all microscopic areas, of a grain or parts of it in a 
material and are balanced through enough grains. This type of stress is also 
known as pseudo-macrostresses [5].

• Type III: They are heterogeneous in the submicroscopic areas of a material, 
can be caused by accumulations of displacements (variations in interatomic 
distances) within a grain or elastic stresses around precipitates and are balanced 
through small parts of a grain.

b. According to their origins, that is, by the causes as they arose [2];

c. Or according to the effect on the behavior of the welded structure [4]

However, it is known that metal components need to go through at least one 
manufacturing process, even considering current processes, such as additive or 
more traditional manufacturing such as lamination, casting, forging, machining, 
thermal sprinkling or welding, each generates its pattern of residual stresses in the 
product, which is intended to produce [1]. However, few influences or generate high 
levels of residual stresses as do electric arc welding processes.

Thus, the joining of metallic parts using the electric arc as a heat source brings 
together many welding processes used on a large scale in the industry. These arc 
welding processes cause abrupt thermal changes through the local heat source 
at different scales giving rise to the known residual welding stresses, that is, the 
consequent mismatch between different parts (base metal—BM, zone affected by 
heat—HAZ and weld metal—WM), different phases (microstructures) or differ-
ent regions of the same part (different grains in the HAZ) contributing to their 
formation [2]. However, the phenomenology of this process is complex and the 
following phenomena occur almost simultaneously:

1. In the heating occurs the formation of the weld pool (until the weld pool forms 
the piece heats up a lot, varying for each material) that expands and generates 
compressive flow from the neighborhood and when the weld pool cool causes 
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• Type II: They correspond to the average stresses within each phase, are 
almost homogeneous in all microscopic areas, of a grain or parts of it in a 
material and are balanced through enough grains. This type of stress is also 
known as pseudo-macrostresses [5].

• Type III: They are heterogeneous in the submicroscopic areas of a material, 
can be caused by accumulations of displacements (variations in interatomic 
distances) within a grain or elastic stresses around precipitates and are balanced 
through small parts of a grain.

b. According to their origins, that is, by the causes as they arose [2];

c. Or according to the effect on the behavior of the welded structure [4]

However, it is known that metal components need to go through at least one 
manufacturing process, even considering current processes, such as additive or 
more traditional manufacturing such as lamination, casting, forging, machining, 
thermal sprinkling or welding, each generates its pattern of residual stresses in the 
product, which is intended to produce [1]. However, few influences or generate high 
levels of residual stresses as do electric arc welding processes.

Thus, the joining of metallic parts using the electric arc as a heat source brings 
together many welding processes used on a large scale in the industry. These arc 
welding processes cause abrupt thermal changes through the local heat source 
at different scales giving rise to the known residual welding stresses, that is, the 
consequent mismatch between different parts (base metal—BM, zone affected by 
heat—HAZ and weld metal—WM), different phases (microstructures) or differ-
ent regions of the same part (different grains in the HAZ) contributing to their 
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following phenomena occur almost simultaneously:

1. In the heating occurs the formation of the weld pool (until the weld pool forms 
the piece heats up a lot, varying for each material) that expands and generates 
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the formation of contraction forces [6]; more particularly, the mass of the 
heated volume with the restrictive combinations and the contraction of the weld 
metal originate the thermal stresses.

2. The heat transfer and the flow of the liquid metal generate thermal gradi-
ents in the welded joint, besides actively acting in the shape and size of the 
melting pool, that is, in the volume of liquid metal. The measurement of 
heat transfer through the cooling rate helps in the prediction of Thermal 
Stresses (TS) that will affect the level of residual stresses formed in the 
welded joint.

3. The volume of the liquid metal depends on the interaction of the welding 
parameters and the displacement of the electric arc that subjects the welded 
joint to various thermal cycles, can be differentiated when: (a) if the welding 
process uses only the electric arc to fuse the parts to be joined, i.e. when only 
the base metal is melted, autogenous welding (e.g. GTAW) or (b) if transfer of 
molten metal from the consumable occurs, mixing with the molten base metal 
simultaneously with the movement of the arc, the weld is deposition (SMAW, 
GMAW, FCAW, SAW, etc.).

4. Thermal stresses are stresses formed during the thermal cycle, both in heating 
and cooling, not existing in liquid metal; however, these stresses until they reach 
room temperature become the forms of residual stresses, distortions and/or 
defects [7].

5. During the solidification of the weld pool, phase transformations occur 
influencing or not the formation of residual deformations, depending on the 
chemical composition of the metal alloy, there is less or greater influence on 
the formation of residual welding stresses [8].

One way to study the mechanism of generation of residual stresses in welded 
structures beyond experimentation and measurement is based on thermomechanical 
processes associated with computational mathematics and simulation with specific 
software. It is possible to obtain satisfactory results that help in the prediction, control 
and relief of the real state of residual stresses caused in the structure after welding in 
a qualified manner, that is, to perceive the effect that each factor or parameter alone 
has on the magnitude of such stresses. The starting principle is based on the models 
of [9, 10] referring to the effects of the temperature distribution of the heat source 
during welding and through these models the possible effects on residual stresses 
originated as proposed by [11, 12].

However, the great predominance of studies today has been consolidated with 
residual stresses being influenced by four groups of interrelated welding technology 
parameters.

• Welded structure design parameters: the thickness of the plate or pipes (thin, 
medium or coarse), joint geometry (butt weld, fillet, double fillet, etc.) and 
type of chamfer (V, X, K, U, etc.), pass numbers, chemical composition of the 
base metal and consumable (wire or rod).

• Available choice parameters: Welding processes (autogenous process), such as 
GTAW or with metal deposition such as GMAW, FCAW, SAW, SMAW, PAW; 
the mode used for welding (manual, mechanized, automated), etc.
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• Application parameters of operational techniques: welding sequence, welding 
passes (continuous, intermittent, alternating, reverse, tensioning), pre and 
post heating, structure with or without restrictions.

• Primary operating parameters: such as I (current), U (voltage), welding speed 
(mm/s). These are, however, the most used, because they constitute the energy 
involved and used for metal fusion, its formula is described according to Eq. (3). 
Known as heat input (Hp), generic term of welding energy, usually in KJ/mm. 
Which also interfere in the shape and volume of the weld bead.
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First, due to the greater constraints of safety criteria, the design of a conscious 
welded structure currently involves the skills of welding engineers and design-
ers, considering not only the structure itself, but also the prior knowledge of 
complex interactions between metallurgical phenomena, aspects related to the 
mechanisms of connections and the mechanical behavior of all materials involved 
[13]. Where residual stresses, distortions and failures are perceived to be costly 
and complex control phenomena. Thus, considering that some areas of industrial 
production, for example, shipbuilding do not all projects quantify the initial 
welding imperfections explicitly, but these imperfections reduce the strength 
of the structure, besides being accumulative [14] and dangerous in the case of 
vessels when in operation.

In a way, the control of welding residual stresses starts from the choice of the 
type of material to be welded, that is, carbon steel, because it presents a composi-
tion basically formed by Fe and C and few alloying elements that interfere in phase 
transformations, it is considered in practice that this mechanism has negligible 
participation in the generation of RS in the weld metal of this type of material. 
Unlike medium and high alloy steels, stainless steel, Monel, Stellite, etc. these will 
have their inherent stress levels affected by chemical composition [15]. Thus, weld-
ing processes were developed through the formulation and manufacture of special 
consumables produced with this objective based on the principle of phase transfor-
mations at low temperatures (LTTW—low temperature transformation welding), 
where compressive residual stress formations and distortion reduction are induced 
[16, 17]. Other characteristics intrinsic to the material such as physicochemical 
properties (thermal conductivity, thermal expansion, density, specific heat, etc.), 
may favor for the generation or need preheating to relieve RS, such as copper and 
aluminum and their alloys, because they are good heat conductors, dissipate it 
quickly, most often requiring more intense localized sources, due to the difficulty 
for local fusion of the weld.

Other factors, very relevant that are correlated to the formation or increase of RS 
in welded components, refer to the parameters of joint geometry such as thickness 
(plate, pipes, flanges, etc.), type and angle of bevel. The temperature gradient is 
what differentiates the origin of residual stresses into a thin and coarse component. 
Where, in thin thicknesses, the weld pool can be considered 2D and in thick thick-
nesses, 3D, changing the process of heat transfer of the part and, consequently, the 
distribution of temperature that directly influences the process of RS formation 
[18]. The geometry of the joint in the form of butt weld, fillet weld, superimposed, 
among others also affects this distribution, by the way the heat is distributed, being 
the T-joint is the one with the highest heat removal coefficient [19].
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the formation of contraction forces [6]; more particularly, the mass of the 
heated volume with the restrictive combinations and the contraction of the weld 
metal originate the thermal stresses.
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simultaneously with the movement of the arc, the weld is deposition (SMAW, 
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5. During the solidification of the weld pool, phase transformations occur 
influencing or not the formation of residual deformations, depending on the 
chemical composition of the metal alloy, there is less or greater influence on 
the formation of residual welding stresses [8].

One way to study the mechanism of generation of residual stresses in welded 
structures beyond experimentation and measurement is based on thermomechanical 
processes associated with computational mathematics and simulation with specific 
software. It is possible to obtain satisfactory results that help in the prediction, control 
and relief of the real state of residual stresses caused in the structure after welding in 
a qualified manner, that is, to perceive the effect that each factor or parameter alone 
has on the magnitude of such stresses. The starting principle is based on the models 
of [9, 10] referring to the effects of the temperature distribution of the heat source 
during welding and through these models the possible effects on residual stresses 
originated as proposed by [11, 12].

However, the great predominance of studies today has been consolidated with 
residual stresses being influenced by four groups of interrelated welding technology 
parameters.

• Welded structure design parameters: the thickness of the plate or pipes (thin, 
medium or coarse), joint geometry (butt weld, fillet, double fillet, etc.) and 
type of chamfer (V, X, K, U, etc.), pass numbers, chemical composition of the 
base metal and consumable (wire or rod).

• Available choice parameters: Welding processes (autogenous process), such as 
GTAW or with metal deposition such as GMAW, FCAW, SAW, SMAW, PAW; 
the mode used for welding (manual, mechanized, automated), etc.
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• Application parameters of operational techniques: welding sequence, welding 
passes (continuous, intermittent, alternating, reverse, tensioning), pre and 
post heating, structure with or without restrictions.

• Primary operating parameters: such as I (current), U (voltage), welding speed 
(mm/s). These are, however, the most used, because they constitute the energy 
involved and used for metal fusion, its formula is described according to Eq. (3). 
Known as heat input (Hp), generic term of welding energy, usually in KJ/mm. 
Which also interfere in the shape and volume of the weld bead.
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First, due to the greater constraints of safety criteria, the design of a conscious 
welded structure currently involves the skills of welding engineers and design-
ers, considering not only the structure itself, but also the prior knowledge of 
complex interactions between metallurgical phenomena, aspects related to the 
mechanisms of connections and the mechanical behavior of all materials involved 
[13]. Where residual stresses, distortions and failures are perceived to be costly 
and complex control phenomena. Thus, considering that some areas of industrial 
production, for example, shipbuilding do not all projects quantify the initial 
welding imperfections explicitly, but these imperfections reduce the strength 
of the structure, besides being accumulative [14] and dangerous in the case of 
vessels when in operation.

In a way, the control of welding residual stresses starts from the choice of the 
type of material to be welded, that is, carbon steel, because it presents a composi-
tion basically formed by Fe and C and few alloying elements that interfere in phase 
transformations, it is considered in practice that this mechanism has negligible 
participation in the generation of RS in the weld metal of this type of material. 
Unlike medium and high alloy steels, stainless steel, Monel, Stellite, etc. these will 
have their inherent stress levels affected by chemical composition [15]. Thus, weld-
ing processes were developed through the formulation and manufacture of special 
consumables produced with this objective based on the principle of phase transfor-
mations at low temperatures (LTTW—low temperature transformation welding), 
where compressive residual stress formations and distortion reduction are induced 
[16, 17]. Other characteristics intrinsic to the material such as physicochemical 
properties (thermal conductivity, thermal expansion, density, specific heat, etc.), 
may favor for the generation or need preheating to relieve RS, such as copper and 
aluminum and their alloys, because they are good heat conductors, dissipate it 
quickly, most often requiring more intense localized sources, due to the difficulty 
for local fusion of the weld.

Other factors, very relevant that are correlated to the formation or increase of RS 
in welded components, refer to the parameters of joint geometry such as thickness 
(plate, pipes, flanges, etc.), type and angle of bevel. The temperature gradient is 
what differentiates the origin of residual stresses into a thin and coarse component. 
Where, in thin thicknesses, the weld pool can be considered 2D and in thick thick-
nesses, 3D, changing the process of heat transfer of the part and, consequently, the 
distribution of temperature that directly influences the process of RS formation 
[18]. The geometry of the joint in the form of butt weld, fillet weld, superimposed, 
among others also affects this distribution, by the way the heat is distributed, being 
the T-joint is the one with the highest heat removal coefficient [19].
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Using models through the application of finite element methods (FEM) applied 
to the butt weld, with the decrease in thickness the RS increase [20]. A possible 
argument to describe the fact is that the absorption energy per unit of volume 
in thin plates is higher than in the thick ones, causing the inverse relationship 
between the thickness of the plate and the residual stresses. However, in T-joint 
welds, with the increase in plate thickness, the non-uniformity of the temperature 
alters the thermal expansion and the contraction during cooling, consequently, 
increases the RS. In this same type of joint, the increase in flange thickness 
strengthens the internal restriction by increasing these stresses in T joints [21]. 
The number of passes also influences the distribution of residual stresses, in fillet 
weld in T joint, a single pass on one side generates more stresses than when welding 
both sides [22]. The measurement of stresses at each weld pass was simulated in 
a joint containing six passes in plates of 16 mm thick hardened steel, where it was 
observed that the first 3 passes tend to generate more compressive stresses and the 
following passes 4, 5 and 6 showed the tendency to tensile stresses.

The choice of process also affects the magnitude of RS of electric arc welding, 
one of the studies that most involves processes with this type of local source, used 
four of these processes (SAW, DC GMAW, GMAW pulsed and CMT Fronius) and 
two more laser (one autogenous and one hybrid) applying in naval carbon steel 
(ASTM A131), where it was observed that the processes showed very similar peaks 
(near to 400 MPa) proportional to temperature peaks, differing by the width of the 
peaks, where the SAW has wider peaks [10]. On the other hand, the process and RS 
can present unexpected results, using the SMAW, FCAW and GTAW processes in 
ballistic steel butt welds, it was observed that the HAZ when subjected to projectile 
penetration testing, the SMAW process with higher residual stresses, withstood the 
test, and the others even with lower stress levels were penetrated [23].

Regarding the application parameters of the techniques, the two most 
researched are the constraints of the welded structure and the welding sequence. 
The degree of restriction refers to the resistance of the welded joint to the contrac-
tion and thermal expansion free of the heated material [24]. The constraint of the 
welded joint has a strong influence on the level of residual stresses, so much so that 
it can be considered that there are the inherent residual stresses produced naturally 
by the internal misfit and auto equilibrium and the reaction stresses that are a 
consequence of welded parts usually trapped by mechanical mechanisms. However, 
the basic principle for good welding practices reveals that longitudinal constraints 
more efficiently decrease residual welding stresses [25]. Otherwise, the deposition 
sequence of the welds also has a direct impact on the distribution of RS and distor-
tions in the most varied forms and welded geometries. In studies involving the 
simulation of butt welds in plates and circumferential welds in pipes, this influence 
became notorious [26]. Simulating the J bevel deposition sequence in austenitic 
stainless steel tube-block joints (SUS304), the results indicated that this sequence 
has not only significant influence on the gradient of RS, but the last pass has a more 
significant gradient at the end [27].

Finally, no class of factors is further studied than the primary parameters of elec-
tric arc welding (U, I and νs), the interaction between these parameters generates the 
energy required for arc opening, producing thermal cycles and temperature peaks 
that generate thermal stresses and are the driving force of phase transformations 
during weld pool cooling. From this arc energy only part of it participates effectively 
in the fusion that generates the weld metal. It is important to mention that heat 
input has been erroneously referenced in many articles as synonymous with welding 
energy, which are not equal. However, its quantification is difficult due to numerous 
experimental difficulties [7, 28]. The basic relationship of the heat input with RS 
refers to its origin from the conversion of thermal stresses, as already mentioned. 
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Thus, any change in the primary parameters will change the formation settings of the 
residual stresses. That is, when the welding speed growth, the heat input decreases 
and residual stresses increase by producing a strait isotherm [12, 29]. In addition, 
the increase in welding energy is directly proportional to the magnification in RS 
present in the welded joint, also causing an enlargement the peak of tensile stresses 
[9, 24]. Otherwise, welding energy is so important by controlling the transformation 
temperature of weld pool phases that it is possible to combine the microstructure 
with acceptable resistance and toughness with low tensile or even compressive 
residual stresses. These transformations are governed almost entirely by austenitic 
transformation in the case of ferrous alloys.

3. Evaluation and measurement of residual stresses in welded structures

3.1 Directions and magnitudes

The evaluation of RS states is often uncertain and the reason for this is related 
to several specific aspects that should be considered in the measurement of residual 
stress, since analyses are sometimes problematic and dubious and that residual 
stress notation is not always used adequately by some authors [30]. Because there 
is no standardization system that convinces and guides the distribution of residual 
stresses, each author uses what suits him. However, this point is paramount for 
proper understanding and knowing the possible effects that can cause on a welded 
part or structure. Thus, considering that there is no right or wrong way, the crite-
rion used is based on the one most referenced by the specialized academic com-
munity, according to the model in Figure 1. Generally, the analyses are performed 
two-dimensionally, considering the longitudinal (σy) and transverse (σx) directions 
studied, always having as reference the weld bead. The stresses of the normal plane 
(σz) are less measured, but should not be discarded in any hypothesis, even though 
the thickness of the plate is conditioned. Finally, it is important mentioning that, 
in practice, the most significant component is composed of longitudinal stresses, 
and generally equals, on average, three times the transverse stresses to the weld 
bead, where welds of a single pass are considered and that there are no temperature 
gradients on the z axis [25, 31].

Still, within the study of residual stress generated by arc welding two parameters 
are essential for understanding it: (i) the behavior of this RS (in MPa), that is, if it 

Figure 1. 
Schematic representation of the distribution of RS directions on a three-dimensional plate.
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Using models through the application of finite element methods (FEM) applied 
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argument to describe the fact is that the absorption energy per unit of volume 
in thin plates is higher than in the thick ones, causing the inverse relationship 
between the thickness of the plate and the residual stresses. However, in T-joint 
welds, with the increase in plate thickness, the non-uniformity of the temperature 
alters the thermal expansion and the contraction during cooling, consequently, 
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The number of passes also influences the distribution of residual stresses, in fillet 
weld in T joint, a single pass on one side generates more stresses than when welding 
both sides [22]. The measurement of stresses at each weld pass was simulated in 
a joint containing six passes in plates of 16 mm thick hardened steel, where it was 
observed that the first 3 passes tend to generate more compressive stresses and the 
following passes 4, 5 and 6 showed the tendency to tensile stresses.

The choice of process also affects the magnitude of RS of electric arc welding, 
one of the studies that most involves processes with this type of local source, used 
four of these processes (SAW, DC GMAW, GMAW pulsed and CMT Fronius) and 
two more laser (one autogenous and one hybrid) applying in naval carbon steel 
(ASTM A131), where it was observed that the processes showed very similar peaks 
(near to 400 MPa) proportional to temperature peaks, differing by the width of the 
peaks, where the SAW has wider peaks [10]. On the other hand, the process and RS 
can present unexpected results, using the SMAW, FCAW and GTAW processes in 
ballistic steel butt welds, it was observed that the HAZ when subjected to projectile 
penetration testing, the SMAW process with higher residual stresses, withstood the 
test, and the others even with lower stress levels were penetrated [23].

Regarding the application parameters of the techniques, the two most 
researched are the constraints of the welded structure and the welding sequence. 
The degree of restriction refers to the resistance of the welded joint to the contrac-
tion and thermal expansion free of the heated material [24]. The constraint of the 
welded joint has a strong influence on the level of residual stresses, so much so that 
it can be considered that there are the inherent residual stresses produced naturally 
by the internal misfit and auto equilibrium and the reaction stresses that are a 
consequence of welded parts usually trapped by mechanical mechanisms. However, 
the basic principle for good welding practices reveals that longitudinal constraints 
more efficiently decrease residual welding stresses [25]. Otherwise, the deposition 
sequence of the welds also has a direct impact on the distribution of RS and distor-
tions in the most varied forms and welded geometries. In studies involving the 
simulation of butt welds in plates and circumferential welds in pipes, this influence 
became notorious [26]. Simulating the J bevel deposition sequence in austenitic 
stainless steel tube-block joints (SUS304), the results indicated that this sequence 
has not only significant influence on the gradient of RS, but the last pass has a more 
significant gradient at the end [27].

Finally, no class of factors is further studied than the primary parameters of elec-
tric arc welding (U, I and νs), the interaction between these parameters generates the 
energy required for arc opening, producing thermal cycles and temperature peaks 
that generate thermal stresses and are the driving force of phase transformations 
during weld pool cooling. From this arc energy only part of it participates effectively 
in the fusion that generates the weld metal. It is important to mention that heat 
input has been erroneously referenced in many articles as synonymous with welding 
energy, which are not equal. However, its quantification is difficult due to numerous 
experimental difficulties [7, 28]. The basic relationship of the heat input with RS 
refers to its origin from the conversion of thermal stresses, as already mentioned. 
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Thus, any change in the primary parameters will change the formation settings of the 
residual stresses. That is, when the welding speed growth, the heat input decreases 
and residual stresses increase by producing a strait isotherm [12, 29]. In addition, 
the increase in welding energy is directly proportional to the magnification in RS 
present in the welded joint, also causing an enlargement the peak of tensile stresses 
[9, 24]. Otherwise, welding energy is so important by controlling the transformation 
temperature of weld pool phases that it is possible to combine the microstructure 
with acceptable resistance and toughness with low tensile or even compressive 
residual stresses. These transformations are governed almost entirely by austenitic 
transformation in the case of ferrous alloys.

3. Evaluation and measurement of residual stresses in welded structures

3.1 Directions and magnitudes

The evaluation of RS states is often uncertain and the reason for this is related 
to several specific aspects that should be considered in the measurement of residual 
stress, since analyses are sometimes problematic and dubious and that residual 
stress notation is not always used adequately by some authors [30]. Because there 
is no standardization system that convinces and guides the distribution of residual 
stresses, each author uses what suits him. However, this point is paramount for 
proper understanding and knowing the possible effects that can cause on a welded 
part or structure. Thus, considering that there is no right or wrong way, the crite-
rion used is based on the one most referenced by the specialized academic com-
munity, according to the model in Figure 1. Generally, the analyses are performed 
two-dimensionally, considering the longitudinal (σy) and transverse (σx) directions 
studied, always having as reference the weld bead. The stresses of the normal plane 
(σz) are less measured, but should not be discarded in any hypothesis, even though 
the thickness of the plate is conditioned. Finally, it is important mentioning that, 
in practice, the most significant component is composed of longitudinal stresses, 
and generally equals, on average, three times the transverse stresses to the weld 
bead, where welds of a single pass are considered and that there are no temperature 
gradients on the z axis [25, 31].

Still, within the study of residual stress generated by arc welding two parameters 
are essential for understanding it: (i) the behavior of this RS (in MPa), that is, if it 

Figure 1. 
Schematic representation of the distribution of RS directions on a three-dimensional plate.
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is tensile to positive (+) or compressive values for negative (−) values; (ii) and its 
effect on the welded component, i.e. defects or failures related to residual stresses. 
Therefore, it is worth mentioning that the relationship between tensile and com-
pressive residual stresses lies in the fact that the first has a degradative effect on the 
welded part, while the other can contribute in a beneficial way in many cases [3, 32]. 
However, this statement is often justified, due to the absence of knowledge of the 
existing residual stress state and its consequences, which is used to explain unex-
pected failures most often.

Based on the various works already published, it is possible to have a predict-
ability of RS profiles in any of the directions of the plane, considering the metal alloy 
and the geometry of the welded joint, with this, represents a pattern of longitudinal 
residual stresses for certain alloys considering plates with butt welds [11].

When it comes to the effect of residual welding stresses on the behavior of 
materials, depending on their magnitude these stresses affect not only the welded 
joint, but also, on some occasions, the entire structure. Generally, tensile stresses 
are attributed to decreased fatigue life and corrosion resistance (cracks by stress 
corrosion), in addition to hydrogen embrittlement, etc. It is often suggested that 
the maximum magnitude of the tensile residual stresses should not approach the 
yield limit of the material, which would lead this or the welded joint to premature 
failures, especially near the weld. On the other hand, compressive residual stresses 
when at high magnitudes are usually attributed to decreased buckling resistance 
of the base metal, provided that the component is subject to compressive loading. 
Finally, in this way, it is expected that any welded structure, the simplest, will have 
residual stresses at any magnitude at controlled levels, or that approach the neutral 
line, since the peaks, even unprovoked, only increase the risk of unwanted and un 
predictable failures.

3.2 Measurement techniques

There are different measurement techniques to evaluate the residual welding 
stresses in a welded component. Some are based on the measure of relieved deforma-
tion, due to localized removal of material, called destructive techniques. Others are 
based on the interaction between the residual stress field and the physical properties 
of the material, called non-destructive (NDT). However, numerous authors also 
classify some techniques as semi-destructive, since their use does not compromise 
the physical structure of the material.

3.2.1 Destructive techniques

Among the various techniques for measuring residual stresses considered 
destructive, there is the sectioning technique that is based on the measurement 
of deformation due to the release of residual stress after removal of the material 
from the sample. The sectioning method consists of making a cut with appropriate 
instrument in the sample in order to release the residual stresses that are present in 
the cutting line. For this purpose, the cutting process used must not introduce plas-
ticity or heat into the sample, so that the original residual stress can be measured 
without the influence of the effects of plasticity on the surface of the cutting planes 
[33]. In [32, 34], a cut-off sequence used by the technique to measure residual stress 
is shown schematically in literature.

Another technique belonging to this classification is the contour technique, 
which is based on solid mechanics, which determines RS through an experiment 
that involves carefully cutting a sample into two parts, measuring the resulting 
deformation due to the redistribution of residual stresses. The measured strain 
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data is used to calculate residual stresses through an analysis that involves a finite 
element model that considers stiffness and geometry as just one parameter in the 
analysis, providing only one result [32].

There is also the technique of removal of layers, whose principle of action consists 
in the removal of material that contains residual stress, this removal of material 
causes unbalance in the workpiece that may result in deformation of the same. 
Removal of the tensioned material is performed continuously and the measurement 
of the curvature (deflection) of the sample is also done at the same time of removal, 
the residual stresses originally present can be deduced. Therefore, this technique 
provides a quick determination of residual stress as a function of the depth below 
the surface [35]. According to [34], the variation of deflection (curvature) after 
the removal of a layer of material, from a thickness e’, can be related to the stress σe, 
which acted on that layer.

Other destructive techniques are the Hole-Drilling Method and the Ring Core 
Method. The hole-drilling technique is the most used general technique for measuring 
residual stresses in materials. It uses standardized procedures and has good accuracy 
and reliability. The test procedure involves some damage to the sample, but this 
is often tolerable or repairable. For this reason, the technique is sometimes called 
semi-destructive.

Otherwise, the hole-drilling technique is the most used due to its greater ease of 
use and to cause less damage to the sample. Finally, there is the Deep Hole Drilling 
Method, which is considered a variant of the hole-drilling and ring core techniques, 
with the difference of performing an analysis on thicker materials [33]. According 
to [36] the basic procedure involves the machining of a reference hole through 
the sample and the subsequent removal of a column of material, centered on the 
reference hole, using a trepanning technique. The diameter of the reference hole 
is accurately measured along its length before the material column is removed. 
Because, when the material column is removed, the stresses are relaxed, the dimen-
sions of the hole diameter of the reference column are changed. In this context, 
the dimensions of the column and the reference hole are measured again and the 
residual stresses are calculated from the dimensional changes caused by the removal 
of the material from the greatest deformation of the sample in the analyzed area.

3.2.2 Non-destructive techniques (NDT)

Within this classification of techniques, there are the magnetic techniques that 
are based on the relationship between magnetization and the elastic deformation 
existing in ferromagnetic materials, as experiments demonstrate that a piece of 
steel wire, once magnetized, will undergo elongation in the direction of magnetiza-
tion, while once pulled it will magnetize in the direction of the pull. Two techniques 
have been extensively explored in the literature, in addition to being applicable in 
industry: the Barkhausen noise technique and the magneto-striction technique. The 
first is based on the change in the magnetic microstructure caused by the presence 
of stresses, while the second is based on measurements of the permeability and 
magnetic induction of the material [34].

The most common magnetic technique is the Barkhausen noise magnetic 
technique. Ferromagnetic materials present magnetically ordered microscopic 
regions, called domains, where each domain is magnetized based on the crystal-
lographic directions preferred to the magnetization. Furthermore, a domain does 
not coincide with a grain, since within a grain there are several domains, which are 
separated by walls, in which the direction of magnetization generally changes by 
90° or 180°. In [34] also states that when a magnetic field or mechanical stress is 
applied to a ferromagnetic material, changes occur in the structure of the domains 
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is tensile to positive (+) or compressive values for negative (−) values; (ii) and its 
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Another technique belonging to this classification is the contour technique, 
which is based on solid mechanics, which determines RS through an experiment 
that involves carefully cutting a sample into two parts, measuring the resulting 
deformation due to the redistribution of residual stresses. The measured strain 

241

Welding Residual Stresses to the Electric Arc
DOI: http://dx.doi.org/10.5772/intechopen.93533

data is used to calculate residual stresses through an analysis that involves a finite 
element model that considers stiffness and geometry as just one parameter in the 
analysis, providing only one result [32].

There is also the technique of removal of layers, whose principle of action consists 
in the removal of material that contains residual stress, this removal of material 
causes unbalance in the workpiece that may result in deformation of the same. 
Removal of the tensioned material is performed continuously and the measurement 
of the curvature (deflection) of the sample is also done at the same time of removal, 
the residual stresses originally present can be deduced. Therefore, this technique 
provides a quick determination of residual stress as a function of the depth below 
the surface [35]. According to [34], the variation of deflection (curvature) after 
the removal of a layer of material, from a thickness e’, can be related to the stress σe, 
which acted on that layer.

Other destructive techniques are the Hole-Drilling Method and the Ring Core 
Method. The hole-drilling technique is the most used general technique for measuring 
residual stresses in materials. It uses standardized procedures and has good accuracy 
and reliability. The test procedure involves some damage to the sample, but this 
is often tolerable or repairable. For this reason, the technique is sometimes called 
semi-destructive.

Otherwise, the hole-drilling technique is the most used due to its greater ease of 
use and to cause less damage to the sample. Finally, there is the Deep Hole Drilling 
Method, which is considered a variant of the hole-drilling and ring core techniques, 
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existing in ferromagnetic materials, as experiments demonstrate that a piece of 
steel wire, once magnetized, will undergo elongation in the direction of magnetiza-
tion, while once pulled it will magnetize in the direction of the pull. Two techniques 
have been extensively explored in the literature, in addition to being applicable in 
industry: the Barkhausen noise technique and the magneto-striction technique. The 
first is based on the change in the magnetic microstructure caused by the presence 
of stresses, while the second is based on measurements of the permeability and 
magnetic induction of the material [34].

The most common magnetic technique is the Barkhausen noise magnetic 
technique. Ferromagnetic materials present magnetically ordered microscopic 
regions, called domains, where each domain is magnetized based on the crystal-
lographic directions preferred to the magnetization. Furthermore, a domain does 
not coincide with a grain, since within a grain there are several domains, which are 
separated by walls, in which the direction of magnetization generally changes by 
90° or 180°. In [34] also states that when a magnetic field or mechanical stress is 
applied to a ferromagnetic material, changes occur in the structure of the domains 
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caused by the sudden movement of the walls. These changes cause variations in the 
average magnetization of the component, as well as in its dimensions. Thus, if a 
conductive coil is placed close to the sample while the domain wall is moving, the 
resulting change in magnetization will induce electrical pulses in the coil. When 
these electrical pulses are produced by the movement of all domains, a signal is 
generated, called “Barkhausen noise.” The extent of movement of the domain walls, 
that is, the intensity of Barkhausen noise, depends on the stresses present and the 
material’s microstructure. The measurement depth for practical applications of this 
technique on steel varies between 0.01 and 1 mm. The authors [2] present results of 
stresses measured by this technique.

Another non-destructive technique is Neutron Diffraction, which, similarly to 
the X-ray diffraction technique, measures the crystallographic spacing between 
the crystalline planes. This spacing is affected by RS or applied stress [37]. This 
technique can measure the elastic deformations induced by residual stresses in 
the entire volume of the relatively thick steel components with a spatial resolu-
tion as small as 1 mm3 [2]. The authors [3, 36] claim that the greatest advantage 
of neutron diffraction over x-ray diffraction is the great depth of penetration 
that neutrons can obtain, which makes it capable of measuring a greater depth, 
reaching 25 mm in aluminum and 25 cm in steel. According to [36], due to the high 
spatial resolution, neutron diffraction can provide complete three-dimensional 
deformation maps in an engineering component, that is, for each measurement 
point, the deformation can be measured in three orthogonal directions along the 
axis Sample. Practical applications of the technique and the theoretical back-
ground can be seen in [34, 38, 39].

There is also the x-ray diffraction technique (XRD). This XRD technique 
was first proposed by Lester and Aborn in 1925 [34]. However, the technique is 
restricted, its main restriction being the depth of analysis of the samples, since 
the beam of x-rays can only penetrate the distance of some atomic planes, about 
1–50 μm [36]. For [40], the penetration is around 25 μm and for [41] it ranges 
from 5 to 20 μm, that is, the XRD makes a subsurface assessment of the stresses. 
To overcome this restriction, [37] states that for measurements at a greater depth, 
that is, greater than 0.013 mm, destructive techniques such as the layer removal 
technique should be used. In the evaluation by XRD, the residual stress is calculated 
from the measurement of the deformation in the crystal of the polycrystalline 
aggregate, compared to the network parameters of the crystal of this same mate-
rial without suffering deformation. When a beam of x-rays is directed towards the 
surface of a body, a part of these rays is absorbed by the atoms while another part is 
sent back in all directions of the irradiated area. This technique basically measures 
the maximum diffracted ray intensity for a given scanning angle. From this angle 
it is possible to obtain the interplanar spacing of the diffraction planes determined 
by Bragg’s Law [5, 42]. For the measurement of residual stresses using XRD, there 
are three basic techniques [3, 42]. Techniques, double exposure, single exposure, 
and multiple exposures or sen2ψ. The amount of exposure refers to the amount 
of exposure angles, such as angles between the normal at the surface of the part 
and the plane formed by the incident X-ray beam and the diffracted beam. The 
sen2ψ technique is one of the most classic [43]. This method is capable of measur-
ing stresses with an accuracy of ±20 MPa, with a penetration depth in the order of 
microns under the sample surface [2, 4]. This technique and its history of develop-
ment are described in [5, 43, 44].

Finally, there are the ultrasonic techniques, which are based on the acustoelas-
tic effect, which is the influence of the state of stress on changes in the speed of 
propagation of the ultrasonic wave as it travels through the material, developed 
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by [45], using the theory of finite strain and third order terms of [46] elastic 
strain. The techniques that use Critically Refracted Longitudinal Waves (Lcr) 
and shear waves [32] stand out. The ultrasonic technique that uses Lcr waves, 
according to [47], is a special case, as these to be generated, must be introduced 
into the material with an angle of incidence slightly greater than the critically 
refracted angle (first critical angle), based in Snell’s Law. This wave propagates 
parallel to the surface of the material to be analyzed, as can be seen in the works 
of [47–49]. In addition to these, numerous studies are available in the literature, 
such as [41, 50–52].

The other ultrasonic technique is acoustic birefringence (AB), which relates the 
relative difference between the velocities or the time of two shear ultrasonic waves 
with polarization directions orthogonal to each other, indicating the degree of 
anisotropy of the material, where birefringence is determined by (Eq. (4)) [53–59]. 
In this equation, Vl is the velocity of the shear ultrasonic wave with the polarization 
direction aligned with that of the lamination, Vt is the velocity of the shear ultra-
sonic wave with the transverse to lamination polarization direction, tl is the travel 
time of the ultrasonic wave with the polarization direction aligned with the material 
lamination direction and tt the travel time of the ultrasonic wave with the polariza-
tion direction perpendicular to the lamination direction.
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The acoustic birefringence B depends, therefore, on the initial anisotropy B0 
and on the main difference in tension (σ1-σ2), as well as the anisotropic speed of 
the wave not being directly linked to the effect of stress due to the presence of 
this initial anisotropy of the material [60]. When the directions of the principal 
stresses coincide with the axis of the initial anisotropy, the relationship between 
the difference of the principal stresses with the birefringence is established 
according to Eq. (5) [61].

 ( )= + −σ σ0 1 2B B k   (5)

In this equation, B0 is the birefringence for the material in the stress-free state 
and k is the acustoelastic constant that relates the stress variations with the birefrin-
gence. This technique has been used a lot lately in practical measurements of residual 
stresses. In Brazil, since the end of the 1990s by [62] in projects with Petrobras. More 
recently, by [63], where the technique was used to measure residual stresses gener-
ated by GMAW and CW-GMAW welds. Figure 2 shows the assembly of the RS mea-
surement equipment by acoustic birefringence, identical to that used by researchers.

A comparison between non-destructive methods can be seen in Figure 3, 
where x-ray diffraction techniques (the mean between σy and σx) and acoustic 
birefringence (the difference between σy and σx in MPa), in order to verify the 
main similarities and differences regarding the values  obtained and the magnitudes 
found. The measurement was made on naval steel plate (ASTM A131 grade AH32) 
with a thickness of 9.5 mm and dimensions of 1200 mm by 800 mm, considering 
3 equidistant lines separated by 300 mm and 100 mm from the edge in the longest 
direction. Each line has 9 points separated by 120 mm from each other on the 
same line.
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average magnetization of the component, as well as in its dimensions. Thus, if a 
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stresses measured by this technique.

Another non-destructive technique is Neutron Diffraction, which, similarly to 
the X-ray diffraction technique, measures the crystallographic spacing between 
the crystalline planes. This spacing is affected by RS or applied stress [37]. This 
technique can measure the elastic deformations induced by residual stresses in 
the entire volume of the relatively thick steel components with a spatial resolu-
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deformation maps in an engineering component, that is, for each measurement 
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was first proposed by Lester and Aborn in 1925 [34]. However, the technique is 
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the beam of x-rays can only penetrate the distance of some atomic planes, about 
1–50 μm [36]. For [40], the penetration is around 25 μm and for [41] it ranges 
from 5 to 20 μm, that is, the XRD makes a subsurface assessment of the stresses. 
To overcome this restriction, [37] states that for measurements at a greater depth, 
that is, greater than 0.013 mm, destructive techniques such as the layer removal 
technique should be used. In the evaluation by XRD, the residual stress is calculated 
from the measurement of the deformation in the crystal of the polycrystalline 
aggregate, compared to the network parameters of the crystal of this same mate-
rial without suffering deformation. When a beam of x-rays is directed towards the 
surface of a body, a part of these rays is absorbed by the atoms while another part is 
sent back in all directions of the irradiated area. This technique basically measures 
the maximum diffracted ray intensity for a given scanning angle. From this angle 
it is possible to obtain the interplanar spacing of the diffraction planes determined 
by Bragg’s Law [5, 42]. For the measurement of residual stresses using XRD, there 
are three basic techniques [3, 42]. Techniques, double exposure, single exposure, 
and multiple exposures or sen2ψ. The amount of exposure refers to the amount 
of exposure angles, such as angles between the normal at the surface of the part 
and the plane formed by the incident X-ray beam and the diffracted beam. The 
sen2ψ technique is one of the most classic [43]. This method is capable of measur-
ing stresses with an accuracy of ±20 MPa, with a penetration depth in the order of 
microns under the sample surface [2, 4]. This technique and its history of develop-
ment are described in [5, 43, 44].

Finally, there are the ultrasonic techniques, which are based on the acustoelas-
tic effect, which is the influence of the state of stress on changes in the speed of 
propagation of the ultrasonic wave as it travels through the material, developed 
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and shear waves [32] stand out. The ultrasonic technique that uses Lcr waves, 
according to [47], is a special case, as these to be generated, must be introduced 
into the material with an angle of incidence slightly greater than the critically 
refracted angle (first critical angle), based in Snell’s Law. This wave propagates 
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relative difference between the velocities or the time of two shear ultrasonic waves 
with polarization directions orthogonal to each other, indicating the degree of 
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Through Figure 3, there is a reasonable difference between the data 
obtained, where the plate measured by XRD is predominated by yellow and 
some peaks in more orange, however the range of residual stresses varied 
from −17 MPa to 50 MPa, while measuring with AB, it showed the central line 
with more compressive points, in green and other red peaks indicating tensile 
stresses, with values ranging from −112 MPa to 103 MPa. However, this dis-
agreement in the results is mainly due to two factors, first, due to the difference 
in the depths analyzed between the measurement techniques, where the XRD 
method is more superficial and the AB method analyzes the entire plate thick-
ness. Second, due to the specific methodology of each technique, that is, the 
XRD shows the punctual and unidirectional RS, while the AB shows the aver-
age difference of the main RS, but this result was already predicted. Although 
both techniques were able to clearly show the presence of RS in the component 
welded by CW-GMAW.

Figure 3. 
Comparative measurement in a naval steel sheet (ASTM A131 grade AH32) between the methods: (a) X-ray 
diffraction (XRD) and (b) acoustic birefringence (AB).

Figure 2. 
Ultrasonic system used to measure RS by acoustic birefringence.
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4.  Techniques for controlling or reducing residual stresses and 
distortions

The relief of residual stress in welding has as premise the production of a rear-
rangement of atoms or molecules from their position of momentary equilibrium, 
from where the material leaves from a larger state to another of lower tension (lower 
potential energy), a more stable position. The analysis of residual stress and welding 
distortion, seen from a historical perspective, developed largely independently of 
each other, although, from the physical point of view, they are closely related [11].

To design and manufacture a structure with the least number of defects it is 
essential to have: an appropriate design; an appropriate selection of materials; suitable 
welding equipment and procedures; good manpower; and strict quality control [1]. 
The authors [64] showed that the procedures for reducing RS’s are directly linked to 
the reduction of deformations generated during the joining process. There are several 
examples of methodologies that can be used to perform the relief of RS’s, classi-
fied into three major categories: Thermal, Mechanical and Chemical, which can be 
performed before, during and after welding. There are many stress relief techniques 
that can be classified as conventional, due to their extensive use and the most varied 
applications in welded components, such as: hammering, heat treatment (pre- and 
post-heating), shot peening, mechanical tensioning, among others. However, non-
conventional alternative techniques will be approached.

4.1  Procedures for the adequacy of the quantity of material deposited in the 
weldment

Since the RS in welding are the result of non-uniform deformations caused 
by the thermal gradient of the process, which can be attenuated by reducing the 
volume of weld metal deposited and adapting the chamfer design, which tends to 
decrease the heat transferred to the part and consequently, it causes a decrease in 
the RS levels and the degree of distortion of the weldment. The adequacy of the 
quantity of material must be chosen at the stage of development of the project and 
welding procedures. Figure 4a shows the representation of angular deformations 
in butt welds with various thicknesses, demonstrating that the angular distortion 
increases as a thicker plate is used, due to the greater amount of deposited mate-
rial, resulting in a greater contraction during the solidification process. For small 
thicknesses, the angular deformation is not significant due to the high homo-
geneity of the temperature field through the thickness of the sheet. Plates with 

Figure 4. 
Representation of angular distortions. (a) plate distortions in butt joints with various thicknesses and (b) 
angular distortion depending on the thickness of the plate and the heat input qw.
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Through Figure 3, there is a reasonable difference between the data 
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stresses, with values ranging from −112 MPa to 103 MPa. However, this dis-
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method is more superficial and the AB method analyzes the entire plate thick-
ness. Second, due to the specific methodology of each technique, that is, the 
XRD shows the punctual and unidirectional RS, while the AB shows the aver-
age difference of the main RS, but this result was already predicted. Although 
both techniques were able to clearly show the presence of RS in the component 
welded by CW-GMAW.
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that can be classified as conventional, due to their extensive use and the most varied 
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by the thermal gradient of the process, which can be attenuated by reducing the 
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Figure 4. 
Representation of angular distortions. (a) plate distortions in butt joints with various thicknesses and (b) 
angular distortion depending on the thickness of the plate and the heat input qw.
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intermediate thickness correspond to the highest angular distortion value [64–66]. 
However, for plates with great thickness the value of angular deformation became 
low, due to its greater rigidity. Figure 4b shows, in a qualitative way, the angular 
deformation as a function of the thickness of the plate and the heat input, qw 
[67]. The increase in heat delivered to the plate can be represented using different 
welding parameters, such as increasing the feed value, in the case of the GMAW 
process, using the welding torch manipulation, weaving, and reducing the welding 
speed. The variation of these parameters generates an increase in material depos-
ited per unit of length, consequently greater heat input, which shifts the curve to 
the right (Figure 4b). The authors [68] observed in their study that by applying a 
variant of the GMAW process to the CW-GMAW process, a reduction in the width 
of HAZ was obtained. This trend would be consistent with faster cooling rates pro-
duced using the CW-GMAW process, which suppresses ferrite nucleation at the 
grain boundaries. This reduction in the cooling rate resulted in less misalignment 
of the welded joint in the CW-GMAW process, compared to welding performed by 
the GMAW process.

4.2 Processes of construction and arrangement of the weldment

The authors [64] highlight the need to establish in advance the meanings of 
the welding sequence and the deposition sequence used in the construction of a 
structure. The welding sequence is closely linked to the assembly sequence, which 
must be established during construction planning, observing the manufacturing 
feasibility in order to minimize residual stresses and distortions. The manufacture of 
a structure formed by several unions, must follow some basic rules. In summary, the 
welding process must be performed symmetrically in relation to the neutral axis of 
the structural set, in order to counterbalance the forces arising from the contraction 
of the weld beads. However, it is not always possible to follow welding procedures 
determined in the project, in practice, these procedures will be decided when the 
construction inconveniences are observed in the field.

The deposition sequence refers to the progression of the formation of the beads 
during the execution of the welding, being able to use several types of progression 
that can be combined in different ways. As examples of sequences and progressions 
one can mention: continuous sequence (continuous pass); symmetric sequence; 
sequence with guided passes; progression by continuous passes and sequence of 
backwards passes.

The researchers [69, 70] developed studies on welding sequences, in order to 
promote the reduction of deformations in stiffened panels. The authors [69] used 
the robotic FCAW welding process in T joints of ASTM 131 grade AH32 stiffened 
steel panels. Figure 5 shows examples of welding sequences used. After welding, 
they observed that sequence 3 (S3) presented the lowest global distortions value. In 
addition to the deformation analysis, he quantified the RS values using a portable 
X-ray diffraction equipment. Figure 6 presents the 3D representation of the mean 
RS values in the longitudinal σy and transversal σx directions along the X axis. As 
the RS is closely linked to the behavior of the distortions, the panel that presented 
the lowest RS values was the sequence S3, with 59 and 86% for longitudinal and 
transverse compression stresses, respectively.

The influence of direction, welding sequence and reverse pass welding were 
analyzed by [70] on the distortions levels. The author uses in his work the GMAW 
process in short circuit mode, in T-joints of low carbon steel stiffened panels, where 
five welding sequences were used. Six welds of the same length were deposited in 
each panel to fix the reinforcements, obeying the order and sequence of welding. 
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The welding sequences and directions for fixing the stiffeners can be seen in Figure 7. 
In the fifth sequence, the reverse pass was used, since the weld was divided into three 
equal segments. The arrow indicates the welding direction.

The taking of the values of distortions of the panels was carried out in the four 
corners of each panel, adding the values of the distortions to obtain the global dis-
tortion of the panel. The average global distortion values measured, Figure 8, show 
that the lowest distortion values are obtained from the pass in the central direction 
to the ends (Exp. 2) and to the reverse pass (Exp. 5). For Exp. 2, the sequence used 

Figure 6. 
TR’s values in the 3D perspective for (a) reference plate; (b) sequence 1; (c) sequence 2; (d) sequence 3 in the 
longitudinal direction; (e) sequence 1; (f) sequence 2; and (g) sequence 3 in the transverse direction.

Figure 7. 
Schematics of welding sequences and directions for the stiffened panels.

Figure 5. 
Examples of welding sequences and directions in the union of hardened panels.
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generated values consistent with those found in numerical studies [71–73]. Similarly, 
the results are corroborated by the work of [69], where it was observed that the 
welding sequence that provided the lowest distortion value must be performed 
from a more rigid point (central part) to one of less rigidity (extremities), resulting 
in less flexion of the panel and consequently lower values of RS. Exp. 5 obtained 
values very close to Exp. 2, due to the greater control of the temperature differential 
applied to the welded sheet and to a more uniform distribution of residual stresses 
[71]. However, this gain in the distortion values must be well considered, since a 
longer time was used to make the stiffener joint.

4.3 Vibratory stress relief (VSR)

The VSR process has achieved great prominence in the relief of RS’s induced by 
thermal processes, such as welding, casting, but not those induced by cold work, 
being applied in several materials, low and medium carbon steels, stainless steels 
and aluminum alloys, not having an expected effect on copper alloys. VSR offers 
several advantages compared to the PWHT (Post Weld Heat Treatment) process: 
low time and energy spent, low thermal deformation and no change in the mechan-
ical or metallurgical properties of the material [11, 65]. However, there are numer-
ous conditions that must be considered when using the VSR and PWHT processes. 
Within the conditions employed by the authors, a lower RS value was obtained for 
the use of both processes.

The basic premise of this method is the relief of the workpiece RS with a region 
where the natural stress has been changed. When the part is subjected to vibrations 
below its new frequency, the metal absorbs energy, gradually redistributing the 
stresses and the resonant frequency returns to the point corresponding to a residual, 
or almost free, state [20]. The search for greater productivity for the arc welding 
process has generated efforts by researchers to develop the VSR process, to act 
during the welding process, that is, Vibration assisted welding (VAW), which can 
reduce most expenses related to post-weld vibrations or heat treatments [74].

4.4 Optimized welding processes

Aiming at reducing the values of deformations and RS’s, the market has been 
promoting the improvement of welding processes, such as, for example, better  
stability in metal transfer, methods of controlling the waveform of sources, 

Figure 8. 
Overall distortion of the experiments.
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feedback of parameters during the process, reduction of heat input on the material 
to be welded, among these processes the CW-GMAW (CW)® stands out. It is a 
process derived from the GMAW process. The CW-GMAW process uses the feeding 
procedures to those of the GTAW process with automated feeding, it presents itself 
as an alternative to increase productivity without increasing the heat input in the 
melting arc/puddle system. The respective process uses the introduction of an addi-
tional wire, at room temperature, in the atmosphere of the arc, generated by the 
main wire, through an independent feeder and an injector connected to the welding 
torch [70, 75–78]. In detail, Figure 9 illustrates the entry of the non-energized wire 
into the arc atmosphere in the CW-GMAW process.

It is possible to highlight several advantages of the CW-GMAW process over con-
ventional processes, among which we have the one presented in the work of [70, 75]. 
The authors pointed out that the introduction of an additional wire improves the melt-
ing rate, tending to decrease the heat input to the workpiece, thus, there is a decrease 
in the values of distortions and consequently of RS. Distortions levels were compared 
using the GMAW, Surface Tension Transfer (STT) and CW-GMAW processes [70]. 
With the global deformation values, Figure 10, it was possible to observe that the 
CW-GMAW process obtained the lowest global distortion value, in comparison with 
the other investigated processes.

In another study, RS values were compared using two measurement tech-
niques, X-ray diffraction and Acoustic Birefringence (BA), using the GMAW and 
CW-GMAW processes [63]. The analyzes were performed in simple deposition 
welds, on ASTM 131 grade AH32 naval steel plates, rigidly attached to a support to 
ensure a condition close to that found in real welding, simulating the dimensional 
restriction levels of a welded structure. After the deposition of the welds, the values 
of AB and XRD were measured at previously established points, in the regions of the 
base metal, heat-affected zone (HAZ) and weld metal (WM). Through Figure 11 
the measurements obtained by XRD showed that the use of the CW-GMAW process 
decreases the longitudinal stresses in the region near and in the weld bead, a differ-
ence was not observed for the transverse stresses. BA measurements showed that the 
difference between longitudinal and transverse residual stresses tends to decrease 
when using the CW-GMAW process, compared to the GMAW. These results suggest 
that the addition of an extra wire to the conventional process reduces the amount 
of heat supplied to the welded joint and, consequently, prevents the generation of 
residual welding stresses.

Figure 9. 
CW-GMAW process scheme.
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The authors [68] presented evidence that the use of the CW-GMAW process 
reduces the residual stress and increases the resistance to fatigue, when compared 
to samples welded by the conventional GMAW process. The weld bead was made 
on plates with V joints of ASTM 131 grade A steel. Through a micrographic analysis 
it was shown that welding by the CW-GMAW process promoted a decrease in the 
amount of intergranular ferrite and an increase in hardness in the HAZ. SN fatigue 
resistance curves can be seen in Figure 12. Analysis of the results revealed that, 
for lower levels of reliability, joints manufactured using the GMAW process have 
a fatigue life at high voltage amplitude levels and greater fatigue life at lower stress 
amplitudes. However, when a higher level of confidence is considered, weldments 
made using the CW-GMAW process showed greater resistance to fatigue at both 
high and low amplitude stress levels.

The versatility and low cost of application of the CW-GMAW process is pre-
sented by [76], the authors developed a study on the viability of narrow bevel 
welding (Narrow Gap Welding-NGW). The tests showed an improvement in 
stability with the CW-GMAW process instead of the GMAW, and an increase in 
the melting rate, from 4.9 to 9.7 kg/h, promoting a complete filler weld with just 3 
passes (root, filler and finishing), Figure 13.

Through high speed filming, in the GMAW process the arc attaches to the side 
wall, causing erosion and leading to welding discontinuities shown in Figure 13e, 
while for CW-GMAW welding this is not observed, Figure 13a. For a better under-
standing of the metal transfer mechanism [76], welds were deposited on a metal 
plate with the addition of increasing amounts of extra wire, shown in Figure 14. 

Figure 10. 
Overall distortion of the experiments for each process.

Figure 11. 
Comparative between longitudinal and transverse RS with GMAW and CW-GMAW measuring by XRD.
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It was found that as the amount of additional wire increases, the position fixing the 
arc changes from the weld pool to the additional wire, promoting greater stability  
during the welding process. When larger amounts of additional wire, 140% mass 

Figure 12. 
Fatigue life for different levels of reliability: (a) GMAW, (b) CW-GMAW additional wire of 0.8 mm, and 
(c) CW-GMAW additional wire of 1.0 mm.

Figure 13. 
Appearance and cross section of the bead for welds: (a-d) CW-GMAW; (e-h) GMAW.

Figure 14. 
Influence of the addition of additional wire on the cathode point of the arch: (a) represents the GMAW 
process, and (b) and (c) represent CW-GMAW welding with the addition of 60 and 140% additional wire, 
respectively.
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more is inserted into the system, the cathode point moves to the additional wire, 
which is being feed, shown in Figure 14c. This change in the cathode point for 
the additional wire allows for a more stable welding, thus there is no erosive 
effect on the wall base metal, the smallest variation in the heat input value for the 
CW-GMAW points to the stability of the process and its ability to increase the 
deposition rate without changing the welding heat input.

5. Conclusion

It is perceived that identifying, predicting and measuring residual stresses is not 
an easy labor, the notion of the behavior of residual stresses in a welded component, 
often implies not only in theoretical terms of their formation and generation, but 
also to discern which technique best fits to certain types of analysis, although, it 
is known that all techniques have their advantages and disadvantages. Thus, to 
help the authors involved in this area to adopt the technique that best suits their 
research, a broad approach on destructive and non-destructive techniques was 
explored. Therefore, reaching the conclusion that in addition to the behavior of 
residual stresses in the welded structure, other parameters must be considered 
when choosing the technique, for example, the thickness of the joint. Thus, the use 
of destructive and non-destructive techniques depends not only on having them 
for use, but also on the need for analysis. In general, non-destructive techniques are 
more widely used and acoustic birefringence (AB) appears as a promising technique 
with excellent results compared to more consolidated techniques such as X-ray dif-
fraction. Despite some limitations, the depth of analysis, the ease handling and the 
low cost of the equipment are very attractive advantages when compared to other 
methods of the same class or not. Finally, it is clear that, while having knowledge 
of the mechanisms for generating residual stress by arc welding, its behavior in the 
weld structure, as well as the techniques used for its measurement, it is certainly 
more viable to weld without the generation of this voltage, but as this is not possi-
ble, a way to control or reduce this voltage is important, and within this perspective 
there are countless ways to do this, and one result that drew attention within this 
study was the welding process CW-GMAW, which in addition to reducing the levels 
of tensile stresses, generates less deformation in the structure. Therefore, in general, 
a study was successful in its objectives, which was to provide a range of relevant 
information on arc welding stresses to the community studying the topic.
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weld structure, as well as the techniques used for its measurement, it is certainly 
more viable to weld without the generation of this voltage, but as this is not possi-
ble, a way to control or reduce this voltage is important, and within this perspective 
there are countless ways to do this, and one result that drew attention within this 
study was the welding process CW-GMAW, which in addition to reducing the levels 
of tensile stresses, generates less deformation in the structure. Therefore, in general, 
a study was successful in its objectives, which was to provide a range of relevant 
information on arc welding stresses to the community studying the topic.
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