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Preface

The recent breakthrough in microbial studies has applied next-generation
sequencing (NGS), a massive omics analysis, to the composition and structure
of microbial communities. NGS can identify microbes without the need for
their cultivation. Their mere presence can be ascertained and often quantitated, 
and even their metabolic capabilities of microbial constituents predicted. This
breakthrough led to an explosive growth in research on microbes.

Many important advances have been made in human health-related studies. Indeed, 
gut microbial communities have been extensively analyzed and differences between
healthy and diseased microbiomes have been determined. Studies of the effects of
changes of diet, of antibiotic treatments, and of probiotics on the gut microbiome
have been published. It was found that the human gut microbiome varies signifi-
cantly from individual to individual, and longitudinal studies have shown the major
effects of antibiotics as well as the time course of return to a “normal,” healthy
microbiome.

Ethnic and geographical influences have been analyzed. While most studies focused 
on individuals in the Western world and their corresponding diet, comparisons
with less accessible communities have been very informative. In particular, analyses
of indigenous communities, never exposed to antibiotics, have illuminated the
effects of their wide use. In other studies it was found, for example, that the
use of antibiotics in early childhood can have life-long consequences, perhaps
predisposing to allergic and atopic sequelae.

Similar microbiome studies have been performed on human skin, oral cavities, and
genitals. Different sites of the human body carry different niche-specific microbiota.
Dry, moist, sebaceous, UV-exposed, and protected regions of skin all have different
microbiota. The immense interpersonal variation precludes describing a “healthy”
skin microbiome; however, one’s skin microbiomes tend to be stable over time.
Interestingly, the effects of hygiene products, soaps and deodorants, are apparently
underwhelming and transient. Human skin and the oral cavity contain very rich
and varied microbiomes with myriad species. In contrast, vaginal microbiomes in
the posterior fornix tend to have a limited number of species, nearly monoclonal
lactobacilli environment.

Specific research has been devoted to human pathogens, their mechanisms of
causing disease, and the potentials for their management and alleviation. For
example, eczema, atopic dermatitis, is associated with overgrowth of Staphylococcus 
aureus. In contrast, psoriasis, another inflammatory skin disease, is not specifically
associated with a particular microbiome.

Interestingly, the richness and interpersonal differences in human microbiomes are
equalized by the metabolic capabilities of such microbiomes. In other words, while
the compositions of the microbiomes vary greatly, the overall metabolic processes, 
synthesis, and degradation of nutrients and other natural products do not vary
much; different assemblies of microorganism can perform similar tasks.
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The increased understanding of microbial communities led to attempts to use 
microbes as antagonists of pathogens, i.e. as treatments. For example, fecal 
transplants are used in the treatment of Clostridium difficile infections, a serious 
nosocomial challenge. Identification of gut microbial influence on mood and brain 
function may yield corresponding neurological therapies. The gut microbiome 
is known to influence the metabolism of various drugs and chemicals, e.g. 
cytostatic medications in cancer treatment, making some patients less sensitive to 
chemotherapy.

The microbiome studies of natural habitats, terrestrial and aquatic, have 
benefited from NGS methodology. Such studies revealed that large-scale chemical 
transformations can occur in oceans and seas due to microorganisms. Similarly, 
nutrient cycles in microbiota in various tropical habitats have been described.

The remarkable growth of microbial DNA sequence databases has provided a 
background for novel uses of microbes in industrial processes, either for the 
synthesis of important compounds or for the degradation and handling of waste. 
Microbial production of specific enzymes for industrial uses is an interesting 
option.

In this volume, chapters dealing with the cutting-edge research in all these fields 
are presented.

Miroslav Blumenberg
New York University Langone Medical Center,

USA

Mona Shaaban and Abdelaziz Elgaml
Mansoura University,

Egypt
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Chapter 1

Biology and Physics of
Magnetotactic Bacteria
Fernanda Abreu and Daniel Acosta-Avalos

Abstract

Magnetotactic bacteria are able to align their swimming direction to the geo-
magnetic field lines because they possess a magnetic moment. These bacteria
biomineralize magnetic nanoparticles, magnetite or greigite, inside a membrane.
The membrane + nanoparticle set is known as magnetosome and intracellular
magnetosomes are disposed in a linear chain. Cytoskeleton-like filaments are
resposible for the mechanical stability of this chain. The genes responsible for the
magnetosome membrane and for the cytoskeleton proteins have been largely stud-
ied: the mam genes. The magnetosome chain also confers to the bacterial body a
magnetic moment that can be measured through different physical techniques.
Because of their response to magnetic field inversions, magnetotactic bacteria are
good models to study bacterial motion. Theoretical and experimental studies show
that magnetotactic bacteria swim following a trajectory similar to cylindrical helix.
Magnetotactic microorganisms have been observed avoiding regions with UV or
violet-blue light of high intensity. If the intensity is lower, magnetotactic
microorganims show photokinesis, increasing their velocity in the presence of red
light and decreasing their velocity in the presence of green light, both relative to the
velocity with blue light.

Keywords: magnetotactic bacteria, magnetosomes, magnetic moment, mam genes,
magnetotaxis

1. Introduction

Bacteria are one of the simplest organisms found in nature. They are distin-
guished from eukaryotes and superior organisms because their genetic material is
not contained in a nucleus but is free in the cytoplasm. However, despite their
relative simplicity, bacteria inhabit Earth for longer than many other organisms and
constitute the most abundant type of cell on our planet [1]. Magnetotactic bacteria
(MTB) are microorganisms that biomineralize magnetic nanoparticles inside their
cytoplasm. These magnetic nanoparticles are involved by a lipidic membrane, and
each “membrane + magnetic nanoparticle” set is known as magnetosome [2].
Magnetosomes are arranged in linear chains in the cytoplasm, conferring a mag-
netic moment to the bacterial body, being able to interact with the geomagnetic
field to orient its navigational direction to the geomagnetic field lines. This response
is known as magnetotaxis, resulting from the magnetic torque among the geomag-
netic field and the magnetic moment of the magnetosome chain, and for that
reason, MTB are described as “living compasses.” MTB were discovered
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independently by Salvatore Bellini in 1963 and Richard Blakemore in 1975 [3].
The first to observe MTB was Salvatore Bellini, an Italian physician from Pavia,
Italy. In 1958, physicians from Pavia were asked to analyze the quality of water for
human consume. Bellini was part of the team that studied the water quality, and
he observed in water samples some bacteria that consistently accumulate in one side
of water drops. After trying different stimuli, he discovered that they were affected
by magnets. He called that bacteria as magnetosensitive. The first published obser-
vation of MTB was done in 1975 by Richard Blakemore in Massachusetts, USA [4].
His discovery was accidental, because his goal was to isolate Spirochaeta plicatilis
from marine marsh muds. During his observations, he noted microorganisms
migrating to one end of the drop of the mud on the microscope slide, and discover
that the presence of magnets altered their swimming direction. He called
magnetotaxis as the tactic response to magnetic fields.

2. Biology of magnetotactic bacteria

2.1 Cell biology

MTB comprise a diverse group of prokaryotes that share the ability to synthesize
magnetosomes, which are composed by a magnetic nanocrystal, magnetite (Fe3O4),
or greigite (Fe3S4), enclosed by a lipid bilayer (Figure 1; [2]). Thus, MTB has no
taxonomic meaning regarding phylogeny, morphology, and physiology. The mor-
phology of cultured and uncultured MTB described until now are cocci, spirilla,
rods, ovoids, vibrios, and multicellular spherical/ellipsoidal forms [5]. In all
morphotypes, magnetosomes are arranged in one or multiple chains along the major
axis of the cell, imparting the cell a magnetic moment, as mentioned previously [2].
However, in some uncultured MTB, apparently disorganized chains have already
been observed [6, 7]. Besides the magnetosomes, other common features are the
Gram-negative cell wall structure, motility by flagella and lipid, polyphosphate and
sulfur inclusions [2].

MTB present microaerophilic or anaerobic metabolism and all inhabit aquatic
environments characterized by vertical chemical stratification [2]. When observing
a drop of environmental sample containing MTB on a light microscope with a
magnet next to the slide, MTB tend to accumulate in one of the borders of the drop,
which correspond to a magnetic pole, North or South. In the Southern Hemisphere,
when MTB are being observed they usually accumulate at the border of the drop
of sample corresponding to the magnet’s North magnetic pole, swimming to
Geomagnetic South pole indicated by a compass. Therefore, these bacteria are

Figure 1.
Transmission electron microscopy of the magnetotactic bacterium Magnetovibrio blakemorei strain MV-1
showing a single chain of prismatic magnetite magnetosomes.
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called South-seeking. In the Northern Hemisphere, the opposite situation occurs
and MTB presenting this behavior are called North-seeking.

The study of MTB movement in an oxygen gradient showed that MTB change
flagellar rotation and, consequently, the direction of movement depending on the
oxygen concentration, migrating to the optimal conditions [8]. These observations
were used to infer MTB dislocation along the vertical chemical gradient in the
environment, which is based on the vertical component of the magnetic field and
depends on the cellular state regarding oxygen. In the upper layers of the chemically
stratified environment, where oxygen is abundant and higher than the optimal for
MTB growth, the bacterium is on the oxidized state and rotate flagella to migrate
downward, where the environment is more reduced. While in reducing conditions,
in which oxygen is not abundant and concentrations are lower than that required
for MTB growth, bacteria rotate the flagella in the opposite direction to reach upper
layers of the gradient with optimal oxygen concentrations. Therefore, the presence
of specific cell structures in MTB, as the magnetosome chain, flagella, and storage
inclusions, represent adaptive advantages for dislocation across the chemical
gradient to explore resources in the environment. For example, during the day, the
oxygen gradient changes among the stratified layers of the environment and
microorganisms dislocate across these layers to reach regions with suitable condi-
tions for survival and growth. Because MTB are microaerophilic and/or capable
of anaerobic respiration, which means that they are sensitive to high oxygen
concentrations, an efficient mechanism to orient and migrate in the environment
guarantees species survival.

Only a few species of MTB have been isolated in axenic cultures [9], and fewer
type strains are available in cell line repositories. Many uncultured MTB species
have been characterized from environmental samples, because it is possible to
purify these cells based on their response to an applied magnetic field using a
magnet [10]. Figure 2 shows examples of cultured and uncultured species of MTB
and their characteristics according to their phylogenetic affiliation. Note that MTB
are spread among different phyla in Bacteria domain and that greigite
magnetosomes are only synthesized by MTB belonging to Deltaproteobacteria class.

Magnetospirillum species, which include M. gryphiswaldense strain MSR-1, M.
magneticum strain AMB-1, and M. magnetotacticum strain MS-1, among other
strains, are spirilla with flagella at each pole of the cell and represent the most
characterized MTB. Information about the biomineralization process and
magnetosome organization within the cell is mainly based on species belonging to
this genus [11]. Cryoelectron tomography studies usingM. magneticum strain AMB-
1 have shown that the magnetosome vesicle is a result of the cytoplasmic membrane
invagination, which occurs before the synthesis of the magnetite nanocrystal
[11, 12]; forming the magnetosome membrane vesicle in which proteins related to
the biomineralization will be anchored. These proteins that are involved in all steps
of the magnetosome formation are anchored to this invaginated portion of the
membrane and will participate in the process by recruiting other proteins that
integrate the process, for example, iron transport, crystal nucleation and growth,
size and shape control, and organization of the magnetosomes [11, 13].

According to studies performed in M. gryphiswaldense strain MSR-1, mature
magnetite magnetosomes are found already organized in a chain within the cyto-
plasm of the cell 15 min after formation has started [14]. All Magnetospirillum
species produce a single chain of cuboctahedral magnetite magnetosomes that are
40–45 nm in size [10]. Other MTB species are capable of synthesizing magnetite
magnetosomes with cuboctahedral, prismatic, or anisotropic shapes [2] and/or
greigite magnetosomes, which are usually classified as irregular. Usually, a
magnetotactic bacterium species is capable of producing magnetosomes with one
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Figure 1.
Transmission electron microscopy of the magnetotactic bacterium Magnetovibrio blakemorei strain MV-1
showing a single chain of prismatic magnetite magnetosomes.
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called South-seeking. In the Northern Hemisphere, the opposite situation occurs
and MTB presenting this behavior are called North-seeking.

The study of MTB movement in an oxygen gradient showed that MTB change
flagellar rotation and, consequently, the direction of movement depending on the
oxygen concentration, migrating to the optimal conditions [8]. These observations
were used to infer MTB dislocation along the vertical chemical gradient in the
environment, which is based on the vertical component of the magnetic field and
depends on the cellular state regarding oxygen. In the upper layers of the chemically
stratified environment, where oxygen is abundant and higher than the optimal for
MTB growth, the bacterium is on the oxidized state and rotate flagella to migrate
downward, where the environment is more reduced. While in reducing conditions,
in which oxygen is not abundant and concentrations are lower than that required
for MTB growth, bacteria rotate the flagella in the opposite direction to reach upper
layers of the gradient with optimal oxygen concentrations. Therefore, the presence
of specific cell structures in MTB, as the magnetosome chain, flagella, and storage
inclusions, represent adaptive advantages for dislocation across the chemical
gradient to explore resources in the environment. For example, during the day, the
oxygen gradient changes among the stratified layers of the environment and
microorganisms dislocate across these layers to reach regions with suitable condi-
tions for survival and growth. Because MTB are microaerophilic and/or capable
of anaerobic respiration, which means that they are sensitive to high oxygen
concentrations, an efficient mechanism to orient and migrate in the environment
guarantees species survival.

Only a few species of MTB have been isolated in axenic cultures [9], and fewer
type strains are available in cell line repositories. Many uncultured MTB species
have been characterized from environmental samples, because it is possible to
purify these cells based on their response to an applied magnetic field using a
magnet [10]. Figure 2 shows examples of cultured and uncultured species of MTB
and their characteristics according to their phylogenetic affiliation. Note that MTB
are spread among different phyla in Bacteria domain and that greigite
magnetosomes are only synthesized by MTB belonging to Deltaproteobacteria class.

Magnetospirillum species, which include M. gryphiswaldense strain MSR-1, M.
magneticum strain AMB-1, and M. magnetotacticum strain MS-1, among other
strains, are spirilla with flagella at each pole of the cell and represent the most
characterized MTB. Information about the biomineralization process and
magnetosome organization within the cell is mainly based on species belonging to
this genus [11]. Cryoelectron tomography studies usingM. magneticum strain AMB-
1 have shown that the magnetosome vesicle is a result of the cytoplasmic membrane
invagination, which occurs before the synthesis of the magnetite nanocrystal
[11, 12]; forming the magnetosome membrane vesicle in which proteins related to
the biomineralization will be anchored. These proteins that are involved in all steps
of the magnetosome formation are anchored to this invaginated portion of the
membrane and will participate in the process by recruiting other proteins that
integrate the process, for example, iron transport, crystal nucleation and growth,
size and shape control, and organization of the magnetosomes [11, 13].

According to studies performed in M. gryphiswaldense strain MSR-1, mature
magnetite magnetosomes are found already organized in a chain within the cyto-
plasm of the cell 15 min after formation has started [14]. All Magnetospirillum
species produce a single chain of cuboctahedral magnetite magnetosomes that are
40–45 nm in size [10]. Other MTB species are capable of synthesizing magnetite
magnetosomes with cuboctahedral, prismatic, or anisotropic shapes [2] and/or
greigite magnetosomes, which are usually classified as irregular. Usually, a
magnetotactic bacterium species is capable of producing magnetosomes with one
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mineral composition and regular size and shape [15]. Rarely, a magnetotactic bac-
terium is capable of producing both magnetite and greigite magnetosomes; when it
occurs, these magnetosomes with different composition and shape are arranged in
the same chain(s) [16, 17]. Although differences have been observed in the forma-
tion of magnetosomes in MTB species [12, 18], the process described for bacteria
belonging to Magnetospirillum genus is considered the model of magnetite biomin-
eralization in MTB.

In the environment, magnetotactic cocci are the most abundant morphotype of
MTB and present high phylogenetic diversity and variety of size, shape, and orga-
nization of magnetosomes [10, 19]. For example, magnetotactic cocci have been
found in marine sediments from Antarctica, suggesting the existence of psychro-
philic MTB [7]. Interestingly, these samples presented at least three types of
magnetotactic cocci based on the magnetosomes crystal size, shape, and organiza-
tion [7]. Ultrastructure characterization of cultured magnetotactic cocci showed
that these cells present two bundles of flagella and can achieve speed of approxi-
mately 300 μm/s, which is extremely high if we consider that the bacterium has
nearly 1 μm. Each flagellar apparatus of Magnetococcus massalia strain MO-1 is
formed by seven flagellar filaments surrounded by a sheath that might interact with
the bundle of flagella to decrease the friction of the high-speed rotation of

Figure 2.
Phylogenetic tree based on the 16S rRNA gene showing the distribution of some cultured and uncultured MTB in
Nitrospirae and Proteobacteria phylum of Bacteria domain. White lines separate morphotypes of MTB in
Proteobacteria phylum, showing the distribution of spirilla, vibrios, cocci, including ovoid and fava-like cells,
rods, and multicellular microorganisms. The shape of magnetosomes found in each morphotypes also displayed
next to the cells. However, it is important to remember that each MTB species is usually capable of producing
only one type of magnetosome (composition and shape). Morphotypes labeled with an asterisk (*) are the only
capable of producing greigite magnetosomes; some of them, for example, Desulfamplus magnetovallimortis
strain BW-1 produces both types of magnetosomes, irregular greigite and bullet-shaped magnetite
magnetosomes.
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individual flagella and promote efficient swimming at high speed [20]. One of the
most peculiar morphotype of MTB are the multicellular forms, named
magnetotactic multicellular prokaryotes (MMP), which can be divided into spheri-
cal and ellipsoidal. MMP are formed by Gram-negative magnetotactic cells orga-
nized in a sphere that swims as a unit [21]. Cellular organization in MMP is not
random and represents the best configuration to optimize the magnetic response of
the microorganism [22]. These microorganisms present an exclusive multicellular
life cycle in which cells of the microorganisms grow, divide, and rearrange before
splitting into two identical multicellular microorganisms [23]. Individual cells of
this type of MTB have never been observed and viability assays suggest that when a
cell disaggregates from the multicellular structures, it does not remain viable [24].
MMPs are capable of synthesizing irregular greigite or bullet-shaped magnetosomes
[21]. MMPs with both types of magnetosomes have already been reported [25].

2.2 Genetics

The origin of magnetotaxis and its distribution among the different phyla of the
Bacteria domain are not well understood. Despite the great phylogenetic diversity,
MTB have unique genes related to biomineralization, which are located in a gener-
ally unstable region in the genome [26]. The genomic and ultrastructure character-
izations of nonmagnetotactic spontaneous mutants of M. gryphiswaldense strain
MSR-1 showed the absence of 130 kb genomic region and complete lack of
magnetosomes within these cells [27]. Genomic comparison among MTB affiliated
to different phyla showed that genes in this region are conserved within MTB
group, even when magnetite- and greigite-producing MTB were analyzed [11]. This
region containing the genes responsible for the synthesis of magnetosomes was
named magnetosome island and the genes are referred to as mam (magnetosome
membrane), mms (magnetosome membrane specific), and mtx (magnetotaxis) genes
because proteins encoded by these genes are localized on the magnetosome mem-
brane or participate on the magnetotaxis motility behavior.

The genes for biomineralization are grouped into four operons in M.
gryphiswaldense strain MSR-1 and other freshwater spirilla, called mamAB,
mamGFDC, mms6, and mamXY in the magnetosome island [28]. Although species
of MTB have different sizes in the region that encompasses the genes involved in
biomineralization, some genes are conserved in all species. The content and organi-
zation of genes on the magnetosome island vary between magnetotactic species,
and often, some genes are deleted or inserted without any change in the formation
of the magnetosomes [27]. In general, proteins encoded by mam genes are involved
in four major steps of magnetosome formation. These steps include: (1) formation
of the magnetosome membrane (MamI, MamL, and MamAB); (2) formation of
magnetite crystal (MamE, Mms6, MamB, and MamM); (3) maturation of the mag-
netite crystal (MamE, MmsF, MamGFDC, and Mam P, S, T); and (4) alignment of
the chain magnetosome (MamJ and MamK) [29]. The mechanism by which these
genes were and can be transferred between species of bacteria is unknown till date.
In the past years, hypotheses were elaborated to explain the evolution of
magnetotaxis. One of them was based on the observation that the evolution and
divergence of the conserved Mam proteins and the 16S rRNA gene among MTB are
congruent and support the monophyletic origin, in which all MTB would present a
single common ancestor [9]. The other hypothesis states that the present diversity
of MTB and magnetotaxis-related gene distribution is a result of multiple events of
horizontal gene transfer, possibly with a common ancestral, gene modification and/
or loss in different cell lines [26]. Functional analysis of the magnetosome island
based on deletion of genes in Ms. gryphiswaldense strain MSR-1 indicated that genes
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in the mamAB operon are sufficient for magnetosome biomineralization [30].
Examples of genes found in this operon and their functions are listed in Table 1.
Interestingly, the transference of genes from the mamAB operon from M.
gryphiswaldense strain MSR-1 to Rhodospirillum rubrum resulted in magnetite
magnetosome production within the photosynthetic cell [39]. Because of the mag-
netic properties of magnetosomes, which will be discussed on the following topic,
these nanometric magnetic structures have great importance for the development
of new applications and processes in Biotechnology. However, one of the limitations
of their use in biotechnological applications is the fastidiousness of MTB, which
makes the production of magnetosomes in bioreactors expensive and with low
yield. The transference of the ability to synthesize magnetosomes from MTB to

Protein Function Effect on cell upon deletion Reference/
strain used
on the study

MamA Activation of biomineralization Decrease in the number of
magnetosomes

[31] Strain
AMB-1

MamB Transport of iron into the
magnetosome vesicle; interacts with
PDZ domains (MamE)

Magnetosomes are not produced; no
magnetic response

[29] Strain
AMB-1; [32]
strain MSR-1

MamE Crystal maturation Synthesis of magnetosomes smaller
than <20 nm; cells without
magnetic response

[29, 33]
Strain AMB-1

MamH Balance in the redox state of iron on
the magnetosome membrane

Decrease in magnetosome number
and size; less efficient magnetic
response

[29] Strain
AMB-1; [34]
strain MSR-1

MamI Synthesis of the magnetosome
membrane

Magnetosomes are not produced; no
magnetic response

[29] Strain
AMB-1

MamJ Alignment of the magnetosome chain:
it interacts with the surface of the
magnetosome and with a structure
similar to the cytoskeleton (MamK
filament)

Magnetosomes are not aligned in
chains; reduced magnetic
orientation

[35] Strain
MSR-1

MamK Controls the assembly, segregation,
and positioning of the magnetosome
chain inside the cell

Alignment of the magnetosomes in
short chains and decrease in the
number of magnetosomes

[36] Strain
MSR-1

MamM Transport of iron into the
magnetosome: magnetite nucleation,
crystal growth, and stabilization of
MamB

Increase in the formation of
polycrystalline particles of
magnetite; formation of crystals of
hematite; no magnetic response

[29] Strain
AMB-1; [32]
strain MSR-1

MamO Nucleation of the magnetite crystal Magnetosomes are not produced;
cells without magnetic response

[29] Strain
AMB-1; [37]
strain MSR-1

MamP Magnetite crystal size control Decrease in the size of
magnetosomes; less efficient
magnetic response

[29, 38]
Strain AMB-1

MamR
MamT

Magnetite crystal size control Decrease in the size of
magnetosomes; less efficient
magnetic response

[29, 38]
Strain AMB-1

MamU Possibly lipid metabolism No changes were observed [29] Strain
AMB-1

Table 1.
Proteins encoded by genes within mamAB operon in Magnetospirillum and their function.
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other cells represents a new frontier in Microbiology and greatly expands the use of
magnetosomes in nanotechnological and biomedical applications [39].

3. Physical characteristics of magnetosomes

Two different processes of mineral formation by living beings have been recog-
nized. One process of mineral formation is known as biologically induced mineral-
ization (BIM), and is characterized by bulk extracellular and/or intercellular
mineral formation, without the elaboration of organic matrices. It produces min-
erals having crystal habits similar to those produced by precipitation from inorganic
solutions. BIM processes are less controlled than organic matrix-mediated mineral-
ization, and looks like a primitive stage in the evolution of biogenic mineral forma-
tion. The other process is known as biologically controlled mineralization (BCM). In
general, the organism constructs an organic mold into which the appropriate ions
are actively introduced to crystallize a mineral. The mineral type, orientation of
crystallographic axes, and microarchitectures are under genetic control [40].

Magnetotactic bacteria distinguish from other bacteria because they
biomineralize, through BCM, magnetic nanoparticles of magnetite, or greigite.
Magnetite is a very interesting iron oxide because it is magnetic and a good con-
ductor. Its free charge density is similar to that of some metals [41]. It is also a hard
mineral, being used by chitons for tooth hardening [42]. Several studies show that
greigite has similar electrical [43] and hardening use [44] as magnetite. The mag-
netic properties of nanoparticles have a strong dependence on the size: very small
particles have a magnetic moment nonstable in the body, changing randomly its
orientation and producing a null average magnetic moment. Those particles are
known as superparamagnetic. If the size increases, the anisotropic energy also
increases and creates an energy barrier that maintains the magnetic moment in a
fixed direction. In that case, the nanoparticles behave as stable magnets and are
known as single domains [45]. Magnetosomes are in the size range of magnetic
single domains. The magnetic flux lines created by the magnetosome in the chain
can be observed using the magnetic electron holography technique [46], showing
the flux lines entirely aligned to the chain as corresponds with a dipolar field created
by a single magnetic moment. So, it is appropriate to say that the magnetosome
chain behaves as a compass needle. The linear arrange of magnetosomes is not
energetically stable, because after some number of magnetosomes the best config-
uration is a ring. To maintain the linear configuration, magnetosomes are attached
to the cytoskeletal filaments [47].

The first analysis done in magnetosomes was energy-dispersive X-ray micro-
analysis (EDS or EDX), showing that they are composed mainly by iron and oxygen
[4]. To show that they are the iron oxide magnetite, the Mossbauer technique was
used [48], showing that the Mossbauer spectra behave as a mixture of magnetite
and maghemite. Also, electron diffraction shows the diffraction patterns
corresponding to magnetite [49]. Several studies with EDS show that this magnetite
is highly pure. However, in some cases, some metallic ions can be absorbed in the
magnetosome structure, depending on the ambient pollution [50]. Studies done
with high-resolution electron microscopy show that magnetosomes are produced in
specific geometric morphologies [51]. Those morphologies are truncated
cuboctahedron, elongated cuboctahedron, and hexagonal prisms. In the case of
greigite, the crystalline morphologies are truncated cuboctahedrons and elongated
rectangular prisms [51]. This iron sulfide was discovered in magnetosomes of
multicellular magnetotactic prokaryotes, and identified through EDX spectroscopy
and electron diffraction [52].
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4. Determination of bacterial magnetic moment

As the magnetosome chain determines a magnetic moment to MTB, let us talk
about the different techniques used to estimate that magnetic moment. The first
theoretical estimate for the magnetic moment was done counting the contribution
of several nanoparticles arranged in a chain [53]. For a magnetosome chain com-
posed of 22 particles of magnetite with every nanoparticle having 1.25 � 10�16 cm3

of volume, it is possible to calculate the total magnetic moment as M = nVindMV,
where n is the number of particles in the chain, Vind is the volume of each particle
(assuming that all are equal), and MV is the magnetic moment per unit volume of
the magnetic material. For magnetite, MV = 480 � 10�3 Am2/cm3. In this way, a
magnetic moment of 1.3 � 10�15 Am2 is obtained. This magnetic moment value
means a magnetic to thermal energy rate of about 16 (assuming a temperature of
300 K). This method can be used whenever is possible to observe and count the
number of magnetosomes in the chain. This method is not applied in the case of live
bacteria and for bigger microorganisms with lots of magnetosomes, as is the case for
“Candidatus Magnetobacterium bavaricum” and “Candidatus Magnetoglobus
multicellularis.”

A statistical analysis of the swimming orientation of magnetotactic bacteria,
assuming that they behave as paramagnetic particles, produces the orientation to be
equivalent to the average of cosθ (<cosθ>), being θ the angle among the bacterial
velocity and the magnetic field. Kalmijn showed that <cosθ> is function of the
magnetic to thermal energy ratio [54]: <cosθ> = L (MH/kT) = coth(MH/kT)�kT/
MH, where M is the bacterium magnetic moment, H is the magnetic field intensity,
k is the Boltzmann constant, T is the absolute temperature, and L(x) is the Langevin
function: coth(x)—1/x. For MH/kT ≈ 10, the Langevin function is about 0.9, which
means that the bacterial trajectory is well oriented to the magnetic field direction.
The analysis of the velocity as function of the magnetic field [54] or of the orienta-
tion as function of the magnetic field [55] permits the estimative of the bacterial
magnetic moment. Kalmijn stressed the fact that this kind of study is valid only for
the orientation of a single bacterium and not for the average orientation of several
bacteria [54]. Using this method, it has been shown that “Candidatus
Magnetoglobus multicellularis” shows values of L(x) lower than 0.9 in the presence
of the geomagnetic field. A measuring method for the magnetic moment of indi-
vidual MTB was developed in [56] and consists in the analysis of the U-turn trajec-
tory, which is the form of the trajectory followed by an MTB when the sense of the
external magnetic field vector is inverted. The theoretical analysis assumes that the
bacteria and the magnetosome chain forms a rigid body, the bacteria following the
movement of the magnetic moment. In the low Reynolds number regime and
ignoring the flagellar forces, the sum of the magnetic torque and the viscous torque
is equal to zero. From that equation, mathematical expressions are obtained for the
time τ and diameter L of the reversal trajectory: L = 8πηR3v/(MH) and τ = [8πηR3/
(MH)]ln[2MH/(kT)], where M is the bacterium magnetic moment, H is the mag-
netic field intensity, k is the Boltzmann constant, T is the absolute temperature, R is
the bacterium radius (assuming it is a coccus), v is the velocity, η is the viscosity,
and ln is the natural logarithm function. The measurement of those parameters for
the U-turn trajectory makes possible to calculate the value of the magnetic moment
of magnetotactic bacteria. The experimental measurement of the magnetic moment
of bacteria with different sizes and shapes, done by Esquivel and Lins de Barros
[56], showed that the magnetic moment can have values from 0.3 � 10�15 to
54 � 10�15 Am2, generating magnetic to thermal energy ratios from 3 to 326. Those
results challenge the idea that the magnetosome contains the sufficient magnetic
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nanoparticles, arranged in the proper configuration, to efficiently orient the bacte-
ria in the geomagnetic field direction. A problem with this method is that the U-
turn trajectory must be in the focal plane for a good measurement of L, but that is
not the case in the general. An alternative is to use only the U-turn time τ because it
can be determined well for any U-turn trajectory [57]. The U-turn analysis done by
Esquivel and Lins de Barros [56] also assumes that bacteria have spherical geome-
try, that it is not the general case. When the bacterium is enlarged, as a small
cylinder, another approximation must be done. So, assuming that this small cylin-
der behaves as a set of attached spheres, the contribution to the total torque can be
calculated. Doing the experimental analysis in that way, Bahaj et al. [58] calculated a
value of 6.1 � 10�16 Am2 for the magnetotactic spirillum Magnetospirillum
magnetotacticum. They also calculated the variation of magnetic moment with the
growth time, and observed that it grows from 2.8 � 10�16 Am2 at 35 h to
6.5 � 10�16 Am2 at 240 h [59]. Another technique widely used to determine the
magnetic moment of magnetotactic bacteria is the analysis of the movement in a
rotating magnetic field [60]. In that method, a set of four coils (two crossed pairs) is
adapted to an optical microscope stage to generate a rotating magnetic field with
frequency f. That experimental setup is known as bacteriodrome. The resultant
trajectory is a circle, observed clearly by dark-field images. Again, ignoring the
flagellar movement and in the low Reynolds number regime, the magnetic torque
must be equal to the viscous torque. The magnetic torque depends on the angle
among the bacterial magnetic moment and the external magnetic field. That angle
increases when the frequency f increases, and its upper limit is 90° meaning that
there is a critical value of fc. For values of f higher than fc, the trajectory is not more
a circle. The determination of fc permits to calculate the magnetic moment as:
M ≈ cη2πfc l3/H, where M is the bacterium magnetic moment, H is the magnetic
field intensity, c is a shape factor, η is the viscosity, and l is the bacterium length. It
is difficult to determine the shape factor, and Petersen et al. [60] proposed an
approximated value of 8π. Using this technique, Petersen et al. [60] determined the
magnetic moment of magnetotactic bacteria, of natural samples from Southern
Germany, of about 4 � 10�15 Am2, and Pan et al. [61] calculated a value of about
1.8 � 10�15 Am2 for MYC-1, an uncultivated magnetotactic coccus from China.

Other techniques have been used for measuring the magnetic moment of
magnetotactic bacteria. Using a SQUID magnetometer, an average magnetic
moment of 1.8 � 0.4 � 10�12 emu for bacteria from natural sediments had been
determined [62]. This method is interesting because it is a direct measurement and
does not need to assume unknown values for parameters from the studied cell.
There are two interesting physical techniques involving light for measuring the
magnetic moment of magnetic bacteria. One is the analysis of the birefringence
arising in a pull of magnetotactic bacteria when in presence of an external magnetic
field [63]. The birefringence transforms an input linear polarized light beam in an
output elliptically polarized light beam, with a phase shift between the fast and slow
components. This phase shift is measured and it depends on the intensity of the
external magnetic field and on the magnetic moment. Experiments were done with
live and dead bacteria, killed with drops of formalin. The measured values, at
normal concentration conditions, for live bacteria were about 1.21 � 10�13 emu and
for dead bacteria about 1.33 � 10�13 emu. Apparently, for dead bacteria, the mea-
sured values are higher than for live bacteria. It was assumed that this difference
could be an effect of motile behavior in live bacteria and the concept of “effective
temperature” Teff was introduced, meaning that live bacteria feels a disorienting
thermal energy kTeff higher than the ambient thermal energy in 10–20%. The other
technique is the analysis of the light scattered by a pull of magnetic bacteria [64],
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based on the fact that the presence of an external magnetic field determines an
angular distribution in the orientation of bacteria. This angular distribution affects
the structure factor in the scattered light intensity. With this method, the average
length and average magnetic moment can be determined. For two different cultures
ofAquaspirillummagnetotacticumwere determined values of (2.2� 0.2)� 10�13 emu
and (4.3 � 0.5) � 10�13 emu, which are in good agreement with the value obtained
by electron microscopy, or about 4.4 � 10�13 emu. Using a similar experimental
approach in [65] was determined the magnetic moment of a wild-type Magnetos-
pirillum gryphiswaldense strain and obtained a value of about 25.3
(�1.6) � 10�13 emu. Other methods found in literature are based basically in the
analysis of the bacterial body rotation caused by the magnetic torque and in the
analysis of the equation magnetic torque = viscous torque. For example, in Ref.
[66], it was measured the magnetic moment of single Magnetospirillum
gryphiswaldense cells using magnetic tweezers, observing and analyzing the rotation
of the bacterial body after a magnetic field reversion. They observed that the
measured magnetic moment has a dependence on the magnetic field intensity, as
occurs in magnetization measurements of magnetic materials, starting from a rem-
anence magnetization at zero magnetic field and progressively increasing until the
magnetization saturates at higher magnetic fields. They measured for 6 mT < H
< 23 mT a magnetic moment of 2.4 (�1.1) � 10�13 emu and for 90 mT < H
< 130 mT a magnetic moment of 7.7 (�3.4) � 10�13 emu. Table 2 resumes the
magnetic moment measured with the different techniques, remembering that
1 emu = 10�3 Am2. It can be observed that the magnetic moment obtained by the
direct measurement from the magnetosome chain is always bigger than that
obtained from indirect physical methods. In the study by Zahn et al. [66], this fact is
explained identifying the direct measurement in the magnetosome chain as the
saturation magnetization, that is only observed for higher magnetic fields.

Technique Organism Magnetic moment
(Am2)

References

Electron
microscopy

Magnetotactic spirillum MS1 1.3 � 10�15 [53]

U-turn analysis Several microorganisms from fresh to
marine water

0.3 � 10�15 to
54 � 10�15

[56]

U-turn modified Magnetospirillum magnetotacticum 6.1 � 10�16 [58]

SQUID Fresh water uncultured bacteria 1.8 � 10�15 [62]

Light scattering Aquaspirillum magnetotacticum (live) 2.2 � 10�16

(dead) 4.3 � 10�16
[64]

Light scattering Magnetospirillum gryphiswaldense 25.3 � 1.6 � 10�16 [65]

Birefringence Aquaspirillum magnetotacticum 1.21 � 10�16 [63]

Rotating magnetic
field

Natural samples 4 � 10�15 [60]

Rotating magnetic
field

Uncultivated coccus MYC-1 1.8 � 10�15 [61]

Magnetic tweezers Magnetospirillum gryphiswaldense (low H)
2.4 � 1.1 � 10�16

(high H)
7.7 � 3.4 � 10�16

[66]

Table 2.
Magnetic moment value for MTB using different physical techniques.
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5. The movement of magnetotactic bacteria

Several experimental observations show that magnetotaxis functions together
with aerotaxis, determining the so-called magneto-aerotaxis [8, 67]. Basically, two
different behaviors have been identified in magneto-aerotaxis: polar magnetotaxis,
that consists in the North-seeking or South-seeking behaviors in the search for the
better oxygen concentrations; and axial magnetotaxis, in that case, MTB move in
the magnetic field direction but without preferential sense. MTB from natural
samples always present polar magnetotaxis. Axial magnetotaxis has been observed
only in cultured MTB.

MTB are easily identified because of their response to the inversion of the local
magnetic field direction: after the inversion bacteria swim following the new mag-
netic field direction. It can be stated that magnetic field inversions stimulate MTB to
swim, making them a model for the study of microorganism swimming. Bacteria
swim in the low Reynolds number regime, where viscous forces and torques act to
null the resultant force and torque [68]. In that regime, microorganisms swim
following an helical trajectory [69] whose parameterization in Cartesian coordinates
(x, y, z), considering the helix axis as the z axis, can be written as (Rcos(ωt), Rsin
(ωt), Vt), where R is the helix radius, V is the axial velocity, and ω = 2πf being f the
helix frequency. In the case of magnetotactic microorganisms, the helical trajectory
of the multicellular magnetotactic prokaryote “Candidatus Magnetoglobus
multicellularis” has been studied for two different applied magnetic fields (3.9 and
20 Oe) [70] and for magnetic fields from 0.9 to 32 Oe [55]. Those studies show that
for spherical multicellular magnetotactic prokaryotes, the axial velocity V is about
90 μm/s, the radius R is about 8 μm for lower magnetic fields, and the helix
frequency f is about 1.1 Hz. For uncultured magnetotactic coccus, the helical move-
ment has been studied recently (data not published), in the presence of magnetic
fields of about 0.7 Oe, and the helical parameters measured were: axial velocity of
about 90 μm/s, radius of about 2.5 μm, and helix frequency of about 1 Hz. For other
magnetotactic microorganisms, it has been observed that the 2D trajectory is similar
to the projection of a 3D helix in the microscope focal plane (for example, see
[19, 68, 71].

For the theoretical study of microorganisms, motion in the low Reynolds num-
ber regime is necessary to know all the forces and torques acting on the microor-
ganism. Nogueira and Lins de Barros [68] developed a model in that regime,
considering a spherical MTB with a single flagellum and a magnetosome chain
aligned to the flagellum line. The equations to be considered are Fflagella + Fviscous = 0
and τflagella + τviscous + τmagnetic + τbody = 0. Using the appropriate expressions for the
forces and torques in that model, they were able to calculate numerically the
temporal evolution of the center of mass coordinates (x, y, z) and of the Euler’s
angles for the rigid body (θ, ϕ, ψ), being the trajectory similar to a cylindrical helix.
In the other hand, Refs. [72, 73] studied the motion of nonspherical MTB, to include
the effect of the bacterial body geometry on the viscous forces. Also, Yang et al. [73]
studied MTB with two flagellar bundles. To do that, they calculated numerically the
motion using the second Newton’s law, considering all the forces and torques and
calculating the appropriate inertial terms for the geometrical body form. They also
studied the effect of the relative inclination λ between the magnetosome chain and
the flagella. Those studies showed that when λ 6¼ 0, the velocity decreases when the
magnetic field increases, effect also observed experimentally in the work by Pan
et al. [74] when studying the circular movement of the MYC-1 strain. In that case, it
was measured the velocity in the circular trajectory obtained in a bacteriodrome as
function of the applied magnetic field, in the hope to obtain a growing Langevin
curve as predicted by Kalmijn [54]. But they observed that the velocity decreases as
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the magnetic field increases, in the contrary of a Langevin curve. To explain this,
they assumed that the magnetosome chain has an inclination relative to the flagellar
bundle. Interestingly, it has been observed that some MTB strains have the
magnetosome chain with different inclinations relative to the flagellar bundle, in
some cases being almost perpendicular to it, not orienting the magnetic moment to
the magnetic field direction during their swimming [73].

The movement of magnetotactic microorganisms also depends on the presence
of light, and the response depends on the wavelength and the intensity. This
behavior has been studied mainly in multicellular magnetotactic prokaryotes.
Negative photo response has been observed when they are illuminated with
high-intensity UV light (365 nm), violet-blue light (395–440 nm filter) of about
80 W m�2 of intensity, and blue light (450–490 nm filter) of about 200 W m�2 of
intensity. For longer wavelengths, no photo response was observed, and apparently
long exposure to green light is lethal [70, 75]. That negative photo response is not
observed when very low intensities are used. Photokinesis has been observed in
multicellular magnetotactic prokaryotes, decreasing the velocity when illuminated
with green light (517 nm, 0.46 W m�2) and increasing the velocity when illumi-
nated with red light (628 nm, 0.16 W m�2), both respectively to the velocity
observed when illuminated with blue light (469 nm, 0.8 W m�2) [76, 77]. Recently,
De Melo and Acosta-Avalos [78] showed that the photokinesis in multicellular
magnetotactic prokaryotes is related to the combined presence of monochromatic
light and a constant magnetic field, and that it can be canceled in the presence of
radio-frequency electromagnetic fields oscillating at the Zeeman resonance fre-
quency associated to the constant magnetic field, showing the involvement of a
radical pair mechanism, a very well-known magnetoreception mechanism used by
migratory birds. Interestingly, magnetotactic microorganisms have the proper
physical tools to sense the geomagnetic field with light. Perhaps, magnetotaxis
and the radical pair mechanism are involved in a more elaborate magnetic sensing
in MTB.

6. Conclusions

Since the discovery of MTB, they attracted the attention of the scientific com-
munity for several reasons. Firstly, they show clearly that living beings can interact
with the geomagnetic field through magnetic nanoparticles and became a model
that has been extensively used in magnetoreception research. The study of the
magnetosome synthesis process within MTB is being used to develop new strategies
to produce magnetic nanoparticles with potential use in Biotechnology. For exam-
ple, genes responsible for magnetosome synthesis could be transferred and
expressed in a host cell to increase the yield of magnetosomes production in bio-
reactors. If high amounts of magnetosomes were achieved at low cost,
magnetosome use as biotechnological tools would be possible. For physicists, MTB
are interesting to apply models of magnetism, used in solid-state theory, in living
beings behavior. The different techniques developed to measure the MTB magnetic
moment have shown that considering MTB as paramagnetic particles is as insuffi-
cient model, defying previous models about MTB magnetotaxis. The study of
motion is also giving support to new understandings about magnetotaxis, because
new characteristics of the interaction among MTB and the geomagnetic field are
arising through the study of the movement as function of the applied magnetic
field. There are some evidences that MTB use more than one mechanism to detect
the magnetic field direction, and not only through the magnetic torque. So, a new
magnetoreception mechanism shall be discovered in MTB in the near future.

14

Microorganisms

Acknowledgements

We acknowledge the microscopy facility Unidade de Microscopia Multiusuário
(UniMicro, UFRJ) and financial support from the Brazilian agencies Conselho
Nacional de Desenvolvimento Científico e Tecnológico (CNPq), Coordenação de
Aperfeiçoamento de Pessoal de Nível Superior (CAPES), and Fundação de Amparo
à Pesquisa do Estado do Rio de Janeiro (FAPERJ).

Conflict of interest

The authors declare no conflict of interest.

Author details

Fernanda Abreu1 and Daniel Acosta-Avalos2*

1 Universidade Federal do Rio de Janeiro, Rio de Janeiro, Brazil

2 Centro Brasileiro de Pesquisas Fisicas, Rio de Janeiro, Brazil

*Address all correspondence to: dacosta@cbpf.br

© 2018 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

15

Biology and Physics of Magnetotactic Bacteria
DOI: http://dx.doi.org/10.5772/intechopen.79965



the magnetic field increases, in the contrary of a Langevin curve. To explain this,
they assumed that the magnetosome chain has an inclination relative to the flagellar
bundle. Interestingly, it has been observed that some MTB strains have the
magnetosome chain with different inclinations relative to the flagellar bundle, in
some cases being almost perpendicular to it, not orienting the magnetic moment to
the magnetic field direction during their swimming [73].

The movement of magnetotactic microorganisms also depends on the presence
of light, and the response depends on the wavelength and the intensity. This
behavior has been studied mainly in multicellular magnetotactic prokaryotes.
Negative photo response has been observed when they are illuminated with
high-intensity UV light (365 nm), violet-blue light (395–440 nm filter) of about
80 W m�2 of intensity, and blue light (450–490 nm filter) of about 200 W m�2 of
intensity. For longer wavelengths, no photo response was observed, and apparently
long exposure to green light is lethal [70, 75]. That negative photo response is not
observed when very low intensities are used. Photokinesis has been observed in
multicellular magnetotactic prokaryotes, decreasing the velocity when illuminated
with green light (517 nm, 0.46 W m�2) and increasing the velocity when illumi-
nated with red light (628 nm, 0.16 W m�2), both respectively to the velocity
observed when illuminated with blue light (469 nm, 0.8 W m�2) [76, 77]. Recently,
De Melo and Acosta-Avalos [78] showed that the photokinesis in multicellular
magnetotactic prokaryotes is related to the combined presence of monochromatic
light and a constant magnetic field, and that it can be canceled in the presence of
radio-frequency electromagnetic fields oscillating at the Zeeman resonance fre-
quency associated to the constant magnetic field, showing the involvement of a
radical pair mechanism, a very well-known magnetoreception mechanism used by
migratory birds. Interestingly, magnetotactic microorganisms have the proper
physical tools to sense the geomagnetic field with light. Perhaps, magnetotaxis
and the radical pair mechanism are involved in a more elaborate magnetic sensing
in MTB.

6. Conclusions

Since the discovery of MTB, they attracted the attention of the scientific com-
munity for several reasons. Firstly, they show clearly that living beings can interact
with the geomagnetic field through magnetic nanoparticles and became a model
that has been extensively used in magnetoreception research. The study of the
magnetosome synthesis process within MTB is being used to develop new strategies
to produce magnetic nanoparticles with potential use in Biotechnology. For exam-
ple, genes responsible for magnetosome synthesis could be transferred and
expressed in a host cell to increase the yield of magnetosomes production in bio-
reactors. If high amounts of magnetosomes were achieved at low cost,
magnetosome use as biotechnological tools would be possible. For physicists, MTB
are interesting to apply models of magnetism, used in solid-state theory, in living
beings behavior. The different techniques developed to measure the MTB magnetic
moment have shown that considering MTB as paramagnetic particles is as insuffi-
cient model, defying previous models about MTB magnetotaxis. The study of
motion is also giving support to new understandings about magnetotaxis, because
new characteristics of the interaction among MTB and the geomagnetic field are
arising through the study of the movement as function of the applied magnetic
field. There are some evidences that MTB use more than one mechanism to detect
the magnetic field direction, and not only through the magnetic torque. So, a new
magnetoreception mechanism shall be discovered in MTB in the near future.

14

Microorganisms

Acknowledgements

We acknowledge the microscopy facility Unidade de Microscopia Multiusuário
(UniMicro, UFRJ) and financial support from the Brazilian agencies Conselho
Nacional de Desenvolvimento Científico e Tecnológico (CNPq), Coordenação de
Aperfeiçoamento de Pessoal de Nível Superior (CAPES), and Fundação de Amparo
à Pesquisa do Estado do Rio de Janeiro (FAPERJ).

Conflict of interest

The authors declare no conflict of interest.

Author details

Fernanda Abreu1 and Daniel Acosta-Avalos2*

1 Universidade Federal do Rio de Janeiro, Rio de Janeiro, Brazil

2 Centro Brasileiro de Pesquisas Fisicas, Rio de Janeiro, Brazil

*Address all correspondence to: dacosta@cbpf.br

© 2018 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

15

Biology and Physics of Magnetotactic Bacteria
DOI: http://dx.doi.org/10.5772/intechopen.79965



References

[1] Bruce A, Bray D, Lewis J, Raff M,
Roberts K, Watson JD. Molecular
Biology of the Cell. New York &
London: Garland Publishing; 1983.
pp. 11-12

[2] Bazylinski DA, Frankel RB.
Magnetosome formation in prokaryotes.
Nature Reviews. Microbiology. 2004;2:
217-230. DOI: 10.1038/nrmicro842

[3] Frankel RB. The discovery of
magnetotactic/magnetosensitive
bacteria. Chinese Journal of Oceanology
and Limnology. 2009;27:1-2. DOI:
10.1007/S00343-009-0001-7

[4] Blakemore R. Magnetotactic bacteria.
Science. 1975;190:377-379. DOI: 10.1126/
science.170679

[5] Lin W, Bazylinski DA, Xiao T, Wu
LF, Pan Y. Life with compass: Diversity
and biogeography of magnetotactic
bacteria. Environmental Microbiology.
2014;16:2646-2658. DOI: 10.1111/
1462-2920.12313

[6] Abreu F, Araujo ACV, Leão P, Silva
KT, Marques F, Cunha O, Almeida LGP,
Geurinkc C, Farina M, Rondelli D,
Jovane L, Pellizari VH, Vasconcelos
ATR, Bazylinski DA, Lins U. Culture-
independent characterization of novel
psychrophilic magnetotactic cocci from
Antarctic marine sediments.
Environmental Microbiology. 2016;18:
4426-4441. DOI: 10.1111/
1462-2920.13388

[7] Spring S, Lins U, Amann R, Schleifer
KH, Ferreira LC, Esquivel DM, Farina
M. Phylogenetic affiliation and
ultrastructure of uncultured magnetic
bacteria with unusually large
magnetosomes. Archives of
Microbiology. 1998;2:136-147. DOI:
10.1007/s002060050553

[8] Frankel RB, Bazylinski DA, Johnson
M, Taylor BL. Magneto-aerotaxis in

marine, coccoid bacteria. Biophysical
Journal. 1997;73:994-1000. DOI:
10.1016/s0006-3495(97)78132-3

[9] Lefèvre CT, Wu LF. Evolution of the
bacterial organelle responsible for
magnetotaxis. Trends in Microbiology.
2013;21(10):534-543. DOI: 10.1016/j.
tim.2013.07.005

[10] Amann R, Peplies J, Schüler D.
Diversity and taxonomy of
magnetotactic bacteria. In: Schüler D,
editor. Magnetoreception and
Magnetosomes in Bacteria. Berlin
Heidelberg: Springer-Verlag; 2007.
pp. 25-36. DOI: 10.1007/7171-037

[11] Uebe R, Schüler D. Magnetosome
biogenesis in magnetotactic bacteria.
Nature Reviews. Microbiology. 2016;14:
621-637. DOI: 10.1038/nrmicro.2016.99

[12] Komeili A, Li Z, Newman DK,
Jensen GJ. Magnetosomes are cell
membrane imaginations organized by
the actin-like protein MamK. Science.
2006;311:242-245. DOI: 10.1126/
science.1123231

[13] Schüler D. Molecular analysis of a
subcellular compartment: The
magnetosome membrane in
Magnetospirillum gryphiswaldense.
Archives of Microbiology. 2004;181:1-7.
DOI: 10.1007/s00203-003-0631-7

[14] Staniland S, Ward B, Harrison A,
van der Laan G, Telling N. Rapid
magnetosome formation shown by real-
time X-ray magnetic circular dichroism.
Proceedings of the National Academy of
Sciences. 2007;104:19524-19528. DOI:
10.1073/pnas.0704879104

[15] Lefevre CT, Bazylinski DA. Ecology,
diversity, and evolution of
magnetotactic bacteria. Microbiology
and Molecular Biology Reviews. 2013;3:
497-526. DOI: 10.1128/mmbr.00021-13

16

Microorganisms

[16] Bazylinski DA, Frankel RB,
Heywood BR, Mann S, King JW,
Donaghay PL, Hanson AK. Controlled
biomineralization of magnetite (Fe3O4)
and greigite (Fe3S4) in a magnetotactic
bacterium. Applied and Environmental
Microbiology. 1995;9:3232-3239

[17] Lefevre CT, Menguy N, Abreu F,
Lins U, Posfai M, Prozorov T, Pignol D,
Frankel RB, Bazylinski DA. A cultured
greigite-producing magnetotactic
bacterium in a novel group of sulfate-
reducing bacteria. Science. 2011;334:
1720-1723. DOI: 10.1126/science.1212596

[18] Abreu F, Sousa AA, Aronova MA,
Kim Y, Cox D, Leapman RD, Andrade
LR, Kachar B, Bazylinski DA, Lins U.
Cryo-electron tomography of the
magnetotactic vibrio Magnetovibrio
blakemorei: Insights into the
biomineralization of prismatic
magnetosomes. Journal of Structural
Biology. 2012;181:162-168. DOI:
10.1016/j.jsb.2012.12.002

[19] Zhang WY, Zhou K, Pan HM, Yue
HD, Jiang M, Xiao T, Wu LF. Two
genera of magnetococci with bean-like
morphology from intertidal sediments
of the Yellow Sea, China. Applied and
Environmental Microbiology. 2012;78:
5606-5611. DOI: 10.1128/aem.00081-12

[20] Ruan J, Kato T, Santini CL, Miyata
T, Kawamoto A, ZhangWJ, Bernadac A,
Wu LF, NK. Architecture of a flagellar
apparatus in the fast-swimming
magnetotactic bacterium MO-1.
Proceedings of the National Academy of
Sciences. 2012;109:20643-20648. DOI:
10.1073/pnas.1215274109

[21] Leão P, Chen YR, Abreu F, Wang M,
Zhang WJ, Zhou K, Xiao T, Wu LF,
Lins U. Ultrastructure of ellipsoidal
magnetotactic multicellular prokaryotes
depicts their complex assemblage and
cellular polarity in the context of
magnetotaxis. Environmental
Microbiology. 2017;19:2151-2163. DOI:
10.1111/1462-2920.13677

[22]Winklhofer M, Abraçado LG, Davila
AF, Keim CN, Lins De Barros HGP.
Magnetic optimization in a multicellular
magnetotactic organism. Biophysical
Journal. 2007;92:661-670. DOI: 10.1529/
biophysj.106.093823

[23] Keim C, Martins JL, Abreu F,
Rosado AS, Lins De Barros HGP,
Borojevic R, Lins U, Farina M.
Multicellular life cycle of magnetotactic
prokaryotes. FEMS Microbiology
Letters. 2004;240:203-208. DOI:
10.1016/j.femsle.2004.09.035

[24] Abreu F, Silva KT, Martins JL, Lins
U. Cell viability in magnetotactic
multicellular prokaryotes. International
Microbiology. 2006;9:267-272

[25] Lins U, Keim C, Evans F, Farina M,
Buseck P. Magnetite (Fe3O4) and
greigite (Fe3S4) crystals in multicellular
magnetotactic prokaryotes.
Geomicrobiology Journal. 2007;24:
43-50. DOI: 10.1080/0149045060
1134317

[26] ogler C, Schüler D. Genetic and
biochemical analysis of magnetosome
formation in Magnetospirillum
gryphiswaldense. In: Bauerelein E,
Behrens P, Epple M, editors. Handbook
of Biomineralization: Biological Aspects
and Structure Formation. Weinheim:
Wiley; Vol. 1. 2008. pp. 145-161. DOI:
10.1002/9783527619443.ch9

[27] Ullrich S, Ullrich S, Kube M,
Schübbe S, Reinhardt R, Schüler D.
A hypervariable 130-kilobase genomic
region of Magnetospirillum
gryphiswaldense comprises a
magnetosome island which undergoes
frequent rearrangements during
stationary growth. Journal of
Bacteriology. 2005;21:7176-7184. DOI:
10.1128/jb.187.21.7176-7184.2005

[28] Bazylinski DA, Schübbe S.
Controlled biomineralization by and
applications of magnetotactic bacteria.
Advances in Applied Microbiology.

17

Biology and Physics of Magnetotactic Bacteria
DOI: http://dx.doi.org/10.5772/intechopen.79965



References

[1] Bruce A, Bray D, Lewis J, Raff M,
Roberts K, Watson JD. Molecular
Biology of the Cell. New York &
London: Garland Publishing; 1983.
pp. 11-12

[2] Bazylinski DA, Frankel RB.
Magnetosome formation in prokaryotes.
Nature Reviews. Microbiology. 2004;2:
217-230. DOI: 10.1038/nrmicro842

[3] Frankel RB. The discovery of
magnetotactic/magnetosensitive
bacteria. Chinese Journal of Oceanology
and Limnology. 2009;27:1-2. DOI:
10.1007/S00343-009-0001-7

[4] Blakemore R. Magnetotactic bacteria.
Science. 1975;190:377-379. DOI: 10.1126/
science.170679

[5] Lin W, Bazylinski DA, Xiao T, Wu
LF, Pan Y. Life with compass: Diversity
and biogeography of magnetotactic
bacteria. Environmental Microbiology.
2014;16:2646-2658. DOI: 10.1111/
1462-2920.12313

[6] Abreu F, Araujo ACV, Leão P, Silva
KT, Marques F, Cunha O, Almeida LGP,
Geurinkc C, Farina M, Rondelli D,
Jovane L, Pellizari VH, Vasconcelos
ATR, Bazylinski DA, Lins U. Culture-
independent characterization of novel
psychrophilic magnetotactic cocci from
Antarctic marine sediments.
Environmental Microbiology. 2016;18:
4426-4441. DOI: 10.1111/
1462-2920.13388

[7] Spring S, Lins U, Amann R, Schleifer
KH, Ferreira LC, Esquivel DM, Farina
M. Phylogenetic affiliation and
ultrastructure of uncultured magnetic
bacteria with unusually large
magnetosomes. Archives of
Microbiology. 1998;2:136-147. DOI:
10.1007/s002060050553

[8] Frankel RB, Bazylinski DA, Johnson
M, Taylor BL. Magneto-aerotaxis in

marine, coccoid bacteria. Biophysical
Journal. 1997;73:994-1000. DOI:
10.1016/s0006-3495(97)78132-3

[9] Lefèvre CT, Wu LF. Evolution of the
bacterial organelle responsible for
magnetotaxis. Trends in Microbiology.
2013;21(10):534-543. DOI: 10.1016/j.
tim.2013.07.005

[10] Amann R, Peplies J, Schüler D.
Diversity and taxonomy of
magnetotactic bacteria. In: Schüler D,
editor. Magnetoreception and
Magnetosomes in Bacteria. Berlin
Heidelberg: Springer-Verlag; 2007.
pp. 25-36. DOI: 10.1007/7171-037

[11] Uebe R, Schüler D. Magnetosome
biogenesis in magnetotactic bacteria.
Nature Reviews. Microbiology. 2016;14:
621-637. DOI: 10.1038/nrmicro.2016.99

[12] Komeili A, Li Z, Newman DK,
Jensen GJ. Magnetosomes are cell
membrane imaginations organized by
the actin-like protein MamK. Science.
2006;311:242-245. DOI: 10.1126/
science.1123231

[13] Schüler D. Molecular analysis of a
subcellular compartment: The
magnetosome membrane in
Magnetospirillum gryphiswaldense.
Archives of Microbiology. 2004;181:1-7.
DOI: 10.1007/s00203-003-0631-7

[14] Staniland S, Ward B, Harrison A,
van der Laan G, Telling N. Rapid
magnetosome formation shown by real-
time X-ray magnetic circular dichroism.
Proceedings of the National Academy of
Sciences. 2007;104:19524-19528. DOI:
10.1073/pnas.0704879104

[15] Lefevre CT, Bazylinski DA. Ecology,
diversity, and evolution of
magnetotactic bacteria. Microbiology
and Molecular Biology Reviews. 2013;3:
497-526. DOI: 10.1128/mmbr.00021-13

16

Microorganisms

[16] Bazylinski DA, Frankel RB,
Heywood BR, Mann S, King JW,
Donaghay PL, Hanson AK. Controlled
biomineralization of magnetite (Fe3O4)
and greigite (Fe3S4) in a magnetotactic
bacterium. Applied and Environmental
Microbiology. 1995;9:3232-3239

[17] Lefevre CT, Menguy N, Abreu F,
Lins U, Posfai M, Prozorov T, Pignol D,
Frankel RB, Bazylinski DA. A cultured
greigite-producing magnetotactic
bacterium in a novel group of sulfate-
reducing bacteria. Science. 2011;334:
1720-1723. DOI: 10.1126/science.1212596

[18] Abreu F, Sousa AA, Aronova MA,
Kim Y, Cox D, Leapman RD, Andrade
LR, Kachar B, Bazylinski DA, Lins U.
Cryo-electron tomography of the
magnetotactic vibrio Magnetovibrio
blakemorei: Insights into the
biomineralization of prismatic
magnetosomes. Journal of Structural
Biology. 2012;181:162-168. DOI:
10.1016/j.jsb.2012.12.002

[19] Zhang WY, Zhou K, Pan HM, Yue
HD, Jiang M, Xiao T, Wu LF. Two
genera of magnetococci with bean-like
morphology from intertidal sediments
of the Yellow Sea, China. Applied and
Environmental Microbiology. 2012;78:
5606-5611. DOI: 10.1128/aem.00081-12

[20] Ruan J, Kato T, Santini CL, Miyata
T, Kawamoto A, ZhangWJ, Bernadac A,
Wu LF, NK. Architecture of a flagellar
apparatus in the fast-swimming
magnetotactic bacterium MO-1.
Proceedings of the National Academy of
Sciences. 2012;109:20643-20648. DOI:
10.1073/pnas.1215274109

[21] Leão P, Chen YR, Abreu F, Wang M,
Zhang WJ, Zhou K, Xiao T, Wu LF,
Lins U. Ultrastructure of ellipsoidal
magnetotactic multicellular prokaryotes
depicts their complex assemblage and
cellular polarity in the context of
magnetotaxis. Environmental
Microbiology. 2017;19:2151-2163. DOI:
10.1111/1462-2920.13677

[22]Winklhofer M, Abraçado LG, Davila
AF, Keim CN, Lins De Barros HGP.
Magnetic optimization in a multicellular
magnetotactic organism. Biophysical
Journal. 2007;92:661-670. DOI: 10.1529/
biophysj.106.093823

[23] Keim C, Martins JL, Abreu F,
Rosado AS, Lins De Barros HGP,
Borojevic R, Lins U, Farina M.
Multicellular life cycle of magnetotactic
prokaryotes. FEMS Microbiology
Letters. 2004;240:203-208. DOI:
10.1016/j.femsle.2004.09.035

[24] Abreu F, Silva KT, Martins JL, Lins
U. Cell viability in magnetotactic
multicellular prokaryotes. International
Microbiology. 2006;9:267-272

[25] Lins U, Keim C, Evans F, Farina M,
Buseck P. Magnetite (Fe3O4) and
greigite (Fe3S4) crystals in multicellular
magnetotactic prokaryotes.
Geomicrobiology Journal. 2007;24:
43-50. DOI: 10.1080/0149045060
1134317

[26] ogler C, Schüler D. Genetic and
biochemical analysis of magnetosome
formation in Magnetospirillum
gryphiswaldense. In: Bauerelein E,
Behrens P, Epple M, editors. Handbook
of Biomineralization: Biological Aspects
and Structure Formation. Weinheim:
Wiley; Vol. 1. 2008. pp. 145-161. DOI:
10.1002/9783527619443.ch9

[27] Ullrich S, Ullrich S, Kube M,
Schübbe S, Reinhardt R, Schüler D.
A hypervariable 130-kilobase genomic
region of Magnetospirillum
gryphiswaldense comprises a
magnetosome island which undergoes
frequent rearrangements during
stationary growth. Journal of
Bacteriology. 2005;21:7176-7184. DOI:
10.1128/jb.187.21.7176-7184.2005

[28] Bazylinski DA, Schübbe S.
Controlled biomineralization by and
applications of magnetotactic bacteria.
Advances in Applied Microbiology.

17

Biology and Physics of Magnetotactic Bacteria
DOI: http://dx.doi.org/10.5772/intechopen.79965



2007;62:21-62. DOI: 10.1016/
s0065-2164(07)62002-4

[29] Murat D, Quinlan A, Vali H,
Komeili A. Comprehensive genetic
dissection of the magnetosome gene
island reveals the step-wise assembly of
a prokaryotic organelle. Proceedings of
the National Academy of Sciences.
2010;12:5593-5598. DOI: 10.1073/
pnas.0914439107

[30] Lohße A, Ullrich S, Katzmann E,
Borg S, Wanner G, Richter M, Voigt B,
Schweder T, Schüler D. Functional
analysis of the magnetosome island in
Magnetospirillum gryphiswaldense: The
mamAB operon is sufficient for
magnetite biomineralization. PLoS One.
2011;6:e25561. DOI: 10.1371/journal.
pone.0025561

[31] Komeili A, Vali H, Beveridge TJ,
Newman DK. Magnetosome vesicles are
present before magnetite formation,
and MamA is required for their
activation. Proceedings of the National
Academy of Sciences of the United
States of America. 2004;101:3839-3844.
DOI: 10.1073/pnas.0400391101

[32] Uebe R, Junge K, Henn V,
Poxleitner G, Katzmann E, Plitzko JM,
Zarivach R, Kasama T, Wanner G,
Pósfai M, Böttger L, Matzanke B,
Schüler D. The cation diffusion
facilitator proteins MamB and MamM of
Magnetospirillum gryphiswaldense have
distinct and complex functions, and are
involved in magnetite biomineralization
and magnetosome membrane assembly.
Molecular Microbiology. 2011;82:
818-835. DOI: 10.1111/j.1365-2958.2011.
07863.x

[33] Quinlan A, Murat D, Vali H, Komeili
A. The HtrA/DegP family protease
MamE is a bifunctional protein with
roles in magnetosome protein
localization and magnetite
biomineralization. Molecular
Microbiology. 2011;80:1075-1087. DOI:
10.1111/j.1365-2958.2011.07631.x

[34] Raschdorf O, Müller FD, Pósfai M,
Plitzko JM, Schüler D. The
magnetosome proteins MamX, MamZ
and MamH are involved in redox
control of magnetite biomineralization
in Magnetospirillum gryphiswaldense.
Molecular Microbiology;89:872-886.
DOI: 10.1111/mmi.12317

[35] Scheffel A, Gruska M, Faivre D,
Linaroudis A, Plitzko JM, Schüler D. An
acidic protein aligns magnetosomes
along a filamentous structure in
magnetotactic bacteria. Nature. 2006;
440:110-114. DOI: 10.1038/nature04382

[36] Katzmann E, Scheffel A, Gruska M,
Plitzko JM, Schüler D. Loss of the actin-
like protein MamK has pleiotropic
effects on magnetosome formation and
chain assembly in Magnetospirillum
gryphiswaldense. Molecular
Microbiology. 2010;77:208-224. DOI:
10.1111/j.1365-2958.2010.07202.x

[37] Yang W, Li R, Peng T, Zhang Y,
Jiang W, Li Y, Li J. mamO and mamE
genes are essential for magnetosome
crystal biomineralization in
Magnetospirillum gryphiswaldense MSR-
1. Research in Microbiology. 2010;161:
701-705. DOI: 10.1016/j.resmic.2010.
07.002

[38] Siponen MI, Adryanczyk G, Ginet
N, Arnoux P, Pignol D. Magnetochrome:
A c-type cytochrome domain specific to
magnetotactic bacteria. Biochemical
Society Transactions. 2012;40:
1319-1323. DOI: 10.1042/bst20120104

[39] Kolinko I, Lohße A, Borg S,
Raschdorf O, Jogler C, Tu Q, Pósfai M,
Tompa E, Plitzko JM, Brachmann A,
Wanner G, Müller R, Zhang Y, Schüler
D. Biosynthesis of magnetic
nanostructures in a foreign organism by
transfer of bacterial magnetosome gene
clusters. Nature Nanotechnology. 2014;
3:193-197. DOI: 10.1038/nnano.2014.13

[40] Lowenstam HA. Minerals formed
by organisms. Science. 1981;211:

18

Microorganisms

1126-1131. DOI: 10.1126/science.
7008198

[41] Belov KP. Electronic processes in
magnetite (or, ‘Enigmas of magnetite’).
Physics-Uspekhi. 1993;36:380-391. DOI:
10.1070/pu1993v036n05abeh002160

[42] Weaver JC, Wang Q, Miserez A,
Tantuccio A, Stromberg R, Bozhilov
KN, Maxwell P, Nay R, Heier ST,
DiMasi E, Kisailus D. Analysis of an
ultra-hard magnetic biomineral in
chiton radular teeth. Materials Today.
2010;13:42-52. DOI: 10.1016/s1369-7021
(10)70016-x

[43] Roberts AP, Chang L, Rowan CJ,
Horng CS, Florindo F. Magnetic
properties of sedimentary greigite
(Fe3S4): An update. Reviews of
Geophysics. 2011;49:RG1002. DOI:
10.1029/2010rg000336

[44] Posfai M, Dunin-Borkowski RE.
Sulfides in biosystems. Reviews in
Mineralogy and Geochemistry. 2006;61:
679-714. DOI: 10.2138/rmg.2006.61.13

[45] Bean CP, Livingston JD.
Superparamagnetism. Journal of
Applied Physics. 1959;30:S120-S129.
DOI: 10.1063/1.2185850

[46] Dunin-Borkowski RE, McCartney
MR, Frankel RB, Bazylinski DA, Posfai
M, Buseck PR. Magnetic microstructure
of magnetotactic bacteria by electron
holography. Science. 1998;282:
1868-1870. DOI: 10.1126/science.282.
5395.1868

[47] Kiani B, Faivre D, Klumpp S.
Self-organization and stability of
magnetosome chains—A simulation
study. Plos One. 2018;13:e0190265. DOI:
10.1371/journal.pone.0190265

[48] Frankel RB, Blakemore RP,
Wolfe RS. Magnetite in freshwater
magnetotactic bacteria. Science. 1978;
203:1355-1356. DOI: 10.1126/
science.203.4387.1355

[49] Mann S, Frankel RB, Blakemore RP.
Structure, morphology and crystal
growth of bacterial magnetite. Nature.
1984;310:405-407. DOI: 10.1038/
310405a0

[50] Jimenez-Lopez C, Romanek CS,
Bazylinski DA. Magnetite as a
prokaryotic biomarker: A review.
Journal of Geophysical Research. 2010;
115:G00G03. DOI: 10.1029/
2009jg001152

[51] Bazylinski DA, Garratt-Reed AJ,
Frankel RB. Electron microscopic studies
of magnetosomes in magnetotactic
bacteria. Microscopy Research and
Technique. 1994;27:389-401. DOI:
10.1002/jemt.1070270505

[52] Farina M, Esquivel DMS, Lins de
Barros HGP. Magnetic iron-sulphur
crystals from a magnetotactic
microorganism. Nature. 1990;343:
256-258. DOI: 10.1038/343256a0

[53] Frankel RB, Blakemore RP.
Navigational compass in magnetic
bacteria. Journal of Magnetism and
Magnetic Materials. 1980;15–18:
1562-1564. DOI: 10.1016/0304-8853(80)
90409-6

[54] Kalmijn AJ. Biophysics of
geomagnetic field detection. IEEE
Transactions on Magnetics. 1981;17:
1113-1124. DOI: 10.1109/tmag.1981.
1061156

[55] Keim CN, De Melo RD, Almeida FP,
Lins de Barros HGP, Farina M, Acosta-
Avalos D. Effect of applied magnetic
fields on motility and magnetotaxis in
the uncultured magnetotactic
prokaryote ‘Candidatus Magnetoglobus
multicellularis’. Environmental
Microbiology Reports. 2018. DOI:
10.1111/1758-2229.12640

[56] Esquivel DMS, Lins de Barros HGP.
Motion of magnetotactic
microorganisms. The Journal of
Experimental Biology. 1986;121:153-163

19

Biology and Physics of Magnetotactic Bacteria
DOI: http://dx.doi.org/10.5772/intechopen.79965



2007;62:21-62. DOI: 10.1016/
s0065-2164(07)62002-4

[29] Murat D, Quinlan A, Vali H,
Komeili A. Comprehensive genetic
dissection of the magnetosome gene
island reveals the step-wise assembly of
a prokaryotic organelle. Proceedings of
the National Academy of Sciences.
2010;12:5593-5598. DOI: 10.1073/
pnas.0914439107

[30] Lohße A, Ullrich S, Katzmann E,
Borg S, Wanner G, Richter M, Voigt B,
Schweder T, Schüler D. Functional
analysis of the magnetosome island in
Magnetospirillum gryphiswaldense: The
mamAB operon is sufficient for
magnetite biomineralization. PLoS One.
2011;6:e25561. DOI: 10.1371/journal.
pone.0025561

[31] Komeili A, Vali H, Beveridge TJ,
Newman DK. Magnetosome vesicles are
present before magnetite formation,
and MamA is required for their
activation. Proceedings of the National
Academy of Sciences of the United
States of America. 2004;101:3839-3844.
DOI: 10.1073/pnas.0400391101

[32] Uebe R, Junge K, Henn V,
Poxleitner G, Katzmann E, Plitzko JM,
Zarivach R, Kasama T, Wanner G,
Pósfai M, Böttger L, Matzanke B,
Schüler D. The cation diffusion
facilitator proteins MamB and MamM of
Magnetospirillum gryphiswaldense have
distinct and complex functions, and are
involved in magnetite biomineralization
and magnetosome membrane assembly.
Molecular Microbiology. 2011;82:
818-835. DOI: 10.1111/j.1365-2958.2011.
07863.x

[33] Quinlan A, Murat D, Vali H, Komeili
A. The HtrA/DegP family protease
MamE is a bifunctional protein with
roles in magnetosome protein
localization and magnetite
biomineralization. Molecular
Microbiology. 2011;80:1075-1087. DOI:
10.1111/j.1365-2958.2011.07631.x

[34] Raschdorf O, Müller FD, Pósfai M,
Plitzko JM, Schüler D. The
magnetosome proteins MamX, MamZ
and MamH are involved in redox
control of magnetite biomineralization
in Magnetospirillum gryphiswaldense.
Molecular Microbiology;89:872-886.
DOI: 10.1111/mmi.12317

[35] Scheffel A, Gruska M, Faivre D,
Linaroudis A, Plitzko JM, Schüler D. An
acidic protein aligns magnetosomes
along a filamentous structure in
magnetotactic bacteria. Nature. 2006;
440:110-114. DOI: 10.1038/nature04382

[36] Katzmann E, Scheffel A, Gruska M,
Plitzko JM, Schüler D. Loss of the actin-
like protein MamK has pleiotropic
effects on magnetosome formation and
chain assembly in Magnetospirillum
gryphiswaldense. Molecular
Microbiology. 2010;77:208-224. DOI:
10.1111/j.1365-2958.2010.07202.x

[37] Yang W, Li R, Peng T, Zhang Y,
Jiang W, Li Y, Li J. mamO and mamE
genes are essential for magnetosome
crystal biomineralization in
Magnetospirillum gryphiswaldense MSR-
1. Research in Microbiology. 2010;161:
701-705. DOI: 10.1016/j.resmic.2010.
07.002

[38] Siponen MI, Adryanczyk G, Ginet
N, Arnoux P, Pignol D. Magnetochrome:
A c-type cytochrome domain specific to
magnetotactic bacteria. Biochemical
Society Transactions. 2012;40:
1319-1323. DOI: 10.1042/bst20120104

[39] Kolinko I, Lohße A, Borg S,
Raschdorf O, Jogler C, Tu Q, Pósfai M,
Tompa E, Plitzko JM, Brachmann A,
Wanner G, Müller R, Zhang Y, Schüler
D. Biosynthesis of magnetic
nanostructures in a foreign organism by
transfer of bacterial magnetosome gene
clusters. Nature Nanotechnology. 2014;
3:193-197. DOI: 10.1038/nnano.2014.13

[40] Lowenstam HA. Minerals formed
by organisms. Science. 1981;211:

18

Microorganisms

1126-1131. DOI: 10.1126/science.
7008198

[41] Belov KP. Electronic processes in
magnetite (or, ‘Enigmas of magnetite’).
Physics-Uspekhi. 1993;36:380-391. DOI:
10.1070/pu1993v036n05abeh002160

[42] Weaver JC, Wang Q, Miserez A,
Tantuccio A, Stromberg R, Bozhilov
KN, Maxwell P, Nay R, Heier ST,
DiMasi E, Kisailus D. Analysis of an
ultra-hard magnetic biomineral in
chiton radular teeth. Materials Today.
2010;13:42-52. DOI: 10.1016/s1369-7021
(10)70016-x

[43] Roberts AP, Chang L, Rowan CJ,
Horng CS, Florindo F. Magnetic
properties of sedimentary greigite
(Fe3S4): An update. Reviews of
Geophysics. 2011;49:RG1002. DOI:
10.1029/2010rg000336

[44] Posfai M, Dunin-Borkowski RE.
Sulfides in biosystems. Reviews in
Mineralogy and Geochemistry. 2006;61:
679-714. DOI: 10.2138/rmg.2006.61.13

[45] Bean CP, Livingston JD.
Superparamagnetism. Journal of
Applied Physics. 1959;30:S120-S129.
DOI: 10.1063/1.2185850

[46] Dunin-Borkowski RE, McCartney
MR, Frankel RB, Bazylinski DA, Posfai
M, Buseck PR. Magnetic microstructure
of magnetotactic bacteria by electron
holography. Science. 1998;282:
1868-1870. DOI: 10.1126/science.282.
5395.1868

[47] Kiani B, Faivre D, Klumpp S.
Self-organization and stability of
magnetosome chains—A simulation
study. Plos One. 2018;13:e0190265. DOI:
10.1371/journal.pone.0190265

[48] Frankel RB, Blakemore RP,
Wolfe RS. Magnetite in freshwater
magnetotactic bacteria. Science. 1978;
203:1355-1356. DOI: 10.1126/
science.203.4387.1355

[49] Mann S, Frankel RB, Blakemore RP.
Structure, morphology and crystal
growth of bacterial magnetite. Nature.
1984;310:405-407. DOI: 10.1038/
310405a0

[50] Jimenez-Lopez C, Romanek CS,
Bazylinski DA. Magnetite as a
prokaryotic biomarker: A review.
Journal of Geophysical Research. 2010;
115:G00G03. DOI: 10.1029/
2009jg001152

[51] Bazylinski DA, Garratt-Reed AJ,
Frankel RB. Electron microscopic studies
of magnetosomes in magnetotactic
bacteria. Microscopy Research and
Technique. 1994;27:389-401. DOI:
10.1002/jemt.1070270505

[52] Farina M, Esquivel DMS, Lins de
Barros HGP. Magnetic iron-sulphur
crystals from a magnetotactic
microorganism. Nature. 1990;343:
256-258. DOI: 10.1038/343256a0

[53] Frankel RB, Blakemore RP.
Navigational compass in magnetic
bacteria. Journal of Magnetism and
Magnetic Materials. 1980;15–18:
1562-1564. DOI: 10.1016/0304-8853(80)
90409-6

[54] Kalmijn AJ. Biophysics of
geomagnetic field detection. IEEE
Transactions on Magnetics. 1981;17:
1113-1124. DOI: 10.1109/tmag.1981.
1061156

[55] Keim CN, De Melo RD, Almeida FP,
Lins de Barros HGP, Farina M, Acosta-
Avalos D. Effect of applied magnetic
fields on motility and magnetotaxis in
the uncultured magnetotactic
prokaryote ‘Candidatus Magnetoglobus
multicellularis’. Environmental
Microbiology Reports. 2018. DOI:
10.1111/1758-2229.12640

[56] Esquivel DMS, Lins de Barros HGP.
Motion of magnetotactic
microorganisms. The Journal of
Experimental Biology. 1986;121:153-163

19

Biology and Physics of Magnetotactic Bacteria
DOI: http://dx.doi.org/10.5772/intechopen.79965



[57] De Melo RD, Acosta-Avalos D. The
swimming polarity of multicellular
magnetotactic prokaryotes can change
during an isolation process employing
magnets: Evidence of a relation between
swimming polarity and magnetic
moment intensity. European Biophysics
Journal. 2017;46:533-539. DOI: 10.1007/
s00249-017-1199-5

[58] Bahaj AS, James PAB, Moeschler
FD. An alternative method for the
estimation of the magnetic moment of
non-spherical magnetotactic bacteria.
IEEE Transactions on Magnetics. 1996;
32(5):5133-5135. DOI: 10.1109/
20.539514

[59] Bahaj AS, James PAB, Ellwood DC,
Watson JHP. Characterization and
growth of magnetotactic bacteria:
Implications of clean up of
environmental pollution. Journal of
Applied Physics. 1993;73(10):5394-5396.
DOI: 10.1063/1.353743

[60] Petersen N, Weiss DG, Vali H.
Magnetic bacteria in lake sediments. In:
Lowes F, editor. Geomagnetism and
Paleomagnetism. Dordrecht: Kluwer;
1989. pp. 231-241. DOI: 10.1007/978-94-
009-0905-2_17

[61] Pan Y, Lin W, Tian L, Zhu R,
Petersen N. Combined approaches for
characterization of an uncultivated
magnetotactic coccus from Lake Miyun
near Beijing. Geomicrobiology Journal.
2009;26:313-320. DOI: 10.1080/
01490450902748633

[62] Wajnberg E, Salvo de Souza LH,
Lins de Barros HGP, Esquivel DMS.
A study of magnetic properties of
magnetotactic bacteria. Biophysical
Journal. 1986;50:451-455. DOI: 10.1016/
s0006-3495(86)83481-6

[63] Rosenblatt C, Torres de Araujo FF,
Frankel RB. Birefringence
determination of magnetic moments of
magnetotactic bacteria. Biophysical

Journal. 1982;40:83-85. DOI: 10.1016/
s0006-3495(82)84461-5

[64] Rosenblatt C, Torres de Araujo FF,
Frankel RB. Light scattering
determination of magnetic moments of
magnetotactic bacteria. Journal of
Applied Physics. 1982;53(3):2727-2729.
DOI: 10.1063/1.330948

[65] Logofatu PC, Ardelean I, Apostol D,
Iordache I, Bojan M, Moisescu C, Ionita
B. Determination of the magnetic
moment and geometrical dimensions of
the magnetotactic bacteria using an
optical scattering method. Journal of
Applied Physics. 2008;103:094911. DOI:
10.1063/1.2917404

[66] Zahn C, Keller S, Toro-Nahuelpan
M, Dorscht P, Gross W, Laumann M,
Gekle S, Zimmermann W, Schuler D,
Kress H. Measurement of the magnetic
moment of single Magnetospirillum
gryphiswaldense cells by magnetic
tweezers. Scientific Reports. 2017;7:
3558. DOI: 10.1038/s41598-017-03756-z

[67] Lefevre CT, Bennet M, Landau L,
Vach P, Pignol D, Bazylinski DA,
Frankel RB, Klumpp S, Faivre D.
Diversity of magneto-aerotactic
behaviors and oxygen sensing
mechanisms in cultured magnetotactic
bacteria. Biophysical Journal. 2014;107:
527-538. DOI: 10.1016/j.bpj.2014.05.043

[68] Nogueira FS, Lins de Barros HGP.
Study of the motion of magnetotactic
bacteria. European Biophysics Journal.
1995;24:13-21. DOI: 10.1007/
bf00216826

[69] Crenshaw HC. A new look at
locomotion in microorganisms: Rotating
and translating. American Zoologist.
1996;36:608-618. DOI: 10.1093/icb/
36.6.608

[70] Almeida FP, Viana NB, Lins U,
Farina M, Keim CN. Swimming
behaviour of the multicellular
magnetotactic prokaryote ‘Candidatus

20

Microorganisms

Magnetoglobus multicellularis’ under
applied magnetic fields and ultraviolet
light. Antonie Van Leeuwenhoek. 2013;
103:845-857. DOI: 10.1007/s10482-012-
9866-0

[71] Chen YR, Zhang R, Du HJ, Pan HM,
Zhang WY, Zhou K, Li JH, Xiao T, Wu
LF. A novel species of ellipsoidal
multicellular magnetotactic prokaryotes
from Lake Yuehu in China.
Environmental Microbiology. 2015;17:
637-647. DOI: 10.1111/1462-2920.12480

[72] Cui Z, Kong D, Pan Y, Zhang K. On
the swimming motion of spheroidal
magnetotactic bacteria. Fluid Dynamics
Research. 2012;44:055508. DOI:
10.1088/0169-5983/44/5/055508

[73] Yang C, Chen C, Ma Q, Wu LF,
Song T. Dynamic model and motion
mechanism of magnetotactic bacteria
with two lateral flagellar bundles.
Journal of Bionic Engineering. 2012;9:
200-210. DOI: 10.1016/s1672-6529(11)
60108-x

[74] Pan Y, Lin W, Li J, Wu W, Tian L,
Deng C, Liu Q, Zhu R, Winklhofer M,
Petersen N. Reduced efficiency of
magnetotaxis in magnetotactic coccoid
bacteria in higher than geomagnetic
fields. Biophysical Journal. 2009;97:
986-991. DOI: 10.1016/j.bpj.2009.
06.012

[75] Shapiro OH, Hatzenpichler R,
Buckley DH, Zinder SH, Orphan VJ.
Multicellular photo-magnetotactic
bacteria. Environmental Microbiology
Reports. 2011;3:233-238. DOI: 10.1111/
j.1758-2229.2010.00215.x

[76] Azevedo LV, Lins de Barros H, Keim
CN, Acosta-Avalos D. Effect of light
wavelength on motility and magnetic
sensibility of the magnetotactic
multicellular prokaryote ‘Candidatus
Magnetoglobus multicellularis’. Antonie
Van Leeuwenhoek. 2013;104:405-412.
DOI: 10.1007/s10482-013-9964-7

[77] Azevedo LV, Acosta-Avalos D.
Photokinesis is magnetic field
dependent in the multicellular
magnetotactic prokaryote Candidatus
Magnetoglobus multicellularis. Antonie
Van Leeuwenhoek. 2015;108:579-585.
DOI: 10.1007/s10482-015-1543-4

[78] De Melo RD, Acosta-Avalos D. Light
effects on the multicellular
magnetotactic prokaryote ‘Candidatus
Magnetoglobus multicellularis’ are
cancelled by radiofrequency fields: The
involvement of radical pair
mechanisms. Antonie Van
Leeuwenhoek. 2017;110:177-186. DOI:
10.1007/s10482-016-0788-0

21

Biology and Physics of Magnetotactic Bacteria
DOI: http://dx.doi.org/10.5772/intechopen.79965



[57] De Melo RD, Acosta-Avalos D. The
swimming polarity of multicellular
magnetotactic prokaryotes can change
during an isolation process employing
magnets: Evidence of a relation between
swimming polarity and magnetic
moment intensity. European Biophysics
Journal. 2017;46:533-539. DOI: 10.1007/
s00249-017-1199-5

[58] Bahaj AS, James PAB, Moeschler
FD. An alternative method for the
estimation of the magnetic moment of
non-spherical magnetotactic bacteria.
IEEE Transactions on Magnetics. 1996;
32(5):5133-5135. DOI: 10.1109/
20.539514

[59] Bahaj AS, James PAB, Ellwood DC,
Watson JHP. Characterization and
growth of magnetotactic bacteria:
Implications of clean up of
environmental pollution. Journal of
Applied Physics. 1993;73(10):5394-5396.
DOI: 10.1063/1.353743

[60] Petersen N, Weiss DG, Vali H.
Magnetic bacteria in lake sediments. In:
Lowes F, editor. Geomagnetism and
Paleomagnetism. Dordrecht: Kluwer;
1989. pp. 231-241. DOI: 10.1007/978-94-
009-0905-2_17

[61] Pan Y, Lin W, Tian L, Zhu R,
Petersen N. Combined approaches for
characterization of an uncultivated
magnetotactic coccus from Lake Miyun
near Beijing. Geomicrobiology Journal.
2009;26:313-320. DOI: 10.1080/
01490450902748633

[62] Wajnberg E, Salvo de Souza LH,
Lins de Barros HGP, Esquivel DMS.
A study of magnetic properties of
magnetotactic bacteria. Biophysical
Journal. 1986;50:451-455. DOI: 10.1016/
s0006-3495(86)83481-6

[63] Rosenblatt C, Torres de Araujo FF,
Frankel RB. Birefringence
determination of magnetic moments of
magnetotactic bacteria. Biophysical

Journal. 1982;40:83-85. DOI: 10.1016/
s0006-3495(82)84461-5

[64] Rosenblatt C, Torres de Araujo FF,
Frankel RB. Light scattering
determination of magnetic moments of
magnetotactic bacteria. Journal of
Applied Physics. 1982;53(3):2727-2729.
DOI: 10.1063/1.330948

[65] Logofatu PC, Ardelean I, Apostol D,
Iordache I, Bojan M, Moisescu C, Ionita
B. Determination of the magnetic
moment and geometrical dimensions of
the magnetotactic bacteria using an
optical scattering method. Journal of
Applied Physics. 2008;103:094911. DOI:
10.1063/1.2917404

[66] Zahn C, Keller S, Toro-Nahuelpan
M, Dorscht P, Gross W, Laumann M,
Gekle S, Zimmermann W, Schuler D,
Kress H. Measurement of the magnetic
moment of single Magnetospirillum
gryphiswaldense cells by magnetic
tweezers. Scientific Reports. 2017;7:
3558. DOI: 10.1038/s41598-017-03756-z

[67] Lefevre CT, Bennet M, Landau L,
Vach P, Pignol D, Bazylinski DA,
Frankel RB, Klumpp S, Faivre D.
Diversity of magneto-aerotactic
behaviors and oxygen sensing
mechanisms in cultured magnetotactic
bacteria. Biophysical Journal. 2014;107:
527-538. DOI: 10.1016/j.bpj.2014.05.043

[68] Nogueira FS, Lins de Barros HGP.
Study of the motion of magnetotactic
bacteria. European Biophysics Journal.
1995;24:13-21. DOI: 10.1007/
bf00216826

[69] Crenshaw HC. A new look at
locomotion in microorganisms: Rotating
and translating. American Zoologist.
1996;36:608-618. DOI: 10.1093/icb/
36.6.608

[70] Almeida FP, Viana NB, Lins U,
Farina M, Keim CN. Swimming
behaviour of the multicellular
magnetotactic prokaryote ‘Candidatus

20

Microorganisms

Magnetoglobus multicellularis’ under
applied magnetic fields and ultraviolet
light. Antonie Van Leeuwenhoek. 2013;
103:845-857. DOI: 10.1007/s10482-012-
9866-0

[71] Chen YR, Zhang R, Du HJ, Pan HM,
Zhang WY, Zhou K, Li JH, Xiao T, Wu
LF. A novel species of ellipsoidal
multicellular magnetotactic prokaryotes
from Lake Yuehu in China.
Environmental Microbiology. 2015;17:
637-647. DOI: 10.1111/1462-2920.12480

[72] Cui Z, Kong D, Pan Y, Zhang K. On
the swimming motion of spheroidal
magnetotactic bacteria. Fluid Dynamics
Research. 2012;44:055508. DOI:
10.1088/0169-5983/44/5/055508

[73] Yang C, Chen C, Ma Q, Wu LF,
Song T. Dynamic model and motion
mechanism of magnetotactic bacteria
with two lateral flagellar bundles.
Journal of Bionic Engineering. 2012;9:
200-210. DOI: 10.1016/s1672-6529(11)
60108-x

[74] Pan Y, Lin W, Li J, Wu W, Tian L,
Deng C, Liu Q, Zhu R, Winklhofer M,
Petersen N. Reduced efficiency of
magnetotaxis in magnetotactic coccoid
bacteria in higher than geomagnetic
fields. Biophysical Journal. 2009;97:
986-991. DOI: 10.1016/j.bpj.2009.
06.012

[75] Shapiro OH, Hatzenpichler R,
Buckley DH, Zinder SH, Orphan VJ.
Multicellular photo-magnetotactic
bacteria. Environmental Microbiology
Reports. 2011;3:233-238. DOI: 10.1111/
j.1758-2229.2010.00215.x

[76] Azevedo LV, Lins de Barros H, Keim
CN, Acosta-Avalos D. Effect of light
wavelength on motility and magnetic
sensibility of the magnetotactic
multicellular prokaryote ‘Candidatus
Magnetoglobus multicellularis’. Antonie
Van Leeuwenhoek. 2013;104:405-412.
DOI: 10.1007/s10482-013-9964-7

[77] Azevedo LV, Acosta-Avalos D.
Photokinesis is magnetic field
dependent in the multicellular
magnetotactic prokaryote Candidatus
Magnetoglobus multicellularis. Antonie
Van Leeuwenhoek. 2015;108:579-585.
DOI: 10.1007/s10482-015-1543-4

[78] De Melo RD, Acosta-Avalos D. Light
effects on the multicellular
magnetotactic prokaryote ‘Candidatus
Magnetoglobus multicellularis’ are
cancelled by radiofrequency fields: The
involvement of radical pair
mechanisms. Antonie Van
Leeuwenhoek. 2017;110:177-186. DOI:
10.1007/s10482-016-0788-0

21

Biology and Physics of Magnetotactic Bacteria
DOI: http://dx.doi.org/10.5772/intechopen.79965



23

Chapter 2

Isolation and Purification of 
Sulfate-Reducing Bacteria
Ivan Kushkevych

Abstract

Sulfate-reducing bacteria (SRB) are a widespread group of microorganisms 
that are often isolated from the anoxygenic environments (lake depths, soil, or 
swamps), and they are also present in the human and animal intestines. This group 
is often detected in patients with inflammatory bowel disease, including ulcerative 
colitis. That is why new rapid methods for their isolation, purification, and iden-
tification are important and necessary. In this chapter, the methods of mesophilic 
SRB isolation from various environments are described. Particular attention is paid 
to the purification of mesophilic SRB since they can be in close interaction with 
other microorganisms (Clostridium, Bacteroides, Pseudomonas, etc.), which are their 
frequent satellites. Moreover, the main methods of mesophilic SRB identification 
based on their morphological, physiological, biochemical, and genetical character-
istics are presented.

Keywords: sulfate-reducing bacteria, sulfate, sulfite agar, hydrogen sulfide, isolation, 
identification

1. Introduction

Sulfate-reducing bacteria (SRB) are a heterogeneous group of microorganisms 
which is widespread in anaerobic places where sulfate-containing compounds 
are present [1–5]. These microorganisms use sulfate ions, which are reduced to 
hydrogen sulfide in the process called “dissimilatory sulfate reducing” or “sulfate 
respiration.” In this process, sulfate is a terminal electron acceptor [1, 2, 6–8]. For 
the implementation of dissimilatory sulfate reduction, exogenous electron donors 
are necessary [3, 4].
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Chapter 2

Isolation and Purification of 
Sulfate-Reducing Bacteria
Ivan Kushkevych

Abstract
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plant [12–14] and also present in the human and animal intestines [15–19]. The 
main species of intestinal SRB, Desulfovibrio genus, are often isolated from patients 
with inflammatory bowel disease (IBD) and healthy subjects [15, 20–25]. Other 
species of SRB, Desulfomicrobium, Desulfobulbus, Desulfobacter, Desulfomonas, and 
Desulfotomaculum were also seldom isolated from human and animal feces [1, 23, 26].

An increased number of SRB are often detected in patients with periodontitis 
[18]; inflammatory bowel diseases, including ulcerative colitis; and many other dis-
eases [27–31]. Some scientists also suggest that SRB may be the cause of some forms 
of colon cancer, given the fact that these microorganisms produce hydrogen sulfide 
affecting the intestinal cell metabolism causing various diseases [32, 33]. That is 
why the isolation of SRB new strains, their purification from other microorganisms, 
and study of SRB cultural, physiological, biochemical, and genetical properties in 
detail are necessary.

It should be also noted that many species may be uncultured, so it is important 
to apply molecular and genetic methods such as Illumina sequencing. This method 
can give a clear picture of SRB diversity in the detected sample. However, in this 
chapter, the focus will be on isolation, purification, and cultivation of cultured 
mesophilic SRB species.

The goal of chapter is to describe:

• Methods of sample selections from water, soil, swamp, and feces of human or 
animals and from biopsy material

• Media, isolation, purification, and cultivation conditions

• Morphological diversity and physiological and biochemical properties

• Identification based on physiological and biochemical properties and sequence 
analysis of the 16S rRNA gene

• Generalization of this research

2. Selection of samples

As was noted, the SRB can be present in a sulfate-rich environment. The samples 
selected from the different ecotopes should be directly placed in anoxic modified 
Postgate liquid medium [3]. The composition of the medium and conditions of 
selections is described in Section 3.

2.1  Samples from environment (water, soil, swamp, and environmental 
surfaces)

One milliliter of water (or 1 g of swamp, soil, and metal rust) should be sus-
pended in 9 ml of anoxic Postgate liquid medium. The tubes should be brim-filled 
with medium and closed to provide anaerobic conditions. Another option to pro-
vide anaerobic conditions is to add in tube 1 ml sterile liquid paraffin. The schema 
of sampling is presented in Figure 1.

2.2 Samples from feces of human or animals

It is thought that the species of SRB, their composition, and the number 
found in the intestinal lumen differ from that of the composition and number of 
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microorganisms on the surface of the intestinal mucosa [2, 9, 28, 34]. Similar to 
environmental samples (see Figure 1), fecal samples from human or animals should 
be fresh and directly suspended in anoxic modified Postgate liquid medium (pH 7.5, 
temperature to +37°C). One gram of feces suspends in 9 ml of the modified Postgate 
liquid medium [3, 35]. The same quantity of feces should be taken for determin-
ing the dry matter and recalculation of colony-forming units (CFU) per 1 g of dry 
matter. Before this procedure, the medium should be heated in thermostat to +37°C 
temperature. If the samples from domestic or wild birds (chickens, geese, ducks, 
etc.), the temperature of medium should be +40°C.

2.3 Samples from intestine (biopsy or sections of the large intestine of animals)

Intestinal SRB with other intestinal bacteria can form biofilms on the surface 
of the epithelial cells of the large intestine [34]. These biofilms include species 
of Desulfovibrio genus and the species of Bacteroides, Pseudomonas, Clostridium, 
Escherichia, or other intestinal microorganisms. Such biofilms are often resistant to 
antimicrobial substances [36]; therefore it is an interesting area of the study.

For isolation of SRB from biofilms, 10−5 M EDTA (ethylenediaminetetraacetic 
acid) should be added to the modified Postgate liquid medium for releasing SRB 
from a biofilm. A fresh piece of biopsy should be weighed, and its approximate 
square (in cm2) must be calculated and added to 9 ml of the modified Postgate 
liquid medium (pH 7.5, temperature to +37°C). This calculation of square must be 
done for recalculation of CFU of SRB released from cm2 of a biofilm.

The same procedure can be applied for isolation of SRB from sections of the 
large intestine of animals.

3. Medium and cultivation conditions

The composition of modified liquid Postgate medium [3, 35] is the following 
(g/l): Na2SO4 (0.5); KH2PO4 (0.3); K2HPO4 (0.5); (NH4)2SO4 (0.2); NH4Cl (1.0); 
CaCl2 × 6H2O (0.06); MgSO4 × 7H2O (0.1); lactate, C3H5O3Na (2.0); yeast extract 
(1.0); FeSO4 × 7H2O (0.004); sodium citrate, C6H5O7Na3 × 2H2O (0.3); and distilled 
water (1 l).

Separated solutions: Mohr’s salt solution [(NH4)2Fe(SO4)2 × 6H2O] (10%) 
and Na2S × 9H2O solution (1%) and 10 M solution of NaOH must be sterilized 
separately.

Figure 1. 
The scheme of sampling from different environmental biotopes.
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The modified liquid Postgate medium and solutions of Mohr’s salt, sodium 
sulfide, and sodium hydroxide should be sterilized in autoclave (20 min, at 1 atm.). 
The sterilization provides sterile conditions and partial release of oxygen from the 
medium. The solution of sodium sulfide is hydrolyzed to hydrogen sulfide during 
autoclaving.

After sterilization, 10 ml/l of sterile Mohr’s salt solution and 0.05 ml/l of sterile 
solution of sodium sulfide must be added to the medium. The addition of a small 
quantity (one drop) of sodium sulfide solution to the medium makes visible a black 
ring which confirms interactions of hydrogen sulfide and free Fe2+ released from 
Mohr’s salt.

A sterile ascorbic acid solution also must be added to the medium, but it cannot 
be sterilized by autoclaving because it may partially decompose and lose its proper-
ties for redox potential. So, 20% ascorbic acid solution should be filtrated through 
membrane filters (0.2 μm) and added directly to the medium after sterilization. The 
final concentration of ascorbic acid in the medium should be 0.1 g/l, and the redox 
potential of the medium must be around −100 mV. Solution of hydrogen sulfide 
added to medium can also decrease a redox potential [3].

The redox and anaerobic conditions can be controlled by sodium resazurin as an 
indicator. In addition, FeS reduced and Na2S contained in the medium provides the 
necessary redox conditions for SRB cultures. The discoloration of sodium resazurin 
(redox potential of discoloration Eh = −100 mV) confirms the decrease of redox 
potential. A pH medium (7.5) provides by the addition of a sterile 10 M solution of 
NaOH.

The temperature of the media should be +25…+30°C for environmental samples, 
and + 37°C for intestinal samples (+40°C for samples from birds).

The tubes with samples must be completely filled up to the edges of the test tube 
with completed medium and closed with rubber stoppers. In another case, tubes 
can be filled up incompletely, but 1 ml of sterile liquid paraffin must be filled up to 
the top of the medium and closed with rubber stoppers.

As a control of the quality of the medium, known pure culture of SRB from 
some collections of microorganisms is recommended to also be used.

Cultivate in the thermostat at +25…+30°C, +37°C, or +40°C, depending on the 
origin of the sample, during for 1–5 days under anaerobic conditions. SRB from 
birds, animals, and humans mostly grow faster than environmental species.

Positive growth of SRB is indicated by observing a black FeS precipitate 
occurred in the bottom of the tube.

4. Isolation and purification of positive SRB samples

As already mentioned above, SRB are in close interactions with other microor-
ganisms and can form biofilms in which they may be in a symbiotic relationship 
[34, 37]. Such microorganisms cooperating with SRB are often called satellite 
microorganisms [3]. Among the intestinal microorganisms, the species of the 
Bacteroides, Pseudomonas, Clostridium, and Escherichia genera are most often 
detected. Phototrophic green sulfur bacteria can make consortium with SRB [38]. 
On one hand, SRB produce hydrogen sulfide, and on the other hand, green sulfur 
bacteria oxidize hydrogen sulfide to molecular sulfur in the process of anoxygenic 
photosynthesis. Molecular sulfur may subsequently be oxidized to sulfate, in which 
SRB can be used as a final electron acceptor. Such an example of interaction can be 
consortium Pelochromatium roseo-viridae [11]. That is why it is important to purify 
the mixed cultures of SRB from satellite microorganisms which are very difficult to 
remove of during this process.

27

Isolation and Purification of Sulfate-Reducing Bacteria
DOI: http://dx.doi.org/10.5772/intechopen.86786

For obtaining pure cultures of SRB colonies, positive SRB samples (mixed 
SRB cultures) should be diluted (1,9) in a series of tubes (to 10−5) containing the 
modified Postgate liquid medium. The scheme of the series of tubes is presented 
in Figure 2. Before it, the modified Postgate agar medium of the same composi-
tion like liquid should be prepared but in this case adds to the medium additional 
compounds: Na2SO3 (7.5 g/l) and microbiological agar (12 g/l). Sterilize it by 
autoclaving like Postgate liquid medium. Sodium sulfite in high concentration in 
medium inhibits most of intestinal species of Enterobacteriaceae family, including 
Bacteroides, Pseudomonas, and Clostridium, Escherichia, which can be satellites of 
SRB. The species of SRB are resisted to sulfite ions and can be used as an alternative 
electron acceptor [11] in the process of dissimilatory sulfate reduction since they 
have sulfite reductase activity [39].

The modified Postgate agar medium containing sodium sulfite (Na2SO3) after 
sterilization in autoclave should be cooled to +40°C and 10 ml/l of sterile Mohr’s salt 
solution, 0.05 ml/l of sterile solution of sodium sulfide and ascorbic acid (0.1 g/l) 
added to the medium. These components must be thoroughly mixed in the flask and 
a sterile 10 M solution of NaOH added to provide accordingly a pH depending on 
the samples. To prevent the medium solidation, use a water bath to keep the tem-
perature (+40°C) at a constant level.

In total, 20 ml of warm modified Postgate agar medium spill in Petri palates 
and add to the medium 100 μl of each diluted suspension of a positive sample, 
thoroughly mix the suspension with the warm medium. The temperature should be 
according to the sample from where it was isolated.

Filled with medium and suspension Petri plates introduce into an anaerobic box 
with oxygen uptake generators for anaerobiosis. Mohr’s salt in the agar medium 
allows to detect black colonies of SRB since as a result, FeS was formed by hydrogen 
sulfide bacterial production that caused black-colored colonies. Cultivate in the 
thermostat at the appropriate temperature. The black colonies will be visible in 
1–5 days in the deep of agar medium depending on sample and its dilution.

The black colonies obtained from Petri palates cut from agar and suspend in 
modified liquid Postgate medium. Cultivate in the thermostat at the appropriate 
temperature. The formation of black sediment (FeS precipitate) will be visible 
in the tube (about in 1–3 days). This sediment confirms sulfate reduction and 

Figure 2. 
The scheme of dilution of positive SRB samples (mixed cultures).
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Figure 2. 
The scheme of dilution of positive SRB samples (mixed cultures).
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production of hydrogen sulfide, which interact with Fe2+ from Mohr’s salt, and FeS 
precipitate is formed. However, hydrogen sulfide can also be produced by species 
of Clostridium, Salmonella, and other intestinal bacteria. Moreover, some sulfur-
reducing bacteria in the same case can also use sulfate as an electron acceptor [11]. 
To be sure that the selected microorganisms are not sulfur reducers or other bacteria 
capable of hydrogen sulfide production, the liquid media following the composition 
should be prepared: first modified liquid Postgate medium with sulfate (concentra-
tion 3.5 mM), second the same medium but without sulfate, and third the same 
medium but without sulfate containing molecular sulfur (0.5 g/l). The scheme of 
the confirmation that the isolates belong to the SRB is presented in Figure 3.

The grown black sample should be mixed and 100 μl of bacterial suspension 
pipetted into Eppendorf tubes (volume 1.5 ml) with 900 μl of liquid media by 
the scheme (Figure 3). Pipette 200 μl of sterile liquid paraffin on the surface 
of the media with suspension, and close a cap of Eppendorf tubes. Cultivate in 
thermostat.

If the sample after cultivation forms a black sediment in the modified liquid 
Postgate medium without sulfate ions that contained molecular sulfur, it means that 
isolates in a positive sample can belong to the sulfur-reducing bacteria (not SRB).

If the sample after cultivation does not form black sediment (FeS precipitate) 
in modified liquid Postgate medium without sulfate and the same medium without 
sulfate ions that contained molecular sulfur, but bacterial growth is observed in the 
medium with sulfate, it means that isolates in a positive sample belong to the SRB.

The positive sample with SRB culture should be diluted in the modified liquid 
Postgate medium and again seed each dilution in agar medium containing sodium 
sulfite (see Figure 2). This procedure must be repeated 3–5 times for full purifica-
tion of SRB from other bacterial satellites.

After that, to check the purity of the SRB cultures from satellites, other 
additional tests are necessary. These additional tests are bacterial growth on the 
growth on different nonselective media (meat peptone agar; wort agar; starch-and-
ammonia agar; Giltay’s, Baalsrud’s, and modified Postgate medium). Growth of 
SRB should be positive only in modified Postgate medium.

5. Morphological diversity: physiological and biochemical properties

The SRB cells are spherical, oval, rod-shaped, spiral, or vibrio-shaped with a 
diameter of 0.4–3.0 μm. The cells can be either single or in pairs or aggregates also 
may form a single row of multicellular filaments [1, 3]. Most cells of SRB genera are 
Gram-negative, although the filamentous and spore-forming microorganisms are 
Gram-positive. The SRB genera are anaerobes [11]. Morphology of SRB cells can 
be studied by using the light microscope, phase-contrast microscopy, or electronic 
microscopy.

Figure 3. 
The scheme of the confirmation that the isolates belong to the SRB.
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Some species of SRB have single flagellum or more flagella depending on the 
genus. A simple, qualitative, and rapid method for detecting bacterial flagella 
and their shape, length, curvature, arrangement, and number on the cell is Hardy 
Diagnostics Flagella Stain (HDFS) [40, 41]. In 1937, Ryu developed this method, 
and later Kodaka et al. further described it [42, 43]. This test is especially useful 
in taxonomy and identifying characteristic about SRB motile, and more recently, 
anaerobic bacteria. Due to their narrow diameter, SRB flagella cannot be seen with 
a light microscope. The method of flagella stain can provide viewing SRB flagella 
by employing a crystal violet in an alcoholic solution as the primary stain. The 
alcoholic solution evaporates and leaves a precipitate around the flagella during the 
staining procedure and in increasing its apparent size.

In addition to the cell morphology and the presence of flagella, the follow-
ing physiological characteristic, which is no less important, is also the formation 
of spores. However, among the heterogeneous quantity of SRB, the species of 
Desulfotomaculum genus can sporulate. To determine the ability of the SRB cells 
to sporulate, 1 ml of 72 h pure culture of SRB grown in modified liquid Postgate 
medium should be heated at +80°C for 15 min and then 100 μl of bacterial suspen-
sion pipetted into epindorph (volume 1.5 ml) with 900 μl of liquid media, and add 
200 μl of sterile liquid paraffin on the surface of the media with suspension, and 
close the cap of Eppendorf tubes. Cultivate in thermostat. Thermoresistant forms 
of the Desulfotomaculum genus can be observed by FeS precipitate in the Eppendorf 
tubes. The SRB spores can be also additionally detected by a staining method for 
endospore. This method was published by Dorner [44] and later modified by 
Schaeffer and Fulton [45]. The modified process is simpler and faster and com-
monly used to differentiate bacterial endospores from other vegetative cells. It is 
also used to differentiate spore-forming bacteria from nonspore-forming [45].

Other physiological and biochemical characteristics which are important for 
identification are the determination of SRB growth at various pH and temperature, 
biomass accumulation, sulfate/lactate consumption, hydrogen sulfide and acetate 
production, catalase test, indole test, nitrate reduction, carbohydrate fermentation, 
gas production, and desulfoviridin test (Figure 4).

The effect of acidity (pH) is one of many important environmental factors which 
can be used for physiological characteristics of new SRB strains. The decreasing and 

Figure 4. 
The scheme of other physiological and biochemical characteristics.
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production of hydrogen sulfide, which interact with Fe2+ from Mohr’s salt, and FeS 
precipitate is formed. However, hydrogen sulfide can also be produced by species 
of Clostridium, Salmonella, and other intestinal bacteria. Moreover, some sulfur-
reducing bacteria in the same case can also use sulfate as an electron acceptor [11]. 
To be sure that the selected microorganisms are not sulfur reducers or other bacteria 
capable of hydrogen sulfide production, the liquid media following the composition 
should be prepared: first modified liquid Postgate medium with sulfate (concentra-
tion 3.5 mM), second the same medium but without sulfate, and third the same 
medium but without sulfate containing molecular sulfur (0.5 g/l). The scheme of 
the confirmation that the isolates belong to the SRB is presented in Figure 3.

The grown black sample should be mixed and 100 μl of bacterial suspension 
pipetted into Eppendorf tubes (volume 1.5 ml) with 900 μl of liquid media by 
the scheme (Figure 3). Pipette 200 μl of sterile liquid paraffin on the surface 
of the media with suspension, and close a cap of Eppendorf tubes. Cultivate in 
thermostat.

If the sample after cultivation forms a black sediment in the modified liquid 
Postgate medium without sulfate ions that contained molecular sulfur, it means that 
isolates in a positive sample can belong to the sulfur-reducing bacteria (not SRB).

If the sample after cultivation does not form black sediment (FeS precipitate) 
in modified liquid Postgate medium without sulfate and the same medium without 
sulfate ions that contained molecular sulfur, but bacterial growth is observed in the 
medium with sulfate, it means that isolates in a positive sample belong to the SRB.

The positive sample with SRB culture should be diluted in the modified liquid 
Postgate medium and again seed each dilution in agar medium containing sodium 
sulfite (see Figure 2). This procedure must be repeated 3–5 times for full purifica-
tion of SRB from other bacterial satellites.

After that, to check the purity of the SRB cultures from satellites, other 
additional tests are necessary. These additional tests are bacterial growth on the 
growth on different nonselective media (meat peptone agar; wort agar; starch-and-
ammonia agar; Giltay’s, Baalsrud’s, and modified Postgate medium). Growth of 
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5. Morphological diversity: physiological and biochemical properties

The SRB cells are spherical, oval, rod-shaped, spiral, or vibrio-shaped with a 
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Gram-negative, although the filamentous and spore-forming microorganisms are 
Gram-positive. The SRB genera are anaerobes [11]. Morphology of SRB cells can 
be studied by using the light microscope, phase-contrast microscopy, or electronic 
microscopy.

Figure 3. 
The scheme of the confirmation that the isolates belong to the SRB.
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Some species of SRB have single flagellum or more flagella depending on the 
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a light microscope. The method of flagella stain can provide viewing SRB flagella 
by employing a crystal violet in an alcoholic solution as the primary stain. The 
alcoholic solution evaporates and leaves a precipitate around the flagella during the 
staining procedure and in increasing its apparent size.

In addition to the cell morphology and the presence of flagella, the follow-
ing physiological characteristic, which is no less important, is also the formation 
of spores. However, among the heterogeneous quantity of SRB, the species of 
Desulfotomaculum genus can sporulate. To determine the ability of the SRB cells 
to sporulate, 1 ml of 72 h pure culture of SRB grown in modified liquid Postgate 
medium should be heated at +80°C for 15 min and then 100 μl of bacterial suspen-
sion pipetted into epindorph (volume 1.5 ml) with 900 μl of liquid media, and add 
200 μl of sterile liquid paraffin on the surface of the media with suspension, and 
close the cap of Eppendorf tubes. Cultivate in thermostat. Thermoresistant forms 
of the Desulfotomaculum genus can be observed by FeS precipitate in the Eppendorf 
tubes. The SRB spores can be also additionally detected by a staining method for 
endospore. This method was published by Dorner [44] and later modified by 
Schaeffer and Fulton [45]. The modified process is simpler and faster and com-
monly used to differentiate bacterial endospores from other vegetative cells. It is 
also used to differentiate spore-forming bacteria from nonspore-forming [45].

Other physiological and biochemical characteristics which are important for 
identification are the determination of SRB growth at various pH and temperature, 
biomass accumulation, sulfate/lactate consumption, hydrogen sulfide and acetate 
production, catalase test, indole test, nitrate reduction, carbohydrate fermentation, 
gas production, and desulfoviridin test (Figure 4).

The effect of acidity (pH) is one of many important environmental factors which 
can be used for physiological characteristics of new SRB strains. The decreasing and 

Figure 4. 
The scheme of other physiological and biochemical characteristics.
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increasing acidity of the medium can lead to the decrease of the SRB growth rate and 
hydrogen sulfide production [25]. Furutani and Schindler reported that the process of 
dissimilatory sulfate reduction was significantly slowed at low pH [46]. The increas-
ing of the pH medium until 9.0–10.0 also caused growth inhibition of the studied 
bacteria [25]. To test the pH effect on the SRB growth, the modified liquid Postgate 
medium (without Mohr’s salt) with different pH 3, 4, 5, 6, 7, 8, 9, and 10 is necessary 
to be prepared. Inoculation (initial concentration) of bacterial cells should be not less 
than 10%. After cultivation in the thermostat (24–36 h), biomass accumulation can 
be determined and compared in which the value of pH is optimum for SRB growth.

Most of the species of SRB are mesophilic microorganisms and live at a tempera-
ture from +20 to +40°C. Some SRB species can be also thermophilic microorgan-
isms, e.g., Thermodesulfobacterium genus (T. thermophilum, T. hveragerdense, T. 
commune, and others) [11]. However, this chapter is focused on isolation and puri-
fication of mesophilic SRB. Similar to the case with test pH effect, the optimum of 
temperature for SRB growth is necessary to be determined. Inoculate bacterial cells 
(10%) in the modified liquid Postgate medium (without Mohr’s salt), and cultivate 
at different temperatures (+4, +14, +20, +35, +45°C). After cultivation (24–36 h), 
biomass accumulation can be determined and compared in which the value of the 
temperature is optimum for SRB growth.

Biomass accumulation of the SRB cells in liquid medium can be measured by the 
photometric method by using a spectrophotometer, but the medium cannot contain 
Mohr’s salt, since FeS precipitate makes it impossible [26, 47].

The cultivation of SRB in anaerobic, microaerophilic, or aerobic conditions 
allows testing their viability and resistance to molecular oxygen. However, SRB 
are anaerobes, but some of them may have high activity of antioxidant enzymes, 
catalase, and superoxide dismutase [1, 3].

Sulfate consumption as a terminal acceptor and determination of its concentration 
in the medium during SRB growth is important for observing and understanding more 
the process of dissimilatory sulfate reduction. The sulfate concentration in the medium 
(without Mohr’s salt) can be assayed by the turbidimetric method by precipitation with 
barium chloride. For stabilizing the suspension, glycerol should be used [48].

The final product of the dissimilatory sulfate reduction process is hydrogen 
sulfide, which can be measured in the culture medium (without Mohr’s salt) by a 
photometric method based on the reaction of sulfide and n-aminodimethylaniline 
with the methylene blue formation [49]. The concentration of hydrogen sulfide is 
determined by calibration curve. The data on the concentration of hydrogen sulfide, 
produced by the isolates, is supposed to help in establishing and assessing a toxic-
ity effect of hydrogen sulfide on the epithelial cells of the human intestine. Such 
studies might help in predicting the development of diseases in the gastrointestinal 
tract, by providing further details on the etiology of bowel diseases which are very 
important for the clinical diagnosis of these disease types.

In the dissimilatory sulfate reduction process, SRB use exogenous electron 
donors. Molecular hydrogen is a universal electron donor for intestinal SRB [23, 
37]. These bacteria are in close interaction with each other. It was established that 
SRB can completely displace methanogenic microorganisms of the intestine in the 
process of H2 competition [9]. This competition for molecular hydrogen between 
SRB and methanogens largely depends on the presence and quantity of sulfate in 
the gut [9]. Adding sulfate and sulfated mucopolysaccharides to fecal suspensions 
which contain metabolically active products of the SRB stimulates the formation of 
hydrogen sulfide and inhibits the intensity of the methanogenesis [1, 14]. Except H2, 
the second important electron donor is lactate, which SRB can oxidize incompletely 
to acetate or completely to CO2.
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The determination of lactate concentration can be carried out through 
dehydrogenation of lactate reaction by lactate dehydrogenase in the presence of 
NAD+, with formation of pyruvate and NADH. Another method for measurement 
of lactate concentration is the use of lactate assay kit (Sigma-Aldrich, Catalog 
Number MAK064). Acetate accumulated during lactate incompletely oxidizing 
in the process of bacterial growth can be determined by using the acetate assay kit 
(Colorimetric, Catalog Number KA3764) or by titration.

Simple catalase test on modified Postgate surface agar cultures can be carried 
out by adding a drop of 10% H2O2 solution over the colonies. Another way is adding 
5 drops of 10% H2O2 solution in 1 ml of a modified liquid Postgate medium. If the 
culture is catalase positive, the bubbles are formed.

The indole production test can be carried out by using a 24-h liquid culture with 
nitric acid and isoamylic alcohol reagents (Salkowski’s reaction).

Adding sodium nitrate (5%) to modified liquid Postgate medium can be used for 
testing nitrate reduction. Nitrites can be tested by using a naphthylamine-sulfanilic 
acid reagent on 24-h cultures.

The ability of SRB strains to metabolize except lactate or H2 other electron 
donors and a carbon source is also necessary to test. With this purpose, formate, 
propionate, pyruvate, fumarate, malate, methanol, citrate, ethanol, acetate, glyc-
erol, glucose, oleate, stearate, and benzoate should be added separately in modified 
liquid Postgate medium but without electron donor (lactate) and carbon source. A 
final concentration of each compound should be 1%. Glucose and pyruvate fer-
mentation in the liquid medium can be analyzed by acidity (pH reaction) and pH 
indicators. This test confirms that SRB isolated strains are capable to chemolithohet-
erotrophic growth. In addition to organic acids with different carbon chain lengths 
and alcohol, the strains can also assimilate some amino acids.

Gas production can be observed in deep culture Postgate agar in the tubes.
The desulfoviridin production is a very important factor for identification of 

Desulfovibrio and Desulfomonas genera. The presence of this protein in bacterial cells 
can be examined by using ultraviolet (UV) light on Postgate agar surface cultures 
after treatment with a 1 N NaOH solution. Desulfoviridin will be green in UV light.

6.  Identification based on physiological and biochemical properties and 
sequence analysis of the 16S rRNA gene

Identification of the SRB by morphological, physiological, and biochemical 
characteristics can be conducted according to Bergey’s Manual of Determinative 
Bacteriology (ninth edition, 1994), where SRB belong to the seventh group and are 
called “dissimilatory sulfate- or sulfur-reducing bacteria” [11]. This group is divided 
into four subgroups (Figure 5).

However, more modern and complex classification of SRB is published in 
Bergey’s Manual of Systematic Bacteriology (2005), where SRB are divided into 
different classes, for example, class IV, Deltaproteobacteria, including order II, 
Desulfovibrionales; family I, Desulfovibrionaceae (genus I. Desulfovibrio); or family 
II, Desulfomicrobiaceae (genus I. Desulfomicrobium) [10]. For details identification 
based on physiological and biochemical characteristics is necessary to use both 
Bergey’s manuals.

As was mentioned above, the representatives of Desulfovibrio genus are often 
found in the animal and patients with IBD and healthy subjects, because it is 
necessary to pay attention to the more detailed steps for identification of the second 
subgroup where this genus belongs (see Figure 4).
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to be prepared. Inoculation (initial concentration) of bacterial cells should be not less 
than 10%. After cultivation in the thermostat (24–36 h), biomass accumulation can 
be determined and compared in which the value of pH is optimum for SRB growth.

Most of the species of SRB are mesophilic microorganisms and live at a tempera-
ture from +20 to +40°C. Some SRB species can be also thermophilic microorgan-
isms, e.g., Thermodesulfobacterium genus (T. thermophilum, T. hveragerdense, T. 
commune, and others) [11]. However, this chapter is focused on isolation and puri-
fication of mesophilic SRB. Similar to the case with test pH effect, the optimum of 
temperature for SRB growth is necessary to be determined. Inoculate bacterial cells 
(10%) in the modified liquid Postgate medium (without Mohr’s salt), and cultivate 
at different temperatures (+4, +14, +20, +35, +45°C). After cultivation (24–36 h), 
biomass accumulation can be determined and compared in which the value of the 
temperature is optimum for SRB growth.

Biomass accumulation of the SRB cells in liquid medium can be measured by the 
photometric method by using a spectrophotometer, but the medium cannot contain 
Mohr’s salt, since FeS precipitate makes it impossible [26, 47].

The cultivation of SRB in anaerobic, microaerophilic, or aerobic conditions 
allows testing their viability and resistance to molecular oxygen. However, SRB 
are anaerobes, but some of them may have high activity of antioxidant enzymes, 
catalase, and superoxide dismutase [1, 3].

Sulfate consumption as a terminal acceptor and determination of its concentration 
in the medium during SRB growth is important for observing and understanding more 
the process of dissimilatory sulfate reduction. The sulfate concentration in the medium 
(without Mohr’s salt) can be assayed by the turbidimetric method by precipitation with 
barium chloride. For stabilizing the suspension, glycerol should be used [48].

The final product of the dissimilatory sulfate reduction process is hydrogen 
sulfide, which can be measured in the culture medium (without Mohr’s salt) by a 
photometric method based on the reaction of sulfide and n-aminodimethylaniline 
with the methylene blue formation [49]. The concentration of hydrogen sulfide is 
determined by calibration curve. The data on the concentration of hydrogen sulfide, 
produced by the isolates, is supposed to help in establishing and assessing a toxic-
ity effect of hydrogen sulfide on the epithelial cells of the human intestine. Such 
studies might help in predicting the development of diseases in the gastrointestinal 
tract, by providing further details on the etiology of bowel diseases which are very 
important for the clinical diagnosis of these disease types.

In the dissimilatory sulfate reduction process, SRB use exogenous electron 
donors. Molecular hydrogen is a universal electron donor for intestinal SRB [23, 
37]. These bacteria are in close interaction with each other. It was established that 
SRB can completely displace methanogenic microorganisms of the intestine in the 
process of H2 competition [9]. This competition for molecular hydrogen between 
SRB and methanogens largely depends on the presence and quantity of sulfate in 
the gut [9]. Adding sulfate and sulfated mucopolysaccharides to fecal suspensions 
which contain metabolically active products of the SRB stimulates the formation of 
hydrogen sulfide and inhibits the intensity of the methanogenesis [1, 14]. Except H2, 
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The determination of lactate concentration can be carried out through 
dehydrogenation of lactate reaction by lactate dehydrogenase in the presence of 
NAD+, with formation of pyruvate and NADH. Another method for measurement 
of lactate concentration is the use of lactate assay kit (Sigma-Aldrich, Catalog 
Number MAK064). Acetate accumulated during lactate incompletely oxidizing 
in the process of bacterial growth can be determined by using the acetate assay kit 
(Colorimetric, Catalog Number KA3764) or by titration.

Simple catalase test on modified Postgate surface agar cultures can be carried 
out by adding a drop of 10% H2O2 solution over the colonies. Another way is adding 
5 drops of 10% H2O2 solution in 1 ml of a modified liquid Postgate medium. If the 
culture is catalase positive, the bubbles are formed.

The indole production test can be carried out by using a 24-h liquid culture with 
nitric acid and isoamylic alcohol reagents (Salkowski’s reaction).

Adding sodium nitrate (5%) to modified liquid Postgate medium can be used for 
testing nitrate reduction. Nitrites can be tested by using a naphthylamine-sulfanilic 
acid reagent on 24-h cultures.

The ability of SRB strains to metabolize except lactate or H2 other electron 
donors and a carbon source is also necessary to test. With this purpose, formate, 
propionate, pyruvate, fumarate, malate, methanol, citrate, ethanol, acetate, glyc-
erol, glucose, oleate, stearate, and benzoate should be added separately in modified 
liquid Postgate medium but without electron donor (lactate) and carbon source. A 
final concentration of each compound should be 1%. Glucose and pyruvate fer-
mentation in the liquid medium can be analyzed by acidity (pH reaction) and pH 
indicators. This test confirms that SRB isolated strains are capable to chemolithohet-
erotrophic growth. In addition to organic acids with different carbon chain lengths 
and alcohol, the strains can also assimilate some amino acids.

Gas production can be observed in deep culture Postgate agar in the tubes.
The desulfoviridin production is a very important factor for identification of 

Desulfovibrio and Desulfomonas genera. The presence of this protein in bacterial cells 
can be examined by using ultraviolet (UV) light on Postgate agar surface cultures 
after treatment with a 1 N NaOH solution. Desulfoviridin will be green in UV light.

6.  Identification based on physiological and biochemical properties and 
sequence analysis of the 16S rRNA gene

Identification of the SRB by morphological, physiological, and biochemical 
characteristics can be conducted according to Bergey’s Manual of Determinative 
Bacteriology (ninth edition, 1994), where SRB belong to the seventh group and are 
called “dissimilatory sulfate- or sulfur-reducing bacteria” [11]. This group is divided 
into four subgroups (Figure 5).

However, more modern and complex classification of SRB is published in 
Bergey’s Manual of Systematic Bacteriology (2005), where SRB are divided into 
different classes, for example, class IV, Deltaproteobacteria, including order II, 
Desulfovibrionales; family I, Desulfovibrionaceae (genus I. Desulfovibrio); or family 
II, Desulfomicrobiaceae (genus I. Desulfomicrobium) [10]. For details identification 
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The second subgroup includes Desulfovibrio (Dvi), Desulfomonas (Dmo), 
Desulfobulbus (Dbu), Desulfomicrobium (Dmi), and Thermodesulfobacterium (Tdb) 
genera (Table 1).

Other SRB genera can be identified by Bergey’s manuals [10, 11]. However, 
for complete identification based on morphological, physiological, and bio-
chemical properties, the molecular methods, in particular the sequence analysis 
of 16S rRNA gene, are also necessary to be applied [50]. Except sequence 
analysis of 16S rRNA gene, it is important to confirm the SRB species by using 
primers of functional genes of dissimilatory sulfate-reduction, such as DsrAB 
and АprBA (Table 2).

Further on the example of one isolate of intestinal SRB, identification based 
on sequence analysis of 16S rRNA gene by using the universal primers will be 
described. The schema of this identification is presented in Figure 6.

Features Dvi Dmo Dbu Dmi Tdb

Spiral or vibrio-shaped cells + — — — —

Oval or rod-shaped cells — + + + +

Movement with the polar flagella +/− +/− + +/−

Optimal temperature range

+25…+40°C + + + + —

+65…+70°C — — — — +

Ability of bacteria to grow in the presence of sulfate

H2 + CO2 + acetate as a carbon source + + + + +

Lactate + + + + +

Propionate — — + — —

Desulfoviridin + + — — —

Notes: the feature is presence “+” or absence “–”.

Table 1. 
The differences between features of the second subgroup SRB genera according to Bergey’s manual of 
determinative bacteriology [11].

Figure 5. 
The scheme of classification of dissimilatory sulfate- or sulfur-reducing bacteria group, according to Bergey’s 
manual of determinative bacteriology (ninth edition, 1994) [11].
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DNA isolation. Isolation and purification of DNA were carried out with a 72-h 
culture of SRB by using a “QIAmp DNA Mini Kit (QIAGEN), Cat. No 51304.” One 
single SRB colony was taken from modified Postgate agar medium and suspended 
in 50 μl of deionized water in a screw cap micro-centrifuge tube. The samples were 
boiled at 98°C for 5 min prior to being centrifuged for 5 min/14,000 g to settle cell 
debris. In total 2 μl of supernatant, containing the genomic DNA, were used for 
PCR amplification.

Amplification of gene fragments. Amplification of 16S rRNA gene fragments 
was carried out using the universal primers (Table 3) according to Weisburg et al. 
[51] and Persing [52].

PCR procedure. PCR was carried out on DNA isolated from SRB cells in a final 
volume of 20 μl consisting of 10.0 μl Taq PCR Master Mix Kit (Cat. No 201445), 
0.1 μl of each primer, 0.1 μl uracil D-glycosylase (Cat. No. M0280 L), 7.7 μl deion-
ized water, and 2.0 μl of DNA supernatant.

The amplicons were amplified by a preliminary incubation at 94°C for 5 min 
(initial denaturation) and then 34 cycles of 94°C for 1 min (denaturation), 55°C 
for 1 min (annealing of primers), and 72°C for 2 min (polymerization), using a 

Functional genes Primer sequence Amplicon length (pb)

DsrAB gen

DSR1F 5ʼ-ACSCAYTGGAARCACG-3ʼ 1900
DSR4R 5ʼ-GTGTARCAGTTDCCRCA-3ʼ

АprBA gen

aprB-1-FW 5ʼ-TGCGTGTAYATHTGYCC-3ʼ 1200–1350
aprA-5-RV 5ʼ-GCGCCAACYGGRCCRTA-3ʼ

Table 2. 
Primers designed based on functional gens of dissimilatory sulfate reduction, which can be used for 
amplification.

Figure 6. 
The scheme of identification based on sequence analysis of 16S rRNA gene.

Primers Sequence Amplicon length (pb)

8FPL 5ʼ-AGTTTGATCCTGGCTCAG-3ʼ position 8–27 Approximately 1500
1492RPL 5ʼ-GGTTACCTTGTTACGACTT-3ʼ position 1510–1492

806R 5ʼ-GGACTACCAGGGTATCTAAT-3ʼ position 806–787 Approximately 800

Table 3. 
Universal primers for amplification of 16S rRNA gene fragments.
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The second subgroup includes Desulfovibrio (Dvi), Desulfomonas (Dmo), 
Desulfobulbus (Dbu), Desulfomicrobium (Dmi), and Thermodesulfobacterium (Tdb) 
genera (Table 1).

Other SRB genera can be identified by Bergey’s manuals [10, 11]. However, 
for complete identification based on morphological, physiological, and bio-
chemical properties, the molecular methods, in particular the sequence analysis 
of 16S rRNA gene, are also necessary to be applied [50]. Except sequence 
analysis of 16S rRNA gene, it is important to confirm the SRB species by using 
primers of functional genes of dissimilatory sulfate-reduction, such as DsrAB 
and АprBA (Table 2).

Further on the example of one isolate of intestinal SRB, identification based 
on sequence analysis of 16S rRNA gene by using the universal primers will be 
described. The schema of this identification is presented in Figure 6.
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Oval or rod-shaped cells — + + + +
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+25…+40°C + + + + —
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Ability of bacteria to grow in the presence of sulfate

H2 + CO2 + acetate as a carbon source + + + + +

Lactate + + + + +

Propionate — — + — —

Desulfoviridin + + — — —

Notes: the feature is presence “+” or absence “–”.

Table 1. 
The differences between features of the second subgroup SRB genera according to Bergey’s manual of 
determinative bacteriology [11].

Figure 5. 
The scheme of classification of dissimilatory sulfate- or sulfur-reducing bacteria group, according to Bergey’s 
manual of determinative bacteriology (ninth edition, 1994) [11].
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DNA isolation. Isolation and purification of DNA were carried out with a 72-h 
culture of SRB by using a “QIAmp DNA Mini Kit (QIAGEN), Cat. No 51304.” One 
single SRB colony was taken from modified Postgate agar medium and suspended 
in 50 μl of deionized water in a screw cap micro-centrifuge tube. The samples were 
boiled at 98°C for 5 min prior to being centrifuged for 5 min/14,000 g to settle cell 
debris. In total 2 μl of supernatant, containing the genomic DNA, were used for 
PCR amplification.

Amplification of gene fragments. Amplification of 16S rRNA gene fragments 
was carried out using the universal primers (Table 3) according to Weisburg et al. 
[51] and Persing [52].

PCR procedure. PCR was carried out on DNA isolated from SRB cells in a final 
volume of 20 μl consisting of 10.0 μl Taq PCR Master Mix Kit (Cat. No 201445), 
0.1 μl of each primer, 0.1 μl uracil D-glycosylase (Cat. No. M0280 L), 7.7 μl deion-
ized water, and 2.0 μl of DNA supernatant.

The amplicons were amplified by a preliminary incubation at 94°C for 5 min 
(initial denaturation) and then 34 cycles of 94°C for 1 min (denaturation), 55°C 
for 1 min (annealing of primers), and 72°C for 2 min (polymerization), using a 

Functional genes Primer sequence Amplicon length (pb)
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Table 2. 
Primers designed based on functional gens of dissimilatory sulfate reduction, which can be used for 
amplification.

Figure 6. 
The scheme of identification based on sequence analysis of 16S rRNA gene.

Primers Sequence Amplicon length (pb)

8FPL 5ʼ-AGTTTGATCCTGGCTCAG-3ʼ position 8–27 Approximately 1500
1492RPL 5ʼ-GGTTACCTTGTTACGACTT-3ʼ position 1510–1492

806R 5ʼ-GGACTACCAGGGTATCTAAT-3ʼ position 806–787 Approximately 800

Table 3. 
Universal primers for amplification of 16S rRNA gene fragments.
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thermocycler (model MJ Research PTC-200, USA). After the last amplification 
cycle, the samples were incubated further at 72°C for 2 min for complete elongation 
of the final PCR products and cooled at 10°C.

Analysis of PCR products. Analysis of PCR products was carried out by electro-
phoresis in 1.5% agarose gel, with field strengths of 5 V/cm. Electrophoresis time 
was 40 min. The 100 bp ladder (Malamité, Czech Republic) was used as a size 
standard and molecular weight markers. Isolation and purification of fragments 
from agarose were performed by centrifugation of gel strips containing DNA 
through aerosol filters. For purification of SRB amplicons, the commercial kit from 
QIAGEN “MinElute Gel Extraction Kit” was used. The sequence was carried out 
using a “genetic analyzer” and reagents “BigDye Terminator v3.1 Cycle Sequencing 
Kit.” Search homologous deposited in the GenBank nucleotide sequence encoding 
the 16S rRNA gene, was performed using BLASTN and Blast2 programs.

The 16S rRNA gene amplicons which were used for sequence analysis were 
obtained by using the PCR method. The PCR products were separated by elec-
trophoresis (Figure 7). Before sequence analysis the absorbance of amplicons 
(8FPL/806R, amplicon I about 800 bp; 8FPL/1492RPL, amplicon I about 1500 bp; 
8FPL/806R, amplicon II about 800 bp; 8FPL/1492RPL, amplicon II about 1500 bp) 
was determined [50].

By comparison of individual sequencing data from the amplicons 1–5, the fol-
lowing gene for 16S rRNA sequence of the total length 1370 bp was completed:

Black nucleotides are a summary from 1, 2, 3, and 5: the best sequence data 
(totally four sequencing). Green nucleotides are a summary from 3 and 4: good 
sequence data (two sequencing). Red nucleotides are the rest of 4: the worse 
sequence data because they were received from one sequencing only, but its quality 
was excellent. The obtained sequence BLASTN was analyzed. The highest homology 
of SRB colony was identified with Desulfovibrio piger ATCC 29098 from GenBank.

The obtained sequence results of SRB isolated colony were also compared 
by BLASTN analysis with the nucleotide sequences of 16S rRNA gene of other 
strains (Table 4).

Thus, the nucleotide sequence of the 16S rRNA gene of SRB has the highest 
homology (99%) compared to deposited nucleotide sequence D. piger ATCC 29098 
(AF192152) in the GenBank database.
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The D. piger belongs to sulfate-reducing bacteria which are usually considered 
as a commensal bacterium in humans [5, 10, 50]. More recently, D. piger has 
attracted more interest as it was found to be the most prevalent species of SRB in 
feces of patients with inflammatory bowel disease [20, 21, 25, 31]. The obtained 
bacterial strains have such phenotypic features as the presence of desulfoviridin, 
cytochrome c3, and menaquinone MK-6. They oxidize organic compounds incom-
pletely to acetate [10, 11].

Figure 7. 
The results of electrophoresis 16S rRNA PCR products (amplicons): 8FPL/1492RPL, 1500 bp (1); 8FPL/806R, 
800 bp (2); 8FPL/1492RPL, 1500 bp (3); 8FPL/806R, 800 bp (4); M is marker (100 bp ladder).

SRB strains Acc. No Identities Identity (%)

Desulfovibrio piger ATCC 29098 AF192152 1352/1368 99

Desulfovibrio fairfieldensis ATCC700045 U42221 1313/1374 96

Desulfovibrio desulfuricans Essex 6 AF192153 1299/1369 95

Desulfovibrio intestinalis DSM 11275 Y12254 1289/1373 94

Desulfovibrio desulfuricans MB AF192154 1293/1373 94

Bilophila wadsworthia ATCC49260 L35148 1242/1369 91

Desulfovibrio vulgaris subsp. Oxamicus DSM 1925 AJ295677 1089/1195 91

Desulfovibrio longreachensis ACM 3958 Z24450 1253/1374 91

Desulfovibrio termitidis DSM 5308 X87409 1237/1372 90

Lawsonia intracellularis NCTC 12656 U30147 1215/1374 88

Desulfovibrio vulgaris subsp. vulgaris DSM 644 M34399 726/834 87

Table 4. 
Comparing the resulting sequence of 16S rRNA gene with other Desulfovibrio species.
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Figure 8. 
The general scheme of isolation, purification, and identification of mesophilic sulfate-reducing bacteria.

Moore W.E. found SRB for the first time in people’s feces and identified it as 
Desulfomonas pigra [53], which subsequently is reclassified as Desulfovibrio piger [16]. 
The described bacterial strains are similar to that of Moore et al. [53] except for the 
G–C content of the DNA, which is 64 mol%. Obligate anaerobic, sulfate-reducing, 
non-saccharolytic, non-proteolytic, nonspore-forming, and Gram-negative bacteria 
that are straight and vibrio-like and have rounded ends (0.8–1.0 × 2.5–10.0 μm) 
[10]. These microorganisms use lactate, pyruvate, ethanol, and hydrogen as elec-
tron donors for sulfate reduction. They oxidize lactate and pyruvate incompletely 
to acetate. The optimum temperature for growth is +37°C. Growth is not affected 
by 20% bile. Colonies on anaerobic blood agar are translucent, 2 mm in diameter, 
circular, and non-hemolytic. Cells contain desulfoviridin and cytochrome c3. These 
bacteria isolated from human specimens (feces, peritoneal fluids, and intra-abdomi-
nal collections). The type strain, isolated from human feces, is ATCC 29098 [10].

7. Generalization of the research

Taking into consideration all research described in the chapter, it is necessary 
to generalize that isolation of mesophilic SRB from environmental samples (water, 
soil, swamp, etc.) and intestinal samples can be similar, although swamps and 
feces are required to determine dry matter of the samples. It is important to purify 
a positive sample of SRB from other satellite microorganisms such as Clostridium, 
Bacteroides, Pseudomonas, etc. With this aim, obtained SRB mixed cultures should 
be 3–5 times repassed to the modified Postgate agar medium with sulfite which 
inhibit the growth other microorganisms. Ability to growth of SRB mixed culture 
with high sulfite concentration allows to eliminate (purify SRB) from other micro-
organisms which can be in close interactions with SRB. The cultivation conditions 
depend on sample from where it is isolated. The key criteria for identification based 
on physiological and biochemical characteristics are the morphology of bacterial 
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cells, ability to form of spores, sulfate reduction to hydrogen sulfide, lactate oxida-
tion to acetate or CO2, use of other organic compounds as an electron donor and 
carbon sources, etc. The general scheme of isolation, purification, and identifica-
tion of mesophilic sulfate-reducing bacteria is presented in Figure 8.

For identifications of SRB based on morphological, physiological, and biochemi-
cal characteristics, two Bergey’s Manuals [10, 11] are recommended. Moreover, all 
isolated SRB species should be confirmed by the sequence analysis of the 16S rRNA 
gene by using universal primers or primers of functional genes of dissimilatory 
sulfate-reduction, such as DsrAB and АprBA.

8. Conclusions

The methods of sample selections from water, soil, swamp, and feces of humans 
or animals and from biopsy material and the process of SRB isolation and purifica-
tions are similar, although cultivation conditions may differ. Identification based 
on physiological and biochemical properties is a complex process, and many other 
factors must be considered. For this identification, Bergey’s Manuals are recom-
mended to be used. The sequence analysis of the 16S rRNA gene should confirm the 
identification process based on physiological and biochemical properties.

It is of vital importance to obtain new strains of the SRB from various ecotopes 
and identify them and study their growth and physiological and biochemical proper-
ties. Aside from that, the process of dissimilatory sulfate reduction by SRB and the 
production of hydrogen sulfide should be investigated in order to clarify the etiologi-
cal role of these bacteria in the nature and in the development of various diseases.
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Chapter 3

First Insights into the Resilience of
the Soil Microbiome of a Tropical
Dry Forest in Puerto Rico
Michelle Jovanne Rivera-Rivera and Elvira Cuevas

Abstract

This study evaluated the effect that tree species traits and wet/dry periods
display on soil microbial communities in a tropical dry forest in Puerto Rico.
Understanding the ecological role of soil microorganisms in tropical dry forests and
how they relate to different tree species is necessary to protect these fragile forest
ecosystems. Thus, by using 454 pyrosequencing, we explored how microbial
diversity was affected by dominant tree species during the wettest and driest
periods at the Guánica Dry Forest. We found that 9 out of 17 phyla were more
abundant during the dry period demonstrating that soil communities have adapted
to historically low rainfall patterns. The most abundant phyla during both periods
were Proteobacteria, Actinobacteria, and Bacteroidetes. During the dry period,
Actinobacteria increased significantly (p < 0.0001), whereas Proteobacteria and
Bacteroidetes decreased significantly (p < 0.0001; p < 0.001). Canonical corre-
spondence analysis (CCA) also demonstrated that soil microbes are shaped by wet
and dry periods, thus axis 1 of CCA explained 80% of the variation. This study
offers baseline information in order to help elucidate how microbial diversity is
affected by climate change in tropical areas and extrapolate this information to
agricultural areas in order to develop better management practices.

Keywords: historical rainfall patterns, bacterial resilience, soil microbiome,
soil microbial ecology, soil enzyme activity, Guánica Dry Forest, Puerto Rico,
bacterial diversity, DNA sequencing

1. Introduction

Arid and semiarid ecosystems comprise almost 1/3 of the Earth’s surface, and it
is expected that these ecosystems will increase their total coverage area due to
anthropogenic activities and climate change [1]. In tropical dry forests, seasonality
and rainfall distribution fluctuate more often than in other ecosystems. Dry periods
can extend for many months, and in some cases, they are accompanied by pulsed
rainfall that can last from hours to days. These fluctuations control temporal growth
patterns, productivity, turnover of organic matter, and other forest soil functional
traits [2]. After a dry period, the first pulse of rainfall causes abrupt changes in
soil moisture and water potential leading to microbial physiological stress and the
reawakening of soil microbial communities. Seasonally tropical dry forests are
already towards the extreme of water availability. Climate model predictions for
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the Caribbean point towards progressively drier periods, with precipitation loss
between �10 and �50% [3]. There is limited information regarding the diversity of
soil microbial communities in these ecosystems, and it needs to be assessed in order
to establish baseline information that is crucial to help elucidate the degree of the
ecosystems resilience to the proposed precipitation changes that are affecting these
ecosystems.

The intrinsic effects of vegetation are strong influencers of soil properties. Due
to the confounding factor of plant species and plant roots sharing the same area,
there is very little information on the effect of specific plant species on microbial
diversity and soil enzymatic activities [4, 5]. Seasonally dry ecosystem, such as the
Guánica Dry Forest, can serve as a model system to better understand the impact of
seasonal variations and tree species effect on microbial community composition
and activity. In this forest the trees are growing in the cracks of the calcareous
platform, forming individual islands of leaf litter and organic matter under similar
climatic conditions [5, 6]. The canopies of the trees are close to ground level
limiting the transfer of leaf litter between neighboring trees, thus forming individ-
ual islands of fertility. These individual islands of fertility prevent belowground
competition for resources [6]. Given that plant species vary in their effects on soil
properties [7–9], one of our objectives was to determine how responsive the soil
microbial diversity is to plant species effects. Our second objective was to under-
stand to what degree the soil microbial diversity shows resilience to rainfall vari-
ability and dry periods. The study was conducted during the rainiest period of 2011
(August) and the driest period of 2012 (January). We selected three tree species
(a pantropical species and two native species) that are highly distributed in the
forest [10]. We hypothesize that both rainfall and plant species will regulate of
modify the soil microbiome.

2. Materials and methods

2.1 Study site and sampling

The study was carried out at the Guánica Dry Forest which is situated in the
semiarid region of Southwestern Puerto Rico (Figure 1A–C). Trees in this area are
dwarfed, and the vegetation is located between 0 and 150 m from the coastline. The
mean annual precipitation of this zone is 750 mm and exhibits a bimodal distribu-
tion. Even though monthly rainfall is highly erratic, most studies have documented
that almost 50% of the annual precipitation occurs between September and
November [11, 12]. Historical data also demonstrates that the forest also exhibits
two periods of predominant drought that start in January and June. The data
presented here correspond to samples that were taken during July 2011 (wet) and
January 2012 (dry) representing the months of higher (wet) and lower (dry) rain-
fall [13], therefore allowing us to measure maximum and minimum response of the
substrates microbiome.

The soils of the area are described as isohyperthermic Calcic Lithic Petrocalcids of
the Pitahaya-Limestone outcrop-La Covana Association which consist of shallow,
well-drained, very slowly permeable soils that formed or were deposited in material
that weathered from limestone bedrock (USDA NRCS 2008). The depth of the
substrate varies according to ground relief and among seasons [14]. The low stature
woody vegetation grows on a rocky calcareous substrate where plants establish their
roots in the holes, cracks, and crevices, of the rocky material accumulating water and
very shallow soil substrates. Due to the high variability of the surface area soil
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sampling depth was not fixed; it ranged from 0 to 8 cm. We selected three (3) trees
from three species, previously tagged and studied, that grow from 100 m to approx-
imately 300 m from the coast. The tree species selected complied with the following
characteristics: (a) they were interspersed within the study area, (b) each tree
formed an island that was isolated from other trees by exposed rock, and (c) that
their litter and belowground substrate originated from their own residue decompo-
sition [14]. The three species selected were Tabebuia heterophylla (DC.) Briton
(facultative deciduous), Pisonia albida (Heimerl) Briton ex Standal, (obligate decid-
uous) and Ficus citrifolia Mill., (facultative deciduous) (Figure 1D).

Each tree was used as a sampling unit supported by the very high heterogeneity
in the vegetation structure of the site and the actual physical separation of the trees.

Figure 1.
Location and description of the study site. (A) The Island of San Juan Puerto Rico forms part of the Greater
Antilles and is bordered by the Caribbean Sea. (B) The Guánica Dry Forest Biosphere Reserve found in the
southwestern area of Puerto Rico. (C) Picture of the landscape of the study site. Here we observe the coastal area
of the forest where trees are dwarfed and have established their growth in the cracks and crevices of the rocky
substrate. (D) Representation of tree species used in this study.
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the Caribbean point towards progressively drier periods, with precipitation loss
between �10 and �50% [3]. There is limited information regarding the diversity of
soil microbial communities in these ecosystems, and it needs to be assessed in order
to establish baseline information that is crucial to help elucidate the degree of the
ecosystems resilience to the proposed precipitation changes that are affecting these
ecosystems.
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there is very little information on the effect of specific plant species on microbial
diversity and soil enzymatic activities [4, 5]. Seasonally dry ecosystem, such as the
Guánica Dry Forest, can serve as a model system to better understand the impact of
seasonal variations and tree species effect on microbial community composition
and activity. In this forest the trees are growing in the cracks of the calcareous
platform, forming individual islands of leaf litter and organic matter under similar
climatic conditions [5, 6]. The canopies of the trees are close to ground level
limiting the transfer of leaf litter between neighboring trees, thus forming individ-
ual islands of fertility. These individual islands of fertility prevent belowground
competition for resources [6]. Given that plant species vary in their effects on soil
properties [7–9], one of our objectives was to determine how responsive the soil
microbial diversity is to plant species effects. Our second objective was to under-
stand to what degree the soil microbial diversity shows resilience to rainfall vari-
ability and dry periods. The study was conducted during the rainiest period of 2011
(August) and the driest period of 2012 (January). We selected three tree species
(a pantropical species and two native species) that are highly distributed in the
forest [10]. We hypothesize that both rainfall and plant species will regulate of
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2. Materials and methods

2.1 Study site and sampling

The study was carried out at the Guánica Dry Forest which is situated in the
semiarid region of Southwestern Puerto Rico (Figure 1A–C). Trees in this area are
dwarfed, and the vegetation is located between 0 and 150 m from the coastline. The
mean annual precipitation of this zone is 750 mm and exhibits a bimodal distribu-
tion. Even though monthly rainfall is highly erratic, most studies have documented
that almost 50% of the annual precipitation occurs between September and
November [11, 12]. Historical data also demonstrates that the forest also exhibits
two periods of predominant drought that start in January and June. The data
presented here correspond to samples that were taken during July 2011 (wet) and
January 2012 (dry) representing the months of higher (wet) and lower (dry) rain-
fall [13], therefore allowing us to measure maximum and minimum response of the
substrates microbiome.

The soils of the area are described as isohyperthermic Calcic Lithic Petrocalcids of
the Pitahaya-Limestone outcrop-La Covana Association which consist of shallow,
well-drained, very slowly permeable soils that formed or were deposited in material
that weathered from limestone bedrock (USDA NRCS 2008). The depth of the
substrate varies according to ground relief and among seasons [14]. The low stature
woody vegetation grows on a rocky calcareous substrate where plants establish their
roots in the holes, cracks, and crevices, of the rocky material accumulating water and
very shallow soil substrates. Due to the high variability of the surface area soil
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sampling depth was not fixed; it ranged from 0 to 8 cm. We selected three (3) trees
from three species, previously tagged and studied, that grow from 100 m to approx-
imately 300 m from the coast. The tree species selected complied with the following
characteristics: (a) they were interspersed within the study area, (b) each tree
formed an island that was isolated from other trees by exposed rock, and (c) that
their litter and belowground substrate originated from their own residue decompo-
sition [14]. The three species selected were Tabebuia heterophylla (DC.) Briton
(facultative deciduous), Pisonia albida (Heimerl) Briton ex Standal, (obligate decid-
uous) and Ficus citrifolia Mill., (facultative deciduous) (Figure 1D).

Each tree was used as a sampling unit supported by the very high heterogeneity
in the vegetation structure of the site and the actual physical separation of the trees.

Figure 1.
Location and description of the study site. (A) The Island of San Juan Puerto Rico forms part of the Greater
Antilles and is bordered by the Caribbean Sea. (B) The Guánica Dry Forest Biosphere Reserve found in the
southwestern area of Puerto Rico. (C) Picture of the landscape of the study site. Here we observe the coastal area
of the forest where trees are dwarfed and have established their growth in the cracks and crevices of the rocky
substrate. (D) Representation of tree species used in this study.
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The minimum distance between any two trees was about 1 m, and the maximum
was approximately 30 m. We collected one soil sample of each sampling unit (tree)
during the months of the study. Soil samples were sieved in the field with a 2 mm
mesh and placed in plastic bags. Samples were then placed on ice, taken to the
laboratory, and frozen until they were sent to the Molecular Research Facility at
Lubbock Texas. Total soil DNA extraction and 454 pyrosequencing were completed
at the Molecular Research Facility. The molecular research facility reported all
results as OUT tables.

2.2 Soil enzyme activities

Enzyme activities were performed as described in [5, 15]. The activities of
enzymes relevant in C cycling (β-glucosidase), C and N cycling (β-
glucosaminidase), P cycling (alkaline phosphatase, acid phosphatase, phospho-
diesterase), and the S cycle (arylsulfatase) were assayed using 0.5 g of air-dried soil
(<2 mm). Duplicate replicates and one control were used for all the soils that were
tested; furthermore, the appropriate substrate was used for each assay, and reac-
tions were incubated for 1 h at 37°C at their optimal pH as described in [5]. For the
controls, the substrate was added after the 1 h incubation period and subtracted
from a sample control value. Enzyme activity is expressed in mg p-nitrophenol
(PN) released in kg�1 soil h�1.

2.3 Pyrosequencing data processing and analysis

Amplicon pyrosequencing (bTEFAP) was originally described by Dowd et al.
(2008) and has been utilized in describing a wide range of environmental and
health-related microbiomes including the intestinal populations of a variety of
sample types and environments, including cattle [16–18]. The 16S universal eubac-
terial primers (F = AGRGTTTGATCMTGGCTCAG, R = GTNTTACNGCGGCKGC
TGG) were used for PCR amplification. A single-step 30 cycle PCR using
HotStarTaq Plus Master Mix Kit (Qiagen, Valencia, CA) was used under the fol-
lowing conditions: 94°C for 3 minutes, followed by 28 cycles of 94°C for 30 seconds;
53°C for 40 seconds and 72°C for 1 minute; and after which a final elongation step at
72°C for 5 minutes was performed. Following PCR, all amplicon products from
different samples were mixed in equal concentrations and purified using Agencourt
AMPure beads (Agencourt Bioscience Corporation, MA, USA). Samples were
sequenced utilizing Roche 454 FLX titanium instruments and reagents and follow-
ing manufacturer’s guidelines.

The sequence data derived from the sequencing analysis was processed using a
proprietary analysis pipeline (www.mrdnalab.com, MR DNA, Shallowater, TX).
Sequences were depleted of barcodes and primers, and all sequences shorter than
<200 bp were removed. Sequences with ambiguous base calls were removed, and
sequences with homopolymer runs exceeding 6 bp were also removed. All
sequences were then denoised and chimeras were removed. Operational taxonomic
units were defined after the removal of singleton sequences, clustering at 3%
divergence (97% similarity) [16–20]. OTUs were then taxonomically classified
using BLASTn against a curated Greengenes database [20] and compiled into each
taxonomic level into both “counts” and “percentage” files. Operational taxonomic
unit tables (OTU) tables reported by the Molecular Research Facility were used to
complete all statistical analysis. Bacterial diversity was estimated by using the
Shannon-Wiener (H0) and Equitability (J0) indexes; both were calculated using the
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PAST3 statistical program [22]. Nonparametric Kruskal-Wallis was calculated using
the JMP10 statistical software to evaluate differences between diversity indexes as
affected by tree species and rainfall. In the book “Microbial Source Tracking:
Methods applications and case studies,” Cao et al. (2011), page 278, discusses that
“common multivariate techniques used for the examination of microbial commu-
nity structure include cluster analysis, principle components analysis (PCA), corre-
spondence analysis (CA), and nonmetric multidimensional scaling (NMDS). All of
these techniques belong to a group called indirect gradient analysis, which aims to
reveal community similarities among sites or samples through grouping or ordering
the sites or samples into either dendrograms or on a two (2D) or three-dimensional
(3D) plot.” On the other hand, they also mention that “direct gradient analysis such
as canonical correspondence analysis (CCA), aims to correlate the overall multivar-
iate community profile with environmental variables.” To identify the influence of
soil physicochemical characteristics on the bacterial community, canonical corre-
spondence analysis (CCA) was performed using the OTU tables of each community
and the soil physicochemical characteristics. Canonical correspondence analysis is a
site/species matrix where each site has given values for one or more environmental
variables. The ordination axes are linear combinations of the 169 environmental
variables. It is a gradient analysis that shows species abundances as a response to an
environmental gradient. Environmental variables are plotted as correlations with
site scores. I reported two types of scaling. Type 1 emphasizes the relationship
between sampling sites and environmental variables, and Type 2 emphasizes rela-
tionships between species and environmental variables [21, 22]. Indicator species
analysis (ISA) was performed to identify the bacterial species responsible for
changes in soil microbial communities between tree species and sampling periods.
ISA analysis was completed in R using the IndVal script, where R calculates the
indicator value d of species as the product of the relative frequency and relative
average abundance [23].

3. Results

3.1 OTU abundance at the Guánica Dry Forest as affected by sampling period
and tree species

Sequencing data revealed 17 predominant bacterial phyla for this forest (Table 1
and Figure 2). The phyla with the highest relative abundance were Proteobacteria

Phyla Dry S.D. Wet S.D. p value

Bacterial phyla

Bacteroidetes 2.80 0.94 7.60 23.26 0.01

Chloroflexi 2.60 0.99 0.75 0.58 0.01

Cyanobacteria 0.08 0.15 0.00 0.00 0.47

Actinobacteria 37.65 6.57 16.93 6.77 <0.0001

Verrucomicrobia 0.32 0.30 0.08 0.15 0.02

Spam (candidate division) 0.07 0.15 0.00 0.00 0.47

Planctomycetes 2.26 0.68 0.68 0.40 0.01

Nitrospirae 0.56 0.39 0.18 0.21 0.03
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TGG) were used for PCR amplification. A single-step 30 cycle PCR using
HotStarTaq Plus Master Mix Kit (Qiagen, Valencia, CA) was used under the fol-
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53°C for 40 seconds and 72°C for 1 minute; and after which a final elongation step at
72°C for 5 minutes was performed. Following PCR, all amplicon products from
different samples were mixed in equal concentrations and purified using Agencourt
AMPure beads (Agencourt Bioscience Corporation, MA, USA). Samples were
sequenced utilizing Roche 454 FLX titanium instruments and reagents and follow-
ing manufacturer’s guidelines.

The sequence data derived from the sequencing analysis was processed using a
proprietary analysis pipeline (www.mrdnalab.com, MR DNA, Shallowater, TX).
Sequences were depleted of barcodes and primers, and all sequences shorter than
<200 bp were removed. Sequences with ambiguous base calls were removed, and
sequences with homopolymer runs exceeding 6 bp were also removed. All
sequences were then denoised and chimeras were removed. Operational taxonomic
units were defined after the removal of singleton sequences, clustering at 3%
divergence (97% similarity) [16–20]. OTUs were then taxonomically classified
using BLASTn against a curated Greengenes database [20] and compiled into each
taxonomic level into both “counts” and “percentage” files. Operational taxonomic
unit tables (OTU) tables reported by the Molecular Research Facility were used to
complete all statistical analysis. Bacterial diversity was estimated by using the
Shannon-Wiener (H0) and Equitability (J0) indexes; both were calculated using the
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PAST3 statistical program [22]. Nonparametric Kruskal-Wallis was calculated using
the JMP10 statistical software to evaluate differences between diversity indexes as
affected by tree species and rainfall. In the book “Microbial Source Tracking:
Methods applications and case studies,” Cao et al. (2011), page 278, discusses that
“common multivariate techniques used for the examination of microbial commu-
nity structure include cluster analysis, principle components analysis (PCA), corre-
spondence analysis (CA), and nonmetric multidimensional scaling (NMDS). All of
these techniques belong to a group called indirect gradient analysis, which aims to
reveal community similarities among sites or samples through grouping or ordering
the sites or samples into either dendrograms or on a two (2D) or three-dimensional
(3D) plot.” On the other hand, they also mention that “direct gradient analysis such
as canonical correspondence analysis (CCA), aims to correlate the overall multivar-
iate community profile with environmental variables.” To identify the influence of
soil physicochemical characteristics on the bacterial community, canonical corre-
spondence analysis (CCA) was performed using the OTU tables of each community
and the soil physicochemical characteristics. Canonical correspondence analysis is a
site/species matrix where each site has given values for one or more environmental
variables. The ordination axes are linear combinations of the 169 environmental
variables. It is a gradient analysis that shows species abundances as a response to an
environmental gradient. Environmental variables are plotted as correlations with
site scores. I reported two types of scaling. Type 1 emphasizes the relationship
between sampling sites and environmental variables, and Type 2 emphasizes rela-
tionships between species and environmental variables [21, 22]. Indicator species
analysis (ISA) was performed to identify the bacterial species responsible for
changes in soil microbial communities between tree species and sampling periods.
ISA analysis was completed in R using the IndVal script, where R calculates the
indicator value d of species as the product of the relative frequency and relative
average abundance [23].

3. Results

3.1 OTU abundance at the Guánica Dry Forest as affected by sampling period
and tree species

Sequencing data revealed 17 predominant bacterial phyla for this forest (Table 1
and Figure 2). The phyla with the highest relative abundance were Proteobacteria

Phyla Dry S.D. Wet S.D. p value

Bacterial phyla

Bacteroidetes 2.80 0.94 7.60 23.26 0.01

Chloroflexi 2.60 0.99 0.75 0.58 0.01

Cyanobacteria 0.08 0.15 0.00 0.00 0.47

Actinobacteria 37.65 6.57 16.93 6.77 <0.0001

Verrucomicrobia 0.32 0.30 0.08 0.15 0.02

Spam (candidate division) 0.07 0.15 0.00 0.00 0.47

Planctomycetes 2.26 0.68 0.68 0.40 0.01
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Figure 2.
Relative abundance (%) of bacterial phyla at the Guánica Dry Forest during the wet (W) and dry (D) period
under three different tree species (F = Ficus citrifolia, P = Pisonia albida,T = Tabebuia heterophylla).

Phyla Dry S.D. Wet S.D. p value

Bacterial phyla

Acidobacteria 2.28 1.18 0.73 0.60 0.01

Gemmatimonadetes 1.48 0.75 0.45 0.44 0.01

Firmicutes 5.32 2.86 2.49 1.37 0.01

Tenericutes 0.00 0.00 0.02 0.07 >0.9999

ws3 (candidate division) 0.11 0.24 0.00 0.00 0.47

Proteobacteria 44.35 5.87 69.99 7.78 <0.0001

op3 (candidate division) 0.04 0.12 0.00 0.00 >0.9999

tm6 (candidate division) 0.02 0.07 0.01 0.02 >0.9999

tm7 (candidate division) 0.05 0.10 0.08 0.13 0.86

Bold numbers represent significant differences (p < 0.05).

Table 1.
Kruskal-Wallis analysis of the relative abundance (%) of bacteria at the Guánica Dry Forest as affected by wet
and dry periods (n = 9).
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(44%) and Actinobacteria (37%). These dominant bacterial phyla presented the
same pattern during the wet and dry period. During the wet period, relative abun-
dance of Actinobacteria decreased almost four times when compared to the dry
period, and the relative abundance of Proteobacteria almost duplicated (Table 1 and
Figure 2). Relative abundance of Planctomycetes, Acidobacteria, Gemmatimonadetes,
and Firmicutes was 1–2 orders of magnitude higher during the dry period when
compared to wet period, whereas only Proteobacteria and Bacteroidetes were 1–2
orders of magnitude higher during the wet period when compared to the dry
period. The most predominant bacterial phyla for all tree species during the wet and
dry periods were Proteobacteria, Actinobacteria, and Bacteroidetes (Table 2).
Kruskal-Wallis test did not demonstrate significant differences in bacterial relative

Bacterial phyla F. citri. S.D. P. albida S.D. T. heter. S.D. p

Tree Species

Bacteroidetes 3.71 1.27 4.97 3.45 6.92 4.89 0.69

Chloroflexi 1.91 1.39 1.29 1.24 1.84 1.19 0.70

Cyanobacteria 0.05 0.13 0.06 0.15 0.00 0.00 0.59

Actinobacteria 27.95 11.7 29.16 14.5 24.77 13.07 0.85

Verrucomicrobia 0.30 0.39 0.25 0.17 0.07 0.14 0.18

Spam (candidate division) 0.00 0.00 0.07 0.17 0.04 0.10 0.59

Planctomycetes 1.46 1.00 1.65 1.12 1.30 0.96 0.85

Nitrospirae 0.53 0.49 0.22 0.17 0.36 0.35 0.65

Acidobacteria 1.65 1.39 1.67 1.40 1.20 0.96 0.85

Gemmatimonadetes 1.03 0.91 0.59 0.63 1.28 0.80 0.20

Firmicutes 3.97 1.75 2.24 1.87 5.51 3.22 0.17

Tenericutes 0.04 0.09 0.00 0.00 0.00 0.00 0.37

ws3 (candidate division) 0.00 0.00 0.00 0.00 0.16 0.29 0.12

Proteobacteria 57.23 17 57.77 15.4 56.51 14.77 0.98

op3 (candidate division) 0.06 0.14 0.00 0.00 0.00 0.00 0.37

tm6 (candidate division) 0.04 0.09 0.00 0.00 0.01 0.03 0.59

tm7 (candidate division) 0.09 0.15 0.07 0.11 0.03 0.07 0.77

Bold numbers represent significant differences (p < 0.05).

Table 2.
Kruskal-Wallis analysis of the relative abundance (%) of bacteria phyla at the Guánica Dry Forest as affected
by tree species (Ficus citrifolia, Pisonia albida, and Tabebuia heterophylla).

Significant differences are found in bold.

Table 3.
Nonparametric ANOVA for bacterial alpha diversity in soils as affected by tree species and sampling period at
the Guánica Dry Forest.
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abundance due to tree species (Table 2). There were no significant differences in
any of the diversity indexes with regard to tree species (Table 3). Sampling period
exhibited an effect on bacterial species richness (P = 0.05) and on equitability
(P = 0.0243). but not on the Shannon index. We found higher bacterial species
richness during the wet period and higher equitability during the dry period
(Table 3).

3.2 Evaluation of indicator species analysis (ISA) for this forest ecosystem

The identification of species associated or indicative of groups of samples is a
common aspect of ecological research [24]. Indicator species analysis (ISA) identi-
fied several bacterial (Table 4) species responsible for changes in soil microbial
communities. Out of 185 bacterial OTUs, 10 served as indicator species for Ficus
citrifolia during the wet period (Table 4). A total of 31 bacterial OTUs were identi-
fied as indicator species for Pisonia albida during the wet period. No bacterial
indicator species were found for the dry period (Table 4).

Table 4.
Bacterial indicator species analysis (ISA) at the Guánica Dry Forest.
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3.3 Relationship between the relative abundance of taxa and enzyme activities

Axis 1 of the canonical correspondence analysis for bacterial community
explained 80% of the variation (Figure 3). Two groups were segregated with regard

Figure 3.
Canonical correspondence analysis (CCA) of bacterial phyla demonstrating the effect of wet/dry periods at the
Guánica Dry Forest. Blue symbols represent wet periods and red symbols represent dry periods. Triangles, circles
and plus sign represent tree species (Tabebuia heterophylla, Ficus citrifolia and Pisonia albida), respectively.

Figure 4.
Canonical correspondence analysis (CCA) of bacterial phyla and soil enzyme activities
(Phosdi = phosphodiesterasae, ArylSul = aryl sulphatase, APho = alkaline phosphatase, AcidPho = acid
phosphatase, Bcosi = β-glucosaminidase, and Bglu = β-glucosidase). Vectors represent enzyme activities.
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to dry and wet periods (Figure 3). Samples that correspond to the wet period
were associated with acid phosphatase, alkaline phosphatase, β-glucosaminidase,
β-glucosidase, and arylsulfatase (Figure 4), whereas samples corresponding to
the dry period are associated with phosphodiesterase (Figure 4). Microbial taxa
associated with wet samples were Bacteroidetes, Proteobacteria, and
Tenericutes. Microbial taxa associated with dry sampling points were
Actinobacteria, Planctomycetes, Acidobacteria, Verrucomicrobia, Cyanobacteria,
and Chloroflexi.

4. Discussion

4.1 Response of microbial diversity to wet and dry periods at the Guánica Dry
Forest

Historical rainfall patterns contribute to the acclimatization and resilience of soil
bacterial communities to low and high rainfall events. Bacterial Shannon index (3.9)
was similar to values reported by Žifčáková et al. (2016) for a Norway spruce forest
(S = 3.5) and lower than the one reported for a hardwood forest (S = 6–6.5) or dry
heath in a tundra (S = 7.5) [25]. Our study demonstrates that soil bacterial richness,
diversity, and equitability were impacted by rainfall patterns and not by tree spe-
cies. Both bacterial richness and equitability were higher during the dry period, but
bacterial diversity was not impacted by rainfall regime. Our trends imply that a total
number of bacterial species do not change during low rainfall events in this forest,
but changes occur in the quantity of each species and in their distribution, indicat-
ing that soil bacterial communities have adapted to low rainfall at the Guánica Dry
Forest. There is indirect evidence that microbial communities do become resistant
and function optimally under their historical rainfall regime [26–28]. Cruz-Mart-
ínez et al. (2009) [29] found that soil microbial communities were more resilient to
long-term changes in rainfall after a 7-year rainfall amendment study. They stated
that after 7 years soil microbial communities developed a degree of robustness or
acclimatization to the rainfall amendments. Additionally, other studies have
reported acclimatization of soil heterotrophic communities to experimental
warming and seasonal variation [30]. Compositional changes exhibit historical leg-
acy with regard to moisture regimes [27] suggesting that microbial communities
will be shaped in part by the historical climate to which they are exposed [30].

In this study the bacterial communities under all tree species were dominated by
Proteobacteria (57%), Actinobacteria (24–29%), and Bacteroidetes (4–7%). All of
these bacterial phyla are ubiquitous and have been identified in desert soils [31],
agroecosystems, and other types of forest environments [32–35]. Proteobacteria are
one of the largest bacterial divisions within the prokaryotes and account for most of
the known Gram-negative bacteria [36]. Although Proteobacteria are one of the top
bacterial phyla that are found colonizing many soil types their high predominance
at the GDF could be associated with high accumulation of litter and SOM that is
reported in these soils. An interesting detail is that Proteobacteria dominated during
both periods, with the exception that during the dry period they reduced their
relative abundance, suggestion there association with soil moisture as found in
other studies [28].

Actinobacteria, one of the largest bacterial phyla known, was the second most
abundant phylum found in this study. This group is mainly composed of Gram-
positive bacteria [32–35] and are known to withstand in harsh environments, due to
their metabolic, physiologic, and morphological diversity [36]. Soils of the area
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under study have an accumulation of organic matter mainly composed of new and
old leaf litter due to the harsh environmental conditions; this bacterial phylum is
associated with the degradation of more complex substrates of SOM including
lignin, which could explain their predominance in this forest soils [37–39]. Our data
suggest that Actinobacteria were highly associated with phosphodiesterase at the
Guánica forest. Other studies have also found that Actinobacteria populations
(characterized by TRLFP) correlated with P content in semiarid environments [40].
Other studies have also demonstrated the production of phosphatases by cultivable
soil Actinobacteria [41–43] serving as a further evidence of the trend observed in
this study. I also found that Actinobacteria were the most abundant phyla during
the dry period which is consistent with other reports. A similar trend was also found
for a semiarid, high desert grassland north of Flagstaff, Arizona [44] and in another
study, which evaluated African tropical forest soils and Chinese forest soils [45].

Bacteroidetes, the third most abundant phylum in this forest, are widely distrib-
uted in different habitats ranging from Antarctic ice, lakes, the gut of animals, and
terrestrial environments [46]. Additionally, this phylum has the ability to withstand
extreme desiccation conditions including droughts and UV light [47]. They have
been found in fine dust traveling thousands of kilometers [48] and inside
microaggregates; authors explain that in semiarid agroecosystems this could be a
protection strategy employed by these microbes to endure extreme environmental
conditions [48]. I found that Bacteroidetes were highly associated with the activities
of two soil enzymes evaluated (acid phosphatase and alkaline phosphatase). These
enzymes mineralize organic P forms into inorganic P forms. Another study pro-
vided evidence suggesting that environmental Bacteroidetes specialize in the miner-
alization of high molecular weight organic matter making them a key compartment
for carbon fluxes and budgets in ecosystems [49]. Bacteroidetes are oligotrophic and
are commonly associated with substrates rich in organic matter [50] as is the forest
area where I based my study. The high abundance of Bacteroidetes could be associ-
ated with the rich organic matter present in the sampling area.

4.2 Influence of tree species on the bacterial populations in this forest

Even though the most abundant bacterial phyla identified under all tree species
were the same (Proteobacteria, Actinobacteria, and Bacteroidetes), some were specific
for each tree species. Indicator species analysis (ISA) revealed that specific bacterial
species were present under Ficus citrifolia and Pisonia albida only during the wet
period. This trend suggests that these species assemblages may play an important
role in the soil ecosystem processes under these specific tree species. One species
was Devosia spp. whose OUT frequency was 14 (ind val = 0.62; p = 0.009) in soils
collected under Ficus citrifolia. Devosia spp. forms part of the α-Proteobacteria; this
genus is a non-rhizobia nodulating, nitrogen fixer [51]. Three different species of
Brevundimonas spp. also occurred in high frequency under Ficus citrifolia during the
wet period as indicated by ISA. This genus is actually known to produce phospho-
diesterase, a group of enzymes involved in the degradation of organophosphorus
[52]. During the wet period, 32 different OTUs were identified exclusively for
Pisonia albida, and at least 7 of them had a frequency of 18. This high frequency
suggests that indicator species may be playing an important role in the soil dynam-
ics of Pisonia albida. For instance, three of the most frequent species are nitrogen
fixers (Microlunatus sp., Rhodospirillacease spp., and Paenibacillus), and Pisonia
albida was the tree species with the highest total available nitrogen in this study
(data not shown here). Even though we did not cultivate the indicator species nor
have information regarding the physiology of the indicator species identified for

55

First Insights into the Resilience of the Soil Microbiome of a Tropical Dry Forest…
DOI: http://dx.doi.org/10.5772/intechopen.90395
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reported acclimatization of soil heterotrophic communities to experimental
warming and seasonal variation [30]. Compositional changes exhibit historical leg-
acy with regard to moisture regimes [27] suggesting that microbial communities
will be shaped in part by the historical climate to which they are exposed [30].

In this study the bacterial communities under all tree species were dominated by
Proteobacteria (57%), Actinobacteria (24–29%), and Bacteroidetes (4–7%). All of
these bacterial phyla are ubiquitous and have been identified in desert soils [31],
agroecosystems, and other types of forest environments [32–35]. Proteobacteria are
one of the largest bacterial divisions within the prokaryotes and account for most of
the known Gram-negative bacteria [36]. Although Proteobacteria are one of the top
bacterial phyla that are found colonizing many soil types their high predominance
at the GDF could be associated with high accumulation of litter and SOM that is
reported in these soils. An interesting detail is that Proteobacteria dominated during
both periods, with the exception that during the dry period they reduced their
relative abundance, suggestion there association with soil moisture as found in
other studies [28].

Actinobacteria, one of the largest bacterial phyla known, was the second most
abundant phylum found in this study. This group is mainly composed of Gram-
positive bacteria [32–35] and are known to withstand in harsh environments, due to
their metabolic, physiologic, and morphological diversity [36]. Soils of the area
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suggest that Actinobacteria were highly associated with phosphodiesterase at the
Guánica forest. Other studies have also found that Actinobacteria populations
(characterized by TRLFP) correlated with P content in semiarid environments [40].
Other studies have also demonstrated the production of phosphatases by cultivable
soil Actinobacteria [41–43] serving as a further evidence of the trend observed in
this study. I also found that Actinobacteria were the most abundant phyla during
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alization of high molecular weight organic matter making them a key compartment
for carbon fluxes and budgets in ecosystems [49]. Bacteroidetes are oligotrophic and
are commonly associated with substrates rich in organic matter [50] as is the forest
area where I based my study. The high abundance of Bacteroidetes could be associ-
ated with the rich organic matter present in the sampling area.

4.2 Influence of tree species on the bacterial populations in this forest

Even though the most abundant bacterial phyla identified under all tree species
were the same (Proteobacteria, Actinobacteria, and Bacteroidetes), some were specific
for each tree species. Indicator species analysis (ISA) revealed that specific bacterial
species were present under Ficus citrifolia and Pisonia albida only during the wet
period. This trend suggests that these species assemblages may play an important
role in the soil ecosystem processes under these specific tree species. One species
was Devosia spp. whose OUT frequency was 14 (ind val = 0.62; p = 0.009) in soils
collected under Ficus citrifolia. Devosia spp. forms part of the α-Proteobacteria; this
genus is a non-rhizobia nodulating, nitrogen fixer [51]. Three different species of
Brevundimonas spp. also occurred in high frequency under Ficus citrifolia during the
wet period as indicated by ISA. This genus is actually known to produce phospho-
diesterase, a group of enzymes involved in the degradation of organophosphorus
[52]. During the wet period, 32 different OTUs were identified exclusively for
Pisonia albida, and at least 7 of them had a frequency of 18. This high frequency
suggests that indicator species may be playing an important role in the soil dynam-
ics of Pisonia albida. For instance, three of the most frequent species are nitrogen
fixers (Microlunatus sp., Rhodospirillacease spp., and Paenibacillus), and Pisonia
albida was the tree species with the highest total available nitrogen in this study
(data not shown here). Even though we did not cultivate the indicator species nor
have information regarding the physiology of the indicator species identified for
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Ficus citrifolia and Pisonia albida, we can infer that they contribute with relevant
functions in this soil system. The dwarfed tree species selected for this study
influenced the structure and diversity of specific bacterial populations.

4.3 Potential disadvantages and bias with 454-pyrosequencing

Amplicon-based pyrosequencing methods have major advantages over the tools
that have been used in the past to study microbial community structure. Although
the results presented in this chapter have a similar pattern as the results presented
Rivera et al. (2018), it important to acknowledge certain biases that have been
described for amplicon-based pyrosequencing. Even though 454 pyrosequencing
has a higher resolving power than Sanger sequencing or EL-FAME analysis in 454
pyrosequencing, there are some sequencing errors and chimeras that can be
retained in the datasets that can inflate the estimated richness of the sample. Bias
can also occur with primer selection as the primers used can select for the most
predominant DNA present in the sample underestimating the rare DNA in the
sample [53]. Using inappropriate primers consequently can lead to questionable
biological conclusions. Another concern is that the techniques used for processing
amplicon pyrosequencing data can result in the detection of several hundred “false”
OTUs, mostly at low abundance, rising the concern that species abundance can be
overestimated [54]. More stringent techniques such as shotgun sequencing, Ion
Torrent sequencing, and Illumina platforms have been developed that help mitigate
some of the concerns with pyrosequencing, but these stringent technologies have
biases of their own.

5. Conclusions

Soil bacterial communities have adapted to low rainfall at the Guánica Dry
Forest; this could be a response to historical rainfall patterns encountered at the
Guánica Dry Forest. The fact that 9 out of the 17 bacterial phyla identified were
higher during the dry period supports this conclusion. For this forest, bacterial
diversity did not change as a response to rainfall; however, equitability and richness
changed demonstrating bacterial resilience. We are seeing how the same three
bacterial phyla (Proteobacteria, Actinobacteria, and Bacteroidetes) are predominant
during both dry and rainfall periods. Even though predominant bacterial phyla
were the same during both periods under all tree species, differences were found at
a finer scale. For instance, Pisonia albida had the soil with the most bacterial
indicator species present. It is evident that this tree is shaping the soil microbiome in
different ways. The general trend for predominant phyla found for Guánica is
similar to the predominant phyla found in other terrestrial ecosystems even though
the conditions of Guánica are unique. In the future, it would be nice to compare the
sequences obtained in this study with other terrestrial environments but to the
species level. This will help elucidate which are the species that could be playing
important roles in ecosystem function and resilience.
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Chapter 4

Tropical Crops and Microbes
Barachel Odaro-Junior Umukoro

Abstract

Sustaining crop production in order to meet the growing demand of the teem-
ing populace in the tropics has been one of the utmost goals of Scientists nowadays 
since the conversion of the tropical ecosystems to other uses has posed serious 
threat to it. Crops that were either introduced or adopted to the tropical nations by 
the European conquerors are referred to as tropical crops. The ubiquitous nature 
of microorganisms has made the soil to be one of their habitats or reservoirs. 
Microorganisms belonging to bacteria, fungi, protozoa, micro-algae, and viruses 
inhabit the soil. In crop production, beneficial soil microbes have been used as 
biofertilizers, biopesticides, and phytostimulators and also increase resilience in 
plants. Biofertilizers obtained from effective and indigenous microorganism have 
been used to improve and maintain the biological, chemical, and physical proper-
ties of cropland soils, which in turn improve crop growth and yields. Plants also 
contribute to the population of microbes in the soil by supplying them carbon from 
their photosynthates. The mutual relationship between beneficial microbes and 
plants cannot be underestimated in improving crop growth and yields in threatened 
tropical ecosystem.

Keywords: soil, tropical crops, beneficial microorganisms, mutual relationship,  
crop production

1. Introduction

In the era of sustainable crop production, the interaction between plants and 
soil microbes play an important role in the transformation, solubilization, mobili-
zation, etc. of nutrients from a limited nutrient pool and make it available for the 
uptake of plants in order to realize their full genetic potential. Microorganisms 
perform numerous metabolic functions which are essential for their own main-
tenance and can directly or indirectly be beneficial to the biosphere through 
environmental detoxification, soil health improvement, nutrient recycling, waste 
water treatment, etc. [1].

For more than three centuries, endophytic microorganisms which colonize 
and reside in plant roots have been known to be in existence. Though their value 
in increasing crop yields and buffering environmental conditions have become 
appreciated in recent decades. When describing the formation of galls on roots in 
1967, Malpighi reported the symbiotic association between microorganisms and 
plants. His report was not seen as scientific rather borne out of curiosity. After two 
centuries, Hellriegel and Wilfath, showed that these galls are nodules composed of 
both bacterial (Rhizobiaceae) and plant cells which fix N2 from the atmosphere, 
providing leguminous plants with an essential nutrient known as ammonia (NH3) 
[2]. In 1882, fungi which are presently known as arbuscular mycorrhizal fungi 
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(AMF) were found to symbiotically improve plants’ productivity by colonizing their 
roots [3]. In the 1920s and 30s, Trichoderma, the commonly known soil-inhabiting 
fungi were found to biologically control pathogenic fungi, thus having the poten-
tial in protecting agricultural crops [4]. In addition to protecting plants against 
pathogenic fungi, some strains of Trichoderma have been found to induce multiple 
benefits to plants when they colonize their roots [5]. Another group of fungi known 
as Piriformospora indica that beneficially colonizes and inhabits plant roots was 
discovered in the 1990s [6]. Once these microorganisms colonize and inhabit plant 
roots, they induce physiological changes and modify the expression of genes in the 
plant they reside in, thus improving plants’ productivity and resilience.

2. Tropical agriculture

Geographically, the tropical region is the region of the earth that centers in the 
equator and limited by the tropics of cancer (23.5oN) and capricorn (23.5oS). All 
the parts of the earth where the sun reaches at an altitude of 90o and move between 
the two tropics during the average length of the year are contained in the tropical 
region. The sun’s position makes this region not to experience notable changes in 
temperature (seasons), and during the wet seasons, water evaporation produces 
abundant rainfall in this “torrid” region due to constant daily radiation. A dry 
season which ranges from a month to over 6 months also occurs at different times 
and regions depending on the sun’s position during the year and the region. A 
bimodal or unimodal distribution may be presented by these dry and wet (rain-
ing) seasons during the year. However, tropical ecosystems vary considerably from 
deserts to rainforests, and the concept of vertical geography which ranges from hot 
lowlands to snow-capped mountains within a few hundred kilometers can change 
the temperature drastically [7].

In terms of crop, tropical agriculture is usually described as those crops that 
were either introduced or adopted by European conquerors in the tropical nations 
that are under their dominion. Tropical agriculture is often dominated by crops [8]. 
A large number of plants use in agriculture today were originated and domesticated 
in the tropics, mountainous area where ecoclines often overlap [9–11]. This is due 
to the wide range of microclimate, temperatures and rainfalls in the mountain-
ous tropics thereby increasing genetic diversification through selection, mutation 
and adaptation [12, 13]. A major reservoir of plant and animal biodiversity is the 
tropical ecosystems which play essential roles in global climate regulation and 
biogeochemical cycling [14, 15]. The exact yield potential for almost all tropical 
fruit crops still remains unclear. Though some industrialized crops such as banana, 
oil palm and citrus have very high production efficiencies, this is exceptional to 
the norm. For most tropical crops, the maximum recorded yields are much higher 
than the average yields over large area. Poor soil and water management, pests and 
diseases, low commodity prices, shortage of skilled and productive labor and failure 
of the market to provide incentive to growers are some of the reasons for the yield 
gap [16]. Crop production in the tropical regions is highly diversified compared to 
the large acre crop farming system in the temperate regions. In the tropics, food and 
industrial crops may be cultivated either in small holdings, plantations or in mixed 
gardens. Plantation crops may be large and continuous but they may be owned 
either by major corporations with uniform cultural practices or by a number of 
contiguous small farmers with varying practices [17]. Large number of pathogenic 
bacteria, fungi, viruses and other pests, especially insects often destroy tropical 
crops. The harsh winter conditions of the tropical regions do not reduce the patho-
gens population as in the temperate regions. The availability of plants, which serve 
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as hosts to the pathogens during the year, maintains the populations of a myriad 
of pests at a damaging level in tropical regions. The tropical ecosystems have been 
seriously threatened due to its conversion to other uses [18].

3. Soil

Soil is gradually formed from various parent materials, which is modified by 
climate, time, micro- and macro-organisms, vegetation and topography. It is a com-
plex mixture of minerals, organic compounds and living organisms that interact 
continuously in response to natural, biologically, chemically and physically imposed 
changes [19]. In addition to root anchorage, the soil serves as a natural medium 
for plant growth and habitat for a wide range of microbes [20]. The growth of soil 
microbes and plants may be directly and indirectly influenced through a variety 
of interaction. These interactions may result in positive growth through mutual 
benefits, negative growth through antagonism, or no growth stimulation through 
neutral effects [21].

Cropland soil can be classified into three types and these include spermosphere, 
rhizosphere and bulk soil. Spermosphere is the portion of soil that surrounds 
germinating seeds. It has been described as the short-lived, rapidly changing and 
microbiologically dynamic zone of soil that surround germinating seed [22]. 
Rhizosphere has been described as a narrow soil zone that surrounds the roots of 
leguminous plant which stimulates intense bacterial activities [23]. It is a huge 
reservoir of microbial diversity. The release of exudates from the roots of plant 
into the rhizoenvironment initiates the establishment of rhizosphere. The exudates 
include plant mucilage, mucigel, root secretions and lysates [24]. Thus, exudates are 
the most vital factors that contribute towards the dynamics of rhizosphere. The rhi-
zosphere is the most important niche that affects diverse aspects of plant life. Bulk 
soil is composed of soil outside the spermosphere and rhizosphere. With regard to 
microbial activities, it is considered to be the least dynamic. Out of the three groups 
of cropland soils, it occupies the largest portion of cropland soil. A large population 
of micro- and meso-organisms that include surviving propagules of soil inhabiting 
plant pathogens are harbored in the bulk soil [25].

3.1 Soil microorganisms

Microorganisms are small microscopic organisms that cannot be seen with 
naked eyes. They inhabit animal intestine, food, soil, water and other different 
environment. They belong to any of the following group of organisms: bacteria, 
fungi, protozoa, micro-algae and viruses [26]. The largest proportion of the earth’s 
biodiversity has been reported to be microorganisms and they play an integral role 
in the processes of ecosystem thereby providing functions that eventually sustain all 
forms of life [27, 28].

Soil microbial biomass is the living component of soil organic matter. Soils with 
high organic substances tend to have a higher microbial biomass contents as well as 
their activities since organic matters are the preferred energy source for microbes. 
The surface horizon of the soil has the highest microbial activities when compared 
to the deeper horizon [29]. The soil microbial biomass helps in the enzymatic 
transformation of soil organic matter into humus, carbon and other nutrients 
which are utilized by microorganisms for their own growth [30]. Soil microbial 
biomass and its enzymatic activities are strongly influenced by seasonal changes in 
soil temperature, moisture and available residue [31]. Soil enzymes may originate 
from animals, plants or microbes and can either exist in bound or free form within 
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tial in protecting agricultural crops [4]. In addition to protecting plants against 
pathogenic fungi, some strains of Trichoderma have been found to induce multiple 
benefits to plants when they colonize their roots [5]. Another group of fungi known 
as Piriformospora indica that beneficially colonizes and inhabits plant roots was 
discovered in the 1990s [6]. Once these microorganisms colonize and inhabit plant 
roots, they induce physiological changes and modify the expression of genes in the 
plant they reside in, thus improving plants’ productivity and resilience.

2. Tropical agriculture

Geographically, the tropical region is the region of the earth that centers in the 
equator and limited by the tropics of cancer (23.5oN) and capricorn (23.5oS). All 
the parts of the earth where the sun reaches at an altitude of 90o and move between 
the two tropics during the average length of the year are contained in the tropical 
region. The sun’s position makes this region not to experience notable changes in 
temperature (seasons), and during the wet seasons, water evaporation produces 
abundant rainfall in this “torrid” region due to constant daily radiation. A dry 
season which ranges from a month to over 6 months also occurs at different times 
and regions depending on the sun’s position during the year and the region. A 
bimodal or unimodal distribution may be presented by these dry and wet (rain-
ing) seasons during the year. However, tropical ecosystems vary considerably from 
deserts to rainforests, and the concept of vertical geography which ranges from hot 
lowlands to snow-capped mountains within a few hundred kilometers can change 
the temperature drastically [7].

In terms of crop, tropical agriculture is usually described as those crops that 
were either introduced or adopted by European conquerors in the tropical nations 
that are under their dominion. Tropical agriculture is often dominated by crops [8]. 
A large number of plants use in agriculture today were originated and domesticated 
in the tropics, mountainous area where ecoclines often overlap [9–11]. This is due 
to the wide range of microclimate, temperatures and rainfalls in the mountain-
ous tropics thereby increasing genetic diversification through selection, mutation 
and adaptation [12, 13]. A major reservoir of plant and animal biodiversity is the 
tropical ecosystems which play essential roles in global climate regulation and 
biogeochemical cycling [14, 15]. The exact yield potential for almost all tropical 
fruit crops still remains unclear. Though some industrialized crops such as banana, 
oil palm and citrus have very high production efficiencies, this is exceptional to 
the norm. For most tropical crops, the maximum recorded yields are much higher 
than the average yields over large area. Poor soil and water management, pests and 
diseases, low commodity prices, shortage of skilled and productive labor and failure 
of the market to provide incentive to growers are some of the reasons for the yield 
gap [16]. Crop production in the tropical regions is highly diversified compared to 
the large acre crop farming system in the temperate regions. In the tropics, food and 
industrial crops may be cultivated either in small holdings, plantations or in mixed 
gardens. Plantation crops may be large and continuous but they may be owned 
either by major corporations with uniform cultural practices or by a number of 
contiguous small farmers with varying practices [17]. Large number of pathogenic 
bacteria, fungi, viruses and other pests, especially insects often destroy tropical 
crops. The harsh winter conditions of the tropical regions do not reduce the patho-
gens population as in the temperate regions. The availability of plants, which serve 
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as hosts to the pathogens during the year, maintains the populations of a myriad 
of pests at a damaging level in tropical regions. The tropical ecosystems have been 
seriously threatened due to its conversion to other uses [18].

3. Soil

Soil is gradually formed from various parent materials, which is modified by 
climate, time, micro- and macro-organisms, vegetation and topography. It is a com-
plex mixture of minerals, organic compounds and living organisms that interact 
continuously in response to natural, biologically, chemically and physically imposed 
changes [19]. In addition to root anchorage, the soil serves as a natural medium 
for plant growth and habitat for a wide range of microbes [20]. The growth of soil 
microbes and plants may be directly and indirectly influenced through a variety 
of interaction. These interactions may result in positive growth through mutual 
benefits, negative growth through antagonism, or no growth stimulation through 
neutral effects [21].

Cropland soil can be classified into three types and these include spermosphere, 
rhizosphere and bulk soil. Spermosphere is the portion of soil that surrounds 
germinating seeds. It has been described as the short-lived, rapidly changing and 
microbiologically dynamic zone of soil that surround germinating seed [22]. 
Rhizosphere has been described as a narrow soil zone that surrounds the roots of 
leguminous plant which stimulates intense bacterial activities [23]. It is a huge 
reservoir of microbial diversity. The release of exudates from the roots of plant 
into the rhizoenvironment initiates the establishment of rhizosphere. The exudates 
include plant mucilage, mucigel, root secretions and lysates [24]. Thus, exudates are 
the most vital factors that contribute towards the dynamics of rhizosphere. The rhi-
zosphere is the most important niche that affects diverse aspects of plant life. Bulk 
soil is composed of soil outside the spermosphere and rhizosphere. With regard to 
microbial activities, it is considered to be the least dynamic. Out of the three groups 
of cropland soils, it occupies the largest portion of cropland soil. A large population 
of micro- and meso-organisms that include surviving propagules of soil inhabiting 
plant pathogens are harbored in the bulk soil [25].

3.1 Soil microorganisms

Microorganisms are small microscopic organisms that cannot be seen with 
naked eyes. They inhabit animal intestine, food, soil, water and other different 
environment. They belong to any of the following group of organisms: bacteria, 
fungi, protozoa, micro-algae and viruses [26]. The largest proportion of the earth’s 
biodiversity has been reported to be microorganisms and they play an integral role 
in the processes of ecosystem thereby providing functions that eventually sustain all 
forms of life [27, 28].

Soil microbial biomass is the living component of soil organic matter. Soils with 
high organic substances tend to have a higher microbial biomass contents as well as 
their activities since organic matters are the preferred energy source for microbes. 
The surface horizon of the soil has the highest microbial activities when compared 
to the deeper horizon [29]. The soil microbial biomass helps in the enzymatic 
transformation of soil organic matter into humus, carbon and other nutrients 
which are utilized by microorganisms for their own growth [30]. Soil microbial 
biomass and its enzymatic activities are strongly influenced by seasonal changes in 
soil temperature, moisture and available residue [31]. Soil enzymes may originate 
from animals, plants or microbes and can either exist in bound or free form within 
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the soil. Soil enzymes play a vital role in the biochemical functioning of soils [32] 
including nutrients cycling [33], soil structure maintenance [34] and decomposi-
tion of organic residue [35]. The activities of soil enzymes are controlled by many 
factors such as soil microbial community [36], soil physio-chemical properties 
[37], vegetation type [38] and ecological disturbances [39]. Prior to the utiliza-
tion of complex organic matter by microorganisms as their source of energy, they 
produce a quite number of extra cellular enzymes in order to decompose them [40]. 
Soil enzymes are specific in the types of reactions they participate. For example, a 
starch hydrolyzing enzyme known as amylase hydrolyses 1-4D glucosidic linkage 
of amylase and amylopectin and consist of -amylase and β-amylase. -amylase is 
synthesized by animals, plants and microorganisms while β-amylase is primarily 
synthesize by plants [41]. To a large extent, soil microbial activities is dependent on 
the quantity of available carbon and this is shown by dehydrogenase activity [29]. 
Dehydrogenase is involved in the biological oxidation of soil organic matter, and 
also responsible in oxidizing organic matter by transferring hydrogens and elec-
trons from substrates to acceptors [42]. Phosphatase originate from root exudates 
and microorganisms, it cleaves the phosphate from organic substrates and also 
involved in P cycle in soil [43]. It has been evidently suggested by Ushio et al. [44, 
45] that plant species significantly have more direct impacts on the composition of 
soil microbial community and their activities in addition to soil physicochemical 
properties. Plants’ rhizosphere has been reported by Vyas and Gupta [46] to have 
profound effect on microbial population and activities. From the study of Islam and 
Borthakur [47], increase in microbial biomass and enzyme activities indicates high 
rate of release of nutrients by rice crops which aid microbial activities.

4. Indigenous microorganisms

Indigenous microorganisms are naturally occurring microorganisms that have 
adapted to the environmental conditions where they are found thus being capable 
of accelerating decomposition of organic materials found in that environment [48]. 
They contain mainly Lactobacillus and sometimes Rhizobium with a few other spe-
cies [49]. Effective microorganisms are composed of mixed cultures of beneficial and 
naturally occurring microorganisms which are applied to the soil in order to increase 
the soil microbial diversity and the growth of plants [50]. This concept was first dis-
covered by Higa [51]. It is used as a means of improving crops’ efficiency in utilizing 
organic matter. There are three main families of over 80 different species contained 
in effective microorganisms [52]. In agriculture, microorganisms are of great impor-
tance because they promote decomposition, cycling and circulation of plant nutrients 
and reduce the need for chemical fertilizers [53]. From the study of Desire et al. [53] 
the use of biofertilizers obtained from indigenous and effective microorganisms 
significantly improved and maintained the chemical, physical and biological proper-
ties of the soil, and thus increased the yield of potato in terms of number and weight 
of tubers when compared to untreated (control) soil.

5. Endophytic microorganism

In 1886, Anton de Bary, a German Botanist and father of plant pathology coined 
the term endophyte and described it as microorganisms that colonize internal 
tissues of stem and leaves of plants. Endophytic microorganisms are microorgan-
isms that inhabit at least a period of their life cycle in the interior parts of plants 
especially leaves, branches and stems, showing no apparent harm to the host [54]. 
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They are also capable in colonizing the roots and shoots of plants and may not 
remain as endophyte throughout their life cycle [55]. They include both bacteria 
and fungi that colonize almost every plant species [56]. Endophytic fungal appear 
to be symbiotically associated with almost all plants in natural ecosystem and 
constitute important components of plant micro-ecosystems. They have impacts 
on the composition of plant communities by increasing their tolerance to biotic 
and abiotic stress, biomass and decreasing water consumption or altering alloca-
tion of resources [57]. Endophytic microbes produce a plethora of secondary 
metabolites, including toxins, enzymes, anti-inflammatory, antibiotics, anticancer 
and antifungal compounds in order to colonize plants and also compete with other 
microorganisms [58]. Zhao et al. [59] reported that endophytic fungi produce good 
bioactive compound paclitaxel (taxol) and many other bioactive molecules such as 
terpenoids, alkaloids, steroids, lignans, phenols, quinones and lactones.

Endophytic bacteria have been detected inside the stems, leaves and inside the 
reproductive organs of different host plants [60]. Several endophytic bacteria pro-
duce low molecular weight compounds, phytohormones, enzymes, antimicrobial 
substances and siderophores which support the growth of plants and also increase 
their nutrient uptake. Endophytic bacteria in combination with the plants they are 
in association with, produce some metabolites which plants cannot produce alone 
[61]. Enterobacter, Pseudomonas, Burkholderia, Bacillus, Erwinia and Xanthomonas 
are the most commonly isolated genera of endophytic bacteria. Eleven culturable 
bacterial strains belonging to the genera, Rahnella, Pseudomonas, Rhodanobacter, 
Enterobacter, Stenotrophomonas, Phyllobacterium and Xanthomonas have been 
isolated from the stems of sweet potato. Among these isolates, Pseudomonas, 
Enterobacter and Rahnella produced higher amount of indole acetic acid (IAA) 
which promote plant growth, and Rahnella sp. which is resilient to stress like cold 
shock, antibiotics and UV radiation [62].

Webber [63] was probably the first researcher to report plant protection given 
by an endophytic fungus, Phomopsis oblonga which protected elm trees against 
Physocnemum brevilineum. He suggested that the endophytic fungus protected elm 
tree against the Dutch disease caused by Ceratocystis ulmi by reducing its spread 
and controlling the vector, P. brevilineum. It was reported by Claydon et al. [64] that 
endophytic fungi belonging to the family Xylariaceae synthesize secondary metabo-
lites in the hosts of the genus Fagus which affect beetle larvae. Stress-related genes 
in Oryza sativa such as aquaporin, dehydrin and malondialdehyde have been found 
to be upregulated by Trichoderma harzianum responses. Trichoderma harzianum 
used in treating Brassica juncea improved oil content affected with sodium chloride 
was found to increase its vital nutrients uptake, improve aggregation of osmo-
lytes and antioxidants, and also reduces its NaCl uptake [65]. Brotman et al. [66] 
reported that T. harzianum synthesize 1-aminocyclopropane-1-carboxylate (ACC) 
deaminase to ameliorate salinity stress. Acinetobacter sp. and Pseudomonas sp. have 
also been reported to increase indole acetic acid and ACC deaminase production in 
oats and barley under salinity stress [67].

Beneficial endophytic bacteria and fungi can be used as inoculant in roots and 
other plant tissues for many tuberous crops to enjoy the mutualist benefits confer to 
their original host plants. Many growth promoting endophytes can also be applied 
as a potential bio-fertilizers in tuber crops with minimal environmental risks [56]. 
Endophytic microorganisms have frequently been reported to be associated with crop 
plants such as Triticum aestivum, Glycine max, Zea mays, Hordeum brevisubulatum and 
Hordeum bogdanii [68]. The growth of tomato plants in a salinity stress soil have been 
improved by Streptomyces sp. strain PGPA39 by alleviating the salinity stress [69]. 
PsJN strain of Burkholderia phytofirmans have been reported to combat drought stress 
in maize and wheat, and also salinity stress in Arabidopsis thaliana [70].
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5.1 Fungi - plants association

Fungi symbiotic relationship with plants are present in a broad range of ter-
restrial ecosystems which include a large proportion of plant taxa [71]. It has been 
established that at least 85% of plant species have been able to establish a symbiotic 
relationship with fungi, of which those belonging to the phylum Glomeromycota 
account for 70% of the association [72]. Because of the wide geographical distribu-
tion of mycorrhiza and the large proportion of plant taxa involved, mycorrhizal 
associations are extremely important for terrestrial ecosystem. Due to the develop-
ment of specialized structures such as proteoid roots, carnivorism or parasitism on 
other plants, some families of plants have lost their ability to associate with mycor-
rhizal fungi throughout evolution [71]. For a long time, plant species belonging to 
the Cyperaceae family was believed not to be able to associate with the mycorrhizal 
fungi [71] though Bohlen [73] study has evidently shown otherwise. Plant species 
belonging to the Cyperaceae family are able to associate with arbuscular mycor-
rhizal fungi and dark septate endophytes (DSE), but the intensity of root coloniza-
tion intensity may vary depending on the environment in which the samples were 
collected and phenological stage of the plant [72]. Mycorrhizal associations play an 
important role in determining the composition of plant communities, since plants 
that establish this type of association can obtain competitive advantages [74] or 
facilitate the establishment of other species [75]. van der Heijden et al. [76] experi-
mental study evidently suggests the coexistence of different plants. They showed 
that plants inoculated with AMF grew on the average of 11.8 times more than those 
not inoculated, and that the distribution of phosphorus and nitrogen between plant 
species varied depending on the presence of AMF. They further said that AMF can 
redistribute resources among different species of plant thus allowing their coexis-
tence. The final composition of AMF species varies greatly depending on the plant 
species cultivated in a soil [77]. The diversity of AMF was much smaller in areas 
dominated with the invasive species than in areas dominated by native species. 
Thus, the composition of plant communities and AMF are influenced by feedback 
interactions in each communities [78, 79].

5.1.1 Arbuscular mycorrhizal fungi (AMF)

Arbuscular mycorrhizae are formed by non-septate phycomycetous fungi 
belonging to the genera Glomus, Acaulospora and Sclerocystics in the family 
Endogonaceae of the order Mucorales which are not specialized in host range [80]. 
The arbuscular mycorrhizal (AM) symbiosis is the association between fungi of the 
order Glomales (Zygomycetes) and the roots of terrestrial plants [81]. Arbuscular 
Mycorrhizal Fungi (AMF) also known as Vesicular Arbuscular Mycorrhizal (VAM) 
are widespread in terrestrial ecosystems and form mutually beneficial association 
with nearly 80% of higher plants [82]. According to Voko et al. [83], the population 
of AMF, frequency of occurrence and distribution varied with site.

During the formation of AM symbiosis, the fungus forms a haustoria-like struc-
ture (arbuscules) that interface with the host cytoplasm by penetrating the cortical 
cell wall of the root [84]. They penetrate the living cells of plants without harming 
them and their hyphae can range far into the bulk soil establishing equally intimate 
contact with the microbiota of soil aggregates and micro-sites [85]. From the fixed 
photosynthates of the plant, it supplies carbon to the fungus while the fungus in 
turn assist the plant in the uptake of phosphorus and other mineral nutrients from 
the soil [86]. It has been demonstrated that plants can receive up to 100% of the 
phosphorus through mycorrhizal pathway, and 4 to 20% of plant carbon can be 
transferred to fungi [87].
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The transference of these resources between plants and fungi have profound 
effect on plant nutrition, growth and ecology [88]. The activities of AMF improve 
crop growth and yield by increasing nutrients availability and increasing root 
proliferation [82] as well as altering some physiological processes in the plant that 
result in increased yield [89]. This might also be as a result of modification of host 
hormonal relations [90] and soil structure [91]. AMF can alter the pattern of gene 
expression, cellular programming and organ development of the host crop [92]. 
AMF can improve both plant growth under low fertility conditions, improve plant 
water balance and help in the establishment of plants in new environment [93]. 
AMF are useful in the cultivation of cassava in the tropics where rainfall is erratic 
and may seize for 2–3 months giving rise to drought-prone water deficit-stress 
condition [94]. AMF enhances plant resistance to drought by building up macropo-
rous structure in soil that allows water and air to penetrate and also prevent erosion 
thus improving photosynthesis and reducing micropropagation stresses [95]. The 
mutualistic association between AMF and cassava in AMF-inoculated cassava 
stimulated the production of more leaf chlorophyll which increased their photosyn-
thetic potential and enhanced growth [94].

5.1.2 Dark septate endophytes and crop plants

Dark Septate Endophytes (DSEs) are another important group of soil micro-
organism that have the capacity to associate with the roots of several plant species 
[96]. They sometimes colonize roots containing AMF [96]. The increasing sever-
ity of environmental conditions increase the importance of DSE. The associa-
tions of plants with DSE in high-stress environment is more frequent than their 
associations with AMF [97]. AMF and DSE have appeared to have similar and 
complimentary roles in various terrestrial ecosystem [98]. Grunig et al. [99] said 
that since DSEs can alter the performance of colonized plants, they can also play 
a vital role in determining the composition of plant communities. In the study 
of Barrow and Osuna [100], some plants colonized by DSE were more advanta-
geous in the absorption of phosphorus from the soil and production of biomass 
when compared to those not inoculated. Though DSE is advantageous to plants, 
its colonization of roots can be of disadvantage to plants, such as decreases in 
the production of biomass [99]. Thus, the interaction of DSEs with plants seems 
to vary from mutualism to parasitism and may alter the competitive relations 
between plants [99].

5.2 Beneficial soil bacteria and crop production

Apart from fungi, there are several groups of soil bacteria that are important to 
plant growth. Some bacteria have the ability to fix atmospheric nitrogen and form 
symbiotic relationship with plants [101]. In tropical soils, phosphate-solubilizing 
microorganisms indirectly provide phosphorus for plants by solubilizing phospho-
rus precipitated with iron, aluminum and calcium thus making it important for 
plant growth and development [102].

5.2.1 Root colonization by bacteria

Root colonization is the microbial attachment to and proliferation on roots. 
It is an essential factor in the beneficial interactions used for biofertilization, 
microbiological control, phytoremediation and phytostimulation as well as  
in plant pathogenesis of soil borne microbes [103]. PGPR may colonize the  
rhizosphere, root surface, or even superficial intercellular spaces [104].  
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The transference of these resources between plants and fungi have profound 
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rhizosphere, root surface, or even superficial intercellular spaces [104].  
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Howie et al. [105] hypothesized two phase processes in which bacterium can 
attach itself to the plant and soil. In the phase I, bacteria on the seed are attached 
to the emerging root tip where they are passively transported into the soil. During 
root growth, some bacteria cells remain associated with the tip while others are 
left behind on the older parts of the root and the rhizosphere. In phase II, bacteria 
deposited along the root zone multiply and form microcolonies in nutrient-rich 
microsites, where they compete with indigenous microflora in order to avoid 
displacement. Both phases occur simultaneous on different root parts [106]. Root 
colonization can be influenced by both biotic (such as genetic traits of the host 
plant and the colonizing organism) and abiotic (such as soil humidity, growth 
substrate, soil and rhizosphere pH and temperature) factors. Changes in plant 
physical and chemical composition in the rhizosphere can strongly influence root 
colonization and competence [107]. Root exudates and mucilage-derived nutri-
ents attract beneficial and neutral bacteria as well as harmful bacteria allowing 
them to colonize and reproduce in the rhizosphere [108].

5.2.2 Plant growth promoting rhizobacteria (PGPR)

In developing a sustainable crop production system, the use of plant growth 
promoting rhizosphere has played a potential role [109] though its mechanisms of 
enhancing plant growth and yields have not been fully understood [110]. PGPR 
play an important role in plant growth through different mechanisms [111]. The 
relationship of PGPR differs with different host plants. Rhizospheric and endo-
phytic relationships are the two major classes of PGPR relationships. PGPRs that 
colonize root surfaces or superficial intercellular spaces of the host plant forming 
root nodules are known to have Rhizospheric relationships. A microbe belonging to 
the genus Azospirillum is the dominant species in the rhizosphere [112]. PGPRs that 
inhabit and grow within the apoplastic spaces of the host plants are known to have 
endophytic relationships [107]. Some researchers have shown that inoculation of 
plants with PGPR help in increasing their nutrient contents [113, 114] and resistiv-
ity to pathogens [115, 116]. PGPR colonize plant by interacting with the host plant 
thus enhancing its nutrient uptake by fixing nitrogen biologically, increasing the 
availability of nutrients in the rhizosphere, inducing increases in the root surface 
area, enhancing other beneficial symbioses of the host, and combining the modes 
of action [107]. PGPR help to solubilize mineral phosphates and other nutrients, 
stabilize soil aggregates, improve soil structure and organic matter content, and 
increase plant resistivity to stress. It retains more soil organic nitrogen and other 
nutrients in the plant–soil system, thereby reducing their need for nitrogen and 
phosphorus fertilizer and enhancing the release of nutrients.

In addition to increasing plant nutrient contents, PGPR capable of producing 
phytohormones produce hormones such as cytokinins, ethylene, gibberellins, aux-
ins and abscisic acid. Some of the bacterial genera belonging to the PGPR produce 
indole-3-acetic acid (IAA), a compound belonging to auxins which promote plant 
growth. Some PGPR function as a sink for 1-aminocyclopropane-1-carboxylate 
(ACC), the immediate precursor of ethylene in higher plants, by hydrolyzing it 
into –ketobutyrate and ammonia, thereby promoting root growth by lowering 
indigenous ethylene levels in the micro-rhizo environment [117]. In different eco-
systems, bacteria can also play a core role in the composition of plant communities 
by specifically acting on certain plant species and also participating in key environ-
mental processes. In addition to increasing plant nutrient content, it is capable of 
increasing the population of other beneficial microorganisms and controlling the 
population of harmful ones in the rhizosphere [111].
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5.2.3 Biological nitrogen fixation (BNF)

The process of fixing nitrogen biologically by soil microbes is an economically 
attractive and ecologically sound method to reduce external nitrogen input and 
enhance the quality and quantity of internal resources [118]. Soil microbe can be 
considered as a living component of soil organic matter because the biomass com-
prises all soil organisms with a volume approximately less than 5 × 103 μm3 apart 
from plant tissue [119]. This process accounts for 65% of nitrogen that are currently 
used in agriculture, and will continuously be of importance in the sustenance of 
crop production systems in the future [120]. In most terrestrial ecosystems, BNF is 
their largest source of new nitrogen [121]. The rates of BNF in tropical forests (15 to 
36 kg N/ha/yr) are higher than/similar to their temperate counterparts (7–27 kg N/
ha/yr), which are subjected to strong nitrogen limitation [122]. In the tropics, 
diazotrophs could have been favored because they receive enough quantity of 
nitrogen to maintain higher extracellular phosphatase activity, which is prerequisite 
for overcoming phosphorus limitation and also they have optimum temperature for 
their activities [123]. Important biochemical reactions of BNF occur mainly through 
symbiotic relationship of N2-fixing microbes (especially bacteria) with legumes that 
convert atmospheric nitrogen (N2) into ammonia (NH3) [124].

Symbiotic and non-symbiotic microorganisms in the soil rhizosphere can 
assist in fixing atmospheric nitrogen in crops and non-crop plants. Over the 
years, it has been accepted generally that legumes (and the non-legumes genus 
Parasponia) are exclusively nodulated by member of the Rhizobiaceae Family in 
the -proteobacteria, which includes the genera Bradyrhizobium, Sinorhizobium, 
Azorhizobium, Mesorhizobium and Rhizobium [125]. Recently, other species of 
-proteobacteria such as Methylobacterium, Blastobacter denitrificans, Devosia 
have been reported to nodulate Crotalaria, Aeschynomene indica and Neptunia 
natans, respectively [126–128]. Ralstonia taiwanensis and Burkholderia spp. 
belonging to the β-proteobacteria have been found in the nodules of some tropi-
cal legumes [129, 130].

Generally, PGPR are classified as biofertilizers, biopesticides and phyto-
stimulators [131]. The biofertilizers help to promote plant growth by supplying 
nutrients to the host, and these include Allorhizobium spp., Pseudomonas fluorescens, 
Rhizobium spp. and Trichoderma spp. (e.g. T. asperellum and T. hamatum) [132]. 
The symbiotic association of Rhizobacteria with soil introduces 50–70 × 106 tons of 
nitrogen into agricultural soils thus reducing the use of inorganic fertilizers [133]. 
The phytostimulators produce phytohormones such as indole acetic acid, gibberel-
lin and cytokinins which alter root architecture and promote plant development 
[134] and these include Bacillus, Azospirillum, Azotobacter, Enterobacter, Pantoea, 
Pseudomonas, Streptomyces and Rhizobium spp. The biopesticides inhibit the prolif-
eration of pathogen and help in plant growth, and these include Pseudomonas spp., 
Streptomyces spp. and Bacillus spp. (e.g. B. subtilis) [135]. In addition to these three 
groups, there are other PGPRs that induce tolerance in plants to abiotic stress. 
Those in this group include Paenibacillus polymyxa, Achromobacter piechaudii and 
Rhizobium tropici [136].

The nitrogen fixed by symbiotic Rhizobia in legumes can be beneficial to associ-
ated non-leguminous crops through direct transfer of biologically fixed nitrogen to 
cereals growing in intercrops [137] or to subsequent crops rotated with symbiotic 
leguminous crops [138]. In many low input grassland systems, the grasses depend 
on the nitrogen fixed by their legume counterparts for their nitrogen nutrition and 
protein synthesis, which is much needed for forage quality in livestock production 
[117]. Rhizobium and Bradyrhizobium species of Rhizobia produce molecules such 
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as auxins, abscisic acids, riboflavin, cytokinins, vitamins and lipochitooligosaccha-
rides that promote plant growth in addition to fixing atmospheric nitrogen [139]. 
Other PGPR traits of Rhizobia and Bradyrhizobia assist in the production of phy-
tohormones [140], release of siderophore [141], solubilization of inorganic phos-
phorus [142] and also act as antagonist against plant pathogenic microbes [143]. 
In the study of Kennedy et al. [144], a several number of non-symbiotic PGPR 
significantly increase the vegetative growth and grain yield of C3 and C4 plants such 
as rice, maize, wheat, cotton and sugarcane due to their interactions. The applica-
tion of Azotobacter increased the yield of rice, cotton and wheat [145, 146]. In a 
field trial experimental study, Tran Van et al. [147] used Burkholderia vietnamiensis 
to inoculate rice and found out that it significantly increased the grain yields up to 
8 t/ha. It has been reported that the species belonging to genus Burkholderia can 
produce substances that are antagonistic to nematodes [148].

5.2.4 Phosphorus-solubilizing bacteria

Strains of bacteria belonging to the genera of Pseudomonas, Rhizobium, 
Agrobacterium, Flavobacterium, Bacillus, Burkholderia, Aerobacter, Achromobacter, 
Erwinia and Micrococcus have been found to have the ability to solubilize insoluble 
inorganic phosphate compounds such as rock phosphate, dicalcium phosphate, 
tricalcium phosphate and hydroxyl apatite [149, 150]. Tricalcium phosphate and 
hydroxyl apatite have been reported to be more degradable substrates than rock 
phosphate while the most powerful phosphate solibilizers are strains belonging to 
the genera Pseudomonas, Bacillus and Rhizobium [151].

6. Conclusion

The soil is a good reservoir or habitat for microorganisms which might be 
beneficial to both plants and animals. Soil microbes help in aerating the soil by 
increasing the pore sizes thus increasing the rate of percolation. The relevance of 
soil microorganisms to crop growth and productivity cannot be overemphasize. 
They enhance crop growth and productivity both in stress, low fertile and fertile 
soil by facilitating transformation, solubilization and mobilization of nutrients, and 
altering the physiological processes of plants.

In order to increase agricultural production in terms of cropping in the tropics 
without polluting or degrading the environment, most especially cropland soils, the 
use of biofertilizers and biopesticides composed of beneficial microbes should be 
encouraged among peasant and large scale farmers instead of synthetic fertilizers. 
Since they do not only improve the soil fertility but also assist the roots of plants in 
the absorption and uptake of nutrients from the soil.
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Chapter 5

Hemolysin of Vibrio Species
Tamaki Mizuno, Anusuya Debnath and Shin-ichi Miyoshi

Abstract

Hemolysin is one of the major pathogenic factors among Vibrio species, which 
shows hemolytic activity against erythrocytes. It is associated with different Vibrio 
spp. that manifest either wound infection or intestinal infection as their clinical 
symptom. V. vulnificus and V. alginolyticus are well-known causative organisms for 
wound infection, whereas the gastrointestinal infection is caused by V. cholerae, 
V. mimicus, and V. parahaemolyticus. There are two major groups of hemolysins in 
Vibrio spp.: the thermostable direct hemolysin (TDH) from V. parahaemolyticus and 
the HlyA (El Tor hemolysin) from V. cholerae. These hemolysins have homology 
in certain degrees; however, the essential amino acids for the activity are variable 
depending on the species. This chapter summarizes the functions and features of 
hemolysins from Vibrio species, which has been reported so far.

Keywords: thermostable direct hemolysin, El Tor hemolysin,  
Vibrio parahaemolyticus, vibrio cholerae, vibrio mimicus, vibrio vulnificus

1. Introduction

The genus Vibrio is comprised of facultative, anaerobic, Gram-negative, curved-
rod bacteria that are widely found in natural aquatic environments such as marine, 
estuarine, and freshwater [1]. More than 100 species have been currently described 
in this genus, and at least 12 species represented by V. cholerae, V. parahaemolyticus, 
and V. vulnificus cause a variety of clinical symptoms in human (Table) [1–5]. In 
addition, species such as V. metoecus and V. navarrensis are among the newly isolated 
species from human, and it is strongly suggested that they are human pathogens of 
Vibrio spp. [6, 7]. On the other hand, the major pathogenic Vibrio for aquatic verte-
brates or invertebrates are V. anguillarum, V. harveyi, V. ordalii etc., responsible for 
fatal hemorrhagic septicemic disease called vibriosis in marine animals [5, 8–10]. 
Vibrio spp. prefer warm water temperature (15–35°C), so they are likely to flourish 
more with rising environmental water temperature due to global warming and thus 
the probability of infections caused by them.

Human diseases caused by pathogenic Vibrio spp. can be divided into two 
major types based on symptoms: intestinal infection and non-intestinal infection 
[1, 3]. The intestinal infection includes gastroenteritis and cholera, whereas non-
intestinal infection includes septicemia and wound infection (Table 1). Cholera 
is caused by ingestion of food and drinking water contaminated with V. cholerae 
O1/O139 that produces cholera toxin (CT) as a major virulence determinant and 
characterized by severe diarrhea that rapidly leads to dehydration [11, 12]. Till 
date it remains a major public health disease with estimated 2.9 million cases and 
95,000 deaths annually worldwide [13]. There are many clinical cases of gastro-
enteritis by V. parahaemolyticus due to ingestion of raw fish and shellfish [14, 15]. 
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The other species such as V. cholerae non-O1/non-O139, V. mimicus, and V. fluvialis are 
known as agents of foodborne illness [3, 16–19]. On the other hand, V. vulnificus 
is the most studied among Vibrio spp. as a causative bacterium of wound infec-
tions, though the clinical cases by V. damsela and V. alginolyticus are also reported 
[3, 20–24]. V. vulnificus is an opportunistic pathogen and poses a threat to individu-
als with compromised immunity because it can also cause septicemia, which leads 
to high lethal rates [24–26].

These pathogenic Vibrio have been reported to produce various virulence fac-
tors, including enterotoxin such as CT produced by V. cholerae O1/O139 [12, 27], 
hemolysin, and Type III secretion system (T3SS) in V. parahaemolyticus [28, 29] 
and extracellular protease in V. vulnificus [30]. This chapter has mainly summarized 
how hemolysins play an important role in the pathogenicity of Vibrio spp. based on 
studies till date.

2. Hemolysins

Hemolysin is a toxin that attacks membranes of mammalian erythrocyte and 
causes cell lysis called hemolysis. It is reported that hemolysins are produced by 
different species of bacteria like Escherichia coli, Staphylococcus aureus, and Vibrio 
[31–34]. In most cases, the evidence based either on in vivo experiments or clinical 
reports that suggests the involvement of hemolysins in the pathogenicity is reported 
[33, 35]. This toxin plays certainly an important role in the infection process initi-
ated by Vibrio spp. Hemolysin from Vibrio spp. can be classified mainly into two 
groups, thermostable direct hemolysin (TDH) from V. parahaemolyticus and El Tor 
hemolysin (HlyA) from V. cholerae. Even though these toxins partially share the 
sequence homology, the essential amino acids for the activity, structural features, 
and function are different between TDH and HlyA.

Species Diseases Hemolysin family

V. alginolyticus Wound infection, otitis media TDH

V. carchariae Wound infection

V. cincinnatiensis Meningitis

V. cholerae

O1/O139 Cholera HlyA

non-O1/non-O139 Gastroenteritis, wound infection HlyA, TDH

V. damsela Wound infection HlyA

V. fluvialis Gastroenteritis HlyA

V. furnissii Gastroenteritis

V. hollisae Gastroenteritis, septicemia TDH

V. metschnikovii Cholecystitis

V. mimicus Gastroenteritis HlyA, TDH

V. parahaemolyticus Gastroenteritis, wound infection TDH

V. vulnificus Septicemia, wound infection HlyA

HlyA, El Tor hemolysin group; TDH, thermostable direct hemolysin family.

Table 1. 
Pathogenic Vibrio species for human and hemolysins produced by them [1, 3].
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2.1 Thermostable direct hemolysin (TDH), TRH, and others

2.1.1 Thermostable direct hemolysin (TDH)

V. parahaemolyticus was first isolated by Fujino et al. as a causative agent of 
food poisoning in Osaka, Japan [14]. The pathogenicity of V. parahaemolyticus is 
determined by multiple virulence factors including adhesins, thermostable direct 
hemolysin (Vp-TDH), TDH-related hemolysin (Vp-TRH), and two type III secre-
tion systems (T3SS), T3SS1 and T3SS2 [28]. It has been reported that the clinical 
isolates of V. parahaemolyticus show β-hemolysis activity on Wagatsuma blood 
agar medium [36], whereas almost all non-clinical isolates are non-hemolytic. 
This hemolytic activity has been given a specific term known as Kanagawa 
phenomenon (KP), and it is due to Vp-TDH encoded by the tdh gene [37, 38]. 
Thus, Vp-TDH has been considered as an important virulence factor in gastroen-
teritis cases and KP reaction as a good marker for the identification of pathogenic 
strains. Thermostable direct hemolysin, Vp-TDH, was named so because of 
its characteristics. These characters include persistence of activity even after 
heating at 100°C for 10 minutes and the ability to act directly on erythrocytes 
with no enhancement in activity level even by the addition of lecithin [39]. This 
purified toxin has numerous biological activities such as hemolytic activity for 
erythrocytes of various species, cytotoxic activity for some mammalian cells, and 
enterotoxic activity measured by fluid accumulation (FA) in the rabbit ileal loop 
test [33, 40–42].

The mature form of Vp-TDH consists of 165 amino acids and is approxi-
mately of 19 kDa. It exists as a tetramer in solution, which is responsible for 
the membrane disruption [43, 44]. This is a pore-forming toxin, but it has no 
similarities with other bacterial pore formers except Vp-TDH homologs like 
Vp-TRH and TDH-like toxins from V. cholerae non-O1/non-O139, V. mimicus, 
and V. hollisae [45–49]. Vp-TDH forms pores of approximately 2 nm in diameter 
on erythrocyte membrane that results into colloidal osmotic lysis [50]; however, 
the exact mechanism of pore formation is not yet identified. The reactivity of 
Vp-TDH against erythrocytes from various animal species showed variability; 
for example, it causes hemolysis of erythrocytes from rat, human, rabbit, and 
sheep but not horse [51]. It is reported that the amino acid residues, Arg46, 
Gly62, Trp65, and Gly90, are critical for the hemolysis; in fact, the substitution of 
residue Arg46 by site-directed mutagenesis inhibits the formation of  
tetramer [33, 44, 52].

Enterotoxicity, which is another feature of Vp-TDH, has been evaluated by 
increase of FA in the rabbit ileal loop due to intestinal Cl− secretion as a manifesta-
tion of diarrhea induced by V. parahaemolyticus. The Cl− secretion from human 
colonic epithelial cells by Vp-TDH is caused by stimulation of Ca2+-activated 
chloride ion channel not by pore formation on the cells [53]. Evidence suggests 
that Vp-TDH acts in three sequential steps: receptor binding on the epithelial cells, 
followed by increase in intracellular Ca2+ concentration due to protein kinase C 
activation, and finally, stimulation of Ca2+-activated Cl− channel. However, it is 
reported that the deletion of tdh only leads to partial decrease in enterotoxicity 
against rabbit intestinal cells, whereas cytotoxicity to Hela cells was not affected 
at all [54]. Moreover, a recent study provides a new evidence that Vp-TDH can also 
engage as an effector of T3SS and implicated to elevate FA in animal model [55]. 
Therefore, the reason behind pathogenicity of V. parahaemolyticus is perhaps not 
only because of Vp-TDH but also because it involves a synergistic action of multiple 
virulence factors including T3SS.
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2.1 Thermostable direct hemolysin (TDH), TRH, and others

2.1.1 Thermostable direct hemolysin (TDH)

V. parahaemolyticus was first isolated by Fujino et al. as a causative agent of 
food poisoning in Osaka, Japan [14]. The pathogenicity of V. parahaemolyticus is 
determined by multiple virulence factors including adhesins, thermostable direct 
hemolysin (Vp-TDH), TDH-related hemolysin (Vp-TRH), and two type III secre-
tion systems (T3SS), T3SS1 and T3SS2 [28]. It has been reported that the clinical 
isolates of V. parahaemolyticus show β-hemolysis activity on Wagatsuma blood 
agar medium [36], whereas almost all non-clinical isolates are non-hemolytic. 
This hemolytic activity has been given a specific term known as Kanagawa 
phenomenon (KP), and it is due to Vp-TDH encoded by the tdh gene [37, 38]. 
Thus, Vp-TDH has been considered as an important virulence factor in gastroen-
teritis cases and KP reaction as a good marker for the identification of pathogenic 
strains. Thermostable direct hemolysin, Vp-TDH, was named so because of 
its characteristics. These characters include persistence of activity even after 
heating at 100°C for 10 minutes and the ability to act directly on erythrocytes 
with no enhancement in activity level even by the addition of lecithin [39]. This 
purified toxin has numerous biological activities such as hemolytic activity for 
erythrocytes of various species, cytotoxic activity for some mammalian cells, and 
enterotoxic activity measured by fluid accumulation (FA) in the rabbit ileal loop 
test [33, 40–42].

The mature form of Vp-TDH consists of 165 amino acids and is approxi-
mately of 19 kDa. It exists as a tetramer in solution, which is responsible for 
the membrane disruption [43, 44]. This is a pore-forming toxin, but it has no 
similarities with other bacterial pore formers except Vp-TDH homologs like 
Vp-TRH and TDH-like toxins from V. cholerae non-O1/non-O139, V. mimicus, 
and V. hollisae [45–49]. Vp-TDH forms pores of approximately 2 nm in diameter 
on erythrocyte membrane that results into colloidal osmotic lysis [50]; however, 
the exact mechanism of pore formation is not yet identified. The reactivity of 
Vp-TDH against erythrocytes from various animal species showed variability; 
for example, it causes hemolysis of erythrocytes from rat, human, rabbit, and 
sheep but not horse [51]. It is reported that the amino acid residues, Arg46, 
Gly62, Trp65, and Gly90, are critical for the hemolysis; in fact, the substitution of 
residue Arg46 by site-directed mutagenesis inhibits the formation of  
tetramer [33, 44, 52].

Enterotoxicity, which is another feature of Vp-TDH, has been evaluated by 
increase of FA in the rabbit ileal loop due to intestinal Cl− secretion as a manifesta-
tion of diarrhea induced by V. parahaemolyticus. The Cl− secretion from human 
colonic epithelial cells by Vp-TDH is caused by stimulation of Ca2+-activated 
chloride ion channel not by pore formation on the cells [53]. Evidence suggests 
that Vp-TDH acts in three sequential steps: receptor binding on the epithelial cells, 
followed by increase in intracellular Ca2+ concentration due to protein kinase C 
activation, and finally, stimulation of Ca2+-activated Cl− channel. However, it is 
reported that the deletion of tdh only leads to partial decrease in enterotoxicity 
against rabbit intestinal cells, whereas cytotoxicity to Hela cells was not affected 
at all [54]. Moreover, a recent study provides a new evidence that Vp-TDH can also 
engage as an effector of T3SS and implicated to elevate FA in animal model [55]. 
Therefore, the reason behind pathogenicity of V. parahaemolyticus is perhaps not 
only because of Vp-TDH but also because it involves a synergistic action of multiple 
virulence factors including T3SS.
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2.1.2 TDH-related hemolysin (Vp-TRH) and others

Vp-TRH is identified as a new hemolysin found in KP-negative strains from 
clinical samples, named TDH-related hemolysin (Vp-TRH) [45]. Vp-TRH protein 
has a conserved domain of Vp-TDH and immunologically similar to Vp-TDH. But 
unlike Vp-TDH, it is heat-labile and lost its activity when heated at 60°C for 10 min-
utes. It is reported that there are significant nucleotide differences that exist within 
the trh family of two subgroups (trh1 and trh2), sharing 84% sequence identity, as 
opposed to the less diversity (<3.3%) of five tdh genes (tdh1 to tdh5) [38, 56–58]. 
Vp-TRH also induces chloride ion secretion in human colonic epithelial cells like 
Vp-TDH; therefore, it is considered as one of the important virulence factors among 
KP-negative strains of V. parahaemolyticus [59].

TDH-like toxins have also been found in V. cholerae non-O1/non-O139, V. 
mimicus, and V. hollisae known as NAG-TDH, Vm-TDH, and Vh-TDH, respectively 
[47–49]. It is reported that all clinical isolates of V. hollisae possess tdh gene [60], 
whereas only some clinical strains of V. cholerae non-O1/non-O139 and V. mimicus 
contain tdh gene [46, 61]. The molecular weight of these toxins is similar to Vp-TDH 
and shows immunological cross-reactivity with Vp-TDH. Both NAG-TDH and 
Vm-TDH are stable on heating at 100°C for 10 minutes, and the hemolytic activity 
against erythrocytes of most animals is almost similar to Vp-TDH [47, 48]. On the 
other hand, Vh-TDH is a heat-labile toxin that gets inactivated by heating at 70°C 
for 10 minutes, unlike Vp-TDH [49]. Moreover, it is reported that V. alginolyticus 
also produce TDH-like toxin, and it shows toxicity for mouse and fish [62].

2.2 HlyA (El Tor hemolysin) and related toxins

2.2.1 HlyA of V. cholerae

V. cholerae O1/O139 is the causative agent of cholera, and its main virulence fac-
tors are cholera toxin (CT) and toxin-coregulated pilus (TcpA) [11, 12]. V. cholerae 
produces some other virulence factors such as hemolysin, hemagglutinin/protease 
(HA/protease), T3SS, etc., which can also serve as important elements for the 
pathogenesis, especially in the strains devoid of CT and TcpA [63–65]. The water-
soluble cytolytic toxin produced by V. cholerae El Tor O1 and non-O1/non-O139 
strains is known as El Tor hemolysin (HlyA)/V. cholerae cytolysin (VCC) [66, 67]. 
HlyA can facilitate lysis of erythrocytes from various animals and other mammalian 
cells [66, 68]. It can also exhibit potent enterotoxicity as measured by fluid accumu-
lation in the rabbit ileal loop test. Thus, HlyA has been considered to play a crucial 
role in the pathogenesis of gastroenteritis caused by V. cholerae strains [63].

The HlyA encoded by hlyA gene is produced in the form of 82 kDa inactive 
precursor, termed pre-pro-HlyA [69, 70]. This 82 kDa precursor consists of 25 
amino acid long signal peptide at the N-terminal, a pro-region of 14 kDa and 
mature region of 65 kDa at the C-terminal. The mature form of HlyA is generated 
via a two-step process [71]. In the first step, the 82 kDa precursor is converted 
to 79 kDa pro-HlyA by cleavage of the signal peptide during its translocation 
through the inner membrane and then secreted extracellularly in an inactive form. 
In the second step, the inactive pro-HlyA is converted to active HlyA through the 
proteolytic removal of pro-region, usually at the bond between Ala157 and Asn158 
(Figure 1; Proteolytic cleavage site). It has been found that the pro-HlyA can be 
activated by extracellular metalloprotease (HA/protease), a major protease of V. 
cholerae and also by other exogenous or endogenous proteases. However, the exact 
proteolytic cleavage site depends on the specificity of the protease, which is differ-
ent compared to native processing [72]. Moreover, it is reported that pro-HlyA can 
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bind as a monomer to eukaryotic cell membrane, and then this bound pro-HlyA 
can be activated by exogenous, endogenous, extracellular, and even by cell-bound 
proteases [73]. It is well known that the pro-region can act as an intramolecular 
chaperone, an essential role of pro-region that governs the proper folding of HlyA 
pro-toxin [74].

HlyA belongs to bacterial β-barrel pore-forming toxins (β-PFTs) family 
that includes α-hemolysin of Staphylococcus aureus and aerolysin of Aeromonas 
hydrophila [75–77]. Consistent with generalized mode of action by β-PFT, the pore 
formation mechanism of HlyA has been proposed to follow three distinct steps 
(Figure 2); binding as a water-soluble monomer onto the target cell membrane, 
formation of pre-pore oligomeric intermediates by the self-assembly of toxin 
monomer, and finally insertion of the pore-forming stem-loop into the membrane, 
resulting into the formation transmembrane heptameric β-barrel pores on the 
cell membrane [78–80]. HlyA causes colloid osmotic lysis of mammalian cells by 
forming transmembrane pores on the target cell membranes [81, 82], which causes 
not only hemolysis but also potent cytotoxic effect such as vacuolation [83] and 
apoptosis [84, 85] of epithelial and immune cells.

The PFTs show affinity for a wide range of cell surface molecules such as 
cholesterol [86], glycosylphosphatidylinositol-anchored glycoproteins [87], 
and the human complement receptor CD59 [88]. In case of human erythrocyte 
membrane, glycophorin B has been reported to be a receptor for HlyA [89]. The 
hemolysis of rabbit erythrocytes by HlyA is competitively inhibited by asialofe-
tuin and glycoproteins with multiple β1-galactosyl residues [90]; this provides an 
evidence that cell surface carbohydrates are acting as functional receptors.  
V. cholerae cytolysin also shows strong preference for cholesterol- and sphin-
golipid-rich vesicles [91]. So, it can be said like other PFTs, HlyA also shows 
affinity for multiple cell surface receptor.

The mature HlyA is composed of three distinct domains: a central cytolysin 
domain and two lectin-like domains with β-trefoil and β-prism folds. The β-trefoil 
and β-prism domains exhibit structural homology to the carbohydrate-binding 

Figure 1. 
Comparison between V. cholerae hemolysin (HlyA) and other Vibrio spp. hemolysins. HlyA of V. cholerae 
consists of pro-region (light blue), cytolysin domain (blue), β-trefoil lectin domain (pink), and β-prism lectin 
domain (yellow). There is a proteolytic cleavage site (gray) between pro-region and cytolysin domain for the 
conversion of pro-HlyA to mature HlyA. The hemolysins from V. mimicus and V. fluvialis have no significant 
differences in domain construction. V. vulnificus hemolysin lacks β-prism lectin domain and pro-region; 
instead, V. vulnificus produces VvhB that might act as chaperon-like pro-region. V. damsela produces HlyA-like 
hemolysin without β-prism lectin domain.
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proteases [73]. It is well known that the pro-region can act as an intramolecular 
chaperone, an essential role of pro-region that governs the proper folding of HlyA 
pro-toxin [74].

HlyA belongs to bacterial β-barrel pore-forming toxins (β-PFTs) family 
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hydrophila [75–77]. Consistent with generalized mode of action by β-PFT, the pore 
formation mechanism of HlyA has been proposed to follow three distinct steps 
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formation of pre-pore oligomeric intermediates by the self-assembly of toxin 
monomer, and finally insertion of the pore-forming stem-loop into the membrane, 
resulting into the formation transmembrane heptameric β-barrel pores on the 
cell membrane [78–80]. HlyA causes colloid osmotic lysis of mammalian cells by 
forming transmembrane pores on the target cell membranes [81, 82], which causes 
not only hemolysis but also potent cytotoxic effect such as vacuolation [83] and 
apoptosis [84, 85] of epithelial and immune cells.

The PFTs show affinity for a wide range of cell surface molecules such as 
cholesterol [86], glycosylphosphatidylinositol-anchored glycoproteins [87], 
and the human complement receptor CD59 [88]. In case of human erythrocyte 
membrane, glycophorin B has been reported to be a receptor for HlyA [89]. The 
hemolysis of rabbit erythrocytes by HlyA is competitively inhibited by asialofe-
tuin and glycoproteins with multiple β1-galactosyl residues [90]; this provides an 
evidence that cell surface carbohydrates are acting as functional receptors.  
V. cholerae cytolysin also shows strong preference for cholesterol- and sphin-
golipid-rich vesicles [91]. So, it can be said like other PFTs, HlyA also shows 
affinity for multiple cell surface receptor.

The mature HlyA is composed of three distinct domains: a central cytolysin 
domain and two lectin-like domains with β-trefoil and β-prism folds. The β-trefoil 
and β-prism domains exhibit structural homology to the carbohydrate-binding 

Figure 1. 
Comparison between V. cholerae hemolysin (HlyA) and other Vibrio spp. hemolysins. HlyA of V. cholerae 
consists of pro-region (light blue), cytolysin domain (blue), β-trefoil lectin domain (pink), and β-prism lectin 
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domain of the plant lectin ricin and jacalin, respectively [78]. In fact, the 15 kDa 
β-prism lectin domain has carbohydrate-binding activity [92], and the deletion 
of 15 kDa β-prism lectin domain generates a 50 kDa variant (HlyA50) with no 
effect on the global conformation of the monomer, but the hemolytic activity 
reduced by approximately 1000-fold [93, 94]. The β-prism domain has been shown 
to promote self-assembly of the toxin monomer in carbohydrate-independent 
manner, suggesting the hemolytic activity of HlyA50 is compromised due to 
reduction in pre-pore oligomeric intermediates [95]. Another study proposed the 
role of β-trefoil domain and showed that it is critical for the folding of cytolysin 
domain to its active conformation [96]. Recently, it is reported that the three loop 
sequences located in the bottom tip of the cytolysin domain play a critical role in 
the initial interaction with membrane lipid bilayer. This study showed that the 
replacement of the amino acid residues in the three loop sequences designated as 
“rim region” compromises the specific interaction of HlyA monomer with mem-
brane lipid bilayer and blocks the pore formation process. Thus, it leads to repres-
sion in the lysis of human erythrocytes and reduced cytotoxic activity for HT-29 
human colorectal adenocarcinoma cells [97]. In the next step that is pre-pore 
oligomerization, it has been shown that alteration of key amino acids affects not 
only the formation of oligomeric intermediates but also the subsequent formation 
of functional transmembrane pore [98]. Finally, pre-pore oligomeric intermedi-
ates lead to the formation of transmembrane β-barrel pore. Paul et al. confirmed 
that the transmembrane stem region plays a significant role in the functional pore 
formation. However, the deletion of “pre-stem” loop of cytolysin domain does not 
affect the membrane binding and pre-pore heptamer formation [99]. Therefore, 
it is considered that each step of HlyA pore formation mechanism plays an indis-
pensable role in the generation of functional transmembrane pore in the target cell 
and thus enhances the virulence of V. cholerae.

Figure 2. 
Mechanism of transmembrane heptameric pore formation by HlyA. (a) Pro-HlyA structure. (b) Secreted 
pro-HlyA is activated through the removal of pro-region by protease. (c) HlyA monomer binds to the target 
membrane by using a rim region and/or β-prism lectin domain with membrane component such as cholesterol 
and carbohydrate receptor, respectively. (d) HlyA monomer assembles to heptameric pre-pore oligomeric 
intermediates. (e) The pre-stem of HlyA is inserted into the membrane, resulting into the formation of 
transmembrane heptameric β-barrel pores.
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2.2.2 Other related El Tor hemolysin of Vibrio species

Several studies have reported that other Vibrio species such as V. mimicus, V. 
vulnificus, and V. fluvialis also produce hemolysin that shares some common struc-
tural features with HlyA [100–102].

V. mimicus, a species closely related to V. cholerae, is a causative agent of human 
gastroenteritis [103]. Pathogenic strains of V. mimicus exhibit various clinical symp-
toms from watery to dysentery-like diarrhea [104]. This pathogen produces many 
kinds of virulence factors such as CT-like enterotoxin and heat-stable enterotoxin 
[105–108], with Vm-TDH as a causative factor in some clinical strains. However, 
most clinical strains lack the ability to produce any of these toxins. The heat-labile 
hemolysin/cytolysin (V. mimicus hemolysin; VMH) is thought to be the most 
common virulent enteropathogenic factor [109, 110]. In fact, VMH induces FA in a 
ligated rabbit ileal loop in dose-dependent manner, and the antibody against VMH 
apparently reduces enterotoxicity by V. mimicus in the living cells [100, 111]. These 
findings indicate that VMH is potently related to pathogenesis of this pathogen. The 
enterotoxic activity of VMH might be due to intestinal Cl− secretion caused by the 
activation of both Ca2+-dependent and cyclic AMP-dependent Cl− secretion systems 
[111, 112]. Similar to HlyA, it has been indicated that VMH is also a pore-forming 
toxin. This toxin can disrupt various mammalian erythrocytes including bovine, 
rabbit, sheep, human, and mouse in colloid osmotic manner, and it shows the high-
est sensitivity for the horse erythrocytes [100].

VMH encoded by vmhA gene is predicted to be of 83 kDa with 82% similarity 
with V. cholerae HlyA. VMH is also secreted as 80 kDa precursor known as pro-
VMH [113], which is then converted to 66 kDa mature toxin through the removal 
of N-terminal propeptide by trypsin-like protease of V. mimicus between the amino 
acid residues Arg151 and Ser152 [114, 115]. It has been assumed that VMH might be 
processed in a two-step reaction just like HlyA and pro-toxin can be activated by 
various proteases such as trypsin, chymotrypsin, and metalloprotease [115, 116]. 
Similar to 50 kDa variant of HlyA, mature VMH can be converted to 51 kDa of 
VMH (designated VMH51) through the removal of 15 kDa from C-terminal end by 
metalloprotease of V. mimicus. VMH51 almost showed no lytic activity toward horse 
erythrocytes because it lost the binding affinity toward erythrocyte membrane 
[116]. However, the VMH51 can associate with sheep erythrocyte membranes 
though the affinity is reduced as compared with intact VMH, suggesting that the 
truncated toxin interacts with other components in sheep erythrocyte membrane. 
It might be concluded that the 15 kDa C-terminal domain of VMH is functionally 
similar to β-prism lectin domain of HlyA.

V. fluvialis is one of the foodborne pathogens which can cause clinical symptoms 
similar to V. cholerae [117–119]. V. fluvialis secrets El Tor-like hemolysin, designed 
as V. fluvialis hemolysin (VFH), which can elicit lysis of erythrocytes from various 
animal. In addition to hemolytic activity, VFH can also trigger cytotoxicity toward 
Chinese hamster ovary (CHO) cells and induction of fluid accumulation in suckling 
mouse [102]. The purified VFH has molecular weight of 63 kDa, whose N-terminal 
amino acid sequence shares homology to HlyA from V. cholerae and VMH from V. 
mimicus [102]. It is suspected that VFH might play an important role in V. fluvialis 
pathogenicity.

V. vulnificus was first isolated from a leg ulcer, and it was wrongly reported as 
V. parahaemolyticus [120]. Later, it was found that some characters were different 
from V. parahaemolyticus such as positive lactose fermentation, so subsequently 
it was termed as V. vulnificus [20]. V. vulnificus can cause two types of illness, the 
primary septicemia and the wound infection [24]. The former is remarkable for its 
high fatality rate (over 50%). The primary septicemia is caused by the consumption 
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mimicus [102]. It is suspected that VFH might play an important role in V. fluvialis 
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V. vulnificus was first isolated from a leg ulcer, and it was wrongly reported as 
V. parahaemolyticus [120]. Later, it was found that some characters were different 
from V. parahaemolyticus such as positive lactose fermentation, so subsequently 
it was termed as V. vulnificus [20]. V. vulnificus can cause two types of illness, the 
primary septicemia and the wound infection [24]. The former is remarkable for its 
high fatality rate (over 50%). The primary septicemia is caused by the consumption 
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of raw seafood, especially shellfish such as oyster contaminated by V. vulnificus, and 
it is reported that 95% of all seafood-related deaths are caused by V. vulnificus in 
the United States [121, 122]. Because most septicemia patients have an underlying 
disease such as hepatic cirrhosis, hepatitis, or diabetes, the septicemia by V. vulnifi-
cus is considered as an opportunistic infection [24]. Wound infections characterized 
clinical symptoms are edema, erythema, or necrosis and occurred after exposure 
to contaminated seawater or marine products. However, gastrointestinal symptom 
like diarrhea is very rare due to V. vulnificus infection [25, 26]. V. vulnificus produces 
various extracellular virulence factors such as hemolysin or protease [123, 124]. 
Hemolysin secreted by V. vulnificus called as V. vulnificus hemolysin (VVH) is also 
a toxin that can form pore on the target membranes of various mammalian cells. 
Purified VVH exhibits lytic activity against erythrocytes of various mammals and 
cultured cells such as CHO, mast, and pulmonary endothelial cells [101, 125–127]. 
In addition, it is reported that the sublytic doses of hemolysin can trigger apoptotic 
signaling pathway in human vascular endothelial cell line, ECV304 cells [128], and 
oligomerization of VVH is essential for the apoptotic activity in CHO cells [129].

VVH (VvhA) precursor has molecular weight of 51 kDa encoded by the struc-
ture gene vvhA, which constitutes an operon with vvhB gene. The vvhB gene is 
present upstream of vvhA and encodes 18 kDa protein VvhB. The VvhA precursor 
is composed of a signal peptide (20 amino acid residues) and cytolysin domain 
(Gln1to Arg318) including a putative pre-stem and β-trefoil lectin-like domain (His319 
to Leu451) (Figure 1); the pro-region and β-prism lectin domain are absent as com-
pared with HlyA precursor [78, 130]. Although the function of VvhB is unknown, 
it might act as a chaperon in the absence of the pro-region like HlyA. This specula-
tion is supported by the fact that even though VvhA is expressed in the absence of 
vvhB in vitro, the hemolytic activity cannot be detected [131]. Although VVH lacks 
β-prism lectin domain, the β-trefoil lectin domain has displayed binding capability 
for glycerol, N-acetyl-D-galactosamine, and N-acetyl-D-lactosamine unlike HlyA 
[92, 130]. In fact, VVH exhibits decreased ability to bind CHO cells when prein-
cubated with methyl-beta-cyclodextrin, an oligosaccharide, and, thus, inhibition 
of its cytotoxic effect [132]. Similar to HlyA, it is believed that the VVH monomer 
binds to the cell membrane and forms oligomers [101, 133, 134] and the crystal 
structure of β-trefoil lectin domain of VVH reveals a heptameric ring arrangement 
[130]. It is strongly suggested that cholesterol is the receptor for VVH and facilitates 
conversion of monomer to oligomer [133, 135]. In addition, it is reported that Thr438 
in the β-trefoil lectin domain is responsible for binding to cholesterol [131]. On the 
other hand, Phe334 in cytolysin domain that is located near the joint of two domains 
is essential for oligomerization of toxin monomer [136]. Moreover, it is shown that 
the mutation of Leu451 causes inhibition of hemolytic activity without reducing the 
membrane binding ability; this suggests that the Leu451 is essential for the oligomer 
formation [137]. Recently, a study showed that properties such as polarity and 
indole ring of amino acid Trp246 are essential for the binding of toxin to the target 
membrane [138]. It is assumed that hemolytic process of VVH is almost similar to 
HlyA though there are some differences in the function and structure of VVH.

It has been reported that a heat-labile hemolysin purified from V. tubiashii, a 
pathogen of juvenile bivalve, is similar to VVH [139]. Like VVH, this toxin has 
showed competitive inhibition by cholesterol and can lyse erythrocytes. In addition, 
the toxin exhibits cytotoxicity to CHO, Caco-2, and Atlantic menhaden liver cells in 
tissue culture.

V. damsela has been reported to cause wound infection by handling of fish, expo-
sure to seawater and marine animals, and ingestion of raw seafood [21, 140–143]. 
It has been considered that there is not any other hemolysin in this bacterium, 
except of a hemolysin with phospholipase D activity known as damselysin [144]. 

95

Hemolysin of Vibrio Species
DOI: http://dx.doi.org/10.5772/intechopen.88920

Recently, it is reported that this bacterium possesses HlyA-like hemolysin encoded 
within a new virulence plasmid pPHDD1. The characteristics of this new HlyA-like 
hemolysin from V. damsela are not yet identified, but the predicted amino acid 
sequences show 69% similarity with HlyA of V. cholerae, missing the β-prism lectin-
like domain (Figure 1) [145].

3. Conclusion

This chapter is focused on the hemolysins produced by Vibrio species, especially 
the human pathogens. Hemolysins are classified into two groups, namely, thermo-
stable direct hemolysin (TDH) and El Tor hemolysin (HlyA). This chapter pays 
attention to Vp-TDH (V. parahaemolyticus), HlyA (V. cholerae), VMH (V. mimicus), 
and VVH (V. vulnificus) because these are well studied in terms of the toxin struc-
ture and their relation with the pathogenesis. The mechanism of action by HlyA and 
the essential amino acid residues have been clarified through the crystal structure of 
HlyA pro-toxin and the transmembrane heptameric oligomer over the past decade. 
Although the crystal structure has revealed the structural information about 
Vp-TDH and VVH, the exact mechanism of pore formation in the target membrane 
is yet to be studied. Several studies have indicated the involvement of novel viru-
lence factors in pathogenesis like T3SS, but still Vp-TDH and Vp-TRH are consid-
ered to be the major virulence factors of V. parahaemolyticus, one of the important 
food poisoning bacteria in Japan and other eastern and Southeast Asian countries. 
HlyA is thought to be a major factor in CT-negative strains (e.g., V. cholerae non-O1/
non-O139) that can cause diarrhea because it can induce enterotoxicity as well as 
apoptosis. V. mimicus hemolysin, VMH, is just one of the many enterotoxic factors. 
Even though there is detailed information about structural composition and mode 
of action of some of the hemolysin such as Vp-TDH and HlyA, still there is a lack of 
information about other hemolysins. Therefore, it is necessary to further enhance 
our knowledge regarding these toxins in order to thoroughly understand the mecha-
nism of pathogenesis for the prevention of endemic infectious diseases associated 
with these pathogens.
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The Genus Enterococcus and Its 
Associated Virulent Factors
Hassan Bin-Asif and Syed Abid Ali

Abstract

Enterococci, the Gram-positive, catalase negative, non-spore forming and aero-
tolerant fermentative organisms form the second largest group of bacteria studied 
with reference to microbial source tracking in view of their ability to survive 
adverse environmental conditions and adaptable nature to revolutionize from low 
number commensals to a predominant population of host microbiota thus creating 
a consequence for pathogenesis. Despite being a member of normal human intes-
tinal flora, they are not regarded anymore as generally recognized as safe (GRAS) 
organisms and some of its species may turned out to be a major cause of nosocomial 
infections. Ecological and epidemiological studies showed that these bacteria 
enter in the environment via feces and colonize because of their high adaptability. 
The main contributors in pathogenesis of enterococci are the presence of various 
virulence factors and antibiotic resistance genes. This chapter aims to highlight the 
infections caused by enterococci and their respective virulent determinants.

Keywords: enterococcus, virulence, resistance, hemolysis, lactic acid bacteria, 
nosocomial infections

1. Introduction

Enterococci (ENT), the Gram-positive (G +ve), catalase negative, benzidine 
negative, non-spore forming and aero-tolerant fermentative organisms form the 
second largest group of bacteria studied with reference to microbial source track-
ing (MST) [1, 2]. It is a non-filamentous microorganism but some species like E. 
casseliflavus and E. gallinarum exhibit motility by scanty flagella. They produce 
lactic acid [L (+)- lactic acid enantiomer in case of glucose fermentation] by 
homofermentative Embden-Meyerhof-Parnas pathway, hence called Lactic Acid 
Bacteria (LAB). All the species except E. faecalis [(E. fl) (which contains lysine 
alanine 2–3 type)] contains lysine-D-asparagine linkages with D-isoasparagine as 
cross bridge in peptidoglycan. Their ability to survive in adverse environmental 
conditions and adaptable nature revolutionize them from low number commensals 
to a predominant population of host microbiota which ultimately results in creating 
a consequence for their pathogenesis [3]. Despite being a member of normal human 
intestinal flora, they are not regarded as GRAS (Generally Recognized As Safe) 
organisms anymore [4] as some of its species have turned out to be a major cause 
of nosocomial infections including hepatobiliary sepsis, urinary tract infections 
(UTI), surgical wound infections, endocarditis, bacteremia and neonatal sepsis [5]. 
From a medical perspective, ENT have been recognized as an important hospital 
acquired pathogen due to their ability to transfer or acquire resistance genes via 
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1. Introduction

Enterococci (ENT), the Gram-positive (G +ve), catalase negative, benzidine 
negative, non-spore forming and aero-tolerant fermentative organisms form the 
second largest group of bacteria studied with reference to microbial source track-
ing (MST) [1, 2]. It is a non-filamentous microorganism but some species like E. 
casseliflavus and E. gallinarum exhibit motility by scanty flagella. They produce 
lactic acid [L (+)- lactic acid enantiomer in case of glucose fermentation] by 
homofermentative Embden-Meyerhof-Parnas pathway, hence called Lactic Acid 
Bacteria (LAB). All the species except E. faecalis [(E. fl) (which contains lysine 
alanine 2–3 type)] contains lysine-D-asparagine linkages with D-isoasparagine as 
cross bridge in peptidoglycan. Their ability to survive in adverse environmental 
conditions and adaptable nature revolutionize them from low number commensals 
to a predominant population of host microbiota which ultimately results in creating 
a consequence for their pathogenesis [3]. Despite being a member of normal human 
intestinal flora, they are not regarded as GRAS (Generally Recognized As Safe) 
organisms anymore [4] as some of its species have turned out to be a major cause 
of nosocomial infections including hepatobiliary sepsis, urinary tract infections 
(UTI), surgical wound infections, endocarditis, bacteremia and neonatal sepsis [5]. 
From a medical perspective, ENT have been recognized as an important hospital 
acquired pathogen due to their ability to transfer or acquire resistance genes via 
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chromosomal exchange as well as plasmid or transposon (Figure 1). This can lead 
to increment in dangerous nosocomial infections, thus limiting therapeutic options 
[6]. This is the reason for exploitation of this genus as an important key indicator 
bacterium for humans and veterinary resistance surveillance system [7].

2. Enterococcal infections and their treatments

Over the past few decades, members of the genus Enterococcus have emerged as an 
important nosocomial pathogen causing different infections. Their transformation 
from gut commensal to pathogen is attributed by increasing antibiotic resistance 
especially resistance to vancomycin, high-level aminoglycosides (HLA), and penicil-
lin is of interest. Moreover, resistance to new antimicrobial agents, like linezolid, 
quinupristin/dalfopristin, and daptomycin has also been emerged (Figure 2). Being 
more resistant than E. fl, E. faecium (E. fm) has come out to be the leading cause of 
multidrug resistant (MDR) infections in U.S. Because of its resistance to vancomy-
cin, ampicillin and high-level aminoglycosides, infections caused by this species is 
very difficult to treat. According to National Healthcare Safety Network (NHSN) 
report, majority of device associated infections (for example, central lines infections, 
urinary drainage catheters infection and ventilator infections) were caused by 80% 
vancomycin and 90.4% ampicillin resistant E. faecium [8]. Other enterococcal species 
including E. avium, E. casseliflavus, E. durans, E. hirae, E. raffinosus, E. gallinarum 
and E. mundtii accounts for less human’s infection [9]. Enterococci can cause variety 
of infections directly as sole cause of an infection or indirectly as a contributor in 
co-infection with other microorganisms [10] (Figure 3).

Enterococcal infections particularly those caused by vancomycin resistant 
enterococci (VRE) are associated with prolonged hospital stay and excess mortality. 
World Health Organization (WHO), in its report published in February 2017 placed 
Vancomycin Resistant E. faecium in the “HIGH PRIORITY category in global prior-
ity pathogens list (global PPL)” of antibiotic resistant bacteria to help in prioritizing 

Figure 1. 
Bacterial mobile genetic elements.
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the research and development of new and effective antibiotic treatments [11, 12]. 
Earlier to this, VRE was also categorized as “microorganisms with a threat level of 
serious” with estimated 20,000 drugs resistant enterococcal infections, 1300 death 
tolls and 66,000 Enterococcus infections per year in United States [13].

2.1 Urinary tract infections (UTIs)

UTIs including prostatitis, epididymitis and cystitis are the most common 
types of infections caused by ENT. Majority of the patients includes older men as 
compared to young women. Upper UTIs which lead to bacteremia also occurred 
in young men [14]. According to a report presented to NHSN by center of disease 
control and prevention (CDC), Enterococcus spp. account for 14.9% of the total 
catheter associated UTIs between 2006 and 2007 [8]. Moreover, it is also reported 

Figure 2. 
Examples of recently approved drugs.

Figure 3. 
Different infections caused by genus Enterococcus.
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that 15% of UTIs occur in ICU setting with VRE being the major health care associ-
ated pathogen [15].

2.2 Intra-abdominal, pelvic and soft tissue infections

ENT are often recovered as a component of mixed microbial flora from cultures of 
pelvic, soft tissues and intra-abdominal infections. They rarely cause monomicrobial 
infections at these sites. Enterococcal bacteremia is accompanied with intra-abdominal 
and pelvic abscesses and wounds; this is the reason why many clinicians prescribe 
antibiotic regimens for infections at these sites [14, 16, 17]. Moreover, ENT are fre-
quently found in cultures from foot ulcers, decubiti and in diabetics in association with 
osteomyelitis [15]. Tigecycline, a semi synthetic, bacteriostatic in nature analogue of 
TET is active against many Gram negative (G −ve) and G +ve bacteria has been used 
use for the treatment of skin, intra-abdominal and soft tissue infections [18].

2.3 Bacteremia

Incidence of enterococcal blood stream infections are rising day by day [19]. 
Starting from 6th position in early 80’s, ENT is now the 2nd most common cause of 
health care associated bacteremia [8]. Bacteremia is designated as a major cause of 
mortality with Enterococcus spp. being the third and fourth most common etiologi-
cal agent of blood stream infections in U.S and Denmark, respectively [20–22]. 
Genitourinary tract, intra-abdominal, biliary sources, soft tissues infections and 
indwelling central lines are the common sources of bacteremia from which ENT 
are isolated as a polymicrobial component [17]. Although enterococcal bacteremia 
occurs in patients with underlying immunity and illnesses, it rarely affects distant 
organs or cause metastatic abscesses. Usage of inappropriate antibiotics or late 
treatment is associated with excess mortality [19]. However, some studies found 
no decrease in mortality with appropriate antibiotic treatment [23, 24], while some 
revealed a better outcome after using appropriate antibiotics both for vancomycin 
and high-level gentamicin resistant enterococci [25, 26].

2.4 Endocarditis

Endocarditis is one of the major enterococcal infections for which antibiotic 
treatment is difficult because of enterococci’s intrinsic resistance to many anti-
biotics. First case report of endocarditis with details of clinical and pathological 
description of a strain called Micrococcus zymogens (Enterococcus faecalis) was pub-
lished in 1899 [27]. Since then this species is responsible for 8–17% of all infective 
endocarditis (IE) cases affecting mainly elderly patients with prosthetic heart valve, 
degenerative heart valve diseases, urinogenital or GIT infections leading to bactere-
mia and becoming third most frequent etiologic agent of both native and prosthetic 
valve IE [28–30]. In certain cases, dual antibiotic therapy including aminoglycoside 
(preferably gentamicin) and cell-wall synthesis inhibitor (vancomycin or β-lactam) 
is required for IE therapy.

American Heart Association (AHA) and European Society of Cardiology (ESC) 
recommends 4 to 6 weeks of combined antibiotic treatment with success rate of 
80%. Due to nephrotoxic effects of long-term aminoglycoside usage, Danish guide-
lines on endocarditis treatment endorsed aminoglycoside usage but for 2 weeks only 
[30]. In case of VRE and HLGR enterococcal IE, surgery remains the only option 
to remove the infected valve [15]. Among Enterococcus spp., E. fl was thought to be 
the most common causative agent of endocarditis infecting mostly older persons as 
compared to women [31, 32] but recently a more problematic MDR strain of  
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E. fm belonging to well characterized hospital-associated clade was also identified 
as a cause of IE. The strains of E. fm has high resistance against first line antibiotics 
(i.e., MIC >64 mg/L ampicillin and vancomycin) due to which their application in 
curing IE is obsolete [33, 34]. In response to this, AHA recommends Quinupristin-
dalfopristin (Q/D; 30% Streptogramin B and 70% A) and linezolid as alternate 
to treat MDR E. fm IE [35]. In fact, many reports suggest better efficacy of Q/D 
(24 g/day) when use in combination with imipenem, levofloxacin, doxycycline, 
rifampicin, high-dose ampicillin [36, 37]. Two main and critical steps in the patho-
genesis of IE are attachment to tissues and production of biofilm. Biofilm associated 
proteins which facilitates occurrence of IE includes aggregation substance protein, 
i.e., Asc10 [38], microbial surface components recognizing adhesive matrix mol-
ecules (MSCRAMM) proteins ace for E. fl [39] and acm for E. fm [40], esp and its 
homolog in E. fm, espfm [41, 42], endocarditis and biofilm associated pili of E. fl, i.e., 
ebp [42–44]. The main complication of enterococcal IE is heart failure occurring in 
half of the patients. Moreover, MDR E. fm is also an important factor in increasing 
epidemiology of enterococcal IE because >90% of E. fl are susceptible to ampicillin 
and vancomycin [45].

3. Pathogenesis and virulence associated with enterococci

Virulence factors are potential traits that define the pathogenesis of most 
infections which involves a series of events namely, colonization, adhesion to the 
host’s cells, tissue invading and resistance to non-specific defensive mechanisms. 
Researchers are encouraged to characterize the factors involved in etiology of infec-
tions caused by pathogenic ENT in immunocompromised or impaired immunity 
patients. Two major classes of virulent factors have been well characterized: (1) 
surface factors that promote colonization in host cells, and (2) protein and peptides 
secreted by ENT that damage the tissues [46].

3.1 Gelatinase (gelE), serine protease (sprE) and fsr regulator

Gelatinase is a zinc metalloprotease expressed extracellularly and hydrolyze 
gelatin, collagen and casein [47]. It is proved to be a full virulence factor expressed 
in mouse model of peritonitis, endocarditis [48, 49], endophthalmitis [50], in 
nematode [51] and in vitro translocation [52]. It is encoded by gelE and sprE operon 
and expressed in regulation by a quorum sensing system encoded by the fsr locus 
[53]. The fsr locus (E. fl regulator) is a well characterized locus containing fsrA, fsrB, 
fsrC and fsrD genes which is homologs to staphylococcal agrBCA loci [54]. A signal-
ing peptide in fsrB liberates gelatinase biosynthesis activating pheromone (GBAP) 
peptide by auto-processing and a quorum sensing system. gelE and sprE genes are 
induced when GBAP accumulates from exponential to stationary phase. Fsr regulon 
is present above the sprE and gelE and encode a serine protease and gelatinase, 
respectively [55]. Possible molecular mechanism behind the expression of gelE and 
sprE is shown in Figure 4 [56]. Epidemiological data suggests the involvement of fsr 
locus and gelatinase in virulence traits, like adhesion capacity (biofilm) established 
by processing of C-terminal gelatinase protein [57, 58].

3.2 Catalase (EC 1.11.1.6)

Catalase is a renowned enzyme present in all three domains of life. It catalyzes 
the decomposition of hydrogen peroxide (HP) to water and oxygen, protecting 
the cell from oxidative damage of HP. HP is a reactive oxygen species (ROS) in 
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biosphere. It is produced as a by-product in aerobic metabolism such as in oxygen 
activation, in photosynthetic and respiratory electron transport chain and as prod-
uct of oxidases activity. First step of catalase reaction is the reduction of HP to water 
forming cationic heam radical and an oxoiron [compound 1 (FeIV═O ion)]. In the 
second step, dismutation is completed by the reaction of a second HP, resulting in 
the release of oxygen and water. The enzyme is regenerated in the resting FeIII state. 
NADPH binding catalases prevent the build-up of an inactive partially oxidized 
dead-end form of the enzyme called compound II [59].

Catalases are of three types: Prokaryotic Mn-catalases (minor bacterial pro-
tein family), bifunctional catalase peroxidases (not found in plants and animals 
and exhibit both catalytic and peroxidative activities) and haem catalases (most 
abundant group found in Archaebacteria, Eubacteria, Fungi, Protista, Animalia 
and Plantae). Despite catalyzing the same reaction (2H2O2 → 2H2O + O2), all three 
families differ in architecture of active site and mode of reaction [60]. Among G 
+ve lactic acid bacteria (LAB), E. fl are unable to make porphyrin compounds, 
including heam groups. It exhibits catalase activity but only when it is grown in 
heme containing medium [61]. E. fl catalase (katA) is a homo-tetrameric protein 
containing only one heme group (protoheme IX) and belongs to the group of heme 
containing mono functional catalases [62]. In the absence of heme, E. fl produces 
NADH peroxidase (Npr) that degrades HP to water. Factors involve in biogenesis of 
catalase was not known until Baureder and Hederstedt [62] carried out a research 
in which they used two different transposon systems to construct libraries of E. fl 
mutants and screened for clone defective in catalase activity by using colony zymo-
gram staining procedure. They identified nine genes (in addition to katA, which 
codes for catalase enzyme protein) distributed over five chromosomal loci which 
are important for expression of catalase activity in E. fl. The proteins encoded by 
those genes have diverse functions such as NADH oxidation and HP detoxifica-
tion (npr), global regulation of RNA turnover (rnjA, srmB), membrane transport 
(oppBC) and/or stress response (etaR) [62].

3.3 Hyaluronidase (EC 4.2.2.1)

These are the enzymes capable of degrading hyaluronate (Hyaluronic acid, hyal-
uronan) found in several body parts, like umbilical cord, synovial fluid, cartilage, 
brain, muscles and extracellular matrix (ECM) in connective tissues. Almost half 
of the total body hyaluronate is found in the skin. The viscous ground substance 
release by the connective tissues provides a barrier for the entry of bacteria or toxin 
into the body. However, ground substance contains hyaluronate as a major compo-
nent which is degraded by hyaluronidases. Rooster’s combs and certain bacteria like 

Figure 4. 
Flow diagram showing the possible mechanism of gelE and sprE gene expression.
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streptococci also produce hyaluronidases [63]. Many pathogenic bacteria release 
some extracellular products which helps them in damaging the tissue thus acting 
as a virulent factor and smoothen the progress of bacterial toxin into the tissues 
and are commonly named as “spreading factors.” Bacterial hyaluronidases (BH) are 
among some of the spreading factors released by certain G +ve and G −ve bacteria. 
BH belongs to the third type of hyaluronidases commonly called as hyaluronate 
lyases. They eliminate β 1–4 linkage resulting in the production of unsaturated 
disaccharides by acting as endo-N-acetylhexosaminidases [63]. Different models of 
E. fm trans conjugant’s virulence that harbors conjugative mega plasmid have been 
reported [64, 65] to carried hyl gene. According to some previous studies, the hyl 
gene was more prevalent in clinical isolates rather than community base isolates. 
According to a recent study, hyl gene is considered as a passive marker of virulence 
because deletion of this gene caused no effect on mouse peritonitis model [66, 67].

3.4 Cytolysin (Cyt)

Enterococcal Cyt is a broad range prokaryotic and eukaryotic lysin usually 
plasmid encoded. It is reported to enhance virulence of E. fl in animal models. It 
was originally described as lanthionine-containing bacteriocins of G +ve bacteria 
[68]. The Cyt operon is a part of E. fl PAI consisting of 6 genes related to toxin 
biosynthesis and two promoters namely PL (involve in regulation of transcription 
of genes related to toxin structure and function) and PREG (involve in transcription 
of regulatory genes) and present near esp gene [69]. Like gelatinase, expression of 
Cyt is quorum sensing dependent and regulated by two component systems [70]. 
The regulatory system of Cyt consists of two open reading frames (ORFs) namely 
cylR1 and cylR2 which encodes a transmembrane protein of unknown function 
(cylR1) and a helix-turn-helix DNA binding protein (cylR2) [71]. The Cyt operon is 
either present on conjugative pheromone responsive plasmid such as pAD1 [72] or 
encoded by chromosome within 150 kb PAI [73, 74]. Todd et al. [75] conducted the 
first comprehensive study on hemolysin molecule after the observation of hemoly-
sis zones on blood agar plates produced by E. fl. Increased virulence due to Cyt in E. 
fl was first described in the study of Ike and colleagues [76] through dose dependent 
intraperitoneal injections of E. fl strains harboring plasmid pAD1 which encodes 
Cyt. Later, various researchers showed the lyses of mouse erythrocytes, macro-
phages, and PMNs or death of experimental animals/organism like mouse, rabbits 
and C. elegans with Cyt [58, 73, 77–80]. Self-lysis of Cyt producing cells is prevented 
by an unknown mechanism. However, immunity proteins or ABC transporters 
protects other lantibiotic producing bacteria from self-lysis [81, 82]. In E. fl, a zinc 
metalloprotease and transmembrane protein, CylI (immunity factor) is shown to 
protect from Cyt mediated bacterial cell death [83].

Despite having a virulence face, Cyt can also act as beneficiary trait for both E. fl 
and its host. Possible beneficial activities might include, acting as colonization fac-
tor, providing self-defense against something which is more harmful (probably an 
intestinal parasite), facilitating nutrient acquisition from prokaryotic or eukaryotic 
sources, function as signaling molecule to monitor bacterial population size and 
probe the environment for target cells and last but not the least, bacteriocin activity 
of Cyt allows E. fl to occupy a novel host niche which non-cytolytic bacteria cannot 
access [68, 84, 85].

3.5 Enterococcal surface protein (esp)

Esp, a putative virulent factor is found in both E. fl and E. fm. It is located on 
pathogenicity island (PAI) at the surface of the bacterium [56]. It was initially 
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Figure 4. 
Flow diagram showing the possible mechanism of gelE and sprE gene expression.
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streptococci also produce hyaluronidases [63]. Many pathogenic bacteria release 
some extracellular products which helps them in damaging the tissue thus acting 
as a virulent factor and smoothen the progress of bacterial toxin into the tissues 
and are commonly named as “spreading factors.” Bacterial hyaluronidases (BH) are 
among some of the spreading factors released by certain G +ve and G −ve bacteria. 
BH belongs to the third type of hyaluronidases commonly called as hyaluronate 
lyases. They eliminate β 1–4 linkage resulting in the production of unsaturated 
disaccharides by acting as endo-N-acetylhexosaminidases [63]. Different models of 
E. fm trans conjugant’s virulence that harbors conjugative mega plasmid have been 
reported [64, 65] to carried hyl gene. According to some previous studies, the hyl 
gene was more prevalent in clinical isolates rather than community base isolates. 
According to a recent study, hyl gene is considered as a passive marker of virulence 
because deletion of this gene caused no effect on mouse peritonitis model [66, 67].

3.4 Cytolysin (Cyt)

Enterococcal Cyt is a broad range prokaryotic and eukaryotic lysin usually 
plasmid encoded. It is reported to enhance virulence of E. fl in animal models. It 
was originally described as lanthionine-containing bacteriocins of G +ve bacteria 
[68]. The Cyt operon is a part of E. fl PAI consisting of 6 genes related to toxin 
biosynthesis and two promoters namely PL (involve in regulation of transcription 
of genes related to toxin structure and function) and PREG (involve in transcription 
of regulatory genes) and present near esp gene [69]. Like gelatinase, expression of 
Cyt is quorum sensing dependent and regulated by two component systems [70]. 
The regulatory system of Cyt consists of two open reading frames (ORFs) namely 
cylR1 and cylR2 which encodes a transmembrane protein of unknown function 
(cylR1) and a helix-turn-helix DNA binding protein (cylR2) [71]. The Cyt operon is 
either present on conjugative pheromone responsive plasmid such as pAD1 [72] or 
encoded by chromosome within 150 kb PAI [73, 74]. Todd et al. [75] conducted the 
first comprehensive study on hemolysin molecule after the observation of hemoly-
sis zones on blood agar plates produced by E. fl. Increased virulence due to Cyt in E. 
fl was first described in the study of Ike and colleagues [76] through dose dependent 
intraperitoneal injections of E. fl strains harboring plasmid pAD1 which encodes 
Cyt. Later, various researchers showed the lyses of mouse erythrocytes, macro-
phages, and PMNs or death of experimental animals/organism like mouse, rabbits 
and C. elegans with Cyt [58, 73, 77–80]. Self-lysis of Cyt producing cells is prevented 
by an unknown mechanism. However, immunity proteins or ABC transporters 
protects other lantibiotic producing bacteria from self-lysis [81, 82]. In E. fl, a zinc 
metalloprotease and transmembrane protein, CylI (immunity factor) is shown to 
protect from Cyt mediated bacterial cell death [83].

Despite having a virulence face, Cyt can also act as beneficiary trait for both E. fl 
and its host. Possible beneficial activities might include, acting as colonization fac-
tor, providing self-defense against something which is more harmful (probably an 
intestinal parasite), facilitating nutrient acquisition from prokaryotic or eukaryotic 
sources, function as signaling molecule to monitor bacterial population size and 
probe the environment for target cells and last but not the least, bacteriocin activity 
of Cyt allows E. fl to occupy a novel host niche which non-cytolytic bacteria cannot 
access [68, 84, 85].

3.5 Enterococcal surface protein (esp)

Esp, a putative virulent factor is found in both E. fl and E. fm. It is located on 
pathogenicity island (PAI) at the surface of the bacterium [56]. It was initially 
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identified in a highly virulent gentamicin resistant strain of E. fl [69]. Esp shares 
global structural similarity with Streptococcus agalactiae Rib [86], S. pyogenes 
R28, C-alpha protein, and S. aureus Bap (biofilm associated protein) [87]. These 
similarities are restricted to a highly conserved region within the C repeat units 
of Esp proteins and group A and B of streptococcal proteins of streptococci and 
nonrepeat N-terminal region of Bap protein [71]. Bap protein from S. aureus is 
associated with biofilm formation and shares a sequence and structural similar-
ity with Esp. Esp is also associated with E. fl biofilm formation on different sur-
faces, like polysterylene plates and hospital equipment like catheters, prosthetic 
heart valves, orthopedic appliances, artificial cardiac pace makers [47], ureteral 
stents [88], intravascular catheters [89], silicone gastrostomy devices [90], and 
biliary stents [91].

A variant of Esp is also reported in E. fm isolates [92]. E. fm esp is predomi-
nantly present in nosocomial settings in contrast to E. fl esp which is widely 
distributed among environmental strains [93, 94]. Expression of esp is affected by 
environmental conditions like temperature (maximum at 37°C) and availability 
of oxygen, i.e., under anaerobiosis [56]. Several research groups demonstrated 
the role of E. fm esp in pathogenesis of experimental endocarditis, UTIs, and 
bacteremia. While no specific role of esp was found in peritonitis, and colonization 
of GIT [95, 96]. Role of esp was also established by a genetic approach. In a study 
conducted by Tendolkar et al. [97], esp-lacking E. fl strains produced biofilm in 
large amounts after successful induction and expression of esp gene. In contrast, 
several studies suggest that esp is not necessary for biofilm formation [98, 99]. 
Study conducted by Kristich et al. [100] demonstrated that E. fl OG1RF produced 
biofilms not only in the absence of esp and entire PAI that harbors it. In other stud-
ies, conducted on clinical enterococcal isolates, majority of the esp-negative isolates 
produced biofilms and no correlation was found among esp gene and biofilm 
forming capacity [89, 101].

3.6 Aggregation substance (AS)

AS is a group of proteins encoded by pheromone-induced conjugative plasmids. 
AS directed bacteria to aggregate which results in close cell contact between donor 
and recipient. Several studies showed that AS mediated internalization of E. fl 
by cultured human intestinal epithelial cells and increased in vitro adhesion to 
cultured renal tubular cells [102]. Among the best studied AS proteins are Asa I, 
Asp I, and Acs 10 encoded by asa1, aspI and prgB genes of conjugated plasmids 
pAD1 and pCF10, respectively, and shows >90% sequence identity [56, 66]. These 
proteins contain an N-terminal domain, a central domain, a variable region and 
two Arg-Gly-Asp (RGD) motifs which are also found in fibronectin and associated 
with integrin binding proteins [102, 103]. Apart from their function in conjugation 
transfer, these RGD motifs are also involve in eukaryotic cell binding and binding 
to renal epithelial cells [102]. It is demonstrated in a study that central domain and 
N-terminal domain are responsible for aggregation of Asc 10 [104]. Beside its role 
in conjugation, AS also serves as a virulence factor in E. fl by promoting cell-cell 
contact, adhesions to host cells and ECM proteins (including thrombospondin, 
fibronectin, vitronectin, and collagen type I), increased vegetation in experimental 
endocarditis, resistance to killing by polymorphonuclear leukocytes (PMNs) by 
inhibition of respiratory burst (production of ROS) in the macrophages, increased 
cell surface hydrophobicity [71]. All the proteins aid in the pathogenesis of AS in E. 
fl, like Asa I increases adherence to human macrophages and renal tubular cells, Asc 
10 facilitates internalization and intracellular survival in PMNs [74, 103, 105]. Both 

117

The Genus Enterococcus and Its Associated Virulent Factors
DOI: http://dx.doi.org/10.5772/intechopen.89083

Virulent factors Gene Primer sequence (5′-3′) Product 
length 

(bp)

Reference

Biofilm associated 
genes

espTIM CTT-TGA-TTC-TTG-GTT-GTC-GGA-TAC
TCC-AAC-TAC-CAC-GGT-TTG-TTT-ATC

475 [111]

agg AAG-AAA-AAG-AAG-TAG-ACC-AAC
AAA-CGG-CAA-GAC-AAG-TAA-ATA

1553 [112]

acm GGC-CAG-AAA-CGT-AAC-CGA-TA
CGC-TGG-GGA-AAT-CTT-GTA-AA

353 [113]

efaAfm AAC-AGA-TCC-GCA-TGA-ATA
CAT-TTC-ATC-ATC-TGA-TAG-TA

735 [92]

efaAfs GAC-AGA-CCC-TCA-CGA-ATA
AGT-TCA-TCA-TGC-TGT-AGT-A

705

asa GCA-CGC-TAT-TAC-GAA-CTA-TGA
TAA-GAA-AGA-ACA-TCA-CCA-CGA

375 [114]

ace AAA-GTA-GAA-TTA-GAT-CCA-CAC
TCT-ATC-ACA-TTC-GGT-TGC-G

320 [115]

ccf GGG-AAT-TGA-GTA-GTG-AAG-AAG
AGC-CGC-TAA-AAT-CGG-TAA-AAT

542 [112]

cpd TGG-TGG-GTT-ATT-TTT-CAA-TTC
TAC-GGC-TCT-GGC-TTA-CTA

782

cob AAC-ATT-CAG-CAA-ACA-AAG-C
TTG-TCA-TAA-AGA-GTG-GTC-AT

1405

eep GAG-CGG-GTA-TTT-TAGTTC-GT
TAC-TCCAGCATTGGATGCT

937

Gelatinase operon 
genes

gelE ACC-CCG-TAT-CAT-TGG-TTT
ACG-CAT-TGC-TTT-TCC-ATC

419 [116]

sprE TTG-AGC-TCC-GTT-CCT-GCC-GAA-
AGT-CAT-TC

TTG-GTA-CCG-ATT-GGG-GAA-CCA-
GAT-TGA-CC

591

fsrA ATG-AGT-GAA-CAA-ATG-GCT-ATT-TA
CTA-AGT-AAG-AAA-TAG-TGC-CTT-GA

740

fsrB GGG-AGC-TCT-GGA-CAA-AGT-ATT-
ATC-TAA-CCG

TTG-GTA-CCC-ACA-CCA-TCA-CTG-
ACT-TTT-GC

566

fsrC ATG-ATT-TTG-TCG-TTA-TTA-GCT-ACT
CAT-CGT-TAA-CAA-CTT-TTT-TAC-TG

1343

Cytolysin operon 
genes

cylLL GAT-GGA-GGG-TAA-GAA-TTA-TGG
GCT-TCA-CCT-CAC-TAA-GTT-TTA-TAG

253 [117]

cylLs GAA-GCA-CAG-TGC-TAA-ATA-AGG
GTA-TAA-GAG-GGC-TAG-TTT-CAC

240

cylM AAA-AGG-AGT-GCT-TAC-ATG-GAA-
GAT

CAT-AAC-CCA-CAC-CAC-TGA-TTC-C

2940

cylB AAG-TAC-ACT-AGT-AGA-ACT-AAG-GGA
ACA-GTG-AAC-GAT-ATA-ACT-CGC-

TAT-T

2020

cylA ACT-CGG-GGA-TTG-ATA-GGC
GCT-GCT-AAA-GCT-GCG-CTT

688
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Virulent factors Gene Primer sequence (5′-3′) Product 
length 

(bp)

Reference

Enterocin genes entA ATG-AAA-CAT-TTA-AAA-ATT-TTG-TCT-
ATT-AAA-G

TTA-GCA-CTT-CCC-TGG-AAT-TGC-TCC

1770 [118]

entB AGA-CCT-AAC-AAC-TTA-TCT-AAA-G
GTT-GCA-TTT-AGA-GTA-TAC-ATT-TGC

126

entP ATG-AGA-AAA-AAA-TTA-TTT-AGT-
TTA-GCT-CTT-ATT-GG

TTA-ATG-TCC-CAT-ACC-TGC-CAA-
ACC-AG

216

Ef1097 GGC-GAT-GGC-ATT-ACT-AAT-GAC-
ATT-AGG

CTT-AGC-CCA-CAT-TGA-ACT-GCC-
CAT-AAA-GC

408

enlA CGA-TTT-CTG-TTG-TAG-GAA-CC
GTA-CAT-CTC-CAT-ATA-CTT-TTC-C

1405

Insertion sequence 
element gene

IS16 CATG-TTC-CAG-CAA-CCA-GAG
TCA-AAA-AGT-GGG-CTT-GGC

547 [111]

Hyaluronidase 
gene

hyl ACA-GAA-GAG-CTG-CAG-GAA-ATG
GAC-TGA-CGT-CCA-AGT-TTC-CAA

276 [119]

Catalase gene kat ACC-CCG-TAT-CAT-TGG-TTT
ACG-CAT-TGC-TTT-TCC-ATC

419 [110]

Lipase gene Lip-fm TTG-AGC-TCC-GTT-CCT-GCC-GAA-
AGT-CAT-TC

TTG-GTA-CCG-ATT-GGG-GAA-CCA-
GAT-TGA-CC

591 [108]

Lip-fl ATG-AGT-GAA-CAA-ATG-GCT-ATT-TA
CTA-AGT-AAG-AAA-TAG-TGC-CTT-GA

740

Table 1. 
List of primers reported for the genotypic assessment of major virulence factors.

Thermal cycler programme Gene name (Reference)

A gelE, sprE, fsrA, fsrB, fsrC genes [116]

B lip-fm and lip-fl genes [108]

C kat gene [110]

D cylLL, cylM, cylB, cylA [117]
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Thermal cycler programme Gene name (Reference)

E efaAfs and efaAfm [92]

F espTIM [111]

G acm gene [113]

H ace and asa1 gene [114, 115]

I agg or AP gene [112]

J ccf, cpd, eep, cob genes [112]

K entP, entA, entB, ef1097 gene [118]

L enlA gene [118]

M IS16 gene [111]

N Hyl gene [119]

Table 2. 
Illustrations for the PCR conditions for the amplification of various putative virulence genes.
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Asa I and Asc 10 increase virulence of E. fl in rabbit endocarditis model by increas-
ing adherence to certain ECM proteins [79, 106].

4. Conclusions

In conclusion, acquired resistance to certain antibiotics is an important feature 
of the genus Enterococcus. Persistent use of antibiotics in humans and animals 
for therapy and as growth promoters plus the presence of insertion sequences, 
transposons, integerons and plasmids make them large reservoirs of transferable 
antibiotic resistance and virulence genes in various ecosystems including soil, 
water, and food. Due to its rapid popularity, as resistant bacteria, ENT serves as 
an important key indicator in the surveillance of many humans and veterinary 
resistance profile. Adherence capability plus antibiotic resistance make them more 
problematic for effective therapeutic decisions. Till now only food consumption 
is considered as an option for the spread of antibiotic resistant bacteria to humans 
but the detection of resistant bacteria in soil opens a new route for the exposure of 
environmental antibiotic resistance to humans. Results of different studies from 
our lab concludes that soil, poultry, animals and birds carried high burdens of 
ENT which are fully armed with potential virulent and antibiotic resistance genes 
[107–110]. In Pakistan, there is paucity of information regarding prevalence, types 
and genetic characteristics of enterococci along with their resistance/virulence 
genes and clones especially from clinical and other environmental sources. In 
this respect, regular environmental monitoring using most advance molecular 
genotyping (Tables 1 and 2) as routine testing is recommended. Genes mirror 
the requirements of life. As our understanding of enterococcal genomics grows, 
bacterial genomics will become an important tool for providing new insights into 
the nature, biology and habitats of the enterococci. Presence of insertion sequence 
(IS16) gene in soil isolates verified the dissemination of hospital associated ENT 
into the environment via inappropriate handling of hospital wastes [108]. It 
is therefore also recommended to dispose clinical/hospital waste properly and 
appropriately.
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transposons, integerons and plasmids make them large reservoirs of transferable 
antibiotic resistance and virulence genes in various ecosystems including soil, 
water, and food. Due to its rapid popularity, as resistant bacteria, ENT serves as 
an important key indicator in the surveillance of many humans and veterinary 
resistance profile. Adherence capability plus antibiotic resistance make them more 
problematic for effective therapeutic decisions. Till now only food consumption 
is considered as an option for the spread of antibiotic resistant bacteria to humans 
but the detection of resistant bacteria in soil opens a new route for the exposure of 
environmental antibiotic resistance to humans. Results of different studies from 
our lab concludes that soil, poultry, animals and birds carried high burdens of 
ENT which are fully armed with potential virulent and antibiotic resistance genes 
[107–110]. In Pakistan, there is paucity of information regarding prevalence, types 
and genetic characteristics of enterococci along with their resistance/virulence 
genes and clones especially from clinical and other environmental sources. In 
this respect, regular environmental monitoring using most advance molecular 
genotyping (Tables 1 and 2) as routine testing is recommended. Genes mirror 
the requirements of life. As our understanding of enterococcal genomics grows, 
bacterial genomics will become an important tool for providing new insights into 
the nature, biology and habitats of the enterococci. Presence of insertion sequence 
(IS16) gene in soil isolates verified the dissemination of hospital associated ENT 
into the environment via inappropriate handling of hospital wastes [108]. It 
is therefore also recommended to dispose clinical/hospital waste properly and 
appropriately.
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Abstract

Increasing resistance of bacteria to antibiotics is a serious worldwide problem, 
and to combat resistant bacteria, new antibacterial approaches are to be developed. 
One alternative to traditional antibiotic therapy is photodynamic antimicrobial 
chemotherapy (PACT). PACT is based on excitation of photosensitizers (PS) 
capable of transferring the absorbed light energy to dissolved molecular oxygen 
causing generation of reactive oxygen species, which irreversibly damage bacte-
rial cell components. The overall efficiency of PACT has been proven for Gram-
positive and Gram-negative bacteria. The effectiveness of PACT can be increased 
by encapsulation of PS in liposomes providing more concentrated delivery of PS, 
enhanced cytotoxicity, improved pharmacokinetic properties, sustained release, 
and prolonged action of the PS. For continuous and reusable application, PS can be 
immobilized in polymers. Chemiluminescence, sonodynamic treatment, and radio-
frequency irradiation allow to perform excitation of PS in the dark without external 
illumination, opening prospects for combating internal infections. Combination of 
PS with antibiotics can gain a synergistic effect, allowing in some cases to overcome 
the resistance of bacteria to antibiotics.

Keywords: photodynamic therapy (PDT), photodynamic antimicrobial 
chemotherapy (PACT), photosensitizer (PS), chemiluminescent antimicrobial 
chemotherapy (CPAT), sonodynamic antimicrobial chemotherapy (SACT),  
targeted drug delivery, liposomes, immobilization

1. Introduction

1.1 History of photodynamic therapy

The therapeutic properties of light were observed already in ancient Greece, 
Egypt, and India. However, they were not widely used for many centuries [1]. The 
history of modern photodynamic therapy (PDT) dates back to 1900, when Oscar 
Raab discovered the toxic properties of the dye acridine red on Paramecium spp. 
[2]. He and his supervisor, Hermann von Tappeiner, noticed a positive effect of 
illumination on the toxic activity of this dye. In his later work, von Tappeiner and 
his colleagues applied this approach to inactivation of bacteria [3] and to treatment 
of skin cancer [4]. In 1909, von Tappeiner introduced the term “Photodynamic 
Action” and showed that oxygen is essential for this procedure [5]. PDT has been 
studied and developed as an anticancer therapy for a long time and was approved 
by the Food and Drug Administration in the 1990s for various applications in this 
area of medicine [6–8]. The antimicrobial properties of this approach were unfairly 
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forgotten for several decades. However, interest in antibacterial PDT has been 
rekindled and is continuously increasing because multidrug resistance of patho-
genic microorganisms has become a serious threat to public health. Photodynamic 
antibacterial chemotherapy (PACT) has become a promising approach for combat-
ing bacterial infections, which are resistant to modern antibiotics.

1.2 Photosensitizers and their mechanism of action

PACT is based on the exposure of bacteria to photosensitive compounds—pho-
tosensitizers (PSs). When a PS located in the bacteria or on the bacterial surface 
is exposed to light (usually visible), it transfers from its low-energy ground state 
to an excited singlet state. Return of the PS to its ground state is accompanied by 
either emission of fluorescence or transition of the PS to a longer-living, higher-
energy triplet state (PS*) via intersystem crossing. The PS* in turn reacts with 
surrounding molecules to form free radicals and hydrogen peroxide (Type I reac-
tion) or transfers its energy to molecular oxygen to produce singlet oxygen and 
other highly reactive oxygen species (ROS; Type II reaction) [9, 10]. Type I and 
Type II reactions occur simultaneously, and the ratio at which they occur depends 
on both the PS type and the surrounding conditions. A detailed description of the 
photosensitization process can be found in the recent reviews of Castano et al. [11] 
and Cieplik [10]. ROSs formed in this process oxidize biomolecules, damage the cell 
membrane, and ultimately lead to cell death [12]. PACT usually proceeds predomi-
nantly through Type II processes. However, since Gram-negative bacteria are more 
susceptible to OH. radicals than to singlet oxygen, the Type I reaction may be more 
efficient against such microorganisms [13, 14].

1.3 Photosensitizers for PACT

Hundreds of compounds are currently available for mediating PDT in various 
areas of medicine, where some have been shown to be suitable for antimicrobial 
applications. PSs employed for medical uses should be a single pure compound, 
stable at room temperature and inexpensive. The PS must have a strong absorption 
peak in the visible spectrum between 600 and 900 nm and should possess a high-
triplet quantum yield that will provide high production of ROS upon illumination. 
It should not be toxic in the dark (especially to mammalian cells), mutagenic or 
carcinogenic [15–18]. In addition, when talking about PACT, it is very important 
that the PS will display preferential association with bacteria, accumulate within 
the cells, or bind to the bacterial cell envelope [14, 19].

PSs can generally be assigned to several chemical classes: tetrapyrroles (which 
include porphyrins, chlorins, bacteriochlorins, and phthalocyanines), synthetic 
dyes (phenothiazinium salts, Rose Bengal, squaraines, etc.), and naturally occur-
ring compounds (such as riboflavin or curcumin). Cyclic tetrapyrroles present the 
most well-known class of clinically relevant PSs used mostly for anticancer applica-
tions [20]. This structure can be found naturally in such important biomolecules 
such as haem, chlorophyll, and bacteriochlorophyll. Unlike other types of PSs, 
most tetrapyrroles (except for bacteriochlorins) are more likely to react by a Type II 
reaction with the creation of singlet oxygen [16], whereas bacteriochlorins act via a 
Type I mechanism. Other well-known antimicrobial agents are phenothiazinium-
based synthetic dyes, including methylene blue (MB) and toluidine blue O (TBO), 
which also act as anticancer agents in PDT. These structures can be synthesized 
more easily than tetrapyrroles but possess high-dark toxicity compared to other PSs 
[15, 21]. Another representative of synthetic dyes, Rose Bengal (RB), has already 
been used successfully in antimicrobial and anticancer applications for a long 
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time [16]. Photodynamic active compounds isolated from plants arouse particular 
interest. These natural compounds include curcumin, extracted from the rhizomes 
of Curcuma longa, which was found effective in eradicating oral pathogens [22]. 
Another representative of this group is hypericin isolated from St. John’s wort, 
which exhibits photodynamic activity against Gram-positive and Gram-negative 
bacteria. Detailed descriptions of all PS classes can be found in the reviews pub-
lished by Hamblin and colleagues [15, 16].

2. Photosensitizer activation modes

2.1 Dark activity

The name photosensitizer implies the need for illumination in order to activate 
PS molecules and trigger their action. However, PSs possess some so-called “dark 
activity” even in the absence of illumination, leading to cell death in the dark 
[23–29]. This feature depends on the PS concentration and manifests itself in differ-
ent ways for various PSs.

Shrestha demonstrated dark toxicity of RB against Gram-positive Enterococcus 
faecalis. Exposure of the cells to 10 μM RB in the absence of illumination for 15 min 
led to a 0.5 log10 reduction in cell concentration [26]. Furthermore, a marked dark 
toxicity of RB against clinical isolates of Gram-negative Pseudomonas aeruginosa 
was observed by Nakonieczna [27]. Brovko compared the activity of various PSs 
against several types of microorganisms and noted high dark toxicity of RB, as well 
as of phloxine B against Gram-positive Bacillus sp. and Listeria monocytogenes (more 
than 5 log10 reduction in the bacterial concentration after 30 min of treatment 
with the dye) [30]. The toxicity of malachite green in the dark against the same 
microorganisms was very low (<0.1 log10 reduction in concentration after 30 min of 
treatment with the dye). High concentrations (>500 μg/mL) of acriflavin neutral in 
the absence of light were significantly toxic to E. coli (more than 6 log10 reduction in 
concentration after 30 min of treatment with the dye, both under illumination and 

Figure 1. 
Effect of RB concentration on its cytotoxic activity. S. aureus cells at the initial concentration of 104 CFU mL−1 
were incubated for 3 min in dark conditions at various concentrations of RB. After the incubation, bacteria 
were tested by viable count. Error bars present standard deviations.
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with the dye) [30]. The toxicity of malachite green in the dark against the same 
microorganisms was very low (<0.1 log10 reduction in concentration after 30 min of 
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the absence of light were significantly toxic to E. coli (more than 6 log10 reduction in 
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Figure 1. 
Effect of RB concentration on its cytotoxic activity. S. aureus cells at the initial concentration of 104 CFU mL−1 
were incubated for 3 min in dark conditions at various concentrations of RB. After the incubation, bacteria 
were tested by viable count. Error bars present standard deviations.
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in the dark). However, illumination significantly enhanced its toxic effect against 
other tested microorganisms [30].

In our studies, we also noted the dark toxicity of various PSs against differ-
ent types of bacteria (Figures 1, 2, Table 1). Figure 1 shows the effect of various 
RB concentrations on S. aureus in the absence of light. The number of living cells 
decreases with increasing RB concentration in the dark. Table 1 shows a compari-
son between dark and light toxicity of three PSs—malachite green oxalate (MGO), 
RB, and safranin O. The effect of MGO in the dark was the strongest, and a 0.87 
μM concentration of MGO was sufficient for inhibiting the growth of S. aureus. The 
dark activity of RB and safranin O is noticeably weaker, and the minimal inhibitory 

Figure 2. 
SACT and PACT effect of MB on S. aureus. In SACT experiments, the cells at 108 CFU mL−1 concentration 
were incubated with (a) 5 μM RB or (b) 30 μM MB in the ultrasonic bath for 1 h in the dark. In PACT 
experiments, the cells were illuminated for 15 min by 1.6 mW cm−2 white light under the same conditions but 
without sonication. After the treatment, bacteria were tested by viable count. Error bars present standard 
deviations.
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concentrations (MIC) for these PSs against S. aureus are more than 100-fold higher. 
Figure 2 shows that S. aureus cells were completely destroyed by RB at a concentra-
tion of 5 μM and MB at 30 μM under illumination. These PSs also showed a cyto-
toxic effect when applied at the same concentrations in the dark, where MB reduced 
the bacterial concentration by one and RB by two orders of magnitude.

2.2 Illumination

Although PSs are known to possess a certain dark activity, illumination notice-
ably increases their cytotoxic effect [6, 14]. An example of the difference in antibac-
terial activity of different PSs with and without illumination is shown in Table 1. In 
this experiment, the MIC of three PSs was determined for the bacterium S. aureus 
in the dark and after 1 h of illumination. As a result of illumination, the MIC of the 
examined PSs decreased approximately 6-fold for MGO, 64-fold for RB, and 4-fold 
for Safranin O.

The main light sources used today for activation of PSs are lasers, light-emitting 
diodes (LED), and gas discharge lamps (GDL) [10, 31, 32]. There is no absolute 
advantage of one of these light sources over the others. The choice of light source 
depends on the specific application. Laser is a high-intensity monochromatic 
source. It can be easily coupled to a single optical fiber and installed on different 
lighting devices. LED lamps are cheaper and provide a wide emission spectrum. 
GDLs are also cheaper than lasers—both in acquisition and in maintenance and 
have a wide emission spectrum. However, GDLs transmit more heat to the illumi-
nated area than lasers and LEDs, which can lead to tissue damage. In general, the 
emission spectrum and light intensity are more important for the excitation of a 
specific PS than the particular light source type [10, 31, 32].

2.3 Sonodynamic excitation of photosensitizers

Illumination is undoubtedly the easiest and most effective way to activate PSs. 
However, its use is restricted, due to limited penetration of visible light into tissues. 
There is an ongoing search for alternative methods of PS excitation in the dark in order 
to overcome this problem. Ultrasonic activation seems to be attractive as an alterna-
tive to illumination. As with light activation, ultrasound can be selectively focused 
on a specific area, thus activating only PS molecules located in the affected area. 
Ultrasound can also easily penetrate into tissues, which opens prospects for its appli-
cation in treatment of internal lesions and infections, without the need for invasive 
devices [33, 34]. Ultrasonic irradiation of PSs initiates the formation of highly active 
cytotoxic species—ROS and free radicals—which lead to the death of pathogenic cells. 
It was found that some well-known PSs also have sonosensitizing properties. Among 

Photosensitizer MIC, μM

Dark Illumination

Malachite green oxalate 0.87 0.15

Rose Bengal 128 2

Safranin O 89 23

Table 1. 
The MIC values of water-soluble PSs in the dark and under illumination. About 3 × 104 CFU mL−1 of S. 
aureus were treated by malachite green oxalate, Rose Bengal, and Safranin O at doubled dilutions, illuminated 
at room temperature by white light of 1.6 mW cm−2 intensity for 1 h, and incubated overnight in the dark by 
shaking at 37°C.



Microorganisms

134

in the dark). However, illumination significantly enhanced its toxic effect against 
other tested microorganisms [30].

In our studies, we also noted the dark toxicity of various PSs against differ-
ent types of bacteria (Figures 1, 2, Table 1). Figure 1 shows the effect of various 
RB concentrations on S. aureus in the absence of light. The number of living cells 
decreases with increasing RB concentration in the dark. Table 1 shows a compari-
son between dark and light toxicity of three PSs—malachite green oxalate (MGO), 
RB, and safranin O. The effect of MGO in the dark was the strongest, and a 0.87 
μM concentration of MGO was sufficient for inhibiting the growth of S. aureus. The 
dark activity of RB and safranin O is noticeably weaker, and the minimal inhibitory 

Figure 2. 
SACT and PACT effect of MB on S. aureus. In SACT experiments, the cells at 108 CFU mL−1 concentration 
were incubated with (a) 5 μM RB or (b) 30 μM MB in the ultrasonic bath for 1 h in the dark. In PACT 
experiments, the cells were illuminated for 15 min by 1.6 mW cm−2 white light under the same conditions but 
without sonication. After the treatment, bacteria were tested by viable count. Error bars present standard 
deviations.

135

Aspects of Photodynamic Inactivation of Bacteria
DOI: http://dx.doi.org/10.5772/intechopen.89523
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them are porphyrins [35], RB [36, 37], chlorin e6 derivative, photodithazine [36], and 
curcumin [38]. Several studies found sonodynamic therapy (SDT) to be the promis-
ing treatment in various forms of cancerous tumors [39–43]. Sonodynamic therapy is 
also offered as treatment for atherosclerosis [44]. The applicability of sonodynamic 
antimicrobial chemotherapy (SACT) for the treatment of infectious diseases has been 
confirmed by various research groups [33, 34]. We have previously demonstrated the 
effectiveness of RB activated by ultrasonication for eradication of Gram-positive S. 
aureus and Gram-negative E. coli [29, 45, 46]. The effectiveness of SACT in inactiva-
tion of S. aureus by two other sensitizers—curcumin [38] and hematoporphyrin 
monomethyl ether [35]—was also reported. Alves et al. have recently reported on 
effective destruction of Candida albicans by photodithazine and RB in the dark under 
the ultrasonic excitation. A significant synergistic effect of the combination between 
PDT and SACT for combatting C. albicans biofilms was also found [36].

Figure 2 demonstrates the effect of ultrasonic activation that we showed on the 
antibacterial activity of two PSs—RB (Figure 2a) and MB (Figure 2b)—against 
S. aureus compared to photodynamic activation. Figure 2a shows that 15 min of 
sonication reduces the number of living cells by almost two orders of magnitude, 
from 2 × 108 to 4 × 106 CFU mL−1. RB alone applied in the dark causes a two orders 
of magnitude decrease in the cell concentration. However, sonication in the pres-
ence of 5 μM RB exerts a much stronger effect, reducing the cell concentration by 
5 orders of magnitude. It should be noted that RB at the same concentration under 
illumination by visible light of 1.6 mW cm−2 fluence causes complete eradication 
of S. aureus cells, whereas light alone does not cause any significant harm to these 
cells. However, MB applied under sonication at the concentration causing complete 
destruction of S. aureus cells in the light did not eradicate microbial cells more than 
sonication alone (Figure 2).

2.4 Activation of photosensitizers by radio waves

Another possible way for activating PSs in the dark is by using nonionizing 
radiofrequency electromagnetic waves. The ability of radiofrequency waves to heat 
human tissue has been known for a long time and has already been applied for local 
destruction of cancerous tumors [47, 48]. The effectiveness of this method can 
be significantly improved by using suitable sensitizers, which can be targeted to 
the affected area and activated by means of radiofrequency radiation for selective 
destruction of cells. Tamarov et al. proposed the use of crystalline silicon-based 
nanoparticles as sensitizers induced by 27 MHz radiofrequency waves for effective 
treatment of Lewis lung carcinoma in vivo [48]. Another approach involved using 
gold nanoparticles, which were heated by an electric field using 13.56 MHz radiofre-
quency, and effectively destroyed human pancreatic cancer cells in vitro [49]. The 
same frequency was used in other studies to activate fullerene [50] and transferrin 
[51] and to eradicate cancer tumors in vitro and in vivo. A possible mechanism of 
radiosensitization, according to Tamarov et al. [48] and Chung et al. [51], may be 
thermal activation of sensitizers by hyperthermia, caused by dissipation of electro-
magnetic energy, which leads to thermal damage of cancer cells.

In our studies, we tested the possibility of using radiofrequency radiation to 
sensitize PSs in order to destroy microorganisms [29]. For this purpose, we irradi-
ated S. aureus cells in physiological saline alone and in the presence of RB with radio 
waves at different frequencies—from 1 to 20 GHz. S. aureus cells in physiological 
saline in the dark (without RB and without radiation), S. aureus cells treated with 
radio waves (in the absence of RB), and S. aureus cells in the presence of RB, but not 
exposed to radio waves, were used as controls. Radiofrequency radiation alone did 
not significantly affect the survival of S. aureus. RB in the dark applied at the same 
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concentration did not lead to any decrease in the bacterial concentration. However, 
exposure of S. aureus cells to radio waves in the presence of RB markedly reduced 
the number of live microorganisms. The rate of cell damage depended on the radio 
wave frequency. The most significant effect was observed in the frequency range of 
9–12 GHz, where in the presence of RB, only 4.5% of the cells survived (Figure 3). 
For comparison, irradiation of cells treated by RB with radio waves in the frequency 
range of 1–3 GHz caused only a 40% reduction in the number of live cells.

To the best of our knowledge, our work was the first attempt to sensitize a PS by 
radio waves for destruction of bacteria. This topic naturally necessitates a broader 
and deeper study to understand the mechanisms of excitation and the possibilities 
of applying this method. The most likely mechanism of RB excitation by radio waves 
is conversion of electromagnetic energy into heat, which causes activation of RB, 
followed by energy transfer to dissolved oxygen and the formation of ROS, affecting 
the cells. We assume that when PSs are exposed to radiofrequency radiation, they 
actually behave like thermosensitizers excited by heat instead of light [29].

2.5 Chemiluminescent and bioluminescent excitation of photosensitizers

Another approach to overcoming the limitations of PACT in the treatment of 
deep infections is to replace the external light source by chemo- or bioluminescent 
light. Bioluminescence is a well-known phenomenon occurring in biological systems 
as a result of oxidation reactions of luciferins catalyzed by luciferases. This property 
is inherent in various microorganisms, worms, and insects, and the luciferins and 
luciferases of different organisms can be completely different. Bioluminescence is 
considered as a type of chemiluminescence, i.e., luminescence originating in the 
course of a chemical reaction. Bio- and chemiluminescence systems are used in vari-
ous fields of medicine, pharmaceuticals, and bioanalytics [52, 53].

One of the well-studied and most effective chemical reactions involving light 
emission is oxidation of luminol [52, 54, 55]. Most applications of this reaction 
are associated with treatment of cancers [55–57]. Use of chemiluminescence as a 
light source for PACT has not been studied as extensively. Ferraz and colleagues 

Figure 3. 
Effect of RB at the 10 μM concentration under activation by radio waves at various frequency ranges on 
eradication of S. aureus at the initial cell concentration of 4.4 × 104 CFU mL−1 in the dark. Error bars present 
standard deviations.
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curcumin [38]. Several studies found sonodynamic therapy (SDT) to be the promis-
ing treatment in various forms of cancerous tumors [39–43]. Sonodynamic therapy is 
also offered as treatment for atherosclerosis [44]. The applicability of sonodynamic 
antimicrobial chemotherapy (SACT) for the treatment of infectious diseases has been 
confirmed by various research groups [33, 34]. We have previously demonstrated the 
effectiveness of RB activated by ultrasonication for eradication of Gram-positive S. 
aureus and Gram-negative E. coli [29, 45, 46]. The effectiveness of SACT in inactiva-
tion of S. aureus by two other sensitizers—curcumin [38] and hematoporphyrin 
monomethyl ether [35]—was also reported. Alves et al. have recently reported on 
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same frequency was used in other studies to activate fullerene [50] and transferrin 
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emission is oxidation of luminol [52, 54, 55]. Most applications of this reaction 
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Effect of RB at the 10 μM concentration under activation by radio waves at various frequency ranges on 
eradication of S. aureus at the initial cell concentration of 4.4 × 104 CFU mL−1 in the dark. Error bars present 
standard deviations.
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evaluated the potential of chemiluminescent-excited photogem in killing S. aureus 
cells [58]. Our group demonstrated the effectiveness of chemiluminescent photo-
dynamic antimicrobial therapy (CPAT) for destruction of S. aureus and E. coli by 
exposing these bacteria to the photosensitizer MB in the presence of luminol [46, 
59, 60]. The results presented in Figure 4 show that the rate of growth inhibition 
by MB increased in the presence of luminol compared to untreated cells or to cells 
exposed in the dark to MB only.

The dark effect of MB discussed in the above “Dark Activity” section can be seen 
in Figure 4, where the exposure of S. aureus and E. coli to 25 μM MB in the dark 
reduced the number of live cells by about 10-fold. Luminol alone had no toxic effect 
on the tested microorganisms. However, when combined with MB, it reduced the 
number of surviving bacteria by two additional orders of magnitude for S. aureus 
and 1.5 orders of magnitude in the case of E. coli. Thus, the use of chemilumines-
cence may expand the capabilities of PDT, allowing the use of PSs for the treatment 
of internal organs.

3. Encapsulation of photosensitizers in liposomes

Since PSs are usually inactive in the absence of excitation, focusing the beam 
of light, ultrasound or radio wave radiation on the affected area is the easiest way 
to achieve selective action of a PS. However, surrounding healthy tissues may also 
be affected by the PS, even under such focused processing. It is therefore very 
important to target the treatment directly to the infected site. Highly biocompatible 
and low immunogenic liposomes can serve as carriers for targeted delivery of PSs 
encapsulated into liposomes to the infected site [61–63].

Liposomes are spherical multi- or unilamellar vesicles consisting of phospho-
lipids (e.g., phosphatidylcholines) with an internal hydrophilic cavity. They vary 
in composition, size, charge, and number of layers and can encapsulate and deliver 
both hydrophilic and hydrophobic compounds, which can be retained in the water 
core of liposomes or be encapsulated in the phospholipid bilayer, respectively. 

Figure 4. 
Effect of chemiluminescent photodynamic antimicrobial treatment (CPAT) on the viability of S. aureus and 
E. coli. Cells were incubated with MB at 25 μM concentration in the presence of 0.7 mM luminol. After the 
treatment, bacteria were tested by viable count. Error bars present standard deviations.
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A variety of methods have been developed for the production of liposomes with a 
controlled size and special properties. The most widely used method for producing 
liposomes is hydration of thin lipid films. In this case, lipids with or without active 
substances are dissolved in an organic solvent, which is evaporated on a rotary 
evaporator, producing a thin film on a flask wall. The lipid film is then rehydrated 
by an aqueous phase. Membrane extrusion and sonication methods are most 
commonly used for control of liposome size [64]. Advanced strategies for liposome 
preparation include charging the liposomes, attaching the ligands such as antibodies 
or lectins to their surface, or altering the physiological conditions such as increasing 
the temperature or changing the pH in the target tissues to produce heat-sensitive or 
pH-sensitive liposomes [65]. The works of Ghosh, Li, Bulbake, Abu Lila, and Alavi 
summarize the latest developments in the field of liposome design and optimiza-
tion, including passive and active targeting, extended circulation, building multi-
functional liposomes, and so on [62–66].

There exist several methods for PS encapsulation into liposomes (Figure 5). 
Hydrophilic PSs (e.g., MB, RB, or photofrin) are dissolved in aqueous buffer 
and are included into the internal cavity of liposomes. Hydrophobic compounds 
(such as temoporfin and bacteriochlorin a) are integrated in the phospholipid 
bilayer [62, 67]. Several groups have shown that encapsulation of PSs in liposomes 
improves their effectiveness against cancer in vivo. Back in 1983, Jori and colleagues 
reported that hematoporphyrin and its derivatives incorporated into liposomes on 
the basis of dipalmitoyl-phosphatidyl-choline are effective for systemic delivery of 
PSs to tumors in rats [68]. Enhancement of the photodynamic effects of photofrin 
encapsulated in a liposome carrier was later demonstrated on a human glioma 
implanted in rat brain [69]. A variety of PSs (temoporfin, zinc phthalocyanine, 
benzoporphyrin derivative monoacid, etc.) in various liposomal formulations, such 

Figure 5. 
Schematic representation of a liposome with PS entrapped in the internal aqueous phase and within the 
external phospholipid bilayer.
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Figure 5. 
Schematic representation of a liposome with PS entrapped in the internal aqueous phase and within the 
external phospholipid bilayer.
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as dipalmitoylphosphatidylcholine, dipalmitoylphosphatidylglycerol, dioleoylphos-
phatidylcholine, and others, were found to be effective on HT29 and Meth A tumor 
models in vivo [62]. However, the only clinically approved liposomal PS drug to 
date is Visudyne, developed by QLT in Vancouver, and produced by Novartis AG, 
Switzerland. This formulation is produced from a derivative of benzoporphyrin 
monoacid encapsulated in unilamellar dimyristoylphosphatidylcholine/egg 
phosphatidylglycerol liposomes. The liposomes in this drug not only dissolve the 

Figure 6. 
MIC values of free and liposome encapsulated MB and NR determined against (a) S. aureus and (b) E. coli. 
Liposomes were prepared from dipalmitoyl phosphatidylcholine and dimyristoyl phosphatidylglycerol at 15 mg/
mL total lipid concentration by sonication for 10 sec. Bacteria at 3 × 104 CFU mL−1 concentration were treated 
by MB and NR at doubled dilutions, illuminated at room temperature by white light of 1.6 mW cm−2 intensity 
for 1 h, and incubated overnight in the dark by shaking at 37°C. Error bars present standard deviations.
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lipophilic PS for intravenous administration but also contribute to its enhanced 
absorption in tumor tissues [62, 64].

Liposomal PS preparations are suitable for antibacterial applications. This 
approach ensures the delivery of the compound at a higher concentration, thus 
increasing the cytotoxicity of the drug. In addition, the local use of liposomal 
preparations provides a slow release of active components, which helps prolong 
their effect in infected tissues. In Gram-negative bacteria, fusion between lipo-
somes and the outer cell membranes leads to the delivery of concentrated liposome 
contents directly into the cytoplasm [70–72]. In Gram-positive bacteria, the PS is 
probably released when liposomes interact with the external peptidoglycan and 
diffuse through the cell wall [72–74]. Various researchers have demonstrated the 
effectiveness of liposomal formulations of various PSs against Gram-positive and 
Gram-negative microorganisms and also against fungal infections in vitro and 
in vivo. Ferro et al. showed high efficacy of porphyrin incorporated into cationic 
liposomes against S. aureus, compared to the free drug [75, 76]. Tsai also showed an 
increase in the bactericidal efficacy of hematoporphyrin against a number of Gram-
positive bacteria, including S. aureus, as a result of its incorporation into liposomes 
[77]. Yang proved the efficacy of chlorine e6 encapsulated in cationic liposomes 
against susceptible and drug-resistant clinical isolates of C. albicans both in vitro 
and for infected burn wounds in vivo [78].

In our studies, we tested the effect of different PSs in different liposome 
formulations on Gram-positive and Gram-negative bacteria. Figure 6 presents a 
comparison between the MICs of free and dipalmitoyl phosphatidylcholine and 
dimyristoyl phosphatidylglycerol liposome-encapsulated MB and NR against S. 
aureus (Figure 6a) and E. coli (Figure 6b).

Figure 7. 
Chemiluminescent photodynamic antimicrobial treatment effect on the viability of S. aureus and E. coli. Cells 
were incubated with 25 μM MB liposome (lip) encapsulated together with 0.7 mM luminol (LM). After the 
treatment, the bacteria were tested by viable count. Error bars present standard deviations.
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As can be seen from the results, incorporation into liposomes significantly 
increased the antibacterial activity of MB and NR. Following encapsulation, the 
MIC of MB decreased by approximately 2-fold and that of NR by about 1.4-fold for 
both tested microorganisms (Figure 6). We tested the effect of liposome composi-
tion on the delivery of these PSs to cells and determined the conditions for efficient 
use of encapsulated PSs [74].

In addition, we tried to apply liposomal forms of PSs to CPAT by encapsulating 
not only PSs in liposomes but also luminol and introduced to activate PSs in sites 
inaccessible to external lighting [59]. We monitored the survival of the cells fol-
lowing their exposure to either liposomal MB or luminol, as well as to liposomes 
containing both compounds together (Figure 7) when the experiments were carried 
out in the dark.

It can be seen (Figure 7) that luminol itself did not lead to cell damage. MB in 
the liposomal form exhibited certain dark activity, similar to that in a free form 
discussed in the “Dark Activity” section. The addition of luminol to MB liposomes 
markedly increased its antibacterial activity toward S. aureus and E. coli. Liposomes 
were not targeted in this study. Targeting of liposomes can lead to an additional 
increase in the efficiency and specificity of this technique.

4. Immobilization

New prospects of using PSs are opened by the immobilization of PSs onto a 
solid phase. This approach may allow repeated or continuous use of PSs. PSs can be 
immobilized by adsorption and covalent bonding onto solid supports and by ionic 
bonding to ion-exchange resins or incorporation into polymer films. The photo-
dynamic properties of immobilized PSs are reported to be retained for a long time 
[79–83]. PSs studied in the immobilized form include RB, MB, and TBO; the por-
phyrin derivatives 5,10,15,20-tetrakis (p-hydroxy phenyl) porphyrin, 5,10,15,20-tet-
rakis (p-aminophenyl) porphyrin, and zinc (II) phthalocyanine tetrasulfonic acid; 
and the ruthenium salts tris (4,4′-diphenyl-2,2′-bipyridine) ruthenium (II), tris 
(4,7-diphenyl-1,10-phenanthroline) ruthenium (II), tris (1,10-phenanthrolinyl-
4,7-bis (benzenesulfonate) ruthenate (II), and tris (4,40-dinonyl-1,10-phenan 
throline) ruthenium (II). Solid supports applied for immobilization of PSs include 
polyethylene, polypropylene, polystyrene, polycarbonate, polymethyl methacrylate, 
polyester isophthalic resin, silicone, cationic nylon, porous silicones, poly (vinyli-
dene difluoride), cellulose membranes, and chitosan [82–88]. Immobilized PSs 
demonstrated antibacterial properties against Gram-negative and Gram-positive 
bacteria in batch and continuous regimes and under reuse. Immobilized PSs were 
found more stable and resistant to photobleaching than in a free form [82, 86, 88].

Our group immobilized PSs in polymers using several techniques. The first 
method included mixing solutions of PSs in chloroform with solutions of polymers 
in the same solvent, followed by evaporation of the solvent, which yielded thin 
polymeric films with homogeneously incorporated PSs. This technique was applied 
to RB and MB immobilized onto polystyrene, polycarbonate, and polymethyl 
methacrylate [88–90]. In all cases, the obtained polymer films showed high anti-
bacterial activity against Gram-positive and Gram-negative bacteria when exposed 
to an external source of white light. However, since this method involves using 
an organic solvent, it cannot be considered environmentally friendly. The second 
method is based on dissolution of PSs in a melted polymer under extrusion and 
does not require any additional chemical reagents [91]. The photosensitizers RB, 
Rose Bengal lactone, MB, and hematoporphyrin were immobilized in polyethylene 
and polypropylene using this method. The antibacterial efficiency of immobilized 
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PSs obtained as polymeric strips and beads was tested against S. aureus and E. coli 
in batch and continuous regimes under white fluorescent light. All immobilized PSs 
significantly reduced the concentration of the tested microorganisms, up to their 
complete eradication [91].

Another immobilization technique was based on polymerization of silicon in the 
presence of RB as the photosensitizer. Silicon tablets produced by this method con-
tained evenly distributed RB that was not bound to the support by covalent bonds 
[29]. The antibacterial activity of the immobilized RB was tested under illumination 
and using ultrasonic activation in the dark (Figure 8). Figure 8 demonstrates the 
effect of immobilized RB on S. aureus cells when subjected to ultrasound in the 
dark. Silicone alone did not affect the microorganisms with and without sonication. 
However, the number of alive cells in samples subjected to immobilized RB under 
sonication decreased with sonication time and decreased by more than three orders 
of magnitude after 10 min of treatment.

Further development of immobilization methods and different PSs and 
polymers may expand the possibilities of this approach and yield the applica-
tions in various fields, such as the production of antibacterial surfaces and water 
disinfection.

5. Conclusions

Numerous studies show that photodynamic antibacterial chemotherapy is a 
powerful tool for killing microorganisms. Since this method requires external 
illumination, it can be successfully applied only to the treatment of local superfi-
cial skin and oral cavity infections. Development of new modes of PS excitation 
by ultrasound, radio waves, chemiluminescent, and bioluminescent light opens 
new prospects for their use in treating internal infections. Encapsulation of PSs in 
liposomes may solve the problem of using hydrophobic PSs with poor solubility 
in the aqueous phase. It can also provide delivery of a concentrated PS directly to 
the target site, thus increasing efficiency and reducing side effects of the treat-
ment. Immobilization of PSs in a solid phase enables using them repeatedly or in 

Figure 8. 
Antibacterial activity of silicon-immobilized RB (5% w/w) under ultrasonic treatment in the dark. 
Control—S. aureus cells treated by ultrasound only. After the treatment, bacteria were tested by viable count. 
Error bars present standard deviations.
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Chapter 8

Probiotics and Bioremediation
Qomarudin Helmy, Edwan Kardena and Sri Gustiani

Abstract

Increased environmental contamination leads to a progressive decline in envi-
ronmental quality. Probiotics play a role as remediation agents which are expected 
to be able to help the host in responding to environmental changes. Probiotics 
are live microbial feed supplements that favorably affect host (humans, animals, 
plants) by increasing the balance of intestinal microbes. Probiotics are used in 
livestock/aquaculture to improve growth performance through improved utilization 
of nutrients, reducing disease, also developing the immune system. In addition to 
feed supplements, certain types of probiotics act as bioremediation or decomposing 
agents of hazardous substances. The bioremediation system is the use of micro-
organisms (bacteria, fungi, yeast, and algae) or microbial products to degrade, 
reduce, or remove pollutants in the environment although in some cases plants 
are also utilized for this purpose called phytoremediation. When bioremediation 
occurs, enzymes produced by microorganisms modify toxic pollutants by chang-
ing the chemical structure of pollutants. This event is called biotransformation. In 
many cases, biotransformation leads to biodegradation, when toxic pollutants are 
degraded, the structure becomes simpler, and ultimately becomes harmless and 
non-toxic metabolites, that called mineralization.

Keywords: probiotics, bioremediation, aquaculture, livestock, agriculture

1. Probiotics: small creatures that do big things

Bacteria are often associated with diseases or with something that is frighten-
ing and disgusting. But along with advances in technology, bacteria today are not 
considered only as an enemy but can also be friends. Basically bacteria are micro-
organisms that is part of nature that are found almost everywhere on the earth’s 
surface, atmosphere, also the upper atmosphere [1–3]. The shape is very small, can-
not be seen by the eye but its existence is very important to maintain environmental 
balance. Microorganisms are usually considered to include all prokaryotes, protists 
and microalgae. Fungi, especially those that are small and do not form hyphae, can 
also be considered as a part of it, although many do not agree. Most people assume 
that what can be considered microorganisms are all very small organisms that can 
be bred in petri dishes or incubators in the laboratory and capable of reproducing 
themselves by mitosis [4].

Collection of beneficial microbes known as probiotics, a word derived from the 
Greek word that means for life. Among the researchers there were slight differences 
of opinion regarding what could be called probiotics, including:

• Probiotics are compounds produced by a microorganism that can stimulate the 
growth of other microorganisms, so it is the opposite of antibiotics [5].
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• Probiotics are extracts from tissues that can stimulate the growth of microor-
ganisms [6].

• Probiotics are organisms and substrates that have an influence on the balance 
of microbiota in the digestive system [7].

• Probiotics are living microorganisms that when consumed by the host will 
have a beneficial effect on them by improving the microbiota environment that 
exists in the digestive system [8].

• The current definition of probiotics was formulated by FAO/WHO in 2001 as 
living microorganisms which, if given in sufficient quantities, provide health 
benefits to the host [9].

Probiotics can be found in several products depending on the intended use. They 
can be marketed as food, medical food, food supplements or medicine. In general, 
probiotics are marketed as food supplements e.g. pill/tablet products or as food 
items, e.g., Yogurt, Kefir. Some probiotic organisms including Lactobacillus sp., 
Streptococcus sp., and Bifidobacterium sp. have been “generally recognized as safe” 
status, which means that they are additives that are permitted in food substances. 
The term probiotic was originally intended as a supplement used to improve or pro-
long human life or health by providing a sufficient amount of good microorganisms 
into the body through food. Having recognized the positive benefits of probiotics 
on human health, many practitioners and researchers have begun to try and apply 
probiotics to livestock, agriculture, and fisheries.

2. Probiotics in Aquaculture, Animal Husbandry, and Agriculture

Probiotics are actually used not only for human, but also fisheries, agriculture, 
and animal husbandry with the aim of increasing yield productivity and decompos-
ing waste. In livestock farming, increased production can be achieved by optimizing 
environmental conditions, getting the right stocking density, improving seed quality 
and providing good quality feed. In addition, it can also be done through efforts to 
reduce mortality rates and increase individual growth rates. In intensive livestock 
farming, feed is the highest component of production costs, about 60–70% of opera-
tional costs [10]. The digestive system plays a vital role in the extraction of nutrients 
from feed and their absorption to be used by body cells. The main key that occurs in 
the digestive system is its ability to digest food which allows nutrients to be absorbed 
by the body. The digestibility value of a food ingredient illustrates the ability of live-
stock to digest a food and the digestibility itself is determined by the quality of the 
food provided. The digestive system plays a vital role in the extraction of nutrients 
from feed and their absorption to be used by body cells. The main key that occurs in 
the digestive system is its ability to digest food which allows nutrients to be absorbed 
by the body. Digestion is a chemical process and fermentation by microbiota in 
the intestine. The interaction between microbiota and nutrition is very complex. 
Microbiota and its metabolic products can affect the digestion and absorption of 
nutrients by the host. In other words, microbial balance in the digestive system plays 
an important role for health, feed digestibility, and production efficiency.

There are three suggested probiotic working mechanisms, namely:

1. Suppress harmful microbial populations through competition by producing 
antimicrobial compounds or through nutrition competition and attachment 
sites on the intestine wall,
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2. Stimulating immunity through increased levels of antibodies or macrophage 
activity, and

3. Changing microbial metabolism by increasing or decreasing the activity of 
certain enzymes.

The growing livestock farming industry has a relationship with the presence of 
bacteria in the environment. An intensive cultivation system without good man-
agement will have a negative effect. For example, in intensive aquaculture farming 
with excessive feeding, maintenance of fish with high stocking densities without 
good management will cause disease for the fish. The resulting waste in the form 
of high organic matter will cause bacteria to flourish and ultimately reduce fish 
production and also damage the environment. Other problems with increasing 
intensive aquaculture activities are eutrophication, increased sedimentation and 
excessive plankton growth. This can result in high levels of ammonia in water and 
lack of oxygen.

Biological processes that occur in nature including the cultivation environment 
must be maintained in balance so that the quality of the environment is maintained 
well. One appropriate way is to use probiotics. Probiotics itself is a collection of 
beneficial microorganisms that help the process of absorption of food, can increase 
endurance and help improve environmental quality. Microorganisms that exist in 
probiotics are usually bacteria such as Lactobacillus sp., Bacillus sp., Micrococcus sp., 
Nitrobacter and Nitrosomonas. Probiotics can be given in various ways, through 
aquaculture feed or directly stocked into the aquatic environment. In probiotics 
itself there are several types of bacteria that can help the digestive process better 
such as Lactobacillus sp. These bacteria are able to maximize the absorption of food 
in the intestines of fish so that not much food is wasted and fish growth becomes 
faster. Under these conditions the amount of feed given is more efficient but 
provides maximum results. This can occur because the bacteria with its mechanism 
produces digestive enzymes such as amylase, protease, lipase to break down carbo-
hydrates, proteins, fats in the feed so that it is more quickly absorbed by the body. 
Other probiotics with the type Nitrobacter and Nitrosomonas are able to decipher 
the rest of the remaining feed or feces that settles at the bottom so that the quality 
of water in ponds or ponds for the better. Stools and food waste that accumulate and 
not decompose will result in high levels of ammonia and sulfides which can be toxic 
to aquatic organisms.

The presence of beneficial microorganisms in aquaculture activities has been 
proven through several studies [11–15]. Fish feed with additional probiotics 
turned out to be able to increase the growth of catfish better than ordinary feed. 
Application of microorganisms to the environment is also shown by giving probiot-
ics in the water from shrimp ponds that show a decrease in ammonia levels and 
maintain pH in neutral conditions compared to without giving probiotics. The anti-
microbial role released by probiotic bacteria also has a role to prevent the emergence 
of disease, thereby increasing the resistance of fish or livestock to disease [16–20]. 
The presence of beneficial microbes that are naturally present in the intestine 
provides an opportunity and possibility to isolate and reproduce them, which are 
then reintroduced into the digestive system and used as probiotics (Table 1).

The application of probiotics in agriculture has been widely used, especially as a 
starter in making organic fertilizer. With this probiotic can accelerate the manufac-
ture of organic fertilizer, compost for example naturally will take 3-6 months, but 
with probiotic technology only takes 3-4 weeks. Inoculation of probiotic microor-
ganisms can be used as an alternative in overcoming the scarcity of inorganic fertil-
izers due to the high price and availability of fertilizers in certain areas. Inoculation 
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Subject Probiotics 
organism

Results Application Reference

Aquaculture

Shrimp 
(Litopenaeus 
vannamei)

Bacteria: Bacillus 
thuringiensis, 
Bacillus 
megaterium, 
Bacillus polymyxa, 
Bacillus 
licheniformis and 
Bacillus subtilis
Yeast: Debaryomyces 
hansenii, 
Rhodotorula sp.
Algae: Chaetoceros sp.

Post-larval stage 
of L. vannamei 
treated with either 
bacteria and yeasts 
or bacteria, yeasts 
and Chaetoceros 
exhibited increases 
(P < 0.05) in growth 
and survival as 
compared to controls.

Food pellets 
in the form of 
microencapsulated 
beads using 
sodium alginate

[11]

Striped catfish 
(Pangasianodon 
hypophthalmus)

Bacillus 
amyloliquefaciens 
54A and B. pumilus 
47B

The average 
weight gain of 
fish fed probiotics 
at 5 × 108 CFU/g 
significant higher 
than control after 
90 days of feeding, 
but there was not 
significant effect on 
feed conversion ratio 
and specific growth 
rate.

Mixed with food 
pellets

[12]

Salmon 
(Salmo salar 
L.) and Trout 
(Oncorhynchus 
mykiss)

Carnobacterium 
inhibens K1

Increase appetite and 
feeding efficiency 
and increase 
resistance to A. 
salmonicida, V. ordalli 
and Y. ruckeri

Mixed with food 
pellets

[13]

Fresh water 
prawn 
(Macrobrachium 
rosenbergii)

Commercial 
probiotic: Zymetin 
(Streptococcus 
faecalis, Clostridium 
butyricum, Bacillus 
mesentericus, Beer 
yeast). Super PS 
(Rhodobacter sp. 
and Rhodococcus sp.)

The production 
of probiotics 
treated pond was 
always higher than 
without probiotics 
treated ponds, 
highest growth and 
production were 
found when Zymetin 
and Super PS were 
used together.

Mixed with food 
pellets

[14]

Sea bream 
larvae (Sparus 
aurata)

Lactobacillus 
fructivorans and 
Lactobacillus 
plantarum

The combination 
of probiotics (80:20 
w/w) through 
dry or live feed 
promoted the sea 
bream larvae (Sparus 
aurata) intestinal 
microflora changes 
that contribute to 
reducing mortality in 
both sea bream larvae 
and fries.

Live feed and 
mixed with food 
pellets

[15]
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Subject Probiotics 
organism

Results Application Reference

Animal husbandry

Pig Enterococcus faecium 
SF 68

Positive effect 
of probiotics 
consumption on 
the digestive tract 
thus decreasing the 
diarrheic diseases 
that are frequent in 
the pig husbandry.

Mixed with diet 
formulation

[16]

Weaned piglets Lactobacillus 
reuteri, Bacillus 
subtilis and Bacillus 
licheniformis

Digestibility of 
dry matter, crude 
protein, and crude 
fat increased upon 
treatment with 
probiotic and 
significant reduction 
of fecal Salmonella 
and E. coli counts 
with an increase of 
probiotics counts.

Mixed with diet 
formulation

[17]

Broiler chicks Lactobacillus 
acidophilus 
(LASW), L. 
fermentum (LF33), 
L. plantarum 
(LPL05), and 
Enterococcus faecium 
(TM39)

LAB administration 
showed effectiveness 
in antagonistic effect 
against Salmonella 
colonization, 
invasion, and 
the induced 
inflammation.

Mixed with diet 
formulation

[18]

Dairy cows Propionibacterium, 
S. cerevisiae, L. 
acidophilus, L. 
ecidophilus, L. casei 
and Enterococcus 
faecium

Significantly 
improves milk yield 
as well as the milk 
composition.

Direct-feds 
microbials

[19]

Crossbred cows L. acidophilus, 
S. cerevisiae, S. 
boulardii and 
Propionibacterium 
frendenreichii

Probiotics proved 
to be effective in 
increasing milk 
production of 
lactating cows. Milk 
fat, milk protein and 
solid-not-fat content 
tended to be higher in 
cows supplemented 
with probiotics.

Direct-feds 
microbials

[20]

Agriculture

Wheat Enterobacter, 
Serratia, 
Microbacterium, 
Pseudomonas and 
Achromobacter

Halotolerant 
bacterial consortia 
significantly 
(P ≥ 0.05) increased 
the emergence, 
growth, biomass 
and Super Oxide 
Dismutase activity 
of wheat seedlings 
exposed to salt stress.

Biofertilizers [21]
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of probiotic microorganisms that are able to dissolve the P element in acid soils  
can increase the production of agricultural commodities as reported by many 
researchers [21–25].

3. Bioremediation: healthy environment healthy life

Application of microorganisms, in this case, bacteria to improve the environ-
ment is actually not only probiotics but also the bioremediation process. In the 
bioremediation, microorganisms are also used to neutralize, detoxify, remove, clean 
up, break down, and/or decompose waste and other hazardous pollutants into less 
toxic or non-toxic substances. Microorganisms in the aquaculture environment are 
in direct contact with animals, with gills and food supplied, having easy access to 
the digestive tract of animals. Among the microorganisms that exist in the aquatic 
environment are microorganisms that are potentially pathogenic, opportunistic, 

Subject Probiotics 
organism

Results Application Reference

Cotton Rhizobacteria The bacterial 
inoculum (50 g/kg 
of seed) significantly 
increased seed cotton 
yield (21%), plant 
height (5%) and 
microbial population 
in soil (41%) over 
their respective 
controls

Biofertilizers [22]

Arabidopsis 
and cucumber 
(Cucumis 
sativus L.)

Trichoderma 
asperelloides T203

Trichoderma spp. 
stimulate plant 
growth prior to salt 
stress imposition 
and significantly 
improved seed 
germination.

Biofertilizers [23]

Iceberg lettuce 
(Lactuca sativa 
L.) and rocket 
(Eruca sativa 
Mill.)

Trichoderma 
strains: T. virens 
(GV41) and T. 
harzianum (T22)

Trichoderma able 
to manage the 
nutrient content of 
leafy horticulture 
crops cultivated in 
low fertility soils, 
and assist vegetable 
growers in reducing 
the use of synthetic 
fertilizers, and 
optimize N use 
efficiency.

Biofertilizers [24]

Saffron (Crocus 
sativus L.)

R. intraradices 
and Funneliformis 
mosseae

Soilless cultivation 
systems enhanced 
by the symbiosis 
with arbuscular 
mycorrhizal fungi 
able to produce high 
quality saffron.

Biofertilizers [25]

Table 1. 
Reports of the use of probiotics in aquaculture, animal husbandry, and agriculture.
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those who take advantage of situations of animal stress in high stocking density, 
poor nutrition to cause infections, low growth and feed efficiency rates, and even 
death (Figure 1).

Mass fish deaths often occur in Indonesian waters with the greatest frequency 
and quantity occurring in lake/reservoir waters, followed by rivers and finally in 
sea/coast waters. The most common cause of mass death of fish is hypoxia, mainly 
due to the up-welling phenomenon, namely the increase in the mass of the bottom 
water to the surface, so that the waste generated from aquaculture activities in the 
form of organic material rises to the surface [26]. Up-welling events usually take 
place in the rainy season which results in differences in water density between 
surface water and bottom waters. Rising water will mix and carry organic materials 
and toxic gases (such as H2S and ammonia) that can cause poisoning to fish or cause 
a decrease in dissolved oxygen levels due to plankton blooming that is triggered by 
excess of nitrate and phosphate nutrients. In marine waters, mass fish deaths have 
also occurred, such as in November 2015 in Jakarta Bay or earlier in 2004 and 2005, 
and in Lampung Bay in 2013. The mass deaths of sea fish are usually caused by the 

Figure 1. 
Aerial image of Cirata dam located in West Java, Indonesia (upper) showing uncontrolled density of floating 
cage aquaculture causing rapid degradation in its water quality (lower-left); deaths of thousands of tons of fish 
in floating cages aquaculture due to lack of oxygen and rising toxic gas (lower-right) causing economic loss of 
approx. USD 28.5 million [29]. Image courtesy of Google maps [31–33].
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those who take advantage of situations of animal stress in high stocking density, 
poor nutrition to cause infections, low growth and feed efficiency rates, and even 
death (Figure 1).

Mass fish deaths often occur in Indonesian waters with the greatest frequency 
and quantity occurring in lake/reservoir waters, followed by rivers and finally in 
sea/coast waters. The most common cause of mass death of fish is hypoxia, mainly 
due to the up-welling phenomenon, namely the increase in the mass of the bottom 
water to the surface, so that the waste generated from aquaculture activities in the 
form of organic material rises to the surface [26]. Up-welling events usually take 
place in the rainy season which results in differences in water density between 
surface water and bottom waters. Rising water will mix and carry organic materials 
and toxic gases (such as H2S and ammonia) that can cause poisoning to fish or cause 
a decrease in dissolved oxygen levels due to plankton blooming that is triggered by 
excess of nitrate and phosphate nutrients. In marine waters, mass fish deaths have 
also occurred, such as in November 2015 in Jakarta Bay or earlier in 2004 and 2005, 
and in Lampung Bay in 2013. The mass deaths of sea fish are usually caused by the 

Figure 1. 
Aerial image of Cirata dam located in West Java, Indonesia (upper) showing uncontrolled density of floating 
cage aquaculture causing rapid degradation in its water quality (lower-left); deaths of thousands of tons of fish 
in floating cages aquaculture due to lack of oxygen and rising toxic gas (lower-right) causing economic loss of 
approx. USD 28.5 million [29]. Image courtesy of Google maps [31–33].



Microorganisms

160

phenomenon of algal blooming (red tide), namely the plankton population explo-
sion that was followed by mass death and caused a decrease in oxygen content due 
to algal respiration processes [27, 28]. As a result, fish become oxygen deficient or 
there is a blockage in the fish’s respiratory organs (gills) by plankton. Besides caus-
ing economic losses because most of the fish that die suddenly cannot be utilized 
anymore, the remaining fish carcasses also pollute the environment due to their 
suboptimal handling. Potential economic loss of aquaculture sudden death in Cirata 
dam incident in 2013 is IDR 427,6 Billion or USD 28.5 Million [29]. For this reason, 
the use of probiotics for aquaculture aims not only at direct benefits for animals 
but also their effects on the fishing environment. There are two types of probiotic 
applications, first with direct feed (mixed into diet formulation) and secondly 
through the environment (mixed with water and/or sediment). Application of the 
first method can improve feed quality by adding additives in the form of probiotics 
containing beneficial microbes and decomposers into the feed that can function 
to improve feed quality by converting them into compounds that are more easily 
absorbed by the intestine thereby increasing feed digestibility. While the second 
application will improve the quality of the surrounding environment, e.g., decom-
pose toxic substance such as ammonia, sulphide, fish excreta, also excess feed that 
potentially attract pathogens and other unwanted micro- and macroflora. Benefits 
observed in probiotic supplementation in aquaculture include:

1. Increasing the nutritional value of food and its absorption by increasing the 
extent of the absorption area;

2. Increased activity of digestive enzymes;

3. Factors driving growth;

4. Pathogens inhibition;

5. Increased immune response; and

6. Improving the quality of fisheries water.

Meanwhile, one way to improve soil environmental quality is by introducing 
microbes to the soil through compost. Making compost from organic materials, in 
the form of by-products of agricultural activities as well as household, market and 
municipal waste needs to be encouraged. More effective compost making technol-
ogy can be done by using a starter or microbes that accelerates the decomposition 
of organic material which is beneficial for plants. Giving compost on agricultural 
land provides a double benefit, namely improving soil microbial composition and 
increasing soil organic matter content. In order to make effective use of microbes in 
improving agriculture, animal husbandry and fisheries, it is necessary to develop 
microbial cocktails for each species of plant, livestock or fish [30]. The cocktail 
must have key features such as:

1. Able to be prepared on a large enough scale,

2. Remain stable and viable for a long time,

3. Good viability and growth, and

4. Give a positive impact on the host.
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The working mechanism of bioremediation involves several technical aspects 
such as biotransformation, biodegradation, mineralization, phytohydraulics, bioac-
cumulation, and biovolatilization where the degrading microbes or plants remove, 
transform, modify, and/or convert a complex compound of pollutants into simpler 
and less toxic compounds. This bioremediation system has been successfully 
applied in cleaning contaminated sites, agricultural land, sediments, ground water, 
surface water, and sea water. Bioremediation through microorganisms generally 
involves the application of aerobic and anaerobic bacteria and fungi to restore the 
environment. Rhizoremediation is a remediation technique of soil contaminated 
pollutants by the action of plants (phytoremediation) and their symbiotic rhizo-
sphere microbes. Plant growth-promoting microbes have been used for the restora-
tion of infertile marginal land by increasing crop productivity. The application of 
probiotics on a broader scale is bioremediation. Figure 2 shows the relationship 
between probiotics and bioremediation, where probiotics are defined as living 
microorganisms which, if given in sufficient quantities, provide health benefits 
to the host (humans, and/or animals), while bioremediation is augmentation or 
stimulation of microorganisms in sufficient quantities and manners, providing 
health benefits to the host (remediate or restoring polluted environment).
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phenomenon of algal blooming (red tide), namely the plankton population explo-
sion that was followed by mass death and caused a decrease in oxygen content due 
to algal respiration processes [27, 28]. As a result, fish become oxygen deficient or 
there is a blockage in the fish’s respiratory organs (gills) by plankton. Besides caus-
ing economic losses because most of the fish that die suddenly cannot be utilized 
anymore, the remaining fish carcasses also pollute the environment due to their 
suboptimal handling. Potential economic loss of aquaculture sudden death in Cirata 
dam incident in 2013 is IDR 427,6 Billion or USD 28.5 Million [29]. For this reason, 
the use of probiotics for aquaculture aims not only at direct benefits for animals 
but also their effects on the fishing environment. There are two types of probiotic 
applications, first with direct feed (mixed into diet formulation) and secondly 
through the environment (mixed with water and/or sediment). Application of the 
first method can improve feed quality by adding additives in the form of probiotics 
containing beneficial microbes and decomposers into the feed that can function 
to improve feed quality by converting them into compounds that are more easily 
absorbed by the intestine thereby increasing feed digestibility. While the second 
application will improve the quality of the surrounding environment, e.g., decom-
pose toxic substance such as ammonia, sulphide, fish excreta, also excess feed that 
potentially attract pathogens and other unwanted micro- and macroflora. Benefits 
observed in probiotic supplementation in aquaculture include:

1. Increasing the nutritional value of food and its absorption by increasing the 
extent of the absorption area;

2. Increased activity of digestive enzymes;

3. Factors driving growth;

4. Pathogens inhibition;

5. Increased immune response; and

6. Improving the quality of fisheries water.

Meanwhile, one way to improve soil environmental quality is by introducing 
microbes to the soil through compost. Making compost from organic materials, in 
the form of by-products of agricultural activities as well as household, market and 
municipal waste needs to be encouraged. More effective compost making technol-
ogy can be done by using a starter or microbes that accelerates the decomposition 
of organic material which is beneficial for plants. Giving compost on agricultural 
land provides a double benefit, namely improving soil microbial composition and 
increasing soil organic matter content. In order to make effective use of microbes in 
improving agriculture, animal husbandry and fisheries, it is necessary to develop 
microbial cocktails for each species of plant, livestock or fish [30]. The cocktail 
must have key features such as:

1. Able to be prepared on a large enough scale,

2. Remain stable and viable for a long time,

3. Good viability and growth, and

4. Give a positive impact on the host.
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Chapter 9

Virulence Determinants of  
Non-typhoidal Salmonellae
Ruimin Gao, Linru Wang and Dele Ogunremi

Abstract

Non-typhoidal Salmonellae (NTS) belong to Salmonella enterica subspecies 
enterica and are common causes of foodborne illnesses in humans. Diarrhea is a 
common symptom but infection occasionally results in life-threatening systemic 
involvement. One member of the group, S. enterica subspecies enterica serovar 
Typhimurium has been extensively studied in live animal models particularly mice 
and cattle, leading to a better understanding of the pathogenesis of NTS and the 
development of diarrhea, respectively. This comprehensive review provides an 
insight into the genetic regulation of over 200 virulence determinants and their 
involvement in the four steps of Salmonella pathogenesis, namely: attachment, 
invasion, macrophage survival and replication, and systemic dissemination. There 
is, however, a paucity of information on the functions of some virulence factors 
present on the Salmonella pathogenicity islands (SPIs). The emergence of next 
generation sequencing (NGS) technology and the availability of more bacterial 
genomes should provide further insights into the biology of virulence determinants, 
mechanisms of NTS pathogenesis and host adaptation of Salmonella. The new 
knowledge should translate into improvement and innovations in food safety, and 
control of salmonellosis as well as better understanding of zoonotic infections in the 
context of One Health capturing the risks to humans, animals and the environment.

Keywords: non-typhoidal Salmonellae, virulence determinants, Typhimurium, 
attachment, intracellular survival, systemic dissemination, NGS, food safety, 
Salmonella pathogenicity islands, SPI

1. Introduction

Non-typhoidal Salmonella (NTS), a major cause of diarrheal disease globally, 
is estimated to cause 93 million enteric infections and 155,000 diarrheal deaths 
each year and is a leading cause of foodborne infections worldwide [1]. In Canada, 
88,000 people are estimated to fall ill from foodborne NTS each year (90% credible 
intervals: 58,532–125,525) [2] with a mean hospitalization of about 925 individuals 
and 17 deaths [3]. An estimated 1 million cases of NTS infections occur annually in 
the United States alone, resulting in 19,000 hospitalizations and 380 deaths (http://
www.cdc.gov/foodborneburden/PDFs/pathogens-complete-list-01-12.pdf). The 
genus Salmonella consists of Gram-negative, facultative intracellular bacteria and 
belongs to the Enterobacteriaceae family [4]. Historically, Salmonella organisms are 
serologically characterized using the conventional serotyping method known as the 
White-Kauffmann-Le Minor scheme which is based on the somatic (O), flagellar 
(H) and capsular (vi) antigens. Over 2600 serotypes are known to be present in 
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1. Introduction
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a wide range of hosts including humans, cattle, pigs, horses, companion animals, 
reptiles, fish, avian, and insects [5]. The most commonly encountered pathogenic 
serovars belong to S. enterica subspecies enterica [6].

Some pathogenic Salmonella serovars are restricted to particular host species and 
are not found in other species. Examples of host-restricted Salmonella are serovars 
Typhi, Gallinarum, and Abortusovis, and they predictably cause systemic infection 
in their hosts namely, humans, fowls and ovines, respectively [7]. Another group of 
serovars are host-adapted including Dublin and Choleraesuis and primarily cause 

Figure 1. 
Pathogenesis of Salmonella following contact with gut epithelium. (I) Salmonella cells attach to the epithelium 
mainly via adhesins, the representative virulence genes involved are fim, Saf, Bcf, stf, csg, lpf, Pef, sti, sth, 
hof, as well as a negative regulator of STM0551 (purple circles). (II) Three invasion methods are illustrated: 
M cells uptake bacteria cells through receptor mediated endocytosis, membrane ruffling and cytoskeletal 
rearrangement resulting in engulfment; alternatively, bacterial cells can be directly taken up by dendritic 
cells by phagocytosis. The main virulence factors involved are inv, pip, pag, prg, sap, sip, spa, spv, sop, rop, hil 
and sii (pink triangles). (III) Salmonella cells taken up by macrophages are localized within a Salmonella 
containing vacuole (SCV). The representative virulence genes involved in this process are mgt, Ssa, Sse, Ssr, 
CsrA and Hfq (light red star highlighted). (IV) Phagocyte-mediated systemic dissemination through blood 
system, mainly to liver, spleen and bone marrow. The virulence genes involved are iro, rfa, rfb, fes, Fhu, fep, 
ent, wzx and wzz (yellow diamond highlighted).
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disease in cattle and pigs respectively, but infrequently cause opportunistic disease 
in another host species especially humans [7, 8]. The most common non-adapted 
Salmonella are serovars Typhimurium and Enteritidis and they have been studied in 
live animal models such as mice and cattle, leading to a better understanding of the 
pathogenesis of NTS and the development of diarrhea [7]. S. typhimurium causes 
a systemic infection in mice that resembles typhoid fever caused by S. enterica 
serovar Typhi in humans [9]. While a vast majority of cases in otherwise healthy, 
Salmonella-infected humans present clinically as a self-limiting gastroenteritis, S. 
typhimurium can cause life-threatening systemic, invasive disease and bacteremia in 
some patients [10] but the reasons and mechanisms dictating the different disease 
manifestations in infected humans are not clear.

The advent of microbial whole genome sequencing promises to provide 
insights to better understand the biology of virulence determinants and mecha-
nisms of NTS pathogenesis. Genomes of Salmonella are generated increasingly 
at a faster rate and deposited in public databases [11]. Further understanding 
of genome diversity and variation of bacterial pathogens has the potential to 
improve quantitative risk assessment and assess the evolution of Salmonella 
and emergence of new strains [12]. Mining of the repository of genomes should 
provide new information expected to complement existing knowledge on viru-
lence genes derived from host infection studies especially involving Salmonella 
mutants. The Salmonella Foodborne Syst-OMICS database (SalFoS) was devel-
oped as a platform to improve diagnostic accuracy, to develop control methods 
in the field and to identify prognostic markers in epidemiology and surveillance 
[13]. Bioinformatics analyses of genomes are expected to reveal the mechanisms 
of action of virulence genes and help decipher whether there is a dichotomy in 
the genes contributing to invasive disease compared to restricted pathogenesis in 
the intestinal tract [14].

This review provides an overview of the genetic regulation of over 200 virulence 
determinants highlighting their involvement in each of the four steps of Salmonella 
pathogenesis, namely: attachment, invasion, macrophage survival and replication, 
and systemic dissemination (Figure 1). Further analysis of virulence genes will 
provide us insights in to understanding the mechanisms of invasive disease which 
appear distinct from gastroenteritis. For instance, the organisms which are respon-
sible for invasive disease have fewer genes because of pseudogenization. Many of 
these virulence genes have redundant functions; however two Salmonella molecules 
are known to exert a dominant effect in pathogenesis, namely: lipopolysaccharide 
(LPS) and invasion protein A (invA). Many virulence factors have distinct and 
unique functions but cooperative crosstalk has been documented at the differ-
ent steps of infection, e.g., protein products of genes encoded on two Salmonella 
pathogenicity islands (SPI), SPI-2 and SPI-4.

2. Virulence determinants involved in Salmonella pathogenesis

2.1 Attachment

In a majority of cases, infection occurs following ingestion of Salmonella by the 
host. Before Salmonella can gain entry into the epithelial cell lining the host’s gut 
mucosa, it first needs to attach to the cell. NTS attachment is facilitated by fimbriae, 
non-fimbriae factors of autotransporter and outer-membrane proteins, which serve 
as adhesions; up to 20 adhesion molecules have been described so far and it has been 
demonstrated that the entire adhesiome of S. enterica serotype Typhimurium can be 
expressed [15], which facilitates understanding such a large repertoire of adhesions 
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[13]. Bioinformatics analyses of genomes are expected to reveal the mechanisms 
of action of virulence genes and help decipher whether there is a dichotomy in 
the genes contributing to invasive disease compared to restricted pathogenesis in 
the intestinal tract [14].

This review provides an overview of the genetic regulation of over 200 virulence 
determinants highlighting their involvement in each of the four steps of Salmonella 
pathogenesis, namely: attachment, invasion, macrophage survival and replication, 
and systemic dissemination (Figure 1). Further analysis of virulence genes will 
provide us insights in to understanding the mechanisms of invasive disease which 
appear distinct from gastroenteritis. For instance, the organisms which are respon-
sible for invasive disease have fewer genes because of pseudogenization. Many of 
these virulence genes have redundant functions; however two Salmonella molecules 
are known to exert a dominant effect in pathogenesis, namely: lipopolysaccharide 
(LPS) and invasion protein A (invA). Many virulence factors have distinct and 
unique functions but cooperative crosstalk has been documented at the differ-
ent steps of infection, e.g., protein products of genes encoded on two Salmonella 
pathogenicity islands (SPI), SPI-2 and SPI-4.

2. Virulence determinants involved in Salmonella pathogenesis

2.1 Attachment

In a majority of cases, infection occurs following ingestion of Salmonella by the 
host. Before Salmonella can gain entry into the epithelial cell lining the host’s gut 
mucosa, it first needs to attach to the cell. NTS attachment is facilitated by fimbriae, 
non-fimbriae factors of autotransporter and outer-membrane proteins, which serve 
as adhesions; up to 20 adhesion molecules have been described so far and it has been 
demonstrated that the entire adhesiome of S. enterica serotype Typhimurium can be 
expressed [15], which facilitates understanding such a large repertoire of adhesions 
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contributing to colonization of a broad range of host species and adaptation to vari-
ous environment within the host.

2.1.1 Fimbrial adhesins

Fimbriae, also known as pili, are thin, filamentous appendages protruding on 
the bacterial surface and consist of polymerized aggregates of small molecular 
weight monomers of the fimbrin protein [16]. Characteristically, fimbriae medi-
ate the initial attachment of Gram-negative bacterial pathogens to host cells and 
surfaces [17]. In Salmonella, the initial contact results in relatively weak adher-
ence of the bacteria to intestinal epithelial cells but soon induces de novo bacterial 
protein synthesis which increases the strength and intimacy of the attachment [18]. 
This process is also accompanied by the development and assembly of a unique 
secretion apparatus called the Type 3 Secretion System (T3SS) which is required 
for Salmonella to invade epithelial cells [19]. The chromosome of S. typhimurium 
contains 13 fimbrial operons, afg (csg), bcf, fim, lpf, pef, saf, stb, stc, std, stf, sth, sti, 
and stj [20–22] (Table 1 and Figure 1). Eight types of fimbriae which have been 
experimentally investigated [23] are outlined below.

2.1.1.1 Mannose-sensitive Type I fimbriae (Fim)

Mannose-sensitive Type I fimbriae (Fim) are encoded by the fim ACDHIFZYW 
operon and bind to D-mannose-containing receptors on host cell surface as well as 
the glycoprotein laminin of the extracellular matrix [24]. Type I fimbriae promoted 
bacterial attachment to epithelial cells, facilitated the invasion of HEp-2 cells and 
HeLa cells and the colonization of the gut mucosa in chicken, mouse, rat and swine 
[25, 26]. An immunization experiment using purified Fim protein led to the protec-
tion of laying hens against egg contamination and colonization of the reproductive 
organs by S. enteritidis [27]. FimA, FimF, and FimH are necessary for the assembly 
of Type 1 fimbriae on S. typhimurium [24]. Differently, STM0551 gene plays a nega-
tive regulatory role in the regulation of type 1 fimbriae in S. typhimurium [28].

2.1.1.2 Plasmid-encoded fimbriae (Pef)

Plasmid-encoded fimbriae (Pef) participate in the attachment of bacteria to 
the surface of murine small intestine and are necessary for fluid production in 
the infant mouse similar to the observation with the fimbriae of enterotoxigenic 
Escherichia coli and Vibrio cholerae [29]. Expression of pef gene is regulated by 
DNA methylation [30]. Purified Pef specifically binds the trisaccharide Galβ1-
4(Fucα1-3) GlcNAc (also known as the Lewis X blood group antigen or Lex), which 
are preponderant on the surface of human erythrocytes, skin epithelium and 
mucosal surfaces [31].

2.1.1.3 Long polar fimbriae (Lpf)

Long polar fimbriae (Lpf) encoded by the lpfABCDE fimbrial operon is involved 
in the colonization of murine Peyer’s patches by mediating adherence to M cells, a 
preferred port of entry for Salmonella in mice [32]. Mutation of the lpfC gene which 
encodes the fimbrial outer membrane usher attenuated the virulence of Salmonella 
typhimurium in orally exposed mice as shown by a 5-fold increase in the number  
of organisms needed to kill 50% of test animals (i.e., LD50) when compared to  
the wild type organism. Lpf is also involved in the early stages of biofilm formation 
on host epithelial cells [33] and participate in intestinal persistence in mice [34].  
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Lpf synthesis is regulated by an on–off switch mechanism (phase variation) to 
avoid host immune responses [35].

2.1.1.4 Thin aggregative fimbriae

Thin aggregative fimbriae also known as curli [36] with the designation Agf/
Csg, are encoded by the agf/csgBAC gene cluster [37]. The thin aggregative fimbriae 
for Enteritidis which is known as SEF 17 is responsible not only for the auto-aggre-
gative phenotype of the bacteria, but for fibronectin binding [38] and has been 
shown in vitro to bind immortalized small intestinal epithelial cells from mice [36]. 
Mutation in agfB resulted in a 3- to 5-fold increase in the oral LD50 of Typhimurium 
for mice [39].

2.1.1.5 Bovine colonization factor (Bcf)

Bovine colonization factor (Bcf) is encoded by genes in the bcf gene cluster. The 
fimbrial usher protein encoded by bcfC is required for colonization of bovine but 
not murine Peyer’s patches in oral infection models of calves and mice [40]. The 
bcf gene together with five other fimbrial operons—lpf, stb, stc, std, and sth—are 
reported to be required for long-term intestinal carriage of Typhimurium in geneti-
cally resistant mice [34].

Virulence genes Location* Functions

BcfABCDEFGH Chromosome Contribute to long-term intestinal carriage and bovine 
colonization

csgABCDEFG Chromosome Curlin subunit; assembly and transport component in curli 
production; DNA-binding transcriptional regulator

fimCDFHIWYZ Chromosome Adhesion to epithelial cells; biofilm formation

hofBC Chromosome Type IV pilin biogenesis protein

lpfABCDE Chromosome Biofilm formation, contribute to long-term intestinal carriage

misL SPI-3 An extracellular matrix adhesion involved in intestinal 
colonization

pefA Plasmid Adhesion to crypt epithelial cells; induction of proinflammatory 
response

ppdD Chromosome Putative major pilin subunit

SafC Chromosome Salmonella atypical fimbria outer membrane usher

ShdA CS54 Outer membrane

StdB Chromosome Contribute to long-term intestinal carriage

stfACDEFG Chromosome Not required for long-term intestinal carriage of mice

sthABD Chromosome Outer membrane fimbrial usher. Putative fimbrial subunit and 
chaperone protein

StiABC Chromosome Putative fimbrial subunit/usher/chaparone

STM0551 Chromosome Downregulates fimbrae protein expression and acts as a negative 
regulator of virulence

STM4595 Chromosome Unknown function

*SPI-3 and CS54 are genomic islands on Salmonella chromosome.

Table 1. 
Location and function of the major proteins and virulence determinants contributing to Salmonella 
attachment.
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2.1.1.6 Salmonella atypical fimbriae (Saf)

Salmonella atypical fimbriae (Saf) are encoded by the chromosomal safABD 
operon. A group of BALB/c mice immunized subcutaneously with SafB/D- and 
recombinant cholera toxin B subunit (rCTB)-conjugated micro-particles had sig-
nificantly lower CFU counts than the untreated control group [41]. Two additional 
functions - poly-adhesive and self-associating activities – were attributed to the Saf 
pili and appear to contribute to host recognition and biofilm formation [42].

2.1.1.7 Typhimurium fimbriae std and stf operons

Std operon is required for adherence to human colonic epithelial cells and for 
cecal colonization in the mouse by binding to cecal mucosa receptors containing 
α(1, 2) fucose residues [34, 43]. Stf fimbriae share homology with the MR/P fim-
briae of Proteus mirabilis and E. coli Pap fimbriae [44]. StfA expression is induced 
during infection of bovine ileal loops [45].

2.1.1.8 Enteritidis fimbrial SEF14

Enteritidis fimbrial SEF14 contributes to colonization of chicken intestine, liver, 
spleen and reproductive organs [46, 47]. The fragment encoding genes respon-
sible for SEF14 biosynthesis contain three genes, sefABC. The putative adhesion 
subunit encoded by sefD is essential for efficient uptake or survival of Enteritidis 
in macrophages, as the sefD mutants were not readily internalized by peritoneal 
macrophages compared with the wild-type bacteria soon after intraperitoneal 
infection of mice [48]. The sefD mutant was severely attenuated after both oral and 
intraperitoneal infection of BALB/c mice (approximate LD50: >104 (mutant) vs. 
<10 (wild type)) [48]. In the mouse model, egg-yolk derived anti-SEF14 antibodies 
afforded passive protection [49].

2.1.2 Non-fimbrial adhesins

Four distinct non-fimbrial intestinal colonization factors have been identified:

2.1.2.1 MisL

MisL encoded within the SPI-3, is an outer membrane fibronectin-binding 
autotransporter protein which is induced upon bacterial contact with the intestinal 
epithelial cells, and is required for colonization of the murine cecum and for intestinal 
persistence. MisL binds fibronectin and collagen IV via its passenger domain [50].

2.1.2.2 ShdA

ShdA gene is located in the 25-kb pathogenicity island called CS54 which is pres-
ent only in S. enterica subspecies enterica [51]. ShdA is a large fibronectin/collagen 
I-binding outer membrane protein which is induced in vivo in the murine caecum 
[52]. It is required for Typhimurium colonization in the murine caecum and Peyer’s 
patches of the terminal ileum [53] and for efficient and prolonged shedding of the 
organism in feces [51].

2.1.2.3 BapA

BapA is a huge surface-associated protein and secreted via its downstream type I 
secretion system, BapBCD. BapA contributes to murine intestinal colonization and 

173

Virulence Determinants of Non-typhoidal Salmonellae
DOI: http://dx.doi.org/10.5772/intechopen.88904

subsequent organ invasion. Mice orally inoculated with BapA-deficient strain sur-
vived longer and have a significant reduction in mortality rate than those inoculated 
with the wild-type strain [54].

2.1.2.4 SiiE

SiiE is a SPI4-encoded protein and works as the substrate protein of the 
T1SS. SiiE is secreted into the culture medium but mediates contact-dependent 
adhesion to epithelial cell surfaces. SiiE codes for a giant non-fimbrial adhesion 
of 600 kDa and consists of 53 repeats of immunoglobulin domains; this is a T1SS-
secreted protein that functions as a non-fimbrial adhesion in binding to eukaryotic 
cells [55].

2.2 Intestinal phase: invasion and intracellular survival

Shortly after adhesion to a host cell, Salmonella invasion proceeds as a con-
sequence of the activation of host cell signaling pathways leading to profound 
cytoskeletal rearrangements [56]. These internal modifications dislocate the normal 
epithelial brush border and induce the subsequent formation of membrane ruffles 
that engulf adherent bacteria in barge vesicles called Salmonella containing vacuoles 
(SCVs), which is the only intracellular compartment where Salmonella cells sur-
vive and replicate [57, 58]. Simultaneously, induction of secretory response in the 
intestinal epithelium initiates recruitment and transmigration of phagocytes from 
the submucosal space into the intestinal lumen. Alternatively, Salmonella cells may 
be directly engulfed by dendritic cells from the submucosa. Taken up During SCV 
maturation, Salmonella induces de novo formation of an F-actin meshwork around 
bacterial vacuoles, a process which is termed vacuole-associated action polymeriza-
tion (VAP) and is important for maintenance of the integrity of the vacuole mem-
brane [59]. Furthermore, intracellular Salmonella can induce the formation of long 
filamentous membrane structure called Salmonella-induced filaments (SIFs) [60], 
which may lead to an increased availability of nutrients within the SCV [61]. A 
fraction of SCVs transcytose to the basolateral membrane. Once across the intesti-
nal epithelium, Salmonella are engulfed by phagocytes and internalized again with 
SCVs, triggering a response similar to that reported inside epithelial and M cells to 
ensure bacterial survival and replication [62]. The pathogenic bacterium must at 
this stage employ many virulence strategies to evade the host defense mechanisms 
(Figure 1).

The majority of the virulence determinants are located within highly conserved 
SPIs on the chromosome, while others are either on a virulence plasmid (pSLT) or 
elsewhere in the chromosome. To date, 21 SPIs have been identified in Salmonella, 
and the generalist S. typhimurium and the invasive S. typhi genomes share 11 (SPIs-1 
to 6, 9, 11, 12, 13 and 16). Two SPIs namely SPI-8 and 10 were initially found in S. 
typhi and without counterparts in S. typhimurium chromosome; SPI-14 is specific 
to S. typhimurium, while SPIs-7, 15, 17 and 18 are specific to S. typhi; and SPIs-19, 
20 and 21 are absent in both of them [63]. Because of the prominence of the SPIs 
in pathogenesis, the virulence factors encoded on the major SPIs, SPI-1 to SPI-5 are 
described below, and their respective functions summarized (Tables 2 and 3).

2.2.1  SPI-1 mediates contact-dependent invasion of the intestinal epithelium and 
enteropathogenesis

SPI-1 codes for several effector proteins that trigger invasion of epithelial cells 
by mediating actin cytoskeletal rearrangements and hence internalization of the 
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2.1.1.6 Salmonella atypical fimbriae (Saf)

Salmonella atypical fimbriae (Saf) are encoded by the chromosomal safABD 
operon. A group of BALB/c mice immunized subcutaneously with SafB/D- and 
recombinant cholera toxin B subunit (rCTB)-conjugated micro-particles had sig-
nificantly lower CFU counts than the untreated control group [41]. Two additional 
functions - poly-adhesive and self-associating activities – were attributed to the Saf 
pili and appear to contribute to host recognition and biofilm formation [42].

2.1.1.7 Typhimurium fimbriae std and stf operons

Std operon is required for adherence to human colonic epithelial cells and for 
cecal colonization in the mouse by binding to cecal mucosa receptors containing 
α(1, 2) fucose residues [34, 43]. Stf fimbriae share homology with the MR/P fim-
briae of Proteus mirabilis and E. coli Pap fimbriae [44]. StfA expression is induced 
during infection of bovine ileal loops [45].

2.1.1.8 Enteritidis fimbrial SEF14
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2.1.2 Non-fimbrial adhesins

Four distinct non-fimbrial intestinal colonization factors have been identified:

2.1.2.1 MisL

MisL encoded within the SPI-3, is an outer membrane fibronectin-binding 
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epithelial cells, and is required for colonization of the murine cecum and for intestinal 
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patches of the terminal ileum [53] and for efficient and prolonged shedding of the 
organism in feces [51].

2.1.2.3 BapA

BapA is a huge surface-associated protein and secreted via its downstream type I 
secretion system, BapBCD. BapA contributes to murine intestinal colonization and 
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subsequent organ invasion. Mice orally inoculated with BapA-deficient strain sur-
vived longer and have a significant reduction in mortality rate than those inoculated 
with the wild-type strain [54].

2.1.2.4 SiiE

SiiE is a SPI4-encoded protein and works as the substrate protein of the 
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secreted protein that functions as a non-fimbrial adhesion in binding to eukaryotic 
cells [55].
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which may lead to an increased availability of nutrients within the SCV [61]. A 
fraction of SCVs transcytose to the basolateral membrane. Once across the intesti-
nal epithelium, Salmonella are engulfed by phagocytes and internalized again with 
SCVs, triggering a response similar to that reported inside epithelial and M cells to 
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this stage employ many virulence strategies to evade the host defense mechanisms 
(Figure 1).
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typhi and without counterparts in S. typhimurium chromosome; SPI-14 is specific 
to S. typhimurium, while SPIs-7, 15, 17 and 18 are specific to S. typhi; and SPIs-19, 
20 and 21 are absent in both of them [63]. Because of the prominence of the SPIs 
in pathogenesis, the virulence factors encoded on the major SPIs, SPI-1 to SPI-5 are 
described below, and their respective functions summarized (Tables 2 and 3).

2.2.1  SPI-1 mediates contact-dependent invasion of the intestinal epithelium and 
enteropathogenesis

SPI-1 codes for several effector proteins that trigger invasion of epithelial cells 
by mediating actin cytoskeletal rearrangements and hence internalization of the 
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Virulence genes Location* Functions

Crp Chromosome cAMP-regulatory protein

hilACD SPI-1 Promote phop-repressed prgHIJK, sipA, sipC, invF, and orgA; 
activates the expression of the hilA gene

Hnr SPI-2 SPI-2 regulator (transcriptional and post-transcriptional)

HtrA Resistance to periplasmic stress

IacP SPI-1 Posttranslational modification

iagB SPI-1 Invasion

invABCEFGIJ SPI-1 Secretion and chaperone; promote sipBCDA, sigD and sicA

msgA Chromosome Unknown function

ompR/envZ SPI-2 Regulates ssrAB expression

orgABC SPI-1 Pathogenesis; secretion

phoR/Q SPI-2 Regulates ssrAB expression; down-regulates the transcription 
of its master regulator HilA, control mgtC

pagACDP SPI-11 Resistance to AMP, macrophage cytotoxicity

pipABB2CD pipC 
(sigE)

SPI-5 Pathogenesis, effector protein; sif extension; SCV maturation 
and positioning

prgHIJK SPI-1 Secretion

Prc Resistance to periplasmic stress

rpoES rpoS (katF) SPI-2 SPI-2 regulator (transcriptional and post-transcriptional); 
controls the transcription of the regulatory gene spvR; 
expression of rpoS is induced after entry of Salmonella 
into macrophages or epithelial cells, or in vitro during the 
stationary growth phase

rtsA Chromosome Activates the expression of the hilA gene

sapABCDF Resistance to AMP, macrophage cytotoxicity

sifA SPI-2 Sif formation in epithelial cells and maintenance of SCV 
membrane integrity

siiCDEF SPI-4 Translocation; adhesion to apical side of polarized epithelial 
cells; involved in T3SS-1 dependent invasion

sicAP SPI-1 Chaperone for sipBC

sipA (sspA) SPI-1 Stabilization and localization of actin filaments during 
invasion, stabilization of VAP, correct localization of SifA and 
PipB2, SCV perinuclear migration and morphology, promote 
inflammatory response and fluid secretion

sipBCD (sspBCD) SPI-1 Adhesion to epithelial cells, early macrophage pyroptosis, 
macrophage autophagy; Adhesion to epithelial cells

SpaSRQPO SPI-1 EscU/YscU/HrcU family type III secretion system export 
apparatus switch protein; antigen presentation protein SpaO

sptP SPI-1 Disruption of the actin cytoskeleton rearrangements 
by antagonizing SopE, SopE2, and SigD, downregulate 
inflammatory response

sirA SPI-1 SirA/BarA encoded outside SPI-1 activates HilA

slrP Chromosome Adhesion to epithelial cells

slyA SPI-2 Regulates resistance to oxidative stress

sspH1H2 Phage Localize to the mammalian nucleus and inhibits NF-κB-
dependent gene expression; SCV maturation and positioning
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bacteria. These effectors are translocated into host cell by means of a Type III 
Secretory System or T3SS-1 [64], which is made up of proteins encoded by the 
SPI-1, such as inv, spa, prg and org [65]. Naturally occurring mutants of Salmonella 
have been found in the environment with a deletion of a vast DNA segment of SPI-1 
locus and are deficient for inv, spa, and hil hindering their ability to enter cultured 
epithelial cells [66]. Mutations leading to a defective secretory function of T3SS-1 
led to a 50-fold increase in LD50 following oral administration of Typhimurium in 
the mouse model [67]. The prg/org and inv/spa operons encode the needle com-
plex, whereas the sic/sip operons encode the effector proteins and the translocon 
(SipBCD), a pore-forming structure that embeds in the host cell membrane and 
delivers these effectors to the host cytosol. In addition, several chaperones are also 
encoded within SPI-1. For example, SlrP mediate ubiquitination of ubiquitin and 
thioredoxin [68] and one of the SPI-1 regulons, STM4315 (rtsA) interferes with 
the interactions of S. typhimurium and host cells [69]. In general, the expression of 
SPI-1 genes is subject to control by complex regulatory mechanisms involving local 
regulators such as HilA, iagB and InvF which are necessary for host invasion by 
Salmonella and induction of gastroenteritis [70, 71]. For example, prgHIJK, invA, 
invJ, and orgA are primarily regulated by HilA [71]. In addition, two major global 
regulatory networks, SirA/BarA and PhoP/PhoQ , indirectly regulate the expression 
of the invasion-associated genes via HilA [72, 73].

2.2.2 SPI-2 is essential for survival and replication in macrophage

The SPI-2 is composed of two segments. The smaller portion contains the 
ttrRSBCA operon, which is involved in tetrathionate reduction, and seven open 
reading frames (ORFs) of unknown function. The expression of these genes may 
contribute a growth advantage over the microbiota [74]. The larger portion of this 
island was shown to be critical for the ability of Salmonella to survive and replicate 

Virulence genes Location* Functions

sodABD Resistance to oxidative stress

SopABDD2EE2 sopB 
(sigD)

SPI-5 Chloride secretion; promote actin cytoskeletal 
rearrangements, invasion and inhibition of apoptosis of 
epithelial cells, induction of proinflammatory response 
and fluid secretion, SCV size, instability, maturation and 
positioning, nitrate respiration, outgrowth in the intestine; 
inhibition of vesicular trafficking; replication inside 
macrophages; sif formation

spaOPQRS SPI-1 Secretion

SprB SPI-1 Regulation of transcription, DNA-templated

spvABCD Plasmid Modifies actin and destabilizes the cytoskeleton of infected 
cells; SCV maturation and positioning; induction of apoptosis; 
Host cell signaling

SsJ Resistance to oxidative stress

STM2231 SPI-2 SPI-2 regulator (transcriptional and post-transcriptional)

YejABEF Chromosome Resistance to AMP, macrophage cytotoxicity

ymdA Chromosome Stress response

*SPI1–5 are genomic islands on Salmonella chromosome.

Table 2. 
Location and function of the major proteins and virulence determinants contributing to Salmonella invasion.
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bacteria. These effectors are translocated into host cell by means of a Type III 
Secretory System or T3SS-1 [64], which is made up of proteins encoded by the 
SPI-1, such as inv, spa, prg and org [65]. Naturally occurring mutants of Salmonella 
have been found in the environment with a deletion of a vast DNA segment of SPI-1 
locus and are deficient for inv, spa, and hil hindering their ability to enter cultured 
epithelial cells [66]. Mutations leading to a defective secretory function of T3SS-1 
led to a 50-fold increase in LD50 following oral administration of Typhimurium in 
the mouse model [67]. The prg/org and inv/spa operons encode the needle com-
plex, whereas the sic/sip operons encode the effector proteins and the translocon 
(SipBCD), a pore-forming structure that embeds in the host cell membrane and 
delivers these effectors to the host cytosol. In addition, several chaperones are also 
encoded within SPI-1. For example, SlrP mediate ubiquitination of ubiquitin and 
thioredoxin [68] and one of the SPI-1 regulons, STM4315 (rtsA) interferes with 
the interactions of S. typhimurium and host cells [69]. In general, the expression of 
SPI-1 genes is subject to control by complex regulatory mechanisms involving local 
regulators such as HilA, iagB and InvF which are necessary for host invasion by 
Salmonella and induction of gastroenteritis [70, 71]. For example, prgHIJK, invA, 
invJ, and orgA are primarily regulated by HilA [71]. In addition, two major global 
regulatory networks, SirA/BarA and PhoP/PhoQ , indirectly regulate the expression 
of the invasion-associated genes via HilA [72, 73].

2.2.2 SPI-2 is essential for survival and replication in macrophage

The SPI-2 is composed of two segments. The smaller portion contains the 
ttrRSBCA operon, which is involved in tetrathionate reduction, and seven open 
reading frames (ORFs) of unknown function. The expression of these genes may 
contribute a growth advantage over the microbiota [74]. The larger portion of this 
island was shown to be critical for the ability of Salmonella to survive and replicate 
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SopABDD2EE2 sopB 
(sigD)

SPI-5 Chloride secretion; promote actin cytoskeletal 
rearrangements, invasion and inhibition of apoptosis of 
epithelial cells, induction of proinflammatory response 
and fluid secretion, SCV size, instability, maturation and 
positioning, nitrate respiration, outgrowth in the intestine; 
inhibition of vesicular trafficking; replication inside 
macrophages; sif formation

spaOPQRS SPI-1 Secretion

SprB SPI-1 Regulation of transcription, DNA-templated

spvABCD Plasmid Modifies actin and destabilizes the cytoskeleton of infected 
cells; SCV maturation and positioning; induction of apoptosis; 
Host cell signaling

SsJ Resistance to oxidative stress

STM2231 SPI-2 SPI-2 regulator (transcriptional and post-transcriptional)

YejABEF Chromosome Resistance to AMP, macrophage cytotoxicity

ymdA Chromosome Stress response

*SPI1–5 are genomic islands on Salmonella chromosome.

Table 2. 
Location and function of the major proteins and virulence determinants contributing to Salmonella invasion.
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inside host cells—both epithelia cells and macrophages—within the SCV [75]. 
Non-functional SPI-2 mutants are unable to colonize internal target organs such as 
spleen and liver of mice, although they penetrate the intestinal barrier as efficiently 
as the wild type strain [76]. These mutants were attenuated by at least five orders of 
magnitude compared with the wild type strain after either oral or intraperitoneal 
inoculation of mice [75]. The SPI-2 related events are triggered by the action of 
effector proteins with its own T3SS known as T3SS-2, which also encodes its proper 
translocon machinery named SseBCD [77]. Gene sequence similarity to the known 
components of other T3SS has been used to propose functions for SsaN, SsaR, SsaS, 
SsaT, SsaU and SsaV as coding for putative proto-channel components, SsaD/SpiB, 
SsaJ, SsaK and SsaQ appear to code for basal components, whereas SsaC/SpiA may 
code for an outer ring protein [78]. Generally, SPI-2 contains four types of virulence 
genes: ssa encodes T3SS-2 apparatus; ssr encodes regulators; ssc encodes the chaper-
ones and sse encodes the effectors (Table 2) [79, 80].

2.2.3 SPI-3 contributes to intramacrophage proliferation

Unlike SPI-1 and SPI-2, only four ORFs within SPI-3 have been shown to con-
tribute to replication in macrophages via a high-affinity Mg2+ uptake system [81]. 
The mgtC gene encoding a 22.5-kDa hydrophobic membrane protein, is the major 
virulence gene factor found within this locus, and is responsible for growth in Mg2+ 
limiting environment, intramacrophage survival, and systematic virulence in mice 
[82]. The transcription of mgtC is followed by activation of PhoP-PhoQ in response 
to low Mg2+ levels [81].

Virulence genes Location Functions

CsrA RNA chaperones

Hfq SPI-2 SPI-2 regulator (transcriptional 
and post-transcriptional), RNA 
chaperones

mgtABCD SPI-3 A hydrophobic membrane 
protein; Mg2+ transporter (Mg2+-
transporting P-type ATPase)

SsaABCDEFGHIJKLMNOPQRSTUV
ssaB (spiC),
ssaC (spiA),
ssaD (spiB),
ssaR (yscR).

SPI-2 Regulate the secretion of 
translocon proteins under 
conditions that simulate 
the vacuolar environment; 
interferes with vesicular 
trafficking; intracellular bacterial 
proliferation; secretion

sscAB Chromosome Putative type III secretion 
system chaperone protein or 
pathogenicity island effector 
protein

sseABCDFGIJL SPI-2 Translocation; sif formation in 
epithelial cells; SCV maturation 
and positioning; SCV membrane 
dynamics; nuclear response-gene 
expression;

ssrAB (ssrA/SpiR) SPI-2 Regulates SPI-2 gene expression

Table 3. 
Location and function of the major proteins and virulence determinants contributing to Salmonella 
macrophage survival and replication.
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2.2.4 SPI-4 is involved in colonization

The fourth SPI contributes to Salmonella colonization in the intestine of cattle, 
but not of chicks [83]. Loss of SPI-4 attenuates the oral but not intraperitoneal viru-
lence of serovars Typhimurium and Enteritidis in mice [84]. Three genes namely 
SiiC, SiiD, and SiiF produce proteins that form the type 1 secretion system (T1SS); 
the fourth gene, siiE codes for a giant non-fimbrial adhesion exported by the T1SS 
and mediates contact-dependent adhesion to polarized epithelial cells rather than to 
non-polarized cells. In contrast, SiiA and SiiB are not secreted but represent inner 
membrane proteins whose function is unknown [55, 85]. Recently, transmembrane 
mucin MUC1 was shown to be required for Salmonella siiE-mediated entry of 
enterocytes via the apical route [86].

2.2.5 SPI-5 is associated with enteropathogenicity

The SPI-5 locus is well characterized in the serovar Dublin infection in calves. 
This bovine-adapted serovar primarily causes bacteremia rather than gastroenteritis 
in humans. This region comprises six genes namely, pipD, orfX, sopB (also known 
as sigD), pipC (also known as sigE), pipB, and pipA [87]. Four gene products which 
include three SPI-5 Pip proteins (PipD, PipB, PipA) and one SPI-1 SopB protein are 
involved in secretory and inflammatory responses in bovine ligated ileal loops but they 
do not appear to play a significant role in the development of systemic infection in mice 
inoculated by the intraperitoneal route [87, 88]. Furthermore, it has been found that 
SigE serves as a chaperone for the S. typhimurium invasion protein, SigD [89].

2.2.6  Crosstalk between SPI-1 and SPI-2 gene products to promote Salmonella survival 
and virulence

The SPI-2 genes are activated after Salmonella gains access into the SCV [76]. 
T3SS-2 secretes multiple effector proteins into different subcellular fractions where 
they interfere with various host cellular functions to establish a replication-per-
missive environment [90]. The identified effectors are encoded within SPI-2 (e.g., 
SpiC, SseF and SseG) and outside SPI-2 (e.g., SifA, SseI, SseJ and SspH 2) [23]. 
These SPI-2-encoded effectors together with some of SPI-1-encoded effectors (e.g., 
SipA, SipD, SopA, SopE, SopB) that persist in the host cytosol after invasion, are 
distributed in different cellular compartments including the vascular membrane of 
SCV and Sif, host cytosol, cytoskeleton, Golgi apparatus, and nucleus. These mol-
ecules influence distinct intracellular events and collectively contribute to establish 
a Salmonella replicative niche in macrophages [91]. These intracellular events 
include: inhibition of endocytic trafficking, evasion of NADPH oxidase-dependent 
killing [92, 93], induction of a delayed apoptosis-like host cell death [94], assembly 
of a meshwork of F-actin around the SCV [59], accumulation of cholesterol in the 
SCV [95], and interference with the localization of inducible nitric oxide synthase 
to the SCV [96]. Efficient replication has been found to be associated with two 
phenotypes involving host microtubule cytoskeleton and its motor proteins, Golgi 
apparatus-associated juxtanuclear positioning of SCV [97–99] and Sifs formation 
which appear as tubular membrane extensions of SCVs enriched in lysosomal 
glycan proteins [100].

2.2.7 Joint regulation between SPI-1 and SPI-4

The functional relatedness between SPI-1 and SPI-4 is reflected by their co-
regulation by the same set of key regulators, for example, a transcriptional activator 



Microorganisms

176

inside host cells—both epithelia cells and macrophages—within the SCV [75]. 
Non-functional SPI-2 mutants are unable to colonize internal target organs such as 
spleen and liver of mice, although they penetrate the intestinal barrier as efficiently 
as the wild type strain [76]. These mutants were attenuated by at least five orders of 
magnitude compared with the wild type strain after either oral or intraperitoneal 
inoculation of mice [75]. The SPI-2 related events are triggered by the action of 
effector proteins with its own T3SS known as T3SS-2, which also encodes its proper 
translocon machinery named SseBCD [77]. Gene sequence similarity to the known 
components of other T3SS has been used to propose functions for SsaN, SsaR, SsaS, 
SsaT, SsaU and SsaV as coding for putative proto-channel components, SsaD/SpiB, 
SsaJ, SsaK and SsaQ appear to code for basal components, whereas SsaC/SpiA may 
code for an outer ring protein [78]. Generally, SPI-2 contains four types of virulence 
genes: ssa encodes T3SS-2 apparatus; ssr encodes regulators; ssc encodes the chaper-
ones and sse encodes the effectors (Table 2) [79, 80].

2.2.3 SPI-3 contributes to intramacrophage proliferation

Unlike SPI-1 and SPI-2, only four ORFs within SPI-3 have been shown to con-
tribute to replication in macrophages via a high-affinity Mg2+ uptake system [81]. 
The mgtC gene encoding a 22.5-kDa hydrophobic membrane protein, is the major 
virulence gene factor found within this locus, and is responsible for growth in Mg2+ 
limiting environment, intramacrophage survival, and systematic virulence in mice 
[82]. The transcription of mgtC is followed by activation of PhoP-PhoQ in response 
to low Mg2+ levels [81].
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2.2.4 SPI-4 is involved in colonization

The fourth SPI contributes to Salmonella colonization in the intestine of cattle, 
but not of chicks [83]. Loss of SPI-4 attenuates the oral but not intraperitoneal viru-
lence of serovars Typhimurium and Enteritidis in mice [84]. Three genes namely 
SiiC, SiiD, and SiiF produce proteins that form the type 1 secretion system (T1SS); 
the fourth gene, siiE codes for a giant non-fimbrial adhesion exported by the T1SS 
and mediates contact-dependent adhesion to polarized epithelial cells rather than to 
non-polarized cells. In contrast, SiiA and SiiB are not secreted but represent inner 
membrane proteins whose function is unknown [55, 85]. Recently, transmembrane 
mucin MUC1 was shown to be required for Salmonella siiE-mediated entry of 
enterocytes via the apical route [86].

2.2.5 SPI-5 is associated with enteropathogenicity

The SPI-5 locus is well characterized in the serovar Dublin infection in calves. 
This bovine-adapted serovar primarily causes bacteremia rather than gastroenteritis 
in humans. This region comprises six genes namely, pipD, orfX, sopB (also known 
as sigD), pipC (also known as sigE), pipB, and pipA [87]. Four gene products which 
include three SPI-5 Pip proteins (PipD, PipB, PipA) and one SPI-1 SopB protein are 
involved in secretory and inflammatory responses in bovine ligated ileal loops but they 
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ecules influence distinct intracellular events and collectively contribute to establish 
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2.2.7 Joint regulation between SPI-1 and SPI-4

The functional relatedness between SPI-1 and SPI-4 is reflected by their co-
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SprB encoded within SPI-1 and regulated by HilA under similar environmental 
conditions; SprB directly activates SPI-4 gene expression and weakly represses 
SPI-1 gene expression through HilD [101].

2.3 Intramacrophage survival and replication

Similar mechanisms occur inside epithelial cells after intestinal invasion and 
once bacteria have been internalized by macrophages. Briefly, Salmonella cells are 
localized in the SCV once engulfment is completed. Preserving the SCV membrane 
integrity plays a crucial role in allowing Salmonella replication inside these intracel-
lular niches. These procedures are regulated by T3SS-2 transporting action and its 
translocon machinery, namely SseBCD complex [77]. Hence, the required effectors 
which are encoded both inside and outside SPI-2 facilitate the success of Salmonella 
intramacrophage survival. The SPI-2 gene expression is triggered in response to 
a number of environmental signals mimicking the vacuolar environment of SCV, 
including stationary growth phase, low osmolarity [102], low concentrations of 
Mg2+, Ca2+ or PO3 [103, 104], and low pH [76]. The expression of SPI-2 genes is 
coordinately regulated at both transcriptional and post-transcriptional levels. 
During the transcription of SPI-2 genes, many two-component regulatory sys-
tems are involved, including SsrA-SsrB, OmpR-EnvZ and PhoP-PhoQ as well as 
transcriptional regulators, namely SlyA and the alternative sigma factor of RNA 
polymerase RpoE. The main regulatory proteins that act post-transcriptionally 
are the RNA chaperons, including Hfq, CsrA, and SmpB. The mgtC gene located 
in SPI-3 has been shown to contribute to replication in macrophages. All the men-
tioned virulence determinants can be found in Table 3 and Figure 1.

2.4 Systemic infection/dissemination

Internalization of the infecting Salmonella within SCV is followed by systemic 
spread through other target organs, such as the spleen and liver. As a prerequisite 
for spread, the bacterial cells must evade the innate immune system. During this 
process, serum resistance or resistance to complement-mediated serum killing is 
a major virulence factor for the development of systemic salmonellosis. It involves 
three major factors, namely LPS, outer membrane proteins PagC and Rck and 
siderophores (Table 4 and Figure 1).

2.4.1 LPS constitutes a chemical and physical protective barrier for the cell

LPS of Gram-negative bacteria, a major component of the outer membrane, 
constitute a chemical and physical protective barrier for the cell. LPS consists of 
the hydrophobic lipid A, a short non-repeating core oligosaccharide and a long 
distal repetitive polysaccharide termed O-antigen or O-side chain [105]. Complete 
LPS is characterized by long O-antigen which confers the smooth (S) phenotype 
on Salmonella. The O-antigen is a major component associated with serum resis-
tance. Incomplete LPS devoid of O-antigen leads to rough (R) phenotype, which is 
of low virulence [106]. Naturally occurring infections are caused by S-phenotype 
Salmonella, which are resistant to complement killing [107, 108]. There is a cor-
relation between the amount, structure, and chain length of the O-antigen and 
virulence [109]. The long O-antigen of LPS confers on the organism the ability to 
resist complement-mediated serum killing by sterically hindering the insertion 
of the membrane attack complement complex (C5b-9) into the bacterial outer 
membrane [107, 108].
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Surface expression of O-antigen involves multiple steps: O-antigen biosyn-
thesis in the inner membrane (rfb), translocation across the inner membrane 
by Wzx flippase (wzx), polymerization (wzz, rfc and rfe) and ligation on to 
the preformed Core-Lipid A complex by WaaL ligase (rfaL). The Core-Lipid A 
is translocated independently by the ATP-binding cassette (ABC) transporter 
MsbA [110, 111]. Complete LPS molecules are then transported to the surface 
across the periplasm and outer membrane by the Lpt (LPS transport) pathway 
[111]. Defects in any of the above steps would affect the surface display of the 
O-antigen and its function. The mutants defective in the biosynthesis of LPS 
core encoded by the rfa loci or the O side chain by the rfb loci, are significantly 
attenuated with a LD50 at least 100 times higher than the parental strain in 
chickens subcutaneously infected with Enteritidis [112].

Typhimurium possesses two functional wzz genes responsible for regulating 
the chain length of the O-antigen [113]. One is wzzST encoding a long LPS with 
16–35 O-antigen repeat units and the other fepE gene coding for a very long LPS 
estimated to contain more than 100 repeat units [113]. Either gene product is suf-
ficient for complement resistance and virulence in the mouse model of infection, 
which reflects a degree of functional redundancy of these two wzz genes [113]. 
Double mutation of these two wzz genes resulted in relatively short, random-length 

Virulence genes Location Functions

cirA Chromosome Colicin I receptor

entABCDEF Chromosome Enterobactin synthase

fepABCDEG Chromosome Outer membrane receptor; iron-enterobactin 
transporter binding protein

Fes Chromosome Salmochelin secretion/degradation

FhuABCDE Chromosome Enterobactin/ferric enterobactin esterase

foxA Chromosome Ferrioxamine B receptor precursor

FruR SPI-2 DNA-binding transcriptional regulator

FUR Chromosome Ferric uptake regulator

iroBCDE Chromosome Salmochelin glycosylation, transport and 
processing

MsbA Chromosome Lipid transporter ATP-binding/permease protein

rfaBCDFGHIJKLPQYZ Chromosome LPS core biosynthesis protein; transcriptional 
activator; O-antigen ligase

rfbBDFGHIJKMNOPUVX Chromosome Glucose biosynthesis pathway; O-chain 
glycosyltransferase; O-antigen transporter

rfc Chromosome O-antigen polymerase

STM0719 Chromosome Unknown function

wzxCE Chromosome Colanic acid exporter; putative LPS biosynthesis 
protein

wzzBE Chromosome LPS chain length regulator and biosynthesis 
protein

yibR Chromosome Unknown function

ybdAB Chromosome Enterobactin exporter EntS

Table 4. 
Location and function of the major proteins and virulence determinants contributing to Salmonella 
dissemination.
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O-antigen and the mutant displayed enhanced susceptibility to complement-medi-
ated killing and was highly attenuated in mice [113]. The transcription of wzzST 
gene is independently activated by two-component systems of Typhimurium, 
PmrA/PmrB (PmrA, sensor; PmrB, response regulator) and RcsC/YojN/RcsB 
(RcsC, sensor; YojN, intermediate phosphotransfer protein; RcsB, response regula-
tor) [114]. PmrA/PmrB is activated through two pathways: one is directly activated 
through its cognate sensor PmrB in response to Fe3+ and the other is dependent on 
the PhoP/PhoQ two-component system in response to low Mg2+. The RcsC/YojN/
RcsB is activated in the presence of low Mg2+ plus Fe3+ [114]. In addition, mutants 
in a number of genes (rfaG, rfaI, rfaL, rfaQ , rfaP, rfbC, rfbD, rfbJ, rfbM, rfbP, 
yibR) necessary for LPS biosynthesis/assembly had severely impaired movement on 
swimming motility agar [115].

2.4.2 PagC and Rck confer resistance to the complement-mediated bacterial activity

In addition to LPS, two outer membrane proteins, the 18-kDa PagC [116] and 
the 17-kD Rck [117], confer a high level of resistance to the complement-mediated 
bactericidal activity. These two proteins share homology with virulence-associated 
outer membrane protein Ail from Yersinia that blocks formation of the comple-
ment membrane attack complex on the bacterial surface. Similarly, complement 
resistance mediated by Rck is associated with a failure to form fully polymerized 
tubular membrane attack complexes [117]. One strain of Typhimurium which 
contains a single mutation in pagC had a virulence defect and decreased survival in 
cultured murine macrophages and 100-fold reduction in intraperitoneal virulence 
in mice [118].

2.4.3  Siderophores are important for bacterial growth in serum in the extracellular 
phase of salmonellosis

Iron is an essential element for the growth of most bacteria through its involve-
ment in a variety of metabolic and regulatory functions [119]. Studies with differ-
ent iron concentrations in growth media demonstrated an effect on gene expression 
of the iron acquisition systems encoded both on the chromosome and plasmids at 
both transcriptional and translational levels [120]. Siderophores which are bacte-
rial molecules that bind and transport iron are important for bacterial growth in 
serum in the extracellular stage of Salmonella systemic infection. They are not 
required after bacteria reside in SCV where siderophore-independent iron acquisi-
tion systems are sufficient for iron uptake during intracellular stage. Salmonella 
produce two major types of siderophores, high-affinity catecholate consisting of 
salmochelin and enterobactin the latter also known as enterochelin and a low-
affinity hydroxamate known as aerobactin which is expressed under iron-restricted 
conditions [121]. The synthesis, secretion, and uptake of salmochelin requires genes 
clustered at two genetic loci, the fepA gene cluster and iroBCDEN operon. The fepA 
gene cluster includes most ent genes for synthesis and export [122]. The iroBCDEN 
operon encodes gene products for enterobactin glycosylation (IroB, glycosyltrans-
ferase), export (IroC, ABC transporter protein), and utilization (IroD, esterase; 
IroE, hydrolase; IroN, outer membrane receptor) [122]. Mutants deficient in iroB or 
iroC exhibit reduced virulence during systemic infection of mice via intraperitoneal 
route, as indicated by lower bacterial load in liver and a delayed time of death [122]. 
Moreover, the enterobactin metabolite, 2, 3-dihydroxybenzoyl serine (DHBS), can 
also be used by Salmonella as sources of iron, albeit at much lower affinities, by 
recognizing the three catechelate receptors, FepA, IroN and Cir. The three recep-
tors demonstrate a significant degree of functional redundancy. The Typhimurium 
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double mutant ΔfepA iroN were similarly virulent to the parental strain after 
intragastric gavage inoculation of mice, while the triple mutant ΔfepA iroN cir was 
attenuated as indicated by a significantly reduced cecal colonization and no mea-
surable spread to the liver [123, 124].

Furthermore, Salmonella also utilize xenosiderophores as iron sources by 
utilizing the outer membrane receptors, including FhuA, FhuE, and FoxA. For 
example, utilization of ferrioxamines B, E, and G by Typhimurium is dependent on 
the FoxA receptor encoded by the Fur repressible foxA gene. A strain carrying the 
foxA mutation exhibited a significantly reduced ability to colonize rabbit ileal loops 
and was markedly attenuated in mice challenged by either intragastric gavage or 
intravenously route strain compared to the foxA+ parent [125]. The best character-
ized regulator for iron uptake is the iron-dependent repressor Fur that acts together 
with the co[-]repressor ferrous iron (Fe(II)) to regulate genes involved in the iron 
uptake process in response to iron restriction, including fhuA, fhuB, fepA, fes, fepD, 
entB, fur, foxA, hemP, and fhuE [126, 127].

3. Future directions

The advent of next generation sequencing (NGS) has provided an opportunity 
to verify or improve on knowledge gained from in vitro and in vivo analyses of 
Salmonella mutants which were designed for the purpose of understanding gene 
function and mechanism of action. Recently, Rakov et al. [14] carried out bioin-
formatics analysis of 500 Salmonella genomes and identified 70 allelic variants 
virulence factors which were associated with different pathogenesis outcomes, i.e. 
gastrointestinal vs. invasive disease. However, the causative relationship between a 
putative virulence factor and disease outcome using a genomics based tool is yet to 
be attained. To that end, we propose the development of a comprehensive genome 
based tool such as a NGS AmpliSeq assay that can be used to simultaneously 
interrogate the presence and potential expression of over 200 virulence genes of 
Salmonella identified in this communication. The tool can be used to evaluate dif-
ferences in strains and correlate the output with virulence phenotype derived from 
epidemiological or experimental observations which can be developed simultane-
ously or based on historical documentation. The tool could be used in assessing 
the potential risk posed by a strain of Salmonella given the fact that the serovars 
obtained from the environment are often distinct with those involved in human 
diseases. The technology appears suitable for dissecting the complexity associ-
ated with the redundancy and pleiotropic nature of some of the currently known 
virulence genes. In addition, NGS based analysis of virulence genes should provide 
new insights on Salmonella evolution and a better tool for analyzing epidemiologi-
cal data that could translate to a reduction in the burden on human health posed by 
this important foodborne and zoonotic pathogen.

4. Conclusions

This review provides an outline of over 200 identified virulence determinants 
and details of their involvement in the four steps of Salmonella pathogenesis, 
namely: attachment, invasion, intramacrophage survival/replication and systemic 
dissemination. The genetic regulation of only some of the virulence determinants 
have been elucidated in live animal models such as mice and cattle, and this has 
enriched our understanding of the pathogenesis and mechanism of diarrhea 
and systemic disease. The majority of the current evidence on pathogenesis 
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and virulence determinants of NTS was derived from murine model of serovar 
Typhimurium infection with and only a few studies focused on NTS infection in 
humans. For this reason, the relevance of published observations is often called into 
question. Linking clinical, epidemiological and experimental observations on the 
nature and severity of diseases caused by Salmonella organisms with the presence 
of a large number of virulence genes currently may not garner enough predictive 
ability to infer virulence or pathogenetic potential of a strain. Still, the increasing 
availability of a large number of Salmonella genomes in the public databases is 
proving to be a timely resource. Next generation sequencing and the twin subject of 
bioinformatics represent an unprecedented opportunity to verify past observations 
and help improve our understanding of Salmonella virulence towards a coherent 
and comprehensive understanding of the mechanism of Salmonella pathogenesis. 
What is required is a robust laboratory tool that can be used to analyze the large 
number of virulence genes in an isolate using the tools of whole genome sequenc-
ing. We expect that a tool such as an AmpliSeq assay for Salmonella virulence 
could be developed to generate accurate and reliable information that can be fed 
into a quantitative risk assessment framework. This could usher a new era of risk 
management customized for a Salmonella strain involved in an outbreak and should 
translate to impactful outcomes in the areas of improved food safety, evaluation of 
zoonotic diseases and reducing the burden of human salmonellosis.
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and virulence determinants of NTS was derived from murine model of serovar 
Typhimurium infection with and only a few studies focused on NTS infection in 
humans. For this reason, the relevance of published observations is often called into 
question. Linking clinical, epidemiological and experimental observations on the 
nature and severity of diseases caused by Salmonella organisms with the presence 
of a large number of virulence genes currently may not garner enough predictive 
ability to infer virulence or pathogenetic potential of a strain. Still, the increasing 
availability of a large number of Salmonella genomes in the public databases is 
proving to be a timely resource. Next generation sequencing and the twin subject of 
bioinformatics represent an unprecedented opportunity to verify past observations 
and help improve our understanding of Salmonella virulence towards a coherent 
and comprehensive understanding of the mechanism of Salmonella pathogenesis. 
What is required is a robust laboratory tool that can be used to analyze the large 
number of virulence genes in an isolate using the tools of whole genome sequenc-
ing. We expect that a tool such as an AmpliSeq assay for Salmonella virulence 
could be developed to generate accurate and reliable information that can be fed 
into a quantitative risk assessment framework. This could usher a new era of risk 
management customized for a Salmonella strain involved in an outbreak and should 
translate to impactful outcomes in the areas of improved food safety, evaluation of 
zoonotic diseases and reducing the burden of human salmonellosis.
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Abstract

The spread of multidrug-resistant pathogens together with the development of 
fatal cases of infectious microorganisms is on the rise. Therefore, there must be new 
approaches for combating pathogenic microorganisms, either by overcoming anti-
biotic resistance or via inhibiting their virulence factors. Several virulence factors 
extremely increase the antimicrobial resistance of various species of pathogens; as 
a result, the screening of antivirulence agents has gained more and more attention 
recently. In this aspect, non-traditional strategies that are considered promising 
in overcoming virulence and pathogenicity of microorganisms will be discussed 
including; quorum sensing inhibition, antibiofilm, control of the global regulators, 
bacteriocins and bacteriophages. Applying these methods could provide innovative 
approaches for competing microbial resistance and virulence.

Keywords: bacterial virulence, resistance, quorum sensing inhibition,  
global regulators, phage therapy, inhibition of biofilm formation, bacteriocins

1. Introduction

The high incidence of microbial resistance and the spread of multidrug-resistant 
and pan drug-resistant pathogens have been developed to threaten human mankind. 
Fortunately, there are upcoming alternative therapeutic approach for eliminating bacte-
rial virulence and host-pathogen interaction [1, 2]. Quorum sensing signals [3, 4] and 
global regulators represent the main players to control virulence circuits and coordinate 
host-pathogen interaction [5]. Thus, targeting these regulators provide a promising trend 
to overcome microbial pathogenicity. Bacterial cells have the ability to grow in matrices 
of polysaccharides, proteins and DNA forming biofilm [6]. The cell communities inside 
the biofilm matrices are highly resistant to antibiotics [7]. In this chapter, we will focus on 
the agents that are known to exhibit antibiofilm assembly including bacteriocins.

Moreover, bacteriophages have specific ability to infect and lyse bacteria [8]. 
Hence, phage therapy has many potential applications in the treatment of infec-
tious diseases, with high therapeutic index and diminished adverse effects [9, 
10]. Inhibitors of quorum sensing signaling, control of the global regulators, and 
the development of antibiofilm agents will be discussed in detail in this chapter. 
Additionally, the use of bacteriophages either for eradication of bacterial infections or 
as an efficient delivery system for antimicrobial agents will be described in this part.
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2. Control of microbial virulence and resistance

2.1 Quorum sensing inhibition

Quorum sensing (QS) is a cellular signaling system, which is developed in 
response to population cell density [3, 4]. QS cascade relays on the release of signal-
ing molecules called QS autoinducers/signals. The QS signals are produced at low 
levels with the start of microbial growth and accumulate upon increase in the cell 
density. Quorum sensing signals coordinate the microbial virulence behaviors such 
as secretion of toxins, secretion of exoenzymes, microbial motility, adhesion and 
biofilm assembly [11]. Furthermore, microbial communication systems have been 
assigned in fungi [12] and viruses [13]. Studies of QS provide significant insights into 
different mechanisms that control the interactions in microbial communities and 
how these interactions affect microbial pathogenesis. Several QS systems are well 
understood including Gram-negative bacteria that produce acyl-homoserine lactone 
(AHL) signals, including Pseudomonas aeruginosa, Vibrio sp., Acinetobacter bauman-
nii and Serratia marcescens [5, 14, 15]. Alternatively, Gram-positive species such as 
Staphylococcus aureus utilize autoinducer peptide (AIP)-based QS systems [16].

Various strategies for quorum sensing inhibition have been explored. The 
quorum sensing inhibition approaches could be accomplished via interference with 
the synthesis of QS signals, elimination of the signal accumulation and disruption 
of signal-receptor interaction [17–19].

2.1.1 Interference with the synthesis of the autoinducing signals

One of the main quorum sensing inhibiting approaches is the interference with 
the synthesis of the autoinducing signals [20]. AI-2 compounds are considered as 
“universal” signal molecules of Gram-negative and Gram-positive bacteria [14, 21]. 
Moreover, they are encountered in species communications. The biosynthesis of 
AI-2 requires two main enzymes: methylthioadenosine/S-adenosylhomocysteine 
nucleosidase (MTA/SAH nucleosidase) and LuxS. AI-2 molecules contribute in 
various virulence behaviors, biofilm formation and host-pathogen interaction. 
Therefore, targeting AI-2 elaborates broad spectrum quorum sensing inhibition 
[22, 23]. In this instance, Gutierrez group have identified the transition analogs, 
5′-methylthio- (MT-), 5′-ethylthio-(EtT-) and 5′-butylthio- (BuT) DADMe-
immucillin, which specifically bind and inhibit MTA enzymes in Escherichia coli 
O157:H7. Also, 4,5-dihydroxy-2,3-pentanedioneS-ribosyl-homocysteine analogs 
have been developed as competitive inhibitor of LuxS [24–26].

On other instance, inhibiting AHL-synthesis has been extensively studied, for 
instance, triclosan inhibited both N-3-oxo-dodecanoyl-l-homoserine lactone and 
N-butyryl-l-homoserine lactone [27, 28], anthranilate derivatives are a Pseudomonas 
quinolone signal inhibitors [28], and proanthocyanidins have been approved as 
inhibitor of LasI/RhlI AHL synthases expression [29]. Furthermore, precursors of 
Pseudomonas quinolone signals (PQS) such anthranilatic acid derivatives reduced 
the pathogenicity of P. aeruginosa in lung-infected mice [15].

2.1.2 Elimination of the QS signals accumulation

Other common strategy is eliminating the accumulation of the QS signals, which 
have been attained by degrading the QS signal using enzymes or through seques-
tering the signal by synthetic polymers [30, 31] or utilizing antibodies that bind 
with the signals. Synthesized monoclonal antibodies (AP4-24H11) by Park group 
provoke high binding affinity for sequestering AIP-IV and decrease α-hemolysin 
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production in S. aureus with relief of abscess formation in the infected murine 
model [32]. Kaufmann and coauthors inhibited the P. aeruginosa QS cascade via 
development of AHL-specific monoclonal antibodies. Synthetic polymers such as 
itaconic acid sequester the signaling molecules AHL and attenuate QS in V. fischeri 
[31, 33].

Moreover, disturbing enzymes responsible for biosynthesis of QS signals is a 
chief method, which affects both production and accumulation of different signals 
and perturb quorum sensing circuit [30]. Acylases, lactonases and oxidoreductases 
are the widely identified enzymes that target AHLs. AHL lactonases are broad AHL 
degrading enzymes, which produce its effect via hydrolyzing the ester bond of 
the AHL ring [34]. Lactonases have been isolated from various Bacillus sp., which 
harbor aiiA (autoinducer inactivation gene) [35, 36]. Ulrich study showed that, 
the heterologous expression of aiiA in Burkholderia thailandensis and P. aeruginosa 
lowered the levels of AHL and QS-related virulence factors [37]. Other important 
AHL lactonases are AttM and AiiB, which have been isolated from Agrobacterium 
sp. [38], AhlD from Arthrobacterium, AhlK from Klebsiella [39] and AidC from 
Chryseobacterium [40], QsdA from Rhodococcus erythropolis strain W2 [41], AiiM 
of Microbacterium testaceum [42], AidH of Ochrobactrum sp. T63 [43] and QsdH of 
Pseudoalteromonas yunnanensis [44]. Furthermore, paraoxonases 1, 2 and 3 (PON1 
to −3) are mammalian lactonases were identified in the airway epithelia and mam-
malian sera [45].

AHL acylases enzymes (aiiD) and homologs were found in Ralstonia [46], 
Actinoplanes utahensis and Pseudomonas sp. The purified AiiD protein has the ability 
to degrade 3OC10HSL into HSL and 3-oxodecanoic acid. In addition, PvdQ , QuiP 
and HacB are specific AHL acylases of P. aeruginosa, in addition, HacA and HacB 
acylases of Pseudomonas syringae [47, 48]. Furthermore, the broader substrate 
specificity of AHL acylase (AhlM) was detected in Streptomyces sp. strain M664 
with activity towards medium- and long-chain AHLs [49].

Oxidoreductases from Rhodococcus erythropolis inactivates AHLs (oxidation or 
reduction) with subsequent elimination of bacterial virulence in vivo. Rhizobium 
strain NGR234 possess diverse AHL-inactivation loci: dhlR, qsdR1 and qsdR2, with 
lactonases activity, aldR, and hydR-hitR [50]. Enzymatic degradation of other QS 
autoinducers have been described: carA and carB from Bacillus, E. coli DH10B, 
Staphylococcus and Pseudomonas as the genes responsible for inhibition of DSF sig-
naling [51]. Hod (3-hydroxy-2-methyl-4(1H)-quinolone 2,4-dioxygenase) stimu-
lates the cleavage of PQS and attenuates PQS-regulated virulence factors. Roy and 
coauthors elicit the AI-2 activation activity of endogenous LsrK in E. coli, however, 
exogenously phosphorylation of AI-2 by LsrK eliminates its intracellular transport 
and hinders subsequent activation of AI-2 [52].

2.1.3 Elimination of the QS signal-receptor interaction

Interference with signal detection through eliminating the QS signal-receptor 
binding represents a successful approach [53, 54]. Various synthetic and natural 
AHL analogs have been reported to block the binding of the signal with specific 
receptors in P. aeruginosa and Vibrio sp. The prototype signal inhibitors, haloge-
nated furanones, which are produced from Delisea pulchra represent a good example 
[55, 56]. Natural analogs have been also isolated with signal-receptor interference 
including ajoene [57], eugenol [58], flavonoids [59], iberin [60], furocoumarins 
[61], ellagic acid, penicillanic acid and patulin [62], phenethyl amide [63] and 
1H-pyrrole-2-carboxylic acid [64].

The synthetic furanone derivative C-30 interferes and hinders the interaction 
of AHLs with the receptors [65]. Other furanone analogs have been developed 
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as secretion of toxins, secretion of exoenzymes, microbial motility, adhesion and 
biofilm assembly [11]. Furthermore, microbial communication systems have been 
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of signal-receptor interaction [17–19].
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provoke high binding affinity for sequestering AIP-IV and decrease α-hemolysin 
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production in S. aureus with relief of abscess formation in the infected murine 
model [32]. Kaufmann and coauthors inhibited the P. aeruginosa QS cascade via 
development of AHL-specific monoclonal antibodies. Synthetic polymers such as 
itaconic acid sequester the signaling molecules AHL and attenuate QS in V. fischeri 
[31, 33].
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and perturb quorum sensing circuit [30]. Acylases, lactonases and oxidoreductases 
are the widely identified enzymes that target AHLs. AHL lactonases are broad AHL 
degrading enzymes, which produce its effect via hydrolyzing the ester bond of 
the AHL ring [34]. Lactonases have been isolated from various Bacillus sp., which 
harbor aiiA (autoinducer inactivation gene) [35, 36]. Ulrich study showed that, 
the heterologous expression of aiiA in Burkholderia thailandensis and P. aeruginosa 
lowered the levels of AHL and QS-related virulence factors [37]. Other important 
AHL lactonases are AttM and AiiB, which have been isolated from Agrobacterium 
sp. [38], AhlD from Arthrobacterium, AhlK from Klebsiella [39] and AidC from 
Chryseobacterium [40], QsdA from Rhodococcus erythropolis strain W2 [41], AiiM 
of Microbacterium testaceum [42], AidH of Ochrobactrum sp. T63 [43] and QsdH of 
Pseudoalteromonas yunnanensis [44]. Furthermore, paraoxonases 1, 2 and 3 (PON1 
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acylases of Pseudomonas syringae [47, 48]. Furthermore, the broader substrate 
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[55, 56]. Natural analogs have been also isolated with signal-receptor interference 
including ajoene [57], eugenol [58], flavonoids [59], iberin [60], furocoumarins 
[61], ellagic acid, penicillanic acid and patulin [62], phenethyl amide [63] and 
1H-pyrrole-2-carboxylic acid [64].

The synthetic furanone derivative C-30 interferes and hinders the interaction 
of AHLs with the receptors [65]. Other furanone analogs have been developed 
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including S-phenyl-l-cysteine sulfoxide and diphenyl disulfide [66] and tetrazole 
derivatives [67]. Furthermore, synthetic LasR derivatives have been developed 
such as indole derivatives, non-AHL-like antagonists [68], the synthesized 
azines derivatives, 4-(alkyloxy)-6-methyl-2H-pyran-2-one [69] and aspirin [70]. 
Triphenyl hybridγ-butyrolactones and cyclopentanones derivatives are potent 
inhibitors of LuxR [71]. Putative LasI inhibitors have been identified using molec-
ular docking methods including the trans-cinnamaldehyde [72], (z)-5-octylide-
nethiazolidine-2, 4-dione [73] and fatty acyl purified from marine Streptomyces 
sp. [74]. Additionally, meta-bromo-thiolactone is a potent inhibitor of RhiI and 
subsequent PQS cascade [11].

In S. aureus, the interference with agr system has been accomplished using 
solonamide A and B that are cyclodepsipeptides derivatives, which purified from 
marine Photobacterium and reduced the expression of hla and RNAIII. Solonamide 
can act through competitive inhibition of agr system such as S. aureus agr system 
via structure similarity to the AIPs [75]. Other S. aureus quorum-sensing inhibitors 
have been identified including linear peptidomimetics as competitive inhibitors to 
AgrC [76], savirin as potent inhibitor of AgrA [77] and the polyhydroxy anthraqui-
none ω-hydroxyemodin as inhibitor of AgrA [78].

2.2 Control of the global regulators

Beside the QS regulons, other global regulators exhibit crucial functions in 
dominating the expression of various genes in assortment style as a response to 
environmental stimuli and changes, most notably the temperature change [5]. 
These so-called global regulators enable the bacterial communities to survive 
different environmental stresses including starvations, pH changes and tempera-
ture fluctuations, through the quick conformation of bacterial physiology and 
 structure [79].

Among many regulators that coordinate gene expression in bacteria, in Gram-
negative bacteria, the global regulator termed histone-like nucleoid-structuring 
(H-NS) protein is relatively significant and of paramount importance [80]. H-NS 
has been considered as the main model of studying how global regulators can 
affect bacterial structure and physiology. The H-NS protein is incorporated in the 
regulation of many genes responsible for controlling the physiological functions of 
Gram-negative bacterial cells involving cellular functions, survival under different 
environmental conditions and production of various virulence factors [81, 82]. 
Moreover, in Gram-positive bacteria, there are several global regulatory loci [83]. 
Among them in the S. aureus, SarA, a regulatory DNA binding protein involved in 
controlling the virulence genes expression, is well documented [84]. During regula-
tion of the expression of various genes, these regulators have been demonstrated to 
act either as a positive regulators through enhancing the stability of the mRNA of 
expressed genes, resulting in excessive translation, or as a silencer protein that alter 
and decrease the gene expression by hindering binding of RNA polymerases to the 
promoters of target genes [85, 86].

This would open up novel approaches for the treatment and eradication of 
pathogenic bacteria utilizing inhibitors or modulators of these global loci to 
vanquish the global concerns of antimicrobial resistance and immune evasion of 
microbial pathogens. Among these approaches, the interesting inhibitor of SarA 
(SarABI), 4-[(2,4-diflurobenzyl)amino] cyclohexanol, was confirmed as SarA-
based new curative medicament against S. aureus-related infections [87]. This might 
encourage research groups for screening other compounds that might affect global 
regulators in bacteria to give a new therapy for multi-drug resistant (MDR) bacte-
rial strains.
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2.3 Biofilm inhibition and eradication

Biofilm is a sessile community of microbial cells that is found to be attached to 
animate or inanimate surface, and usually surrounded by a matrix of polysaccharides, 
proteins and DNA [6]. The cells in these sessile communities differs phenotypically 
form those present in planktonic communities [88]. Bacterial cells in planktonic 
forms are almost one thousand times more sensitive to antibiotics than their biofilm 
counterparts [7]. Additionally, biofilms act as a defense mechanism against different 
stress conditions or immune cells attack [89].

In this part, we will focus on the agents that are known to exhibit antibiofilm 
activity.

2.3.1 Antimicrobial peptides

Antimicrobial peptides (AMPs) that are crucial players of innate immunity are 
reported to prevent biofilm formation in different pathogens. AMPs with anti-
biofilm activity are either natural or synthetic. The human cathelicidin peptide, 
LL-37, has been demonstrated to have antibiofilm activity in case of P. aeruginosa 
(at a concentration of 0.5 μg/mL), while the minimum inhibitory concentration 
for planktonic cells was 64 μg/mL [90]. In this study, it was reported that LL-37 
was able to interfere with the adherence of microbial cells, enhancing twitching 
motility and downregulation of genes required for biofilm formation via affecting 
quorum sensing systems (Las and Rhl) [90]. Furthermore, such peptide was shown 
to prevent biofilm formation in E. coli and S. aureus [91]. The mouse cathelicidin-
derived peptide AS10 was reported to exhibit antibiofilm activity in Candida 
albicans [92]. The synthetic cathelicidin-derived peptides; peptide 1018, DJK5 and 
DJK6, were reported to prevent biofilm formation in addition to enhancement of 
biofilm dispersion via prompting the hydrolysis of nucleotide signaling systems, 
and therefore, leads to its depletion in bacteria [93].

Another synthetic peptide, S4(1–16) M4Ka, has been found to inhibit biofilm 
formation and detach bacterial cells in P. aeruginosa [94]. The human β-defensin 
3 (hBD-3) was found to inhibit the expression of icaA, icaD and icaR genes of 
Staphylococcus epidermidis, thus interfering with biofilm formation, where biofilm 
formation in Staphylococci is dependent on the synthesis of the polysaccharide inter-
cellular adhesin PIA encoded by icaADBC locus [95]. Another example of human 
AMP with antibiofilm activity in S. epidermidis, is the liver-derived hepcidin 20. This 
peptide can inhibit extracellular matrix formation of biofilms via targeting PIA [95].

The natural AMP piscidin-3, obtained from fish, exhibits nucleosidase activ-
ity and can degrade extracellular DNA of P. aeruginosa [96]. Another example of 
natural AMP, that possesses antibiofilm activity, is esculentin, which is obtained 
from frog’s skin. It acts by permeabilization of the cellular membrane of P. aeru-
ginosa PAO1 cells in the biofilm [97]. A synthetic peptide P1, derived from a tick 
antifreeze protein, significantly inhibited biofilm formation in Streptococcus mutans. 
Such peptide reduced biofilm biomass by about 75% in microtiter plates and in vitro 
tooth models [98].

2.3.2 Surfactants

The anionic surfactant, sodium dodecyl sulfate, has been reported to destruct 
biofilm via enhancing the formation of central cavity within biofilm [99]. 
Cetyltrimethylammonium bromide (Catanionic surfactant), together with appli-
cation of high shear stress, increased the detachment of Pseudomonas fluorescens 
biofilms [100]. The non-ionic surfactants, polyoxy ethylene sorbitan monolaurate 
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(Tween-20) and ethoxylated p-tert-octyl phenol (Triton X-100), were demon-
strated to cause biofilm detachment [100]. Certain biosurfactants, which are 
surface active molecules formed by microorganisms, were reported to have antib-
iofilm activity. For example, surfactin, obtained from Bacillus subtilis, was found 
to have antibiofilm activity in case of Salmonella enterica in polyvinyl chloride 
microtiter wells and urethral catheters [101]. Another example is Rhamnolipids, 
that are produced principally, by P. aeruginosa, were found to promote the dispersal 
of bacterial biofilm [99]. Additionally, biosurfactants from P. fluorescens prevent the 
attachment of Listeria monocytogenes to stainless steel surfaces [102].

2.3.3 Free fatty acids

Free fatty acids obtained via hydrolysis of lipids by enzymes [103]. Certain 
members of free fatty acids are reported to exhibit antibiofilm activity [104]. For 
example, cis-2-decenoic acid from P. aeruginosa enhanced the dispersal of biofilms 
and inhibited its formation in different pathogens, such as Klebsiella pneumoniae, 
E. coli, Proteus mirabilis, Streptococcus pyogenes, B. subtilis and S. aureus, in addition 
to C. albicans [105]. Another example is cis-9-octadecenoic acid (oleic acid) that 
was reported to repress biofilm formation in S. aureus by interference with the ini-
tial attachment of bacterial cells [106]. The diffusible signal factor; cis-11-methyl-
2-dodecenoic acid, from Xanthomonas campestris inhibits biofilm formation in 
case of Bacillus cereus [107]. This study showed also that diffusible signal factor or 
its structural analogs increased the antibiotic susceptibility of numerous bacterial 
pathogens, by inhibition of biofilm formation [107].

2.3.4 Metal chelators

Removal of metals from the microbial environment via metal chelators renders 
bacteria more susceptible to antimicrobial agents, as metals are essential for different 
cellular processes [108]. Ethylenediaminetetraacetic acid (EDTA), the most-known 
metal chelator, has been reported to exhibit antibiofilm activity against S. aureus, 
and to eradicate the in vivo biofilm models on catheters [109]. Combination of EDTA 
with minocycline has effectively reduced the colonization of S. epidermidis, S. aureus 
and C. albicans on catheters [110]. Similarly, the combination of EDTA and flucon-
azole remarkably inhibited biofilm assembly in C. albicans [111].

2.3.5 Enzymes

Based on their target, the antibiofilm enzymes are classified into three types: 
polysaccharide-degrading enzymes, nucleases and proteases.

2.3.5.1 Polysaccharide-degrading enzymes

Alpha amylase enzyme was found to inhibit biofilm formation by S. aureus 
through the detachment of biofilm and interfering with aggregation of cells [112]. 
Dispersion B, a bacterial glycoside hydrolase, degrades poly-N-acetylglucosamine 
(PNAG), a main matrix exopolysaccharide of S. aureus and E. coli [113]. Such 
polysaccharide is produced by many bacteria and fungi and plays an important role 
in surface adhesion, and biofilm formation. Furthermore, PNAG was reported to 
successfully disrupt the biofilm matrix of S. epidermidis [114]. Moreover, the com-
bination of dispersion B and triclosan was reported to significantly reduce biofilm 
formation of E. coli, S. aureus and S. epidermidis [115].
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2.3.5.2 Nucleases enzymes

Deoxyribonuclease I (DNase I) degrades DNA in biofilm matrix [104]. 
Moreover, it was shown to have antibiofilm activity and to detach the biofilms 
produced by different bacterial species [116]. Such nuclease can prevent the initial 
adherence of microbial cells to surfaces via the degradation of cell surface-associ-
ated nucleic acids that act as surface adhesins [117]. Furthermore, DNase I has been 
found to increase the sensitivity of bacterial cells in biofilm matrix to antibiotics, 
resulting in reduction of biofilm mass [118].

2.3.5.3 Proteases

Proteases act as antibiofilm agents because they are able to inhibit cell-cell 
communication, in biofilms, via hydrolysis of extracellular protein fibers and 
surface adhesins [104]. Subtilisins, a class of serine proteases produced by Bacillus 
species, were reported to prevent the adherence of microorganisms to surfaces 
[119]. The coating of silicone surfaces with multiple layers of amylase or acylase has 
been found to inhibit biofilm formation in case of P. aeruginosa and S. aureus [120]. 
Another example is lysostaphin, a metalloprotease produced by Staphylococcus 
simulans, was shown to prevent the adherence of S. aureus to lysostaphin-coated 
catheters [121].

2.3.6 Amino acids

d-Amino acids have been shown to inhibit biofilm formation in B. subtilis, via 
activating the release of amyloid fibers [122]. Such inhibitory effect was reversed by 
their cognate l-amino acids [123]. Furthermore, d-amino acids were shown to have 
antibiofilm activity in case of P. aeruginosa and S. aureus [122].

2.3.7 Nitric oxide generators

Exogenous generation of nitric oxide (NO) by agents, for example, sodium 
nitroprusside has been shown to trigger the bacterial growth from the biofilm 
form to the planktonic form via the reduction of the level of cyclic di-GMP inside 
the bacterial cells [104]. Further NO-generators, for example, S-nitroso-N-acetyl 
penicillamine and S-nitroso-l-glutathione were found also to induce the disper-
sion of P. aeruginosa biofilm [124]. The dispersion of biofilm by NO-generators was 
also demonstrated in B. subtilis [125]. Recently, it has been reported that catheters 
charged with NO prevented the adherence and the colonization of P. aeruginosa, E. 
coli and C. albicans on their surfaces [126].

2.3.8 Natural agents

Alkaloids are a group of natural organic compounds that contain a nitrogen 
atom and are present in different species of plants. The alkaloid berberine has 
been reported to inhibit biofilm formation in S. epidermidis biofilm at a concen-
tration of 30 μg/mL, possibly via binding to the amyloid proteins in the biofilm 
matrix [127]. Reserpine has been shown to effectively prevent biofilm formation 
in K. pneumoniae at a concentration of 0.0156 mg/mL, which was 64-fold lower 
than its minimum inhibitory concentration [128]. Tetrandrine inhibited biofilm 
formation of C. albicans at a concentration of 32 mg/L, which is the MIC50 of that 
alkaloid against C. albicans SC5314 [129].
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2.3.5.2 Nucleases enzymes
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in K. pneumoniae at a concentration of 0.0156 mg/mL, which was 64-fold lower 
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Guaijaverin, a flavonoid obtained from the leaves of Psidium guajava, has been 
shown to prevent the attachment of S. mutans to smooth surfaces by 83.7% at a 
concentration of 500 μg/mL. Eembelin, which is isolated from Embelia ribes, has 
been shown to inhibit biofilm formation in S. mutans [130]. Macelignan, isolated 
from the nutmegs of Myristica fragrans, was shown to reduce more than 50% of S. 
mutans biofilm at a concentration of 10 μg/mL [131].

Terpenes are a large class of natural hydrocarbons that are synthesized in 
microorganisms, plants and animals. Bakuchiol, isolated from the seeds of 
Psoralea corylifolia, has been shown to inhibit the adherence of S. mutans [132]. 
Other examples for terpenes that inhibit biofilm formation in S. mutans, are 
Xanthorrhizol (in combination with chlorhexidine gluconate) and casbane 
diterpene [133, 134].

2.4 Bacteriocins

Bacteriocins are proteins or peptides that are produced by bacteria or archaea, 
and are usually active against strains of bacteria that are related or unrelated to 
the producer strain [135]. Several bacteriocins are reported to exhibit antibiofilm 
activity and/or antimicrobial activity. The results of some these reports are sum-
marized in Table 1.

2.5 Phage therapy

Phage therapy, which is also termed viral phage therapy, is the utilization of 
bacteriophages as medicaments for controlling and treating diseases brought 
by pathogenic bacterial infections [145]. Bacteriophages, like other viruses, are 
obligate intracellular parasites that utilize the enzymatic machinery of their hosts 
for establishing their physiological functions and replication [131]. The hosts for 
bacteriophages are bacteria, and phages have unique ability to specifically infect 
bacterial hosts resulting in their lysis [8].

Bacteriocin Source Antimicrobial activity Antibiofilm activity

Mutacin 1140 Streptococcus mutans Oral biofilm-associated 
with Streptococcus sobrinus, 
Streptococcus oralis [136]

Nisin A Lactococcus lactis subsp. 
lactis

Enterococcus faecalis and 
Streptococcus gordonii [137]

Listeria monocytogenes [138]

Gallidermin Staphylococcus 
gallinarum

Staphylococcus aureus and 
Staphylococcus epidermidis 
[139, 140]

Sonorensin Bacillus sonorensis MT93 Listeria monocytogenes and 
Staphylococcus aureus [141]

Staphylococcus aureus [141]

Epidermicin 
NI0

Staphylococcus 
epidermidis

MRSA, Enterococci [142] Staphylococcus  
epidermidis [142]

Amylolysin Bacillus 
amyloliquefaciens GA1

Listeria monocytogenes, 
Staphylococcus aureus and 
Staphylococcus  
epidermidis [143]

Philipimycin Actinoplanes 
philippinensis MA7347

MRSA [144]

Table 1. 
Bacteriocins produced from different sources and exhibit antimicrobial and antibiofilm activity.
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There are many conceivable usages for phage therapy in the treatment of crucial 
diseases in plants, animals as well as human [8, 145]. An outstanding advantage of 
utilizing bacteriophages over commonly used antibiotics, during treating infectious 
diseases, is their selectivity and specificity to infect and lyse infectious bacteria 
only without harming the host [9]. Besides, bacteriophages cause no harm to other 
organisms that live in a commensalism within hosts, such as the normal flora in 
human, which decreases significantly the incidence of superinfections or other 
opportunistic infections [10]. Moreover, due to their mode of action that phages 
replicate in vivo within their bacterial hosts, they can be used in modicum concen-
trations, which results in decreasing any side effects may rise during therapy and 
giving them a high therapeutic index [9, 10]. In addition, the capability of bacte-
riophages to penetrate bacterial biofilms that act as shields during the conventional 
antibiotic therapy, gives phages a superiority in controlling and treating diseases 
brought by pathogenic bacterial infections [146]. As living organisms, the capability 
of bacteriophages of continuous evolution, gives them the ability to overcome any 
resistance that can be developed by the evolution of pathogenic bacteria [146, 147]. 
All these tremendous advantages put the bacteriophage treatment as a superior 
alternative for treating diseases brought about multidrug resistant MDR bacterial 
pathogens [132]. On the other hand, the high bacterial host specificity of bacte-
riophages is encountered as a disadvantage during therapy, where, a phage can kill 
only its specific bacterial strain. However, this drawback can be solved by utilizing 
mixtures of bacteriophages, which is termed phage cocktails that have different 
pathogenic specific bacterial hosts as targets, to enhance the opportunities of 
unguis complete treatment [148]. Attention must be given, during the preparation 
of these cocktails, to the fact of continuous evolution of new MDR strains, so the 
cocktails must be updated periodically to be sufficient enough to treat infections 
brought by these strains [148, 149].

Historically, the first trials for the utilization of bacteriophages as medicaments 
for treating bacterial pathogens was reported in the Eastern world before the 
discovery of marvelous medicaments so-called antibiotics; however, there was any 
report of their usage in the Western world [150, 151]. The ability of bacteriophages 
to infect and lyse pathogenic bacteria was discovered by the scientists Frederick 
Twort and Felix D’Hérelle, who worked on Shigella dysenteriae [152]. They found 
that the cultures of stool specimens recovered from convalescent patients who were 
suffering from Shigella dysentery always depicting a high titer of phages [153]. 
Subsequently, they recorded that phages are the most abundant organisms in the 
environment and there are many sources where they can be found combined with 
their bacterial hosts; including gut and feces of convalescent patients as well as sew-
ages [153]. Thereafter, due to their ubiquity especially in sewages, bacteriophages 
were widely utilized as medicaments for controlling and eradication of diseases 
brought by pathogenic bacteria [8].

It has been estimated that there are more than 100 different phage species and at 
least 10 phages for each bacterium. The International Committee for the Taxonomy 
of Viruses (ICTV) was affirmed at 1971 with the objective to always bring to 
date the taxonomic guidelines of viruses. The ICTV classified tailed bacterio-
phages (bacterial infecting phages) under the order of viruses which is termed 
Caudovirales. In this respect, three main families are involved within this order 
named Siphoviridae, Myoviridae and Podoviridae. The main difference between 
bacteriophages belonging to each of these families is the characteristics of the tail. 
Phages under the Siphoviridae family have long and non-contractile tails, and those 
belong to Myoviridae family have long and contractile tails, while those belong to 
the Podoviridae family have short, stubbed tails and a striking lack of features. Each 
of these three families can also be divided into different genera [8].
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Compared with antibiotics and other therapeutic regimens, the steps and cost 
of production of bacteriophages are much easier and cheaper, respectively [10]. The 
easiest process for capturing of bacteriophages is done through collecting samples 
that seem to involve high titers of phages like sewage water samples. The collected 
samples are inoculated with the host bacterium, which seems to be infected by 
phages, on suitable growth medium. The successful isolation of certain lytic phage 
is depicted by the presence of clear inhibition zones in which bacteria cannot grow 
termed plaques; which indicates the lytic power of the isolated phage. Thereafter, the 
titer of isolated phage is increased by passing the phage in its specific bacterial strain 
several times to increase its concentration. Then, the pure supernatants containing 
phages are gained by centrifugation of bacterial/phage mixture, filtered through 
bacterial filters to remove any bacterial debris and pure phages are participated using 
special solutions containing NaCl and polyethylene glycol 8000 (PEG8000) [154].

Caution must be given during isolation of phages as a type called lysogenic bac-
teriophage may be isolated rather than the required bacterial pathogen killing type, 
which is called lytic bacteriophage. Lysogenic bacteriophages do not lyse bacterial cells, 
but they perform as tools for transfer of genetic elements of the nucleic acid between 
bacteria; including the genes responsible for antibiotic resistance. Fortunately, the 
most abundant phages are of the lytic type not the lysogenic [8, 145, 150].

Practically, bacteriophages can be dispensed and used through many routes 
including; less commonly oral or systemic route and most commonly topical 
route as sprays, liquid solutions or their application on surgical dressings for the 
treatment of wound infections [154]. The possibility of their clearance during 
the presence in blood stream by immune system or presence of any trace hazards 
of chemicals or parts of the bacterial host used during their production, made 
bacteriophage usage as intravenous injections uncommon and very rare [148, 149]. 
Lyophilization of bacteriophages and their production as solid dosage forms as pills 
or tablets do not decrease their potency and increase their shelf life as oral dosage 
forms [155, 156]. The supplementation of oral forms of phages, either solid or 
liquid, with antacid increases its stability, as it protect them from the high acidity 
during their bypassing in the stomach [155, 156].

The application of bacteriophages as therapeutic medicaments has been exten-
sively reported. For example, in the field of human health promotion and food 
protection, different bacteriophages have been employed to eradicate common 
bacterial pathogens that may cause food spoilage as Listeria sp. and Campylobacter 
sp. [157, 158]. In the fields of veterinary medicine and agriculture different 
bacteriophages were employed to control and eradicate bacterial pathogens like 
Xanthomonas, Escherichia, Campylobacter and Salmonella [159]. Moreover, in the 
field of fish production and aquacultures, different bacteriophages were employed 
to control and eradicate bacterial pathogens like Vibrio sp. [160]. In the field of 
human medicine, different bacteriophages were employed to control and eradicate 
bacterial pathogens including P. aeruginosa, Staphylococci, Streptococci, E. coli, Vibrio 
and Shigella and Mycobacterium sp. [161, 162]. Most recent application of bacterio-
phages in human medicine is their utilization as drug delivery system, which is very 
interesting as they can be used for the delivery of common antibiotics [163, 164] or 
antitumor agents [165].

A more recent policy, termed enzybiotic, for using phages as therapeutic 
agents is the utilization of their enzymes only, which are produced by recombinant 
technology, combined with other antibacterial agents or as a separate antibacterial 
agents [166].

As other therapeutic regimens for controlling bacterial pathogens, the patients 
may develop extensive fever and shock, when the bacteria are lysed due to the 
release of what is called pyrogens or endotoxins within the patient [167]. This 
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problem can be coped during phage therapy through the utilization of genetically 
modified phages that harbor enzymes having the ability to lyse these endotoxins 
and the other bacterial structures into harmless products [168].

Examples of therapeutic approaches of bacteriophages and their enzymes are 
illustrated in Table 2.

Infection/
disease

Model Causative agent Route of administration 
of phages/enzymes

Treatment 
outcomes

Reference

Chronic otitis Human Pseudomonas 
aeruginosa

Oral administration of 
phages

Successful 
treatment

[169]

Typhoid Human Salmonella typhi Oral administration of 
phages

Successful 
treatment

[170]

Diabetic foot 
ulcer

Human Staphylococcus 
aureus

Topical application of 
phages

Successful 
treatment

[171]

Sepsis Murine Vibrio 
parahaemolyticus

Intraperitoneal and oral 
administration of phages

Successful 
treatment

[172]

Pneumonia Murine Pseudomonas 
aeruginosa

Intranasal administration 
of phages

Successful 
treatment

[154]

Ulcers and 
wounds

Human Proteus vulgaris Topical application of 
phages

Successful 
treatment

[173]

Meningitis Murine Escherichia coli Intraperitoneal 
or subcutaneous 

administration of phages.

Successful 
treatment

[174]

Sepsis Murine Acinetobacter 
baumannii

Intraperitoneal 
administration of phages

Successful 
treatment

[175]

Bacteremia Murine Enterococcus 
faecium

Intraperitoneal 
administration of phages

Successful 
treatment

[176]

Ileocecitis Hamster Clostridium difficile Oral administration of 
phages

Successful 
treatment

[177]

Dysentery Human Shigella dysenteriae Oral administration of 
phages

Successful 
treatment

[178]

Cholera Human Vibrio cholerae Oral administration of 
phages

Successful 
treatment

[178]

Pneumonia Murine Streptococcus 
pneumoniae

Intraperitoneal 
administration of Cpl-1 

lysin enzyme

Successful 
treatment

[179]

Bacteremia Murine Streptococcus 
pyogenes

Intraperitoneal 
administration of PlySs2 

lysin enzyme

Successful 
treatment

[179]

In vitro In vitro Bacillus anthracis Application of PlyG lysin 
enzyme

Significant 
reduction 

in bacterial 
density

[180]

Endophthalmitis Murine Staphylococcus 
aureus

Application of Ply187 
lysin as eye drops

Successful 
treatment

[181]

Bacteremia Murine Acinetobacter 
baumannii

Administration of 
PlyF307 lysin enzyme

Successful 
treatment

[182]

In vitro In vitro Pseudomonas 
aeruginosa and 

Salmonella 
typhimurium

Application of ABgp46 
lysin enzyme

Significant 
reduction 

in bacterial 
density

[183]

Table 2. 
Therapeutic approaches of bacteriophages and their enzymes.
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density

[180]

Endophthalmitis Murine Staphylococcus 
aureus

Application of Ply187 
lysin as eye drops

Successful 
treatment

[181]

Bacteremia Murine Acinetobacter 
baumannii

Administration of 
PlyF307 lysin enzyme

Successful 
treatment

[182]

In vitro In vitro Pseudomonas 
aeruginosa and 

Salmonella 
typhimurium

Application of ABgp46 
lysin enzyme

Significant 
reduction 

in bacterial 
density

[183]

Table 2. 
Therapeutic approaches of bacteriophages and their enzymes.
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3. Conclusion

Various approaches have been developed for competing microbial virulence and 
resistance. Quorum sensing signals and global regulators play an essential role in 
controlling the gene expression of virulence factors, and the expression of proteins 
required for adaptation to environmental and stress condition. Therefore, control of 
these regulators will stop the microbial pathogenicity. In addition, biofilms act as a 
defense mechanism against host immunity and antimicrobial therapy. Natural and 
synthetic compounds have approved activities in eradication of biofilm formation. 
Besides, phage therapy, which is currently successful in destruction of bacterial 
pathogens that do not respond to conventional antimicrobials. These methods 
would open up new perspectives for management the up growing problem of 
microbial resistance. Further, in vivo studies are required for real applications of 
these trends in eradication of microbial infections.
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Chapter 11

Interplay between Human 
Intestinal Microbiota and  
Gut-to-Brain Axis: Relationship 
with Autism Spectrum Disorders
Francisco Javier Díaz-García, Saúl Flores-Medina  
and Diana Mercedes Soriano-Becerril

Abstract

A growing body of scientific reports suggests a relevant key role of human intes-
tinal microbiota (HIM) in maintaining the host’s physiological and mental balance; 
thus any disturbance in the microbiota diversity and/or concentrations may result 
in impaired stimulation of the gastrointestinal (GI) system-central nervous system 
(CNS) bidirectional pathway, termed gut-to-brain axis. Recent data show that HIM 
composition is significantly unbalanced among a subset of autism spectrum dis-
order (ASD) subjects, as compared with non-ASD siblings or age-matched control 
subjects. Several authors claim that specific changes in HIM (diet-based alteration 
of Bacteroidetes/Firmicutes ratio and death of predominant microbiota after 
antibiotic treatments, among others) could either trigger or be highly associated 
events with persistent ASD signs and behaviors. Whether HIM plays a causative or 
a circumstantial role in ASD severity, then HIM manipulation might be applied as a 
therapeutic alternative to improve ASD clinical manifestations and behaviors.

Keywords: human intestinal microbiota, dysbiosis, gut-to-brain axis,  
autism spectrum disorders, short-chain fatty acids

1. Introduction

Communication between the gastrointestinal (GI) system and the central 
nervous system (CNS) occurs constantly and plays a critical role in maintain-
ing the healthy status. That communication engages a bidirectional stimulation 
system, involving not only the brain and gut cells but endocrine-, immune-, and 
microbiota-derived components as well, the so-called gut-to-brain axis (GBA) 
[1, 2]. Consequently, impaired communication between both ends of the GBA, 
associated with or as consequence of disturbance of the GI microbial diversity, has 
been associated with a negative health outcome later in life [1, 3].

Increasing evidence points out that there is a link between alterations of gut 
microbiota and several disorders of the central nervous system including autism 
spectrum disorders (ASD) depression, anxiety, irritable bowel syndrome, attention 
deficit and hyperactivity disorder (ADHD), Parkinson’s disease, disorders of mood 
and affect, and chronic pain [3–5].
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The abovementioned psychiatric disorders frequently co-occur with each other, 
but interestingly they also occur in comorbidity with metabolic disorders, such as 
diabetes, cardiovascular disease, and metabolic syndrome [6–8], and are associated 
with adverse outcomes including higher mortality [6]. The insights of how those 
disorders are linked remain unclear. One likely explanation is that gut microbiota 
can trigger and guide the communication network of GBA and subsequently alter 
metabolic and psychological equilibrium [3, 5, 7, 8].

ASD are a heterogeneous set of lifelong neurodevelopmental diseases, whose 
incidence increased significantly over the past decades [9]. No unique etiology 
of ASD has been identified, though both genetic and environmental factors have 
been suggested [9, 10]. However, findings of candidate genes do not conclusively 
explain the etiopathology of ASD; thus, scientific research has been redirected to GI 
comorbidities of ASD, under the premise that the high frequency of gut microbiota 
alterations seen in these patients may be associated with autism symptoms severity 
[10]. Indeed, the independent observations of Rodakis [10] and Sandler et al. [11] 
about improvements in autism clinical manifestations after antibiotic treatments 
prompted intense research around the issue, including therapeutic interventions 
such as diet modification, supplementation with biotics (prebiotics, probiotics, 
synbiotics, and/or postbiotics), alternative antibiotic treatments, and fecal micro-
biota transplantation, among others, with variable outcomes [12].

2. Human intestinal microbiota

Colonization of the human body occurs after birth, and possibly before birth, 
with a diverse microbial community of archaea, bacteria, fungi, viruses, and pro-
tozoa. This diverse community is referred to as the HIM. The prokaryote organisms 
colonizing the human body encompass nearly 90% of all HIM [13, 14]. Resident 
microbiota of the human GI tract, the one that colonizes permanently, is one of the 
most densely populated communities, even more so than the soil, the subsoil, and 
the oceans [15].

Colonization of GI tract is influenced by many factors like mode of birth 
delivery, infant feeding method, and the environment (stress, frequency of exer-
cise, hygiene habits, infections, pharmaceuticals use, and type of feeding) [16, 17]. 
Within the human intestinal microbiota, there are both types of microorganisms: 
those who are essential, and even indispensable, for the survival of the host, and 
those who are potentially pathogenic. The vast majority have beneficial rather than 
detrimental effects on the host’s health [15].

The importance of the GI microbiota was overlooked for a long time, and efforts 
to determine its composition and functions were unsuccessful; on the one hand, 
cultures from stool samples are unproductive, and on the other hand, according to 
estimations, 80% of the GI microbiota are anaerobe uncultivable organisms [10]. 
Anaerobic bacteria outnumber aerobic and facultative anaerobic bacteria by 100- to 
1000-fold [16, 17]. Calculations of microbial counts in the colon of adult humans 
reach a mean of 1011 organisms/gram of wet stool, a quantity updated that is similar 
to the total number of human cells [18]. Estimated HIM composition comprise up 
to 1800 genera representing 7000–40,000 bacterial strains belonging to 500–1000 
resident species [17, 18].

Taking into account the presence of gene content and metabolic products, along 
with the microbiota organisms contained within a particular body site, we must 
refer to it as a microbiome [15]. Studies on composition and function of uncultured 
microbial communities, more specifically by sequencing-based assays, are referred 
to as metagenomics. First, community DNA is extracted from a sample containing 
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multiple microbial members. Second, bacterial taxa present in the community are 
then defined by amplification of the 16S rRNA gene followed by sequencing. Highly 
similar sequences are grouped into operational taxonomic units (OTUs) or phylo-
types, which can be compared to 16S rRNA databases to identify them as accurately 
as possible. An alternate method identifies community taxa after the total DNA is 
metagenomically sequenced and compared to reference genomes or gene catalogs. 
The OTUs can be described in terms of their relative abundance and/or their 
phylogenetic relationships, while sequenced genomes can be described as relative 
abundances of its genes and pathways [19].

The human intestinal microbiome is mainly defined by the high abundance 
of two bacterial phylotypes: Bacteroidetes and Firmicutes. Other phylotypes 
present at lesser amounts are Proteobacteria, Actinomyces, Fusobacterium, and 
Verrucomicrobia [14]. The gut microbiome is conformed with nearly 470 phy-
lotypes, more than 1000 bacterial species representing more than 5000 strains, 
which in turn encode between 5 and 10 million of nonredundant genes (150-fold 
the number of genes identified in the human genome) [16, 17]. Studies on intestinal 
microbiome in health and disease revealed two microbiome subpopulations, one 
with high-gene counts and the other with low-gene counts; the first one seems to be 
associated with a healthy digestive status [20, 21].

Every person has a unique microbiome profile; still there is a reduced number of 
species shared between persons. The aforesaid feature allowed to classify individu-
als into one of three enterotypes, each one based on the proportions of the three 
predominant intestinal genera, based on their abundance, Bacteroides, Prevotella, 
and Ruminococcus. The first two genera represent the Bacteroidetes, and the last one 
represents the Firmicutes. Enterotype 1 shows predominance of Bacteroides, while 
enterotypes 2 and 3 were defined by predominance of Prevotella and Ruminococcus, 
respectively [22].

Alterations of the typical GI microbiota, in number and abundance distribution 
of distinctive types of microorganisms, and the host’s adverse response to such 
changes have been called as dysbiosis. Thus, dysbiosis with low diversity has been 
linked particularly with obesity, inflammatory bowel disease, and ASD [16].

There are two ongoing multi-group projects on human microbiome, the Europe-
based Metagenomics of the Human Intestinal Tract (MetaHIT) and the US-based 
Human Microbiome Project (HMP). Both of them will allow to define to its finest 
details the microbiome diversity, at least to species level, their genetic load, and how 
microbiota interacts with the host [23, 24].

2.1 Biological role of GI microbiota

The intestinal microbiota maintains a symbiotic relationship with the host. 
Studies in both humans and mammals have implicated the intestinal microbiome in 
several physiological processes that are pivotal to the host health, from food diges-
tion and energy homeostasis to immune and neurobehavioral development [25].

The single layer of intestinal epithelial cells, connected by tight junctions, 
constitutes itself a physical and biochemical barrier that segregates the commensal 
microbiota organisms to maintain intestinal homeostasis. This occurs through 
regulation of nutrients, electrolytes, and water absorption, as well as through 
release of mucins, antimicrobial peptides, and IgA for the prevention of the entry 
of pathogenic microorganisms [26–28]. The interaction between the microbiota and 
intestinal epithelial cells also promotes tissue restoration in the setting of injury or 
acute inflammation, thus supporting epithelium integrity. Besides the above state-
ment, the microbiota provides protection against exogenous pathogenic organisms, 
either through competition for common nutrients and niches or by prompting 
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The abovementioned psychiatric disorders frequently co-occur with each other, 
but interestingly they also occur in comorbidity with metabolic disorders, such as 
diabetes, cardiovascular disease, and metabolic syndrome [6–8], and are associated 
with adverse outcomes including higher mortality [6]. The insights of how those 
disorders are linked remain unclear. One likely explanation is that gut microbiota 
can trigger and guide the communication network of GBA and subsequently alter 
metabolic and psychological equilibrium [3, 5, 7, 8].

ASD are a heterogeneous set of lifelong neurodevelopmental diseases, whose 
incidence increased significantly over the past decades [9]. No unique etiology 
of ASD has been identified, though both genetic and environmental factors have 
been suggested [9, 10]. However, findings of candidate genes do not conclusively 
explain the etiopathology of ASD; thus, scientific research has been redirected to GI 
comorbidities of ASD, under the premise that the high frequency of gut microbiota 
alterations seen in these patients may be associated with autism symptoms severity 
[10]. Indeed, the independent observations of Rodakis [10] and Sandler et al. [11] 
about improvements in autism clinical manifestations after antibiotic treatments 
prompted intense research around the issue, including therapeutic interventions 
such as diet modification, supplementation with biotics (prebiotics, probiotics, 
synbiotics, and/or postbiotics), alternative antibiotic treatments, and fecal micro-
biota transplantation, among others, with variable outcomes [12].

2. Human intestinal microbiota

Colonization of the human body occurs after birth, and possibly before birth, 
with a diverse microbial community of archaea, bacteria, fungi, viruses, and pro-
tozoa. This diverse community is referred to as the HIM. The prokaryote organisms 
colonizing the human body encompass nearly 90% of all HIM [13, 14]. Resident 
microbiota of the human GI tract, the one that colonizes permanently, is one of the 
most densely populated communities, even more so than the soil, the subsoil, and 
the oceans [15].

Colonization of GI tract is influenced by many factors like mode of birth 
delivery, infant feeding method, and the environment (stress, frequency of exer-
cise, hygiene habits, infections, pharmaceuticals use, and type of feeding) [16, 17]. 
Within the human intestinal microbiota, there are both types of microorganisms: 
those who are essential, and even indispensable, for the survival of the host, and 
those who are potentially pathogenic. The vast majority have beneficial rather than 
detrimental effects on the host’s health [15].

The importance of the GI microbiota was overlooked for a long time, and efforts 
to determine its composition and functions were unsuccessful; on the one hand, 
cultures from stool samples are unproductive, and on the other hand, according to 
estimations, 80% of the GI microbiota are anaerobe uncultivable organisms [10]. 
Anaerobic bacteria outnumber aerobic and facultative anaerobic bacteria by 100- to 
1000-fold [16, 17]. Calculations of microbial counts in the colon of adult humans 
reach a mean of 1011 organisms/gram of wet stool, a quantity updated that is similar 
to the total number of human cells [18]. Estimated HIM composition comprise up 
to 1800 genera representing 7000–40,000 bacterial strains belonging to 500–1000 
resident species [17, 18].

Taking into account the presence of gene content and metabolic products, along 
with the microbiota organisms contained within a particular body site, we must 
refer to it as a microbiome [15]. Studies on composition and function of uncultured 
microbial communities, more specifically by sequencing-based assays, are referred 
to as metagenomics. First, community DNA is extracted from a sample containing 
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multiple microbial members. Second, bacterial taxa present in the community are 
then defined by amplification of the 16S rRNA gene followed by sequencing. Highly 
similar sequences are grouped into operational taxonomic units (OTUs) or phylo-
types, which can be compared to 16S rRNA databases to identify them as accurately 
as possible. An alternate method identifies community taxa after the total DNA is 
metagenomically sequenced and compared to reference genomes or gene catalogs. 
The OTUs can be described in terms of their relative abundance and/or their 
phylogenetic relationships, while sequenced genomes can be described as relative 
abundances of its genes and pathways [19].

The human intestinal microbiome is mainly defined by the high abundance 
of two bacterial phylotypes: Bacteroidetes and Firmicutes. Other phylotypes 
present at lesser amounts are Proteobacteria, Actinomyces, Fusobacterium, and 
Verrucomicrobia [14]. The gut microbiome is conformed with nearly 470 phy-
lotypes, more than 1000 bacterial species representing more than 5000 strains, 
which in turn encode between 5 and 10 million of nonredundant genes (150-fold 
the number of genes identified in the human genome) [16, 17]. Studies on intestinal 
microbiome in health and disease revealed two microbiome subpopulations, one 
with high-gene counts and the other with low-gene counts; the first one seems to be 
associated with a healthy digestive status [20, 21].

Every person has a unique microbiome profile; still there is a reduced number of 
species shared between persons. The aforesaid feature allowed to classify individu-
als into one of three enterotypes, each one based on the proportions of the three 
predominant intestinal genera, based on their abundance, Bacteroides, Prevotella, 
and Ruminococcus. The first two genera represent the Bacteroidetes, and the last one 
represents the Firmicutes. Enterotype 1 shows predominance of Bacteroides, while 
enterotypes 2 and 3 were defined by predominance of Prevotella and Ruminococcus, 
respectively [22].

Alterations of the typical GI microbiota, in number and abundance distribution 
of distinctive types of microorganisms, and the host’s adverse response to such 
changes have been called as dysbiosis. Thus, dysbiosis with low diversity has been 
linked particularly with obesity, inflammatory bowel disease, and ASD [16].

There are two ongoing multi-group projects on human microbiome, the Europe-
based Metagenomics of the Human Intestinal Tract (MetaHIT) and the US-based 
Human Microbiome Project (HMP). Both of them will allow to define to its finest 
details the microbiome diversity, at least to species level, their genetic load, and how 
microbiota interacts with the host [23, 24].

2.1 Biological role of GI microbiota

The intestinal microbiota maintains a symbiotic relationship with the host. 
Studies in both humans and mammals have implicated the intestinal microbiome in 
several physiological processes that are pivotal to the host health, from food diges-
tion and energy homeostasis to immune and neurobehavioral development [25].

The single layer of intestinal epithelial cells, connected by tight junctions, 
constitutes itself a physical and biochemical barrier that segregates the commensal 
microbiota organisms to maintain intestinal homeostasis. This occurs through 
regulation of nutrients, electrolytes, and water absorption, as well as through 
release of mucins, antimicrobial peptides, and IgA for the prevention of the entry 
of pathogenic microorganisms [26–28]. The interaction between the microbiota and 
intestinal epithelial cells also promotes tissue restoration in the setting of injury or 
acute inflammation, thus supporting epithelium integrity. Besides the above state-
ment, the microbiota provides protection against exogenous pathogenic organisms, 
either through competition for common nutrients and niches or by prompting 
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development and functional maturation of the gut immune system, including 
gut-associated lymphoid tissue, T-helper 17 cells, inducible regulatory T cells, IgA-
producing B cells, and innate lymphoid cells [13].

The HIM microbiota has a considerable input on the metabolomic profile, the 
complete set of intestinal metabolites, of the host [29]. Specifically, the microbiota 
is a major source of both circulating organic acids and tryptophan metabolites, 
which have beneficial effects on the host health (Table 1) [30–53].

Fermentative processes of nondigestible complex carbohydrates, from dietary 
fiber, by Firmicutes and Bacteroidetes, result in the production of various short-
chain fatty acids (SCFAs), such as acetate, propionate, butyrate, isobutyrate, valer-
ate, and isovalerate. These bacteria-derived SCFAs, in a physiological context, may 
serve as an energy source for enterocytes, stimulate water and sodium absorption, 
decrease colonic pH, etc. [30].

Hyperproduction or deficiency of SCFAs may also affect the pathogenesis of 
a diverse range of diseases, from allergies and asthma to neurological diseases 
[17, 29, 30]. For example, a diet high in fat and digestible saccharides provokes that 
majority of nutrients be absorbed in the duodenum, leaving very few substrates 
for the colonic bacteria, leading to dysbiosis. Higher levels of SCFAs can also alter 
the intercellular spaces between the cells, resulting in a leaky gut that allows for 
more metabolites and bacteria to pass through the epithelial barrier, where bacterial 
endotoxins and other microbial-derived metabolites can gain entry into the blood-
stream [17] Furthermore, dysbiosis can affect host immunity and neurobehavioral 
responses [17, 29]. Among SCFAs, butyrate is a promoter of colonic functionality 
and physical integrity, via cholesterol-rich membrane microdomain, as well as the 
preferred metabolic substrate for the colonocytes’ energy requirements [54].

Essential vitamins such as folate, vitamin K, and vitamin B12, for the host’s 
growth, are synthesized by gut microbiota, which in turn may affect DNA and his-
tone protein methylation [55–57]. Certain hormones and vitamins also participate 
in drug and poison removal [58].

Apart from carbohydrates, GI bacteria also metabolize complex lipids and 
proteins that are indigestible by the host [59–61]. Expression of colipase, a critical 
protein factor for lipid metabolism, and subsequent stimulation of the release of 
pancreatic lipases appear to be regulated by Bacteroides thetaiotaomicron [59].

The metabolism of tryptophan by the HIM and/or gut and immune cells follows 
three alternative pathways: (a) the transformation to ligands of the aryl hydro-
carbon receptor (AhR), (b) the kynurenine pathway (via indoleamine 2,3-dioxy-
genase 1), and (c) the serotonin (5-HT) production pathway. These pathways 
are performed by HIM, enterocytes/immune cells, and enterochromaffin cells, 
respectively. The HIM pathway yields several molecules, indole-3-aldehyde, indole-
3-acid-acetic, indole-3-propionic acid, indole-3-acetaldehyde, and indoleacrylic 
acid. AhR signaling is crucial for gut epithelium renewal and barrier integrity and 
acts over many immune cell types for responsiveness [62].

Microbial metabolism of tryptophan is very important for intestinal AhR activ-
ity, since the absence or imbalance of tryptophan-metabolizing organisms generate 
deficiency of AhR agonists [46]. The production of AhR ligands have been deter-
mined among few HIM species, Peptostreptococcus russellii and Lactobacillus ssp. 
Many GI and neuropsychiatric diseases have been related to dysbiotic impairment 
of tryptophan metabolism or to accumulation of the end products [62].

Several HIM species not only can synthesize but respond as well to hormones and 
neurotransmitters of bacterial and human origin, which impact their growth and 
virulence. Beneficial Lactobacillus spp. are able to synthesize acetylcholine and gamma-
aminobutyric acid (GABA), while Bifidobacterium spp. produce GABA. Escherichia 
spp. produce norepinephrine, serotonin, and dopamine; other Firmicutes species 
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Pathway Metabolite Microbial agent Health benefits Refs.

Carbohydrate 
metabolism

Butyrate Clostridia (clusters 
IV and IVa)

Increased intestinal barrier function [30, 31]

Faecalibacterium. 
Prausnitzii

Modulate intestinal macrophage 
function

[32]

Eubacterium spp. Regulation of colonic regulatory T 
cell homeostasis

[33, 34]

Roseburia spp. Induction of tolerogenic dendritic 
cells that polarize naive CD4+ T cells 
toward IL-10–producing regulatory 
T cells

[35]

Coprococcus catus Suppression of colonic inflammation [36, 37]

Anaerostipes hadrus Improvements in insulin sensitivity [38]

Propionate Bacteroides spp. Regulation of colonic regulatory T 
cell homeostasis

[33, 34]

Blautia obeum Suppression of colonic inflammation [39]

C. catus Decreased innate immune responses 
to microbial stimulation

[40]

Roseburia 
inulinivorans

Protection from allergic airway 
inflammation

[41]

P. copri Improvements in insulin sensitivity 
and weight control in obese mice

[42]

Tryptophan 
metabolism

Indole Various 
tryptophanase-
producing bacteria 
such as
Lactobacillus spp.

Maintenance of host–microbe 
homeostasis at mucosal surfaces via 
IL-22

[43]

B. longum Increased barrier function [44]

B. fragilis Modulation of host metabolism [45]

I3A Lactobacillus spp. Maintenance of mucosal homeostasis 
and intestinal barrier function 
Protection against mouse intestinal 
inflammation.

[43, 46]

IPA Clostridium 
sporogenes

• Maintenance of intestinal barrier 
function and mucosal homeostasis

• Increased production of 
antioxidant and neuroprotectant 
molecules

[47, 48]

Llipid 
metabolism

HYA Lactobacillus spp. • Maintenance of intestinal barrier 
function

• Decreased inflammation

• Increased intestinal IgA 
production

[49, 50]

CLA Lactobacillus spp. Decreased inflammation [51]

Bifidobacterium 
spp.

Reduced adiposity [52]

F. prausnitzii Improved insulin sensitivity [53]

I3A, indole-3-aldehyde; IPA, indole-3-propionate; HYA, 10-hydroxy-cis-12-octadecoate (linoleic acid derivative); 
CLA, conjugated linoleic acid.
Modified from [29].

Table 1. 
Examples of intestinal microbiota-derived metabolites and their beneficial effects on human health.
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development and functional maturation of the gut immune system, including 
gut-associated lymphoid tissue, T-helper 17 cells, inducible regulatory T cells, IgA-
producing B cells, and innate lymphoid cells [13].

The HIM microbiota has a considerable input on the metabolomic profile, the 
complete set of intestinal metabolites, of the host [29]. Specifically, the microbiota 
is a major source of both circulating organic acids and tryptophan metabolites, 
which have beneficial effects on the host health (Table 1) [30–53].

Fermentative processes of nondigestible complex carbohydrates, from dietary 
fiber, by Firmicutes and Bacteroidetes, result in the production of various short-
chain fatty acids (SCFAs), such as acetate, propionate, butyrate, isobutyrate, valer-
ate, and isovalerate. These bacteria-derived SCFAs, in a physiological context, may 
serve as an energy source for enterocytes, stimulate water and sodium absorption, 
decrease colonic pH, etc. [30].

Hyperproduction or deficiency of SCFAs may also affect the pathogenesis of 
a diverse range of diseases, from allergies and asthma to neurological diseases 
[17, 29, 30]. For example, a diet high in fat and digestible saccharides provokes that 
majority of nutrients be absorbed in the duodenum, leaving very few substrates 
for the colonic bacteria, leading to dysbiosis. Higher levels of SCFAs can also alter 
the intercellular spaces between the cells, resulting in a leaky gut that allows for 
more metabolites and bacteria to pass through the epithelial barrier, where bacterial 
endotoxins and other microbial-derived metabolites can gain entry into the blood-
stream [17] Furthermore, dysbiosis can affect host immunity and neurobehavioral 
responses [17, 29]. Among SCFAs, butyrate is a promoter of colonic functionality 
and physical integrity, via cholesterol-rich membrane microdomain, as well as the 
preferred metabolic substrate for the colonocytes’ energy requirements [54].

Essential vitamins such as folate, vitamin K, and vitamin B12, for the host’s 
growth, are synthesized by gut microbiota, which in turn may affect DNA and his-
tone protein methylation [55–57]. Certain hormones and vitamins also participate 
in drug and poison removal [58].

Apart from carbohydrates, GI bacteria also metabolize complex lipids and 
proteins that are indigestible by the host [59–61]. Expression of colipase, a critical 
protein factor for lipid metabolism, and subsequent stimulation of the release of 
pancreatic lipases appear to be regulated by Bacteroides thetaiotaomicron [59].

The metabolism of tryptophan by the HIM and/or gut and immune cells follows 
three alternative pathways: (a) the transformation to ligands of the aryl hydro-
carbon receptor (AhR), (b) the kynurenine pathway (via indoleamine 2,3-dioxy-
genase 1), and (c) the serotonin (5-HT) production pathway. These pathways 
are performed by HIM, enterocytes/immune cells, and enterochromaffin cells, 
respectively. The HIM pathway yields several molecules, indole-3-aldehyde, indole-
3-acid-acetic, indole-3-propionic acid, indole-3-acetaldehyde, and indoleacrylic 
acid. AhR signaling is crucial for gut epithelium renewal and barrier integrity and 
acts over many immune cell types for responsiveness [62].

Microbial metabolism of tryptophan is very important for intestinal AhR activ-
ity, since the absence or imbalance of tryptophan-metabolizing organisms generate 
deficiency of AhR agonists [46]. The production of AhR ligands have been deter-
mined among few HIM species, Peptostreptococcus russellii and Lactobacillus ssp. 
Many GI and neuropsychiatric diseases have been related to dysbiotic impairment 
of tryptophan metabolism or to accumulation of the end products [62].

Several HIM species not only can synthesize but respond as well to hormones and 
neurotransmitters of bacterial and human origin, which impact their growth and 
virulence. Beneficial Lactobacillus spp. are able to synthesize acetylcholine and gamma-
aminobutyric acid (GABA), while Bifidobacterium spp. produce GABA. Escherichia 
spp. produce norepinephrine, serotonin, and dopamine; other Firmicutes species 

223

Interplay between Human Intestinal Microbiota and Gut-to-Brain Axis…
DOI: http://dx.doi.org/10.5772/intechopen.89998

Pathway Metabolite Microbial agent Health benefits Refs.

Carbohydrate 
metabolism

Butyrate Clostridia (clusters 
IV and IVa)

Increased intestinal barrier function [30, 31]

Faecalibacterium. 
Prausnitzii

Modulate intestinal macrophage 
function

[32]

Eubacterium spp. Regulation of colonic regulatory T 
cell homeostasis

[33, 34]

Roseburia spp. Induction of tolerogenic dendritic 
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belonging to Streptococcus and Enterococcus produce serotonin, and Bacillus produce 
norepinephrine and dopamine [17]. Those bacteria-derived neurotransmitters released 
directly to the intestinal lumen may either induce epithelial cells to in turn release 
molecules that modulate neural signaling within the enteric nervous system (ENS) 
or, after passing through the gut wall, gain entry into the portal circulation to exert 
direct effects on afferent axons [63, 64]. Indeed, several reports documented elevated 
levels of noradrenaline and adrenaline in the plasma of subjects coursing with systemic 
infections by gram-negative Proteobacteria, like Escherichia coli. (Reviewed in [64]).

2.2 Stability of HIM

Bacterial colonization of the human gut likely occurs at the time of birth, when 
infants born via vaginal delivery are inoculated with a complex mixture of maternal 
vaginal microorganisms. According to Dominguez-Bello et al. [65], those infants 
had colonizing Lactobacillus, Prevotella, or Sneathia species in their skin and muco-
sae, which resembled their own mother’s vaginal microbiota. In contrast, infants 
delivered by cesarean section had predominantly Staphylococcus, Corynebacterium, 
and Propionibacterium species, akin to their mothers’ skin microbiota. Thus, there 
is concern that babies delivered via cesarean section may receive an insufficient 
maternal bacterial load [17].

After birth, breastfeeding is the main factor defining the composition of new-
born’s GI microbiota, since breast milk provides a variety of specific antibodies and 
immediate immunity molecules that neutralize pathogenic bacteria. Breast milk 
also contains more than 200 oligosaccharides (prebiotics) that favor the growth 
of bifidobacteria [66, 67], which have been reported to prevent gastrointestinal 
infections by competitive exclusion of pathogens based on common binding sites 
on epithelial cells [67]. Therefore, in breastfed children, bifidobacteria reaches 
up to 90% of GI microbiota, followed by lactobacilli, Bacteroides, coliforms, and 
clostridia. In contrast, infants fed with infant formula have predominance of 
Bacteroides, enterococci, coliforms, and clostridia, with much lesser bifidobacteria, 
resembling the more diverse GI microbiota of adults [66, 67].

The initial breastfeeding-driven colonization is essential for induction of 
adaptive immunity and for early metabolic programming. After the introduction 
of complementary feeding, the microbiota differences between breastfed children 
and those fed with formula tend to disappear. It is assumed that the predominant 
bacteria in the intestinal microbiome of 3-year-olds are similar to those of adults 
and remain relatively stable lifelong [66, 67].

Daily variability of the HIM composition has been assessed in controlled feed-
ing studies, specifically short-term administration of extreme amount of fat and 
fiber intake, which revealed disturbance of the intestinal microbiome, but this 
effect was of low-scale and transient that not changed the individual’s enterotype 
designation [66, 67].

3. Gut-to-brain axis

The basis of the GBA cross-communication includes an array of multichannel 
sensing and trafficking pathways (neural, endocrine, immune, and metabolic) to 
transfer the enteric signals to the brain (Figure 1), which ultimate results in keeping 
proper maintenance of GI homeostasis, although its multiple effects likely impacts 
on brain performance and higher cognitive functions [1–3, 68].

The GBA comprises highly interconnected body systems. Those systems are the 
CNS, the autonomic nervous system (vagal and spinal nerves), and the ENS  
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(the arrangement of neurons and supporting cells throughout and embedded 
within GI tract, from the esophagus to the anus). Other critical components of GBA 
include the hypothalamic pituitary adrenal axis (HPA; release of gut hormones), 
the immune system (release of multiple cytokines), and bacteria-derived metabo-
lites (SCFAs and free amino acids). In fact, gut microbes have evolved alongside 
their host, through complex relationships, so influencing their own genotypic and 
phenotypic features [1–3]. However, failures in the GBA cross talk may lead to a 
number of health disorders, from inflammatory to metabolic and neurodevelop-
mental conditions, including ASD [1].

The following pathways may explain the influence of the gut microbiota on 
neurologic disorders through GBA: (a) production of neurotransmitters, (b) triggering 
release of gut hormones from entero-endocrine cells, (c) stimulation of the ENS and 
signaling to the brain via ascending neural pathways, and (d) activation of the immune 
system via cytokine release by the mucosa-associated immune cells.

At physiological conditions, GBA modulates the digestive processes like motility 
and secretion, immune function, and perception and emotional response to visceral 
stimuli [17]. The high comorbidity of stress-related neurologic disorders with GI 
disorders proves the impact of altered function of GBA [3].

4. Autism spectrum disorders

ASD is a group of neurodevelopmental abnormalities whose clinical manifes-
tations begin in early childhood (although their diagnosis may delay months to 
years later in life). Clinically ASDs show complex and heterogeneous features but 

Figure 1. 
The bidirectional pathways of the gut-to-brain axis and their effects. Modulation of the CNS by the 
gut microbiome (through microbial-derived molecules such as SCFAs, neurotransmitters, hormones and 
tryptophan metabolites) occurs primarily via neuro-immune and neuroendocrine mechanisms. Those microbial 
molecules reach brain sites directly or only induce central responses through long-distance neural signaling 
by vagal and/or spinal afferents. The autonomic nervous system regulates gut functions (motility, secretion, 
intestinal permeability, and mucosal immune response), which ultimately affect the microbial habitat, thereby 
modulating microbiota composition and activity.
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belonging to Streptococcus and Enterococcus produce serotonin, and Bacillus produce 
norepinephrine and dopamine [17]. Those bacteria-derived neurotransmitters released 
directly to the intestinal lumen may either induce epithelial cells to in turn release 
molecules that modulate neural signaling within the enteric nervous system (ENS) 
or, after passing through the gut wall, gain entry into the portal circulation to exert 
direct effects on afferent axons [63, 64]. Indeed, several reports documented elevated 
levels of noradrenaline and adrenaline in the plasma of subjects coursing with systemic 
infections by gram-negative Proteobacteria, like Escherichia coli. (Reviewed in [64]).

2.2 Stability of HIM

Bacterial colonization of the human gut likely occurs at the time of birth, when 
infants born via vaginal delivery are inoculated with a complex mixture of maternal 
vaginal microorganisms. According to Dominguez-Bello et al. [65], those infants 
had colonizing Lactobacillus, Prevotella, or Sneathia species in their skin and muco-
sae, which resembled their own mother’s vaginal microbiota. In contrast, infants 
delivered by cesarean section had predominantly Staphylococcus, Corynebacterium, 
and Propionibacterium species, akin to their mothers’ skin microbiota. Thus, there 
is concern that babies delivered via cesarean section may receive an insufficient 
maternal bacterial load [17].

After birth, breastfeeding is the main factor defining the composition of new-
born’s GI microbiota, since breast milk provides a variety of specific antibodies and 
immediate immunity molecules that neutralize pathogenic bacteria. Breast milk 
also contains more than 200 oligosaccharides (prebiotics) that favor the growth 
of bifidobacteria [66, 67], which have been reported to prevent gastrointestinal 
infections by competitive exclusion of pathogens based on common binding sites 
on epithelial cells [67]. Therefore, in breastfed children, bifidobacteria reaches 
up to 90% of GI microbiota, followed by lactobacilli, Bacteroides, coliforms, and 
clostridia. In contrast, infants fed with infant formula have predominance of 
Bacteroides, enterococci, coliforms, and clostridia, with much lesser bifidobacteria, 
resembling the more diverse GI microbiota of adults [66, 67].

The initial breastfeeding-driven colonization is essential for induction of 
adaptive immunity and for early metabolic programming. After the introduction 
of complementary feeding, the microbiota differences between breastfed children 
and those fed with formula tend to disappear. It is assumed that the predominant 
bacteria in the intestinal microbiome of 3-year-olds are similar to those of adults 
and remain relatively stable lifelong [66, 67].

Daily variability of the HIM composition has been assessed in controlled feed-
ing studies, specifically short-term administration of extreme amount of fat and 
fiber intake, which revealed disturbance of the intestinal microbiome, but this 
effect was of low-scale and transient that not changed the individual’s enterotype 
designation [66, 67].

3. Gut-to-brain axis

The basis of the GBA cross-communication includes an array of multichannel 
sensing and trafficking pathways (neural, endocrine, immune, and metabolic) to 
transfer the enteric signals to the brain (Figure 1), which ultimate results in keeping 
proper maintenance of GI homeostasis, although its multiple effects likely impacts 
on brain performance and higher cognitive functions [1–3, 68].

The GBA comprises highly interconnected body systems. Those systems are the 
CNS, the autonomic nervous system (vagal and spinal nerves), and the ENS  
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(the arrangement of neurons and supporting cells throughout and embedded 
within GI tract, from the esophagus to the anus). Other critical components of GBA 
include the hypothalamic pituitary adrenal axis (HPA; release of gut hormones), 
the immune system (release of multiple cytokines), and bacteria-derived metabo-
lites (SCFAs and free amino acids). In fact, gut microbes have evolved alongside 
their host, through complex relationships, so influencing their own genotypic and 
phenotypic features [1–3]. However, failures in the GBA cross talk may lead to a 
number of health disorders, from inflammatory to metabolic and neurodevelop-
mental conditions, including ASD [1].

The following pathways may explain the influence of the gut microbiota on 
neurologic disorders through GBA: (a) production of neurotransmitters, (b) triggering 
release of gut hormones from entero-endocrine cells, (c) stimulation of the ENS and 
signaling to the brain via ascending neural pathways, and (d) activation of the immune 
system via cytokine release by the mucosa-associated immune cells.

At physiological conditions, GBA modulates the digestive processes like motility 
and secretion, immune function, and perception and emotional response to visceral 
stimuli [17]. The high comorbidity of stress-related neurologic disorders with GI 
disorders proves the impact of altered function of GBA [3].

4. Autism spectrum disorders

ASD is a group of neurodevelopmental abnormalities whose clinical manifes-
tations begin in early childhood (although their diagnosis may delay months to 
years later in life). Clinically ASDs show complex and heterogeneous features but 

Figure 1. 
The bidirectional pathways of the gut-to-brain axis and their effects. Modulation of the CNS by the 
gut microbiome (through microbial-derived molecules such as SCFAs, neurotransmitters, hormones and 
tryptophan metabolites) occurs primarily via neuro-immune and neuroendocrine mechanisms. Those microbial 
molecules reach brain sites directly or only induce central responses through long-distance neural signaling 
by vagal and/or spinal afferents. The autonomic nervous system regulates gut functions (motility, secretion, 
intestinal permeability, and mucosal immune response), which ultimately affect the microbial habitat, thereby 
modulating microbiota composition and activity.
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generally are defined by a core symptomatology including impaired social commu-
nication (oral and nonverbal languages, eye contact), behavioral problems (fixated 
interests in the daily routine, engagement in repetitive manners, exacerbated 
responses to external stimuli), and self-isolation, with or without impairment of 
cognitive abilities and competences [9, 69].

According to the latest American Psychiatric Association’s diagnostic criteria 
[69], ASDs include conditions known as autism disorder (AD), Asperger’s syn-
drome, childhood disintegrative disorder, and pervasive developmental disorder 
not otherwise specified (PDD-NOS).

Noteworthy ASD clinical features show extensive heterogeneity among affected 
subjects, according to the developmental stage, to chronological age, and to specific 
disorder within the spectrum (and even within the same disorder) [9, 69].

Until of April 2018, ASD were estimated to affect, in average, 1 in every 160 
children worldwide, with a yearly rising incidence, and an estimated boy to girl 
ratio of 5:1 [70]. Data from the USA reveal that prevalence of ASDs has dramatically 
increased from 4.5 in 10,000 children in 1966 to 1 in 68 in 2010 and finally to 1 in 59 
children in 2014 [71].

This recent outburst in frequency may be partly attributed to increased public 
awareness and or to better diagnosis; however, the occurrence of other factors, such 
as exposure to environmental chemicals, diet alterations, metabolic status, and 
changes in microbiota composition, cannot be excluded [17].

Despite the alarming rise trend in frequency of diagnosed cases in developed 
countries, the etiopathogenesis of ASD is still unknown; thus, there are no consen-
sus in medical, neurologic, or psychiatric treatments [10]. Moreover, a diversity of 
comorbidities also affect ASD individuals, including one or more of the following: 
anxiety, intellectual disability, epilepsy/seizures, attention deficit and hyperactivity 
disorder, GI disorders, sleep disorders, obesity, depression, bipolar disorder, and 
Tourette’s syndrome, among others (Figure 2) [6, 7, 9].

Among the most frequent GI comorbidities in ASD subjects are exacerbated flatu-
lence (60%), bloating (38%), abdominal pain (37%), diarrhea (28%), burping/belch-
ing (25%), gastroesophageal reflux symptoms (16%), and constipation (10%) [8].

Figure 2. 
Relevant features of ASD and their most frequent comorbidities. The colored figures represent typical features 
defining ASD, while colorless figures represent the most prevalent of its comorbidities. ADHD, attention deficit 
and hyperactivity disorder; GI, gastrointestinal, OCD, obsesive –compulsive disorder.
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Research on ASD was primarily focused on genetic associations, but recent evi-
dence has suggested that other environmental factors, including pre- or postnatal 
exposure to chemicals and drugs, air pollution, stress, maternal infection, the HIM, 
and dietary factors, may play a role in the clinical manifestations of the ASD [17].

5. Interplay between HIM and GBA in the context of ASD

About 40–60% of ASD children suffer from gastrointestinal comorbidities [8], 
although due to their social and communicative impairments, the real prevalence of 
gastrointestinal issues among ASD patients may be higher. Such intestinal dysfunc-
tion in this group of patients may be caused by disturbances in the pathways under-
lying the GBA, with a central role of the HIM and including an immune component.

Several studies have demonstrated HIM dysbiosis in ASD subjects; however, 
little or null correlation between studies has been obtained, mainly due to variations 
in study groups, control groups, and the use of diverse methods for microbiota/
microbiome determinations and analysis (Table 2) [67, 72]. In short, 13 of the 15 
studies showed some degree of dysbiosis among ASD patients as compared with 
controls (total combined sample of 585 individuals, 339 ASD, 61 control siblings, 
and 185 unrelated neurotypical controls), whereas 2 of the 15 studies found no 
significant differences among ASD subjects as compared with siblings controls (no 
neurotypical controls were included).

Altogether the microbiome data from the studies showed in Table 2 suggests 
some important features among stool samples of ASD subjects: (a) levels of clos-
tridia, Desulfovibrio, and Sutterella seem consistently elevated; (b) on the opposite, 
levels of Prevotella and bifidobacteria appears to be reduced; (c) the Bacteroidetes/
Firmicutes ratio showed inconsistent results over different cohorts. There are sig-
nificant, but not consistent, distinctive different microbiome compositions in ASD 
patients, regardless of gastrointestinal problems, compared to controls [73–90]. 
Moreover, the presence of HIM dysbiosis may correlate with ASD phenotype [91].

Dysbiosis in ASD is also associated with increased permeability of the GI tract, 
the leaky gut, which leads to the entry of endotoxins, and other bacterial products 
into the bloodstream [92]. Bacterial lipopolysaccharide (LPS) can alter neuronal as 
well as microglial activity in brain regions involved in emotional control [93–95]. In 
fact, serum levels of LPS were significantly higher among ASD subjects compared 
to healthy individuals and correlated with impaired social behavioral scores [96].

Serotonin synthesis in the gut and the brain depends on the availability of 
dietary tryptophan. High levels of blood serotonin were found in children with ASD 
[97–99], which contrasts with finding of decreased brain serotonin synthesis in 
ASD subjects [100]. A significant correlation between whole-blood serotonin levels 
and low-grade intestinal inflammation in ASD was demonstrated [101]. Regarding 
these findings, a likely explanation was proposed by de Theije et al. (2011) [91]: 
After GI inflammation, the intestinal serotonin release provokes changes in motil-
ity, secretion, vasodilation, and permeability, leading to functional intestinal 
dysmotility, stool inconsistency, and abdominal pain. Since the majority of dietary 
tryptophan is transformed in serotonin by HIM during inflammation, less trypto-
phan (and serotonin) will be available for the brain resulting in mood and cognitive 
dysfunction in ASD and increased autistic behavior [102].

Propionic acid, a major SCFA produced by clostridia, Bacteroides, and 
Desulfovibrio, has been associated with ASD, since it can induce ASD-like behavioral 
deficits in rats [103, 104]. Detrimental effects of propionic acid are suggested to be 
through mitochondrial and epigenetic modulation of ASD-associated genes. In fact, 
elevated levels of SCFAs are described in the stool of ASD children [82, 105].
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About 40–60% of ASD children suffer from gastrointestinal comorbidities [8], 
although due to their social and communicative impairments, the real prevalence of 
gastrointestinal issues among ASD patients may be higher. Such intestinal dysfunc-
tion in this group of patients may be caused by disturbances in the pathways under-
lying the GBA, with a central role of the HIM and including an immune component.

Several studies have demonstrated HIM dysbiosis in ASD subjects; however, 
little or null correlation between studies has been obtained, mainly due to variations 
in study groups, control groups, and the use of diverse methods for microbiota/
microbiome determinations and analysis (Table 2) [67, 72]. In short, 13 of the 15 
studies showed some degree of dysbiosis among ASD patients as compared with 
controls (total combined sample of 585 individuals, 339 ASD, 61 control siblings, 
and 185 unrelated neurotypical controls), whereas 2 of the 15 studies found no 
significant differences among ASD subjects as compared with siblings controls (no 
neurotypical controls were included).

Altogether the microbiome data from the studies showed in Table 2 suggests 
some important features among stool samples of ASD subjects: (a) levels of clos-
tridia, Desulfovibrio, and Sutterella seem consistently elevated; (b) on the opposite, 
levels of Prevotella and bifidobacteria appears to be reduced; (c) the Bacteroidetes/
Firmicutes ratio showed inconsistent results over different cohorts. There are sig-
nificant, but not consistent, distinctive different microbiome compositions in ASD 
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the leaky gut, which leads to the entry of endotoxins, and other bacterial products 
into the bloodstream [92]. Bacterial lipopolysaccharide (LPS) can alter neuronal as 
well as microglial activity in brain regions involved in emotional control [93–95]. In 
fact, serum levels of LPS were significantly higher among ASD subjects compared 
to healthy individuals and correlated with impaired social behavioral scores [96].

Serotonin synthesis in the gut and the brain depends on the availability of 
dietary tryptophan. High levels of blood serotonin were found in children with ASD 
[97–99], which contrasts with finding of decreased brain serotonin synthesis in 
ASD subjects [100]. A significant correlation between whole-blood serotonin levels 
and low-grade intestinal inflammation in ASD was demonstrated [101]. Regarding 
these findings, a likely explanation was proposed by de Theije et al. (2011) [91]: 
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ity, secretion, vasodilation, and permeability, leading to functional intestinal 
dysmotility, stool inconsistency, and abdominal pain. Since the majority of dietary 
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phan (and serotonin) will be available for the brain resulting in mood and cognitive 
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Desulfovibrio, has been associated with ASD, since it can induce ASD-like behavioral 
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Scientific literature supports the notion that the HIM plays a crucial role in the 
pathogenesis of ASD, so scientists are now targeting gut microbiome as a thera-
peutic approach for such disorder (reviewed in [106]). First, modification of high 
lipid and sugar diet for a fiber- and protein-containing one showed improved skills 
while ameliorated ASD behavioral deficits. Second, supplementation with prebiot-
ics (inulin, fructo-oligosaccharides, galacto-oligosaccharides, and lactulose) allows 
specific changes, both in the composition and/or activity of the gut microflora, 
mainly inducing the growth of indigenous lactobacilli and bifidobacteria. Third, 
probiotics administration, either Bacteroides fragilis or Lactobacillus reuteri, there 
were improvements in ASD-associated behaviors, counteract effect of harmful 
infections and stimulation of the host’s immune system. Fourth, fecal microbiota 
transplant, usually applied for treating recurrent Clostridium difficile infection 
and other GI disorders, consists of a sample containing about a thousand indig-
enous bacterial species of the GI from a neurotypical donor, treatment showed 
sustained improvement of both GI- and ASD related symptoms (up to 8 weeks 
posttreatment).

6. Conclusion

After the complete sequencing of the human genome was achieved, the scien-
tific community began, in the second half of the past decade, the task of mapping 
the human microbiota, mainly the intestinal microbiota. In parallel, the notion that 
the ENS interplay with the intestinal microbiota, generating responses in the CNS, 
through the GBA and HPA axis, has opened an avenue for the study of gastrointesti-
nal, metabolic, and/or neuropsychiatric disorders.

In this landscape, an increasing body of evidence suggests that HIM has a key 
role in gut and brain development and functionality but also in pathogenesis of 
mental disorders, including ASD. Studies on ASD have showed that HIM dysbiosis, 
with altered Bacteroidetes/Firmicutes ratio, presence of detrimental key species, 
and dysregulation of bacterial metabolite release, appears to correlate with severity 
of ASD symptoms. In this regard, intervention measures to restore HIM homeosta-
sis are likely promising.

However, the part concerning the microbiota is only one more piece of the 
puzzle that are ASDs, mainly because the etiology of such disorders remains elusive.
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Scientific literature supports the notion that the HIM plays a crucial role in the 
pathogenesis of ASD, so scientists are now targeting gut microbiome as a thera-
peutic approach for such disorder (reviewed in [106]). First, modification of high 
lipid and sugar diet for a fiber- and protein-containing one showed improved skills 
while ameliorated ASD behavioral deficits. Second, supplementation with prebiot-
ics (inulin, fructo-oligosaccharides, galacto-oligosaccharides, and lactulose) allows 
specific changes, both in the composition and/or activity of the gut microflora, 
mainly inducing the growth of indigenous lactobacilli and bifidobacteria. Third, 
probiotics administration, either Bacteroides fragilis or Lactobacillus reuteri, there 
were improvements in ASD-associated behaviors, counteract effect of harmful 
infections and stimulation of the host’s immune system. Fourth, fecal microbiota 
transplant, usually applied for treating recurrent Clostridium difficile infection 
and other GI disorders, consists of a sample containing about a thousand indig-
enous bacterial species of the GI from a neurotypical donor, treatment showed 
sustained improvement of both GI- and ASD related symptoms (up to 8 weeks 
posttreatment).

6. Conclusion

After the complete sequencing of the human genome was achieved, the scien-
tific community began, in the second half of the past decade, the task of mapping 
the human microbiota, mainly the intestinal microbiota. In parallel, the notion that 
the ENS interplay with the intestinal microbiota, generating responses in the CNS, 
through the GBA and HPA axis, has opened an avenue for the study of gastrointesti-
nal, metabolic, and/or neuropsychiatric disorders.

In this landscape, an increasing body of evidence suggests that HIM has a key 
role in gut and brain development and functionality but also in pathogenesis of 
mental disorders, including ASD. Studies on ASD have showed that HIM dysbiosis, 
with altered Bacteroidetes/Firmicutes ratio, presence of detrimental key species, 
and dysregulation of bacterial metabolite release, appears to correlate with severity 
of ASD symptoms. In this regard, intervention measures to restore HIM homeosta-
sis are likely promising.

However, the part concerning the microbiota is only one more piece of the 
puzzle that are ASDs, mainly because the etiology of such disorders remains elusive.
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Abstract

Efforts put in overriding the inulin abundant invader nastiest category I weeds 
are infeasible that lead into its impermanent confiscation. Hence, their heedful 
exploitation is obligatory. These invasive weeds have ample amount of inulin, which 
serves as a renewable, cheap raw substrate for inulinase production. Therefore, they 
have enticed intention of many researchers toward exploring more idiosyncratic 
inulinase producing microbial strains that utilize invasive inulin-rich weeds as 
substrate for fructose liberation. Plenteous industrial applications of inulinases 
have marked it distinctly crucial in recent biotechnological epoch. This review thus 
elaborates the literature on infused footprints embedded by the substituted low 
calorie healthy sweetener in new advancing fields.

Keywords: invasive, weed, inulinases, low calorie, healthy sweetener, fructose

1. Introduction

Weeds are plants that grow luxuriantly in unsolicited places with no special 
assistance of human. These plants spread rapidly by shading abundant seedlings, 
making land unfit for agriculture, forestry, and livestock. Their characterized 
adaptability to extensive range of soils and weathers has proved a boon for their 
survival at any piece of earth. They also have capabilities of tumbling inherent plant 
ecosystems and fluctuating natural biota in injurious ways. Due to the competency 
of piercing and interchanging indigenous flora, majority of them are recognized as 
environmental weeds or exotic or noxious aggressive invaders [1].

Apart from this negative side, countless constructive purposes of weeds as a part 
of their control strategies have still remained unnoticed. Therefore, this research 
theme was needed to be explored and expanded. Consequently, when seen from a 
different standpoint, such weeds have high inulin in them. Thus, this work explores 
inulin-rich weeds as a veritable and bioconvertible resource for sugary wealth 
creation, using efficient inulinase producing microbes.

2. Inulin

Inulin is an allocated polysaccharide mixture composed of α-d-glucopyranosyl-[β-
(2,1)-d-fructofuranosyl]-d-fructofuranosides linked by β-(2,1)-d-fructosyl-fructose 
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bonds, and each of this chain is terminated by fructose moiety. The linking and bond-
ing in inulin moiety are designated in Figure 1. Inulin is a reservoir of nondigestible 
carbohydrate known as fructans. It constitutes the bulk of glycosidic bonds joining 
fructosyl-fructose. The inulin-type fructans stored in Dicotyledonous species are 
connected with linear β(2→1) fructofuranosyl units, whereas monocots encompass 
branched complex-type fructans [2].

3. Plant sources of fructans

Inulin is abundant in structures such as bulbs, tubers, and tuberous roots of 
grasses and flowering plants belonging to Liliaceae (3500 species) and Compositae 
(25,000 species) families. Such plants, for example, asparagus, wheat, rye, and 
dahlias, mostly lack starch and thus synthesize inulin as energy store house. A 
wide array of inulin-rich plants with their inulin content is symbolized graphically 
(Figure 2) [3].

Figure 2. 
Schematic depiction of inulin content in variety of inulin consisting plants.

Figure 1. 
Inulin structure.
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Jerusalem artichoke (Helianthus tuberosus) and chicory (Cichorium intybus) are com-
mon commercialized inulin source available in market. The fleshy tap root of chicory 
serves as warehoused of inulin (70–80%) [4]. Depending upon the growth stage of 
chicory, either inulin or oligofructose can be obtained captivatingly. After full root 
development and inflorescence axis arrival, endoinulinase hydrolyzes inulin into oligo-
fructose, and exoinulinase further converts it into fructose. Most European countries 
have officially recognized inulin, oligofructose, and fructose as natural food ingredi-
ents, thereby having vast fascinating functional features that are beneficial to satisfy the 
needs of industries for imminent healthy food formulations. The present work currently 
focuses on two invasive home-grown (Tithonia rotundifolia and Cosmos bipinnatus) and 
one universally studied (Agave sisalana) inulin-rich weed species (Figure 3).

3.1 Agave

Agave is the most taxonomically diverse members of family Agavaceae. They are 
been surviving in extreme conditions by adapting themselves morphologically and 
physiologically. To escape transpirational water loss, they conduct crassulacean acid 
metabolism, thus liberating fructans as the chief photosynthetic product. A. sisalana 
was the common species found throughout Asia with rich inulin content, thus being 
used as substrate for alcohol and inulinase synthesis [5].

3.2 Cosmos bipinnatus

Cosmos bipinnatus of Asteraceae family is commonly famous as garden cosmos 
or Mexican aster, which is an inulin comprising weedy annual herb exotic for India. 
It has acclimatized on infertile, sandy soils along roadsides, exposed slopes, fence 
lines, hedgerows, or background areas as an ornamental plant getting transmuted 
into invasive weed [1].

3.3 Tithonia rotundifolia (Mill.) S. F. Blake

It belongs to family Asteraceae/Compositae and is commonly known as red 
sunflower, rooisonneblom, Japanese sunflower, shrub sunflower, and tree marigold. 
It is rich in inulin [6]. Thus, it serves as renewable raw material for fructose syrup 
(d-fructose) production. It is also grown as a green manure. But its high propagation 
frequency has forced to classify it as alien, invasive, competitive, allelopathic [7], nox-
ious category 1 weed. There are reports on these weeds competing with crop plants and 
shading out native vegetation in the humid and subhumid tropics of South America, 
South East Asia, and tropical and subtropical Africa. Thus, the overall deleterious 
impressions put forth by this weed need to be rectified by an ecofriendly way.

Figure 3. 
Inulin-rich weeds under present investigation: (a) Agave sisalana, (b) Cosmos bipinnatus, and (c) Tithonia 
rotundifolia.
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4. Weed management strategies

Control majors like manual irradiation of these inulin-rich weeds are a tough 
job since they induce allergic effects [8]. Chemical practice can be used, but 
there are reports reviling the incidences of herbicide resistance weed expansion. 
Additionally, a striking raise in expenditure (>30$ ha–1) of such weed remedy is 
too observed [9]. Accumulation of chemical scums in groundwater was another 
problem that emerges by the application of herbicides [10].

Thus, the pressure was to lessen herbicide usage and to reevaluate its environ-
mental safety, development of alternative weed-control options was cheered. The 
best proposed avenue is to use microbial weed treating strategy, where actively 
propagating microorganism is subjected on target weed to achieve rapid control 
by its enzymatic hydrolysis into cost-effective product. Thus, exploiting inulinase 
producing soil microbes has been crucial tool in our efforts to renovate these weeds 
into fructose: a profitable calorie condensed sweeteners [11]. Microbial bioconver-
sion finally is the best defense evident against this invasive attack.

5. Inulinase

Inulinases are fructofuranosyl hydrolases that cleave inulin into fructose 
moieties. Fructo-sugars, fructooligosaccharides (FOSs), or simply oligofructoses 
are the fructose oligomers formed after the action of inulinase on inulin [12]. 
Inulinase is an industrially crucial class of enzyme incorporated into glyco-
side hydrolase families 32 and 91. Based on their mode of action (Figure 4) 
on inulin, inulinases are alienated into dualistic types: (1) exoinulinase 
(β-d-fructanfructohydrolase, E.C. 3.2.1.80) and (2) endoinulinase (2, 1-β-d-
fructanfructanohydrolase, E.C. 3.2.1.7) [13].

5.1 Microbial sources of inulinase

Phylogentically diverse microorganisms comprising bacteria, filamentous fungi, 
yeasts, and actinomycetes were testified to synthesize inulinase enzyme [14]. Due to 

Figure 4. 
Enzymatic hydrolysis of inulin-rich weed where (*) signifies site of inulinase activity on repeating  
β-(1-2)-d-fructosyl units of inulin.
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the easy cultivation and higher enzyme yield, bacterial spp. are being commercially 
exploited to produce inulin hydrolyzing enzymes. The literature published recently 
[9, 13, 15–21] regarding the inulinase producers yielding maximum enzyme is 
embodied in Figure 5.

5.2 Substrates for inulinase production

Media complexity and culture conditions influence the enzyme production 
critically. The morphogenesis and metabolic pathway involved in enzyme induc-
tion can be noticeably affected by altering the media components and the growth 
parameters. Therefore, this substitution may accelerate biocatalysis of substrate 
into desirable products.

Inulin, starch, sucrose, and inulin-rich plant extracts are been widely utilized 
as exclusive, cheap, and best carbon source for biosynthesis of inulinase by several 
microbes. This polyfructan along with naturally occurring inulin-rich material 
and mixed substrates contributes as potent inducers for inulinase production. This 
plant-derived abundant storage polysaccharide is also present in roots and tubers 
of Compositae and Gramineae plants and numerous invader weeds. The review 
mentions a wide substrate used for inulinase production mutant [9, 19]. Dahlia 
(Dahlia pinnata), rhizosphere of Jerusalem artichoke (H. tuberosus), chicory (C. 
intybus) roots, kuth (Saussurea lappa) roots, Allium sativum, and Allium cepa have 
broadly been exploited for this perseverance. Mature C. intybus root was found to 
be the best substrate for receiving maximum extracellular inulinase from Fusarium 
oxysporum [22].

Figure 5. 
Glance on varied inulinase producing microorganisms [55–78].
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Figure 4. 
Enzymatic hydrolysis of inulin-rich weed where (*) signifies site of inulinase activity on repeating  
β-(1-2)-d-fructosyl units of inulin.
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intybus) roots, kuth (Saussurea lappa) roots, Allium sativum, and Allium cepa have 
broadly been exploited for this perseverance. Mature C. intybus root was found to 
be the best substrate for receiving maximum extracellular inulinase from Fusarium 
oxysporum [22].

Figure 5. 
Glance on varied inulinase producing microorganisms [55–78].



Microorganisms

248

5.3 Inulinase production

Enzyme production is critically influenced by media complexity and culture 
conditions. Alterations in these two factors noticeably affect the morphogenesis and 
metabolic pathway involved in enzyme induction. It may accelerate biocatalysis of 
substrate into desirable products.

Inulinase enzymes are commercially produced consuming synthetic inulin and 
agroindustrial residues by submerged fermentation as well as by solid-state fer-
mentation (SSF). Microorganisms, substrate, and cultivation method for inulinase 
production in certain studies reported in the literature [23, 24] are described later. 
The records show a resilient inclination to substitute high value synthetic inulin by 
agroindustrial substrates so as to make this enzyme production process cost effec-
tive. Kluyveromyces genus is reported to be the excellent inulinase producers [25]. 
Researchers explained that under optimum condition, the Kluyveromyces marxianus 
NRRL Y-7571 extracellular enzyme concentration extended to 391.9 U/g of dry 
fermented bagasse. Thus, due to the high availability and low rate sugarcane and 
corn industries, deposits (sugarcane bagasse, molasses, and corn steep liquor) can 
be economically attractive [26].

5.4 Factorial design

The escalated microbial growth and enzyme yield throughout the fermentation 
need to be keenly monitored. This is well accomplished by optimizing the fermentation 
conditions. The single-dimensional traditional simple frequently employed optimiza-
tion method encompasses fluctuation of one independent variable at given level and 
maintaining others constant. Since it lacks the possible interactions among factors, 
it is least preferred. Thus, an effectual experimental scheme like response surface 
method is adopted to operate optimal conditions for multivariable systems. It aids in 
appreciating interaction of parameters and recognizing optimal range for higher yield. 
It also includes variety of statistical techniques used for experimental design and model 
erection that measures and scrutinizes the optimum conditions. Effective optimization 
of fungal, bacterial, and yeast inulinase production consuming diverse substrates such 
as Jerusalem artichoke, sugarcane bagasse, and molasses in submerged or solid-state 
cultivation was stated in the literature [27]. Diagrammatic depiction of microorgan-
isms and optimized experimental variables is accessible in Figure 6 [13, 16, 28–33].

5.5 Purification and properties of inulinases

The nature, interaction, and additional specific properties can be well under-
stood in case of pure enzymes than the crude ones. Enzyme purification thus serves 
as a crucial footstep. The efficacious purification is reliant on complexity, charge 
distribution, and physicochemical properties of enzyme. Size, polarity, ligand 
interactions, and solubility are few of the strategic factors that define the choice of 
purification techniques to be applied for purifying inulinase. Some common puri-
fication techniques hired are salt or solvent precipitation, ion exchange, affinity, 
hydrophobic interaction, gel exclusion chromatography, and ultrafiltration [34].

Implication of ammonium sulfate precipitation method followed with column 
chromatography, boosted X. oryzae endoinulinase recovery by 2.9-folds [35]. 
Thermostable endoinulinase from Bacillus smithii was purified by ammonium 
sulfate precipitation and ion exchange chromatography. The exoinulinase synthe-
sized by Arthrobacter spp., Arthrobacter globiformis, Bacillus stearothermophilus, 
Pseudomonas mucidolens, and Thermotoga maritima was recovered and purified 
for further studies. Salt precipitation functioned better in bacterial inulinase 
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purification, whereas organic solvent precipitation was preeminent for fungal 
inulinases. The extraordinary solubility of ammonium sulfate in water makes it 
more preferential for salt precipitation. This ammonium sulfate after cleavage gets 
converted into two ionic forms, thus sustaining its top most position in Hofmeister 
series. Structural integrity of protein is least exaggerated by this salt during the 
salting out progression. The increased probability of protein repression in organic 
solvent existence reduces its utility in enzyme purification. Maximum reports on 
use of ion exchange and gel exclusion chromatography followed by high selective 
affinity chromatography are noticed for biomolecule purification. The chemical 
structure and function of bacterial and fungal inulinase decide which purification 
techniques are to be employed for its purification. These techniques are reliable in 
convalescing interested protein in short time. The requisite factors like widely oscil-
lating temperature and pH stability of inulinase, along with other vital characters, 
before being exploited for industrial applications need to be thoroughly inspected.

Physical elements such as molecular weight (Mr), Michaelis-Menten constant 
(Km), and maximal velocity (Vmax) are significantly imperative to characterize an 
enzyme. Heteromeric structure and any conformational variations are well enlight-
ened by molecular weight studies of an enzyme. Km and Vmax values illuminate the 
enzyme kinetics and also emphasize on the specificity and affinity of inulinase for 
varied substrates. This affinity is designated by Km. Km is the substrate concentra-
tion that engages half of enzyme’s active site. Lower Km illustrates higher affinity of 
enzyme toward specific substrate and vice versa.

5.6 Structural peculiarities of purified inulinases

The molecular masses of bacterial and fungal inulinases oscillate in the range 
from 28 to 450 kDa as denoted in Figure 7 [36]. Most of the fungal inulinases have 

Figure 6. 
Highlight on inulinase production by various microbes under specific fermentation conditions.
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molecular weight exceeding 50.0 kDa. Three inulinases with molecular masses 
42, 65, and 57 kDa were isolated and purified from Kluyveromyces species Y 85.

Characterization of fungal and bacterial endoinulinases is also investigated 
after its purification. The purified endoinulinase harvested from Penicillium sp. 
TN-88 has molecular mass of 68.0 kDa [37]. Arthrobacter sp. S37 also produced 
extracellular endoinulinase, which was purified and found to have approximately 
75 kDa [38].

5.7 Profitable approach of inulinase efficacy

Owing to the scenarios in food, pharmaceutical and nutraceutical industries, 
microbial hydrolysis and bioconversion of inulin have established a new source of 
revenue to several workers [39].

Inulinase offers exciting perceptions in view of the budding need for the 
Ultrahigh-Fructose Syrup (UHFS) production from inulin. Approximate 95% 
pure fructose can be obtained by enzymatic hydrolysis of inulin in the pres-
ence of inulinase. Thereby, inulinase-producing microbes are been extensively 
exploited by numerous industries so as to get value-added UHFS from inulin-rich 
weeds.

Inulinase and inulinase producers along with superfluous microorganism amal-
gamation are prominently affianced for simultaneous saccharification and fermen-
tation (SSF) of diverse substrates in ethanol production methods [39–41]. Ethanol 
is the greatest hired liquid biofuel either as a fuel or as a gasoline complement [42]. 
Agave, chicory, dahlia, Jerusalem artichoke tuber, and many other inulin-rich 
weeds aid as the finest raw resources for fuel ethanol production. Certain wild-type 
microbes were mutated to offer maximum yield. Various experimentations were 
performed on sugar-beet molasses and numerous plant extracts so as to be used as 
feedstock to gain ethanol.

Inulinases are furthermore broadly subjugated in commercialization of inulo 
[43], gluconic acid, sorbitol, pullulan, acetone-butanol [44], and other key products.

Figure 7. 
Comparison of molecular masses of inulinase from numerous microbial sources obtained after SDS-PAGE 
electrophoresis.
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6. Product formed after inulinolytic hydrolysis

The hydrolysis of inulin feedstock by inulinase yields astonishing amount of 
fructose in fermented broth. Carbohydrate, particularly fructose, is an indispen-
sible chunk of the human diet. It owes exceptional properties and is nearly 1.5 times 
sweeter than sucrose, thus enhancing the palate and pleasure of several foodstuffs. 
It is recovered by passing through carpet bag filters containing activated charcoal 
and is further crystalized using chilled solvents, ethanol specifically.

Beyond 30 proceeding years, pure crystalline fructose has stood at the heights 
in the market as a health supplement in food and beverage. Purity is the pivotal 
feature that draws a distinguishing sharp line between crystalline fructose and high 
fructose corn syrup (HFCS). Crystalline fructose products are characteristically 
100% pure fructose, while HFCS comprehends nearly equivalent shares of fructose 
and glucose-like sucrose (table sugar). As pure crystalline fructose is bounteously 
sweeter than sugar, its minor amount is also adequate to accomplish the same level 
of sweetness. Thus, lower-sugar and trifling calorie foods typically contain pure 
crystalline fructose. Food genii company also favors pure crystalline fructose as it 
owns supplementary properties beyond sweetness, which marks it very lucrative in 
drinks and candy, cakes, and other food industries [45].

6.1 Purification of fructose

The separation of FOS and fructose is frequently accomplished by reckon-
able chromatographic techniques. In dietetic products, optimal FOS separation 
is done by implementing glass-packed precoated silica gel with sodium acetate. 
Liquid chromatography (LC) with acetonitrile as a mobile phase is executed to 
purify nonstructural carbohydrates such as sugars and FOS with 3–19 degrees 
of polymerization. Auxiliary cost-effective methods exploiting activated char-
coal fixed bed column with 80% degree of purification and 97.8% recovery 
of Fructose are superfluously proficient [43]. Purified fructose is assessed by 
diverse techniques such as NMR, MALDI-MS, MALDITOF, GC-MS, and ESI-MS 
[46]. The prebiotic fructose metabolism in microorganisms can be premeditated 
through microarrays [43].

6.2 Commercial applications of fructose

Pure fructose along with FOSs is finely specified to exist in voluminous 
natural foods. Gigantic companies are manufacturing these extensively applicable 
healthy and calorie-free products via hydrolyzing inulin weeds by exploiting 
microbial inulinases. Few lucrative applications of fructose emphasized in the 
review [47].

6.2.1 In food industries

Fructose serves as one of the key ingredients in food products such as energy 
and sports drinks, flavor boosted water, carbonated sodas and drinks, beverages, 
low-calorie food options, cereals, oatmeal, and yogurts and baked goods [3].

6.2.2 Fortification of nominated fruit juice beverages

Investigation reveals that sucrose employed as fruit juice sweetener, with no 
considerably quality loss can be replaced with FOS and fructose.
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6.2.3 Fructose in medicine

Fructose is very frequently found as sweetener in cough suppressants, deconges-
tant drops, rubs, and liquids for children and adults. Many pharmaceutical tablets, 
syrups, and solutions commonly have fructose as an excipient [48].

6.2.4 Proficient sweetener for diabetics

Inulinase from Aspergillus oryzae carries out hydrolysis liberating fructose and 
FOSs. Existence of mono to pentasaccharides without toxic microbial metabolites 
in the hydrolyzed product was assessed with NMR spectroscopy and LC-MS, thus 
excavating its application as a food ingredient [49].

6.2.5 Supplementing oral electrolyte solutions as diarrhea control remedy

The retrieval of overall bacterial counts amplified by ingestion of OES and 
fructose to pigs with acute diarrhea induced by cholera toxin was the most attention 
grabbing finding [50].

6.2.6 Dietary intonation of the human colonic microbiota

A trifling prebiotic effect with no gastrointestinal distress in pediatric patients 
with cancer was found to be induced by FOS, especially fructose [51].

6.2.7 Immunomodulatory effect

Clinical trials direct that fructose and FOS supplementation can reduce the 
influx of clinical inflammation, abridged level in cytokine interleukin (IL)-1α, and 
necrosis factor-α in ulcerative colitis by Bacillus longum. A shoot-up in IL10 positive 
mucosal dendritic due to inulin, fructose, and FOS intake was displayed in patients 
with Crohn’s illness [52].

6.2.8 Cancer treatment

Incidence of cancer has been rapidly decreasing due to the use of FOS and 
fructose. Tumor growth, cell differentiation, and upregulate apoptosis were vetoed 
by the Butyrate manufactured by FOS and fructose [53].

6.2.9 Antibiotic therapy

Damage of normal protective intestinal microflora was a common observation 
found to be accompanied with acute diarrhea after been treatment with penicillin, 
cephalosporin, and clindamycin antibiotics. Double-blind randomized controlled 
trials were set, which efficaciously explain that in the course of antibiotic treatment 
reoccurrence of diarrhea was shortened in patients ingesting fructose.

6.2.10 Antioxidant properties

Mesa and his coworkers studied protein glycation and cross linking along with 
the effect of elevated temperature and proteolysis on antioxidant properties of the 
Maillard reaction mixtures of soy protein isolates, FOS, and fructose with appropri-
ate controls [54].
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6.2.11 Enhancing Salmonella vaccine efficacy

An elevation in specific blood immunoglobulin G specific to Salmonella and 
fecal immunoglobulin A was recorded in mice fed on the fructose and inulin 
encompassing diet as compared with control mice when infected with LD100 of 
virulent S. typhimurium for tolerable time interlude [49].

7. Concluding remark

The current review discloses the elucidations of many global researchers spe-
cifically highlighting on the isolation of novel inulinase-producing rhizospheric 
microbial flora to hydrolyze high inulin content in weeds, thereby serving as 
a potential, abundant, and profitable avenue of fructose production with vast 
industrial applications. The food and pharmaceutical preparations with fructose 
have extended at the top in the market demand list of health conscious modern era. 
Thereby, the enzyme production expenses linger to be the logjam in understanding 
its commercial application.

Thus, this review explores the exploitation of inulin containing weeds such as 
Tithonia and Cosmos as low-value and efficacious replacement of synthetic inulin as 
substrates for inulinase production. The research embarked on the health implica-
tions of dietary and pharmaceutical fructoses was underlined in the review. Finally, 
electrifying new uses of fructan polysaccharides such as drug stabilizers, scrupu-
lous release drug delivery systems, and vaccine adjuvants proclaims evolution in 
pharmaceutical applications of this extremely multipurpose plant-derived sugar.
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A trifling prebiotic effect with no gastrointestinal distress in pediatric patients 
with cancer was found to be induced by FOS, especially fructose [51].

6.2.7 Immunomodulatory effect

Clinical trials direct that fructose and FOS supplementation can reduce the 
influx of clinical inflammation, abridged level in cytokine interleukin (IL)-1α, and 
necrosis factor-α in ulcerative colitis by Bacillus longum. A shoot-up in IL10 positive 
mucosal dendritic due to inulin, fructose, and FOS intake was displayed in patients 
with Crohn’s illness [52].

6.2.8 Cancer treatment

Incidence of cancer has been rapidly decreasing due to the use of FOS and 
fructose. Tumor growth, cell differentiation, and upregulate apoptosis were vetoed 
by the Butyrate manufactured by FOS and fructose [53].

6.2.9 Antibiotic therapy

Damage of normal protective intestinal microflora was a common observation 
found to be accompanied with acute diarrhea after been treatment with penicillin, 
cephalosporin, and clindamycin antibiotics. Double-blind randomized controlled 
trials were set, which efficaciously explain that in the course of antibiotic treatment 
reoccurrence of diarrhea was shortened in patients ingesting fructose.

6.2.10 Antioxidant properties

Mesa and his coworkers studied protein glycation and cross linking along with 
the effect of elevated temperature and proteolysis on antioxidant properties of the 
Maillard reaction mixtures of soy protein isolates, FOS, and fructose with appropri-
ate controls [54].

253

Bioconversion of Weedy Waste into Sugary Wealth
DOI: http://dx.doi.org/10.5772/intechopen.91316

6.2.11 Enhancing Salmonella vaccine efficacy

An elevation in specific blood immunoglobulin G specific to Salmonella and 
fecal immunoglobulin A was recorded in mice fed on the fructose and inulin 
encompassing diet as compared with control mice when infected with LD100 of 
virulent S. typhimurium for tolerable time interlude [49].

7. Concluding remark

The current review discloses the elucidations of many global researchers spe-
cifically highlighting on the isolation of novel inulinase-producing rhizospheric 
microbial flora to hydrolyze high inulin content in weeds, thereby serving as 
a potential, abundant, and profitable avenue of fructose production with vast 
industrial applications. The food and pharmaceutical preparations with fructose 
have extended at the top in the market demand list of health conscious modern era. 
Thereby, the enzyme production expenses linger to be the logjam in understanding 
its commercial application.

Thus, this review explores the exploitation of inulin containing weeds such as 
Tithonia and Cosmos as low-value and efficacious replacement of synthetic inulin as 
substrates for inulinase production. The research embarked on the health implica-
tions of dietary and pharmaceutical fructoses was underlined in the review. Finally, 
electrifying new uses of fructan polysaccharides such as drug stabilizers, scrupu-
lous release drug delivery systems, and vaccine adjuvants proclaims evolution in 
pharmaceutical applications of this extremely multipurpose plant-derived sugar.
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Abstract

The studies on plastic degradation are very important for the development 
of biodegradable plastics, and for reduction of pollution, since plastic waste can 
remain in the environment for decades or centuries. We have showed the deg-
radation of oxo-biodegradable plastic bags and green polyethylene by Pleurotus 
ostreatus. This fungus can also produce mushrooms using these plastics. The plastic 
degradation was possibly by three reasons: (a) presence of pro-oxidant ions or plant 
polymer, (b) low specificity of the lignocellulolytic enzymes, and (c) the presence 
of endomycotic nitrogen-fixing microorganisms. In this chapter, the plastic bags’ 
degradation by abiotic and microbial process using the exposure to sunlight and 
the use of a white-rot fungus will described. The physical, chemical, and biological 
alterations of plastic were analyzed after each process of degradation. The degrada-
tion of plastic bags was more effective when the abiotic and biotic degradations 
were combined.

Keywords: oxo-biodegradable, green polyethylene, Pleurotus sp., plastic bag, 
sunlight, landfills

1. Introduction

About 800 million metric tons (Mt) of plastics were produced worldwide in the 
last 67 years, and 79% of this production is accumulated in the environment [1]. 
According to these authors, in 2050 is estimated an accumulation of about 12,000 
Mt in landfills or in the natural environment that represent an annual accumulation 
of ~339 Mt. Therefore, the development of efficient degradation process is very 
important to avoid this annual accumulation.

The human population on the Earth in 2050 will be about 10 billion people [2]. 
Thus, adequate disposal of plastics wastes is important for the maintenance of the 
natural resources to supply this population. Furthermore, the development of degrad-
able plastics is necessary to prevent the accumulation of plastic waste in the ocean [3].

In Brazil, the National Solid Waste Policy [4] establishes the selective collection, 
separation of solid waste, recycling and the shared responsibility for the appropri-
ate management of these wastes among manufacturers, distributors, consumers 
and the government. However, in these 7 years of law it has observed satisfactory 
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results only in selective collection. In 2014, with the deadline for replacing dumps to 
landfills, new deadlines for 2021 are in discussion in the National Congress [5].

Our results of biotic and fungal degradation of oxo-biodegradable plastics and 
green polyethylene could contribute for development of a process of degradation of 
these residues using white rot fungi. These microorganisms can grow under adverse 
temperature, nutrient and moisture conditions that facilitate composting and 
fermentation processes.

The plastics polymers degradation is analyzed by alterations in mechanical, opti-
cal or electrical characteristics, cracking, fission, corrosion, discoloration, phase 
separation, chemical transformations and formation of new functional groups after 
degradation process [6].

Unlike of the petroleum-derived synthetic polymers, the biodegradable plastics 
polymers, when discarded in the environment, can be degraded by non-biological 
and biological processes [7]. Exposure to ultraviolet light, thermal heating, and 
treatment with acidic or basic substances function as term initiators or photo-
oxidation of polyethylene [6]. After this oxidation fragments of polyethylene are 
degraded by action of microbial enzymes [7].

Oxo-biodegradable or d2W plastics are polymers that contain a pro-oxidant 
additive to accelerate photo or thermo-oxidation [8, 9]. So, these polymers when 
exposed to ultraviolet light or at high temperatures are cleaved in low molecular 
mass compounds that are assimilated by microorganisms [8]. Several studies have 
shown the biodegradable plastics degradation, after exposed to ultraviolet light or 
heat, by bacteria and fungi [10–16].

The plastic bags of green polyethylene are produced using low-density polyeth-
ylene (LDPE) and green polymers obtain of sugarcane [17]. We have showed the 
green polyethylene degradation by Pleurotus ostreatus PLO6 [15]. However, little 
information regarding to the biodegradation of these bags is available.

The microbial enzymes, such as depolymerase, esterase and lignolytic ones, 
that cleave the polymers in small chain compounds, may be involved in the plastics 
degradation [6, 13, 18, 19]. Thus, white rot fungi have a great potential, because 
they are enzymes producers and have shown their ability for treatment of industrial 
waste [20–22].

The white rot, P. ostreatus, is a potent degrader of lignin, cellulose and hemicel-
lulose, which lives as saprophyte in wood. This fungus has also been used in the 
bioconversion of agricultural residues, in biodegradation of organic pollutants, 
xenobiotics, and industrial effluents, in the cellulose bleaching and production of 
food and enzymes [23–25]. We showed that P. ostreatus PLO6 are capable to degrade 
oxo-biodegradable plastics and green polyethylene [13–15]. Furthermore, this fungus 
form edible mushroom that is source of proteins, fibers, minerals and carbohydrates.

Thus, in this chapter described the plastics bags degradation, by abiotic and 
microbial process, using the exposure to sunlight and P. ostreatus.

2. Methods and Results

The degradation of two plastic polymers used in the production of supermarket 
plastic bags was evaluated (Figure 1, I). The oxo-biodegradable and green polyeth-
ylene polymers were submitted the abiotic and biotic degradation (Figure 1, II). 
The oxo-biodegradable bags contain titanium oxide as pro-oxidant additive and 
low-density polyethylene [14].

The abiotic degradation of the plastic bags was the exposure to sunlight up to 
120 days (Figure 1, III). This exposure was in the summer time in a green house. In 
this season, the sunlight is from 6:00 am to 5:00 pm.
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For the biotic degradation (Figure 1, IV at VIII) the plastic polymers without 
(Figure 1, II) or with the exposure to sunlight (Figure 1, IV) was used P. ostreatus 
PLO6 (GenBank accession number KC782771). These polymers were cut in frag-
ments of 5 cm2 (Figure 1, V) and placed in a glass flask (100 mL) containing paper 
towel fragments (5–10 cm2) and mineral medium (Figure 1, VI). The proportion of 
plastics and paper towel was of 99:1.

In each glass flask fours discs of agar (6–8 mm) containing the mycelium of P. 
ostreatus PLO6 were inoculated (Figure 1, VII). This fungus was cultivated in 20 mL 
of potato dextrose lignin (0.1%) agar (PDLA) for 15 days. The initial inoculum was 
obtained from the collection of the Department of Microbiology of Universidade 
Federal de Viçosa. The stock culture is maintained on PDLA at 4°C.

After inoculation the glass flask were incubated at 25°C for 30, 60, 90 and 120 
days (Figure 1, VIII).

The alterations in plastic polymers (Figure 1, IX) after each time of incubation 
were performed (Figure 1, III, IV at VIII). These alterations were compared with 
analysis done before of the exposure to sunlight.

Physical alterations (Figure 1, IX a), such as wrinkles on the surface, forma-
tion of holes and cracks, crumbling, discoloration, were performed by digital 
photograph and scanning electron microscopy (SEM) with a magnification of 
50,000 (Figure 1, IX a2). Mechanical properties, such as, energy at break and load 
at tensile strength were made in universal testing equipment (Instron model 3367) 
(Figure 1, IX a3).

Chemical changes (Figure 1, IX b) by Fourier transform infrared spectroscopy 
(FTIR) (Figure 1, IX b1) and SEM coupled with X-ray diffraction (Figure 1, IX b2) 
were determined. These alterations were the disappearance or formation of new 
functional groups in spectrum of FTIR with scanning of 500 at 4000 cm−1 wave-
numbers and the decrease in-oxidant additive concentration by spectrum of X-ray 
diffraction.

The mycelial growth (Figure 1, IX c), the main agent of the biological altera-
tions, was evaluated by dry mass (Figure 1, IX c1), respiratory activity (Figure 1, 
IX c2) determined without interruption for 120 days of incubation, electronic 
micrograph (Figure 1, IX c3), digital photography (Figure 1, IX c3) and lignocel-
lulolytic enzymes activity (Figure 1, IX c5).

Figure 1. 
Steps and technics used for monitoring the abiotic and biotic (fungal) degradation of oxo-biodegradable e 
green polyethylene plastics bags.
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The capacity of P. ostreatus to produce mushrooms in plastics waste may be 
evaluated under the same growing conditions, steps and procedures shown in 
Figure 1. However, for mushrooms formation it is need, after the mycelial growth 
(about 20 days), a thermal shock that can be performed by reducing the incubation 
temperature to 4°C for 24 h and returning to 25°C. During the mushrooms growth, 
the flasks should be kept in a place at 18 ± 2°C and a relative humidity of 80%.

A total of 240 days were the time applied to degradation of the plastic bags, 
being 120 days of exposure to sunlight and 120 days of fungal incubation. 
According to the manufacturer, depending on environmental conditions, for 
example, the exposure to oxygen and outdoor element, oxo-biodegradable plastic 
bags decompose within a maximum period of 18 months after disposal [26, 27]. 
They also add that in only 121 days the biodegradability index of d2W plastics was 
88.86% [28]. Our time of abiotic degradation is the same those used for calculat-
ing the biodegradability index and corresponds to ¼ of the required time for the 
decomposition of these bags. However, after 4 months of exposure to sunlight we 
did not observe any fragmentation of the plastic bags, only the appearance of small 
cracks and the bleaching of the film were observed (Figure 2). Da Luz et al. [14, 
15] also showed changes in mechanical properties of oxo-biodegradable and green 
polyethylene after 120 days of exposure to sunlight. According to them, this time 
of exposure is insufficient for other physical or chemical changes, concluding that 
the mechanical properties alterations, such as the reduction of breaking energy 
and elasticity facilitated the fungal colonization of plastic waste. The chemical 
and physical changes in the low-density polyethylene (LDPE) was observed after 
pretreated of the LDPE sheets with low discharge plasma (O2, 3.0 × 10−2 mbar, 
600 V) for 6 minutes [29, 30]. According to authors, this pretreated was important 
by plastics biodeterioration by P. ostreatus.

In a new experiment, we observed a fragmentation of oxo-biodegradable plastics 
bags after 21 months of exposure to sunlight (Figure 3). The control samples were 
cut with a scissors (Figure 3A), but after that exposure to sunlight, it was no longer 
possible to cut the bags. These plastics were easily fragmented using the hand, 
resulting in a powder (Figure 3B, C). This result shows that there are needed more 
than 18 months of exposure to sunlight to completely degradation of the plastics. 
However, this result is promising, shows the ability of abiotic degradation of these 
bags and enables new testing using these bags with exposure to sunlight in a period 
equal to or greater than 18 months and inoculation of microorganisms to complete 
degradation of the remaining polymers. Degradation analysis with P. ostreatus has 
not been performed in this experiment.

Figure 2. 
Scanning electron micrograph of oxy-biodegradable plastics before (A) and after 120 days of exposure to 
sunlight (B).

265

Plastics Polymers Degradation by Fungi
DOI: http://dx.doi.org/10.5772/intechopen.88608

The oxo-biodegradable polyethylene degradation, assessed by carbonyl index, 
was observed through exposure to sunlight, up to 90 days, in soil with of moisture 
and pH control [28]. However, these authors concluded that the polyethylene films 
without pro-oxidant additive had greater structural and superficial modifications, 
than the films with the additive. Thus, action of the pro-oxidants by the effect of 
sunlight depends on e conditions and time of exposure to sunlight.

In the plastic bags the presence of titanium was identified, a component of the 
pro-oxidant additive (Figure 4). This element presents a higher relative concentra-
tion than the other elements analyzed and it is uniformly distributed on the surface 
of the bags. This homogeneous distribution was also observed to manganese, iron 
and cobalt (Figure 4). Furthermore, with the exception of titanium and cadmium, 
the other elements analyzed are important for fungal metabolism (Figure 4). These 
micronutrients may be elicitors or enzyme cofactors. Thus, the presence of these 
elements may also have contributed to the P. ostreatus growth on the surface of 
plastic bags.

Mycelial growth of P. ostreatus was observed on the surface of the paper towel 
(Figure 5A) and the plastic waste (Figure 5B). This figure shows an example of 
mycelial growth in oxo-biodegradable plastics after 30 (Figure 5A) and 90 days 

Figure 3. 
Oxo-biodegradable plastic bags before (A) and after 21 months of exposure to sunlight (B and C). The letter C 
shows the fragmented plastic.

Figure 4. 
Spatial distribution and relative concentration of the main elements found in oxo-biodegradable bags. Analysis 
carried out by a scanning electron microscope coupled to the X-ray diffraction detector.
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The capacity of P. ostreatus to produce mushrooms in plastics waste may be 
evaluated under the same growing conditions, steps and procedures shown in 
Figure 1. However, for mushrooms formation it is need, after the mycelial growth 
(about 20 days), a thermal shock that can be performed by reducing the incubation 
temperature to 4°C for 24 h and returning to 25°C. During the mushrooms growth, 
the flasks should be kept in a place at 18 ± 2°C and a relative humidity of 80%.

A total of 240 days were the time applied to degradation of the plastic bags, 
being 120 days of exposure to sunlight and 120 days of fungal incubation. 
According to the manufacturer, depending on environmental conditions, for 
example, the exposure to oxygen and outdoor element, oxo-biodegradable plastic 
bags decompose within a maximum period of 18 months after disposal [26, 27]. 
They also add that in only 121 days the biodegradability index of d2W plastics was 
88.86% [28]. Our time of abiotic degradation is the same those used for calculat-
ing the biodegradability index and corresponds to ¼ of the required time for the 
decomposition of these bags. However, after 4 months of exposure to sunlight we 
did not observe any fragmentation of the plastic bags, only the appearance of small 
cracks and the bleaching of the film were observed (Figure 2). Da Luz et al. [14, 
15] also showed changes in mechanical properties of oxo-biodegradable and green 
polyethylene after 120 days of exposure to sunlight. According to them, this time 
of exposure is insufficient for other physical or chemical changes, concluding that 
the mechanical properties alterations, such as the reduction of breaking energy 
and elasticity facilitated the fungal colonization of plastic waste. The chemical 
and physical changes in the low-density polyethylene (LDPE) was observed after 
pretreated of the LDPE sheets with low discharge plasma (O2, 3.0 × 10−2 mbar, 
600 V) for 6 minutes [29, 30]. According to authors, this pretreated was important 
by plastics biodeterioration by P. ostreatus.

In a new experiment, we observed a fragmentation of oxo-biodegradable plastics 
bags after 21 months of exposure to sunlight (Figure 3). The control samples were 
cut with a scissors (Figure 3A), but after that exposure to sunlight, it was no longer 
possible to cut the bags. These plastics were easily fragmented using the hand, 
resulting in a powder (Figure 3B, C). This result shows that there are needed more 
than 18 months of exposure to sunlight to completely degradation of the plastics. 
However, this result is promising, shows the ability of abiotic degradation of these 
bags and enables new testing using these bags with exposure to sunlight in a period 
equal to or greater than 18 months and inoculation of microorganisms to complete 
degradation of the remaining polymers. Degradation analysis with P. ostreatus has 
not been performed in this experiment.

Figure 2. 
Scanning electron micrograph of oxy-biodegradable plastics before (A) and after 120 days of exposure to 
sunlight (B).
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sunlight depends on e conditions and time of exposure to sunlight.

In the plastic bags the presence of titanium was identified, a component of the 
pro-oxidant additive (Figure 4). This element presents a higher relative concentra-
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Figure 6. 
Scanning electron micrograph of oxo-biodegradable plastics after 60 days of exposure to sunlight and 30 days of 
incubation with Pleurotus ostreatus. The arrows show the hyphae.

(Figure 5B) of exposure to sunlight and 30 days incubation with the fungus. The 
yellow circle and the red arrow show, respectively, the mycelial growth on the paper 
towel and plastic. This paper was added in the culture medium to retain moisture 
and to be an inducer of fungal growth and stimulates the synthesis of lignocellulo-
lytic enzymes that degrades the paper itself and the plastic (Figure 5).

The respiratory activity of P. ostreatus was influenced by time exposure to sun-
light. This result confirms that the physical changes caused by sunlight contributed 
to the fungal growth in plastic bags. Furthermore, we did not observe reduction of 
this activity until 90 days of incubation showing a cellular activity for a long period. 
The activity of lignocellulolytic enzymes, like laccase, cellulase and xylanase, during 
45 days of incubation of P. ostreatus in oxo-biodegradable plastics was observed [13].

The P. ostreatus growth on the surface of oxo-biodegradable plastic was also 
observed by SEM (Figure 6). In this micrograph, the red arrows show hyphae in 
plastic waste after 60 days of exposure to sunlight and 30 days of incubation. Da 
Luz et al. [13–15] showed the formation of mycelium on the surface of d2w plastic 
and green polyethylene with different time of exposure to sunlight and of fungal 
incubation. They also reported the morphological characteristics of the mycelia of 
P. ostreatus PLO6.

Figure 5. 
Mycelial growth of Pleurotus ostreatus after 30 days of incubation in paper towel and oxo-biodegradable 
plastic bags after 30 (A) and 90 (B) days of exposure to sunlight. The arrow and circle show mycelial growth.
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The loss of plastic dry mass was influenced by the time of exposure to sunlight 
and fungal incubation (Figure 7). Fungal growth was lower in plastic polymers 
without exposure to sunlight than in others with different time of exposure to 
sunlight. This result shows that P. ostreatus can grow in plastic waste without or with 
exposure to sunlight. However, this exposure facilitates the fungal growth, as shown 
by Da Luz et al. [14, 15]. Thus, the combination of abiotic and biotic processes 
shows to be more efficient in the oxo-biodegradable plastic and green polyethylene 
degradation. In addition, the presence of other carbon sources from marine sedi-
ments and lack of abiotic degradation as the initiator were the main factors of the 
lack of biodegradation of polyethylene and biodegradable plastic bags after 100 
days of incubation with benthic microbes [3].

In this study, we observed the formation of cracks and holes in oxo-biode-
gradable plastics and green polyethylene after fungal growth (Figures 8 and 9). 

Figure 7. 
Loss of dry mass plastic after inoculated with Pleurotus ostreatus in oxo-biodegradable plastic bags before 
(0uv) or after 30, 60, 90 and 120 days of exposure to sunlight.

Figure 8. 
Scanning electron micrograph of oxo-biodegradable plastics bags after 30 days of exposure to sunlight and 30 
days of incubation with Pleurotus ostreatus. Micrograph without (A) and with a scale of 100 folds (B).
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without exposure to sunlight than in others with different time of exposure to 
sunlight. This result shows that P. ostreatus can grow in plastic waste without or with 
exposure to sunlight. However, this exposure facilitates the fungal growth, as shown 
by Da Luz et al. [14, 15]. Thus, the combination of abiotic and biotic processes 
shows to be more efficient in the oxo-biodegradable plastic and green polyethylene 
degradation. In addition, the presence of other carbon sources from marine sedi-
ments and lack of abiotic degradation as the initiator were the main factors of the 
lack of biodegradation of polyethylene and biodegradable plastic bags after 100 
days of incubation with benthic microbes [3].

In this study, we observed the formation of cracks and holes in oxo-biode-
gradable plastics and green polyethylene after fungal growth (Figures 8 and 9). 

Figure 7. 
Loss of dry mass plastic after inoculated with Pleurotus ostreatus in oxo-biodegradable plastic bags before 
(0uv) or after 30, 60, 90 and 120 days of exposure to sunlight.
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Scanning electron micrograph of oxo-biodegradable plastics bags after 30 days of exposure to sunlight and 30 
days of incubation with Pleurotus ostreatus. Micrograph without (A) and with a scale of 100 folds (B).
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Comparing the Figure 2B and 8 it is observed that these changes in plastic polymers 
were caused by P. ostreatus growth. The fungi, Penicillium oxalicum, Penicillium 
chrysogenum, Myceliophthora sp., Phanerochaete chrysosporium, and Trametes versi-
color, also exhibit the ability to degrade polyethylene [16, 31, 32].

In a simulation according to ASTM G160–03 of polyethylene films degradation 
with and without pro-oxidant additive through the exposure to sunlight on the soil, 
different genera or microbial groups, Geothrichum spp., Mucor spp., Rhizopus spp., 
Thichoderma spp., Penicillium spp., Aspergillus spp. and Zygomycota, were identi-
fied [28]. These results indicate that (1) the plastic films did not alter or inhibit the 
development of the microbial community of the soil, since these microorganisms are 
part of the natural microbial community of the soil or (2) the growth of these micro-
organisms was due to the use of the films as source of carbon and energy. According 
to the authors, the biodegradation of polyethylene without or with pro-oxidant 
additive can be shown by the adhesion and surface erosion of the films, microbial 
colonization and presence of fruiting bodies and hyphae on the plastic surface.

The Figures 8 and 9 show the plastic degradation with 30 days of exposure to 
sunlight and 30 days of incubation with different scale enlargements. According to 
Da Luz et al. [14], the low specificity of the lignocellulolytic enzymes and presence 
of pro-oxidant ions and endomycotic nitrogen-fixing microorganisms were the 
main reasons for the biotic degradation of oxo-biodegradable plastics. Gómez-
Méndez et al., [29] observed activities of laccase, manganese peroxidase (MnP) 
and lignin peroxidase during P. ostreatus growth in plasma pretreated Low-density 
polyethylene (LDPE) sheets. These authors showed that LDPE biodeterioration 
was due to activities of these fungal enzymes. Furthermore, the LDPE after mycelia 
fungal may be used by biochar production [30].

The laccase produced by the fungus Cochliobolus sp. isolated from plastic 
dumped soils showed capacity for polyvinyl chloride degradation [33]. This enzyme 
produced by Myceliophthora sp. was also able to degrade polyethylene [30] and 
polyurethane [34]. Manganese peroxidase from white rot fungi, Phanerochaete 
chrysosporium, is involved in the degradation of nylon and polyethylene [35]. The 
laccase and manganese peroxidase activity of Penicillium sp. are responsible by 
degradation of polyethylene [31, 36] and natural rubber [37]. These studies confirm 
the low specificity of these enzymes to the substrate.

After 120 days exposure to sunlight, no changes in the FTIR spectrum of 
oxo-biodegradable plastics was observed. This result shows that pro-oxidant 
oxidation by sunlight was not sufficient for cleavage of the polymer chain or it there 
is no oxidation thereof. However, in a previous study, a reduction of the relative 

Figure 9. 
Scanning electron micrograph of green polyethylene plastics bags after 30 days of exposure to sunlight and 30 
days of incubation with Pleurotus ostreatus. Micrograph without (A) and with scaling of 100 fold (B).
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concentration of titanium on the surface of oxo-biodegradable plastics wastes after 
exposure to sunlight was observed [14]. According to these authors, the oxidation of 
the pro-oxidant may have occurred initially by sunlight and then by co-metabolism 
with the extracellular fungal enzymes. The authors concluded that the presence of 
this pro-oxidant proved to be important to cause the breakage of this chain in frag-
ments that were used as a source of carbon and energy by fungus.

In polyethylene green, which contain none pro-oxidant additive, no changes in 
the FTIR spectrum after exposure to sunlight was observed.

The formation of bands of the bonds oxygen-hydrogen and carbon-hydrogen 
at 3500–3000 cm−1 and carbon–oxygen and ether or peroxide at 1500–1000 cm−1 
were the main changes in the FTIR spectra observed in plastic waste after P. ostrea-
tus growth. The carbon-hydrogen bond band may be evidence of the fragmentation 
of the polyethylene chain. The other bands observed indicate that an oxidation 
has occurred, which may have contributed to the fungal colonization in the plastic 
polymers (13–15).

In studies on the plastics degradation for P. ostreatus, the authors also observed 
chemical and physical changes similar to the observed in our study [29, 30].

The intensity of the degradation was higher in the green polyethylene than in the 
oxo-biodegradable polymers (Figures 8 and 9). The green polyethylene degradation 
by fungus was possible due to the presence of sugarcane polymers in the composi-
tion of the bags, low specificity of the lignocellulolytic enzymes and presence of 
endomycotic nitrogen-fixing microorganisms. In addition, Da Luz et al. [15] was 
observed mineralization in green polyethylene with longer times of exposure to 
sunlight and fungal incubation.

Similar to Da Luz et al. [13], during the time of incubation we also observed the 
mushrooms formation in the plastic (Figure 10). The conversion of plastic waste 
into fungal biomass and mushrooms would be a very important biotechnological 
innovation for plastic waste degradation that has been increased by millions of tons 
in recent years [1, 3, 16] and for environmental sustainability. However, the pres-
ence of toxic compounds and heavy metals, and also due to the low productivity 
and high costs are the main limitations to mushrooms production. Productivity 
in mushrooms can be increased by altering the composition of substrate, as for 
example, adding different proportions of agroindustrial residue and plastic.

Figure 10. 
Mycelial growth and Pleurotus ostreatus mushrooms (arrows) formation in substrate containing  
oxo-biodegradable plastics and paper towels (99: 1 m/m).
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were caused by P. ostreatus growth. The fungi, Penicillium oxalicum, Penicillium 
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concentration of titanium on the surface of oxo-biodegradable plastics wastes after 
exposure to sunlight was observed [14]. According to these authors, the oxidation of 
the pro-oxidant may have occurred initially by sunlight and then by co-metabolism 
with the extracellular fungal enzymes. The authors concluded that the presence of 
this pro-oxidant proved to be important to cause the breakage of this chain in frag-
ments that were used as a source of carbon and energy by fungus.

In polyethylene green, which contain none pro-oxidant additive, no changes in 
the FTIR spectrum after exposure to sunlight was observed.

The formation of bands of the bonds oxygen-hydrogen and carbon-hydrogen 
at 3500–3000 cm−1 and carbon–oxygen and ether or peroxide at 1500–1000 cm−1 
were the main changes in the FTIR spectra observed in plastic waste after P. ostrea-
tus growth. The carbon-hydrogen bond band may be evidence of the fragmentation 
of the polyethylene chain. The other bands observed indicate that an oxidation 
has occurred, which may have contributed to the fungal colonization in the plastic 
polymers (13–15).

In studies on the plastics degradation for P. ostreatus, the authors also observed 
chemical and physical changes similar to the observed in our study [29, 30].

The intensity of the degradation was higher in the green polyethylene than in the 
oxo-biodegradable polymers (Figures 8 and 9). The green polyethylene degradation 
by fungus was possible due to the presence of sugarcane polymers in the composi-
tion of the bags, low specificity of the lignocellulolytic enzymes and presence of 
endomycotic nitrogen-fixing microorganisms. In addition, Da Luz et al. [15] was 
observed mineralization in green polyethylene with longer times of exposure to 
sunlight and fungal incubation.

Similar to Da Luz et al. [13], during the time of incubation we also observed the 
mushrooms formation in the plastic (Figure 10). The conversion of plastic waste 
into fungal biomass and mushrooms would be a very important biotechnological 
innovation for plastic waste degradation that has been increased by millions of tons 
in recent years [1, 3, 16] and for environmental sustainability. However, the pres-
ence of toxic compounds and heavy metals, and also due to the low productivity 
and high costs are the main limitations to mushrooms production. Productivity 
in mushrooms can be increased by altering the composition of substrate, as for 
example, adding different proportions of agroindustrial residue and plastic.

Figure 10. 
Mycelial growth and Pleurotus ostreatus mushrooms (arrows) formation in substrate containing  
oxo-biodegradable plastics and paper towels (99: 1 m/m).
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3. Conclusions

The exposure to sunlight up to 120 days is insufficient to initiate degradation of 
oxo-biodegradable and green polyethylene plastic bags. However, this exposure is 
important for P. ostreatus growth. Therefore, these plastics degradation occurs more 
efficiently with the combination of abiotic and biotic process. These plastics deg-
radation may be due to the activities of lignocellulolytic enzymes that are produced 
during fungal growth on the plastics sheets.
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and Enzyme Sources
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Abstract

Microbial-catalyzed biotransformations have considerable potential for the gen-
eration of an enormous variety of structurally diversified organic compounds,
especially natural products with complex structures like triterpenoids, flavonoids,
steroids, steroidal saponins, and sesquiterpenoids. They offer efficient and eco-
nomical ways to produce semisynthetic analogues and novel lead molecules. Micro-
organisms such as bacteria and fungi could catalyze chemo-, regio-, and stereospecific
hydroxylations of diverse substrates that are extremely difficult to produce by
chemical routes. During recent years, considerable research has been performed on
the microbial transformation of bioactive compounds, in order to obtain biologi-
cally active molecules with diverse structural features. In green chemistry,
biotransformations are an important chemical methodology toward more
sustainable industrial processes.

Keywords: microorganisms, fungi, bacteria, microbial transformation,
natural products, enzymes

1. Introduction

Microbial transformation is regarded as an enzymatic reaction by using the
metabolic activities of microorganisms to modify the chemical structures of bioac-
tive substrates for finding the new chemical derivatives with the potent bioactivities
and physical-chemical characteristics. It has a number of advantages over chemical
synthesis such as higher stereo- and regioselectivity but is also enantiospecific,
allowing the production of chiral products from racemic mixtures. The conditions
for biotransformations are mild, and in the majority of cases, they do not require the
protection of pre-existing functional groups. Furthermore, some reactions that do
not occur when using chemical approaches are easily carried out by microbial
transformation. Microbial factories show advantages, for instance, growing rapidly
and ease of large-scale production [1–3].

The use of microorganisms may be a highly efficient method of production of
these compounds. The reactions involved in biotransformation of organic com-
pounds by whole cells of various microorganisms include oxidation, reduction,
hydroxylation, esterification, methylation, demethylation, isomerization, hydroly-
sis, glycosylation, and hydrogenation [4, 5].

Biotransformation may be carried out with isolated enzyme systems or with
intact organism. Although isolated enzyme systems may be more specific and
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efficient for certain biotransformation, these reactions may involve isolating the
enzyme system, and, for some classes of enzyme-catalyzed reaction, a recycling
sequence may be required to regenerate the enzyme [6].

Fungi are playing a prominent role in the catalysis of organic compounds and in
the production of commercially and industrially important compounds, because of
their ability to catalyze novel reactions [7]. Fungi are commonly used in the indus-
try for production of fermented beverages, foods, physiologically active substances,
solvents, organic acids, polysaccharides, antibiotics, etc. Of the zygomycota, Mucor
and Rhizopus are commonly used in the industry. Rhizopus strains are important in
citric acid production.Mucor strains make a significant number of important lipases
and catalyze the hydroxylation of a wide range of chemical compounds [2–4].

The use of the microbial model offers a number of advantages over the use of
animals in metabolism studies, mainly: (1) simple, easy, and can be prepared at low
cost; (2) screening for a large number of strains is a simple repetitive process;
(3) the large number of metabolites formed allows easier detection, isolation, and
structural identification; (4) newer metabolites can be isolated; (5) utilized for
synthetic reactions involving many steps; (6) useful in cases where regio- and
stereospecificity is required; (7) maintenance of stock cultures of microorganisms
is simpler and cheaper than the maintenance of cell or tissue cultures or laboratory
animals; (8) ease of setup and manipulation; and (9) more reliable and
reproducible [8, 9].

The objective of this review is to highlight the importance of microorganisms or
enzymes isolated from them in the biotransformation process of natural products
or xenobiotic compounds, according to green chemistry or white biotechnology.

2. Microbiological transformations of some selected natural products
with different microorganisms

2.1 Sesquiterpene lactone

Artemisinin (1), a sesquiterpene lactone endoperoxide and an antimalarial drug,
is effective against chloroquine-resistant parasites; but its toxicities and low solu-
bility in water hamper its therapeutical use. Studies on modification of 1 through
biological and chemical methodologies have been reported to yield more effective
and water-soluble derivatives. A wide array of microbial transformations of 1
involve oxidation, reduction, and degradation reactions by different microorgan-
isms, such as Aspergillus niger, A. flavus, A. adametzi (ATCC 10407),
Cunninghamella echinulata, Caenorhabditis elegans, Mucor polymorphous, M.
rammanianus, Streptomyces griseus, Penicillium simplicissimum, P. chrysogenum, P.
purpuresceus, Pestalotiopsis guepini (P-8), Eurotium amstelodami,Trichoderma viride
(T-58), Saccharomyces cerevisiae, and Pichia pastoris. Biotransformation of 1 usually
includes the processes such as hydroxylation of methyl, methine and methylene
groups, deoxidation reactions, hydration and acetylation reactions, epimerization,
and breakdown of heterocyclic rings (Table 1).

2.2 Triterpene

Ursolic acid (3β-hydroxy-urs-12-en-28-oic acid, UA, 2), a natural pentacyclic
triterpene, is broadly used in food, cosmetics, and biomedical industries. As a
ubiquitous constituent in the plant kingdom and the major component of many
traditional medicine herbs, ursolic acid remarkably exhibits a lot of biological
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activities, such as antibacterial, anti-allergic, antioxidative, anti-inflammation, and
antitumor activities [18].

Microbial transformation of ursolic acid (2) by Bacillus megaterium CGMCC
1.1741 yielded five metabolites identified as 3-oxo-urs-12-en-28-oic acid (3, 6.2%);
1β,11α-dihydroxy-3-oxo-urs-12-en-28-oic acid (4, 13.5%); 1β-hydroxy-3-oxo-urs-12-
en-28,13-lactone (5, 5.0%); 1β,3β,11α-trihydroxy-urs-12-en-28-oic acid (6, 26.9%);
and 1β,11α-dihydroxy-3-oxo-urs-12-en-28-O-β-D-glucopyranoside (7, 8.6%) [19].
The biotransformation studies of 2 by Alternaria longipes AS 3.2875 have led to the
isolation of six products of hydroxylation or glycosylation. Their structures were
identified as 3-carbonyl-ursolic acid-28-O-β-D-glucopyranosyl ester (8), ursolic acid-
3-O-β-D-glucopyranoside (9), ursolic acid-28-O-β-D-glucopyranosyl ester (10),
2α,3β-dihydroxy-ursolic acid-28-O-β-D-glucopyranosyl ester (11), 3β,21β-dihydroxy-
ursolic acid-28-O-β-D-glucopyranosyl ester (12), and 3-O-(β-D-glucopyranosyl)-
ursolic acid-28-O-(β-D-glucopyranosyl) ester (13). Glycosylation reaction on
pentacyclic triterpenoid fulfilled with difficulty in the process of chemical synthesis is
facile by microbial transformation [20]. Biotransformation of 2 by A. alternata eight
metabolites were found to be 2α,3β-dihydroxyurs-12-en-28-oic acid (corosolic acid,
14), urs-12-en-2α,3β,28-triol (15), 3β,23-dihydroxyurs-12-en-28-oic acid (16),
2α,3β,23-trihydroxyurs-12-en-28-oic acid (17), 2α,3β,23,24-tetrahydroxyurs-12-en-
28-oic acid (18), 3β,28-dihydroxy-12-ursene (19), urs-12-en-3β-ol (20), and urs-12-
en-2α,3β-diol (21). The reduction of the C-28 carboxyl group and hydroxylation at
C-2, 23, and 24 are steps in the metabolic pathway of 2 [21].

Microorganism Products Action Reference

A. niger 3β-hydroxy-4,12-epoxy-1-
deoxyartemisinin
Artemisinin G
3,13-epoxyartemisinin
4α-hydroxy-1-
deoxyartemisinin

Epoxidation, hydroxylation C-3β site
Endoperoxide function reduction
Breakdown of heterocyclic rings
Epoxidation C-3 and C-13
Hydroxylation C-4, endoperoxide
function reduction

[10]

A. flavus (MTCC
9167)

14-hydroxyartemisinin
Artemisinin G
4α-hydroxydeoxyartemisinin
Deoxyartemisinin

Hydroxylation of C-14 site
Breakdown of heterocyclic rings
Hydroxylation of C-4α site
Endoperoxide function reduction

[11, 12]

C. elegans
(ATCC 9245)

7β-hydroxy-9α-artemisinin
4α-hydroxy-1-
deoxoartemisinin
7β-hydroxyartemisinin
6β-hydroxyartemisinin
7α-hydroxyartemisinin
6β,7α-dihydroxyartemisinin

Hydroxylation C-7β site
Epimerization C-9
Hydroxylation C-4α site
Hydroxylation C-7β site
Hydroxylation C-6β site
Hydroxylation C-7α site
Hydroxylation C-6β and C-7α sites

[13, 14]

P.
simplicissimum

9β-acetoxyartimisinin
9α-hydroxyartemisinin

Acetylation of C-9β site
Hydroxylation of C-9α site

[15]

R. stolonifer Deoxyartemisinin
1α-hydroxyartemisinin
10β-hydroxyartemisinin

Endoperoxide function reduction
Hydroxylation of C-1 site

[16]

S. griseus (ATCC
13273)

9-artemisitone
9α-hydroxyartemisinin
9β-hydroxyartemisinin
3α-hydroxyartemisinin

Oxidation of C-9 site
Hydroxylation of C-9α site
Hydroxylation of C-9β site
Hydroxylation of C-3α site

[17]

N. corallina Deoxyartemisinin Endoperoxide function reduction [11]

Table 1.
Products obtained from the biotransformation of artemisinin (1) by different microorganisms.
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efficient for certain biotransformation, these reactions may involve isolating the
enzyme system, and, for some classes of enzyme-catalyzed reaction, a recycling
sequence may be required to regenerate the enzyme [6].

Fungi are playing a prominent role in the catalysis of organic compounds and in
the production of commercially and industrially important compounds, because of
their ability to catalyze novel reactions [7]. Fungi are commonly used in the indus-
try for production of fermented beverages, foods, physiologically active substances,
solvents, organic acids, polysaccharides, antibiotics, etc. Of the zygomycota, Mucor
and Rhizopus are commonly used in the industry. Rhizopus strains are important in
citric acid production.Mucor strains make a significant number of important lipases
and catalyze the hydroxylation of a wide range of chemical compounds [2–4].

The use of the microbial model offers a number of advantages over the use of
animals in metabolism studies, mainly: (1) simple, easy, and can be prepared at low
cost; (2) screening for a large number of strains is a simple repetitive process;
(3) the large number of metabolites formed allows easier detection, isolation, and
structural identification; (4) newer metabolites can be isolated; (5) utilized for
synthetic reactions involving many steps; (6) useful in cases where regio- and
stereospecificity is required; (7) maintenance of stock cultures of microorganisms
is simpler and cheaper than the maintenance of cell or tissue cultures or laboratory
animals; (8) ease of setup and manipulation; and (9) more reliable and
reproducible [8, 9].

The objective of this review is to highlight the importance of microorganisms or
enzymes isolated from them in the biotransformation process of natural products
or xenobiotic compounds, according to green chemistry or white biotechnology.

2. Microbiological transformations of some selected natural products
with different microorganisms

2.1 Sesquiterpene lactone

Artemisinin (1), a sesquiterpene lactone endoperoxide and an antimalarial drug,
is effective against chloroquine-resistant parasites; but its toxicities and low solu-
bility in water hamper its therapeutical use. Studies on modification of 1 through
biological and chemical methodologies have been reported to yield more effective
and water-soluble derivatives. A wide array of microbial transformations of 1
involve oxidation, reduction, and degradation reactions by different microorgan-
isms, such as Aspergillus niger, A. flavus, A. adametzi (ATCC 10407),
Cunninghamella echinulata, Caenorhabditis elegans, Mucor polymorphous, M.
rammanianus, Streptomyces griseus, Penicillium simplicissimum, P. chrysogenum, P.
purpuresceus, Pestalotiopsis guepini (P-8), Eurotium amstelodami,Trichoderma viride
(T-58), Saccharomyces cerevisiae, and Pichia pastoris. Biotransformation of 1 usually
includes the processes such as hydroxylation of methyl, methine and methylene
groups, deoxidation reactions, hydration and acetylation reactions, epimerization,
and breakdown of heterocyclic rings (Table 1).

2.2 Triterpene

Ursolic acid (3β-hydroxy-urs-12-en-28-oic acid, UA, 2), a natural pentacyclic
triterpene, is broadly used in food, cosmetics, and biomedical industries. As a
ubiquitous constituent in the plant kingdom and the major component of many
traditional medicine herbs, ursolic acid remarkably exhibits a lot of biological
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activities, such as antibacterial, anti-allergic, antioxidative, anti-inflammation, and
antitumor activities [18].

Microbial transformation of ursolic acid (2) by Bacillus megaterium CGMCC
1.1741 yielded five metabolites identified as 3-oxo-urs-12-en-28-oic acid (3, 6.2%);
1β,11α-dihydroxy-3-oxo-urs-12-en-28-oic acid (4, 13.5%); 1β-hydroxy-3-oxo-urs-12-
en-28,13-lactone (5, 5.0%); 1β,3β,11α-trihydroxy-urs-12-en-28-oic acid (6, 26.9%);
and 1β,11α-dihydroxy-3-oxo-urs-12-en-28-O-β-D-glucopyranoside (7, 8.6%) [19].
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2α,3β-dihydroxy-ursolic acid-28-O-β-D-glucopyranosyl ester (11), 3β,21β-dihydroxy-
ursolic acid-28-O-β-D-glucopyranosyl ester (12), and 3-O-(β-D-glucopyranosyl)-
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28-oic acid (18), 3β,28-dihydroxy-12-ursene (19), urs-12-en-3β-ol (20), and urs-12-
en-2α,3β-diol (21). The reduction of the C-28 carboxyl group and hydroxylation at
C-2, 23, and 24 are steps in the metabolic pathway of 2 [21].

Microorganism Products Action Reference
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[13, 14]
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Hydroxylation of C-9α site

[15]
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Endoperoxide function reduction
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[16]

S. griseus (ATCC
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9-artemisitone
9α-hydroxyartemisinin
9β-hydroxyartemisinin
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Oxidation of C-9 site
Hydroxylation of C-9α site
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[17]

N. corallina Deoxyartemisinin Endoperoxide function reduction [11]
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Biotransformation of UA by S. racemosum (3.2500) yielded five metabolites
3β,7β,21β-trihydroxy-urs-12-en-28-oic acid (22); 3β,21β-dihydroxy-urs-11-en-28-oic
acid-13-lactone (23); 1β,3β,21β-trihydroxy-urs-12-en-28-oic acid (24);
3β,7β,21β-trihydroxy-urs-1-en-28-oic acid-13-lactone (25); and 1β,3β-dihydroxy-
urs-12-en-21-oxo-28-oic acid (26) which were afforded [22]. Additionally, of the
biotransformation of 2 with by S. racemosum compounds 27–30 and 11,26-epoxy-
3β-21β-dihydroxy-urs-12-en-28-oic acid were obtained (31), (Figure 1) [23].

The endophytic fungi Pestalotiopsis microspora isolated from medical plant
Huperzia serrata can transform 1 to afforded 3-oxo-15β,30-dihydroxy-urs-12-en-28-
oic acid (32), 3β,15β-dihydroxy-urs-12-en-28-oic acid (33), 3β,15β,30-trihydroxy-
urs-12-en-28-oic acid (34), and 30 [24].

Microbial transformation of ursolic acid by Mucor spinosus AS 3.3450 were
isolated and their structures were identified as 9, 22 and 3β,7β-dihydroxy-ursolic
acid-28-ethanone (35) (Figure 1) [25].

The gum resin Boswellia serrata has been used for the treatment of inflammatory
and arthritic diseases. Its major active constituents are ursane triterpenoids, which
include 11-keto-β-boswellic acid (KBA, 36), β-boswellic acid (BA), and acetyl-β-
boswellic acid (ABA). Microbial transformation 36 by Cunninghamella blakesleeana
(AS 3.970) yielded ten regioselective transformed products: 7β-hydroxy-11-keto-β-
boswellic acid (37), 7β,15α-dihydroxy-11-keto-β-boswellic acid (38), 7β,16β-
dihydroxy-11-keto-β-boswellic acid (39), 7β,16α-dihydroxy-11-keto-β-boswellic
acid (40), 7β,22β-dihydroxy-11-keto-β-boswellic acid (41), 7β,21β-dihydroxy-11-
keto-β-boswellic acid (42), 7β,20β-dihydroxy-11-keto-β-boswellic acid (43), 7β,30-
dihydroxy-11-keto-β-boswellic acid (44), 3α,7β-dihydroxy-11-oxours-12-en,24,30-
dioic acid (45), and 3α,7β-dihydroxy-30-(2-hydroxypropanoyloxy)-11-oxours-12-
en, 24-oic acid (46). Bioconversion of 36 with Bacillus megaterium based on a
recombinant cytochrome P450 system yielded regio- and stereoselective 15α-
hydroxylation (47) of substrate (Figure 2) [26].

Figure 1.
Biotransformation products of ursolic acid (2).

278

Microorganisms

18β-glycyrrhetinic acid (48) is the active form of glycyrrhizin which is the major
pentacyclic triterpene found in licorice (Glycyrrhiza glabra L.). Glycyrrhetinic acid
has been shown to possess several pharmacological activities, such as antiulcerative,
anti-inflammatory, immunomodulating, antitumor, antiviral, antihepatitis effects,
and anticancer. Biotransformation 48 with a fungus C. blakesleeana (AS 3.970)
yielded 3-oxo-7β-hydroxyglycyrrhetinic acid (49) and 7β-hydroxyglycyrrhetinic
acid (50) [27], while of 48 using Absidia pseudocylindrospora (ATCC 24169),
Gliocladium viride (ATCC 10097) and Cunninghamella echinulata (ATCC 8688a)
afforded seven derivatives: 51, 52, 7β,15α-dihydroxy-18β-glycyrrhetinic acid (53),
15α-hydroxy-18β-glycyrrhetinic acid (54), 1α-hydroxy-18β-glycyrrhetinic acid (55)
and 13β-hydroxy-7α,27-oxy-12-dihydro-18β-glycyrrhetinic acid (56), and the epi-
mer of compound 53 on C-17 (Figure 3) [28].

Ginsenoside Rb1 (61) is the most predominant protopanaxadiol-type
ginsenoside in Panax species (ginseng). Several microbial transformations of this
substrate (Ginsenoside Rb1) have been accomplished with an ample and varied
group of microorganisms, all of these having β-glucosidase activities.

Figure 3.
Biotransformation products of 18β-glycyrrhetinic acid (48).

Figure 2.
Biotransformation products of 11-keto-b-boswellic acid (36).
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Deglycosylation appears to be the major transformation pathway, and the interme-
diate and the final hydrolysis products of 61 depended on the microorganisms used.
The biotransformation of various triterpenes, such as 61–64, has been described in
the literature. For each triterpenoid, the transforming microorganism together with
the type and site of the reaction catalyzed is given in Table 2 (Figure 4) [29].

Biotransformation of oleanolic acid (62) with Bacillus subtilis (ATCC 6633)
resulted in five more polar metabolites as 28-O-β-D-glucopyranosyl oleanic acid
(63), 3β-O-β-D-glucopyranosyl oleanic acid (64), 3-O-(β-D-glucopyranosyl)-oleanic
acid-28-O-β-D-glucopyranoside (61), 24-hydroxyl-oleanolic acid (62), and 3β-
24-dihydroxy-olean-12-en-28-O-β-D-glucopyranosyl-oic acid (63), while
echinocystic acid (64, 250 mg) was metabolized to three more polar metabolites as
28-O-β-D-glucopyranosyl echinocystic acid (65), 3-O-(β-D-glucopyranosyl)-
echinocystic acid-28-O-β-D-glucopyranoside (66), and 24-hydroxyl-28-O-β-
glucopyranosyl echinocytic acid (67), and then biotransformation of betulinic acid
(68) contributed four metabolites as 28-O-β-D-glucopyranosyl betulinic acid (69),
3-O-(β-D-glucopyranosyl)-betulinic acid-28-O-β-D-glucopyranoside (70),
23-hydroxy-betulinic acid (71), and 23-hydroxy-28-O-D-β-glucopyranosyl betulinic
acid (72). In this way there were two types of reactions in the biotransformation of
triterpenic acids 58, 64, and 68: hydroxylation and glycosylation [41]. Biotransfor-
mation of 58 by C. muscae yielded nine hydroxylated and glycosylated metabolites.
The specific hydroxylation (7β, 15α, and 21β) was main reaction type. In addition,
the selective glycosylation at C-28 was another main reaction type. It was also
observed that the 3β-OH group was selectively dehydrogenated into carbonyl
group [42].

A C-3 oxidized derivative of oleanolic acid 73 (3-oxoolean-12-en-28-oic acid)
was transformed by the Chaetomium longirostre (RF-1095) into 4-hydroxy-3,4-seco-
olean-12-ene-3,28-dioic acid (74) and the corresponding 21-hydroxylated deriva-
tive (75). Analogous ring-A cleavage oxidation reactions have been observed in the
biotransformation of triterpenoid substrates with the fungi Septomyxa affinis ATCC
6737 and Glomerella fusarioides ATCC 9552. (Figure 5) [4, 43].

2.3 Steroidal saponins

Diosgenin [(25R)-spirost-5-en-3β-ol, 76] is an important natural starting mate-
rial in the pharmaceutical industry to produce steroid drugs and hormones since the
last century. In recent years, a wide array of new biological activities of 76 has been
disclosed. Diosgenin was subjected to several structural modification studies to
secure new derivatives via microbial transformation. Several microorganisms have
been found to be capable of degrading 76, Bacillus megaterium, Corynebacterium
mediolanum,Mycobacterium fortuitum, M. phlei, Nocardia rhodochrous, and F. solani.

Figure 4.
Triterpenic acid: ginsenoside Rb1 (61), oleanolic acid (62), betulinic (63) and betulonic acid (64).
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Three major products were accumulated, diosgenone (77), 1-dehydrodiosgenone
(78), androst-4-en-3,17-dione (AD, 79), and androsta-1,4-diene-3,17-dione
(ADD, 80) (Table 3) [44, 45]. In addition, two side-chain cleavage intermediates of
76 were produced by C. elegans and Aspergillus nidulans. Microbial transformation

Triterpenoid Microorganism Reaction Reference

Ginsenoside
Rb1 (61)

A. niger (KTC
6909)

Deglycosylation at the C-3 and C-20 sites [30]

A. niger (AS
3.1858)

Deglycosylation at the C-3 and C-20 sites [30]

A. usamii (KTC
6956)

Deglycosylation at the C-3 and C-20 sites [30]

F. sacchari Deglycosylation at the C-3 and C-20 sites [31]

P. oxalicum Deglycosylation at the C-3 site [32]

C. lunata (AS
3.1109)

Deglycosylation at the C-20 site, hydration Δ24(25)

Formation of tertiary alcohol
[33]

R. stolonifer (AS
3.822)

Deglycosylation at the C-3 and C-20 sites [33]

Oleanolic
acid (62)

C. blakesleeana Diverse hydroxylation at the C-1β, C-7β, C-13β sites [4]

F. lini Dehydrogenation C-13 and C-18. oleanderolide
formation

[4]

P. chrysogenum Hydroxylation on C-21. Oxidation of the hydroxyl
group in C-3

[4]

C. phomoides Hydroxylation in C-6β [4]

A. ochraceus (NG
1203)

Hydroxylation in C-11α [4]

Chaetomium
longirostre

Oxidative ring A cleavage, hydroxylation at the C-21β
sites

[34]

Nocardia sp.
(NRRL 5646)

Methyl esterification of the C-28 carboxyl group [4]

R. miehei (CECT
2749)

Hydroxylation of the C-7β, C-15α and C-30 sites
Deshidrogenation Δ9(11)

[35]

Betulinic
acid (63)

B. megaterium
(ATCC 14581)

Dehydrogenation of the C-3 secondary alcohol group,
hydroxylation at the C-6α and C-7β sites

[36]

B. megaterium
(ATCC 13368)

Dehydrogenation of the C-3 secondary alcohol group,
hydroxylation at the C-7β and C-15α sites

[37]

C. elegans
(ATCC 9244)

Hydroxylation at the C-1β and C-7β sites [4]

Cunninghamella
sp.

Introduction of a β-glucopyranosyl at the C-28
carboxylic acid group

[38]

Betulonic
acid (64)

B. megaterium
(ATCC 13368)

Ketone α-hydroxylation at the C-2 site [37]

Ch. longirostris Oxidative ring A cleavage, hydroxylation,
decarboxylation

[39]

C. lunata (ATCC
13432)

Hydroxylations at the C-7β and (or) C-15β sites [4, 40]

Table 2.
Examples of biotransformed triterpenes (61–64) with different microorganisms.
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secure new derivatives via microbial transformation. Several microorganisms have
been found to be capable of degrading 76, Bacillus megaterium, Corynebacterium
mediolanum,Mycobacterium fortuitum,M. phlei, Nocardia rhodochrous, and F. solani.

Figure 4.
Triterpenic acid: ginsenoside Rb1 (61), oleanolic acid (62), betulinic (63) and betulonic acid (64).
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Three major products were accumulated, diosgenone (77), 1-dehydrodiosgenone
(78), androst-4-en-3,17-dione (AD, 79), and androsta-1,4-diene-3,17-dione
(ADD, 80) (Table 3) [44, 45]. In addition, two side-chain cleavage intermediates of
76 were produced by C. elegans and Aspergillus nidulans. Microbial transformation

Triterpenoid Microorganism Reaction Reference

Ginsenoside
Rb1 (61)

A. niger (KTC
6909)

Deglycosylation at the C-3 and C-20 sites [30]

A. niger (AS
3.1858)

Deglycosylation at the C-3 and C-20 sites [30]

A. usamii (KTC
6956)

Deglycosylation at the C-3 and C-20 sites [30]

F. sacchari Deglycosylation at the C-3 and C-20 sites [31]

P. oxalicum Deglycosylation at the C-3 site [32]

C. lunata (AS
3.1109)

Deglycosylation at the C-20 site, hydration Δ24(25)

Formation of tertiary alcohol
[33]

R. stolonifer (AS
3.822)

Deglycosylation at the C-3 and C-20 sites [33]

Oleanolic
acid (62)

C. blakesleeana Diverse hydroxylation at the C-1β, C-7β, C-13β sites [4]

F. lini Dehydrogenation C-13 and C-18. oleanderolide
formation

[4]

P. chrysogenum Hydroxylation on C-21. Oxidation of the hydroxyl
group in C-3

[4]

C. phomoides Hydroxylation in C-6β [4]

A. ochraceus (NG
1203)

Hydroxylation in C-11α [4]

Chaetomium
longirostre

Oxidative ring A cleavage, hydroxylation at the C-21β
sites

[34]

Nocardia sp.
(NRRL 5646)

Methyl esterification of the C-28 carboxyl group [4]

R. miehei (CECT
2749)

Hydroxylation of the C-7β, C-15α and C-30 sites
Deshidrogenation Δ9(11)

[35]

Betulinic
acid (63)

B. megaterium
(ATCC 14581)

Dehydrogenation of the C-3 secondary alcohol group,
hydroxylation at the C-6α and C-7β sites

[36]

B. megaterium
(ATCC 13368)

Dehydrogenation of the C-3 secondary alcohol group,
hydroxylation at the C-7β and C-15α sites

[37]

C. elegans
(ATCC 9244)

Hydroxylation at the C-1β and C-7β sites [4]

Cunninghamella
sp.

Introduction of a β-glucopyranosyl at the C-28
carboxylic acid group

[38]

Betulonic
acid (64)

B. megaterium
(ATCC 13368)

Ketone α-hydroxylation at the C-2 site [37]

Ch. longirostris Oxidative ring A cleavage, hydroxylation,
decarboxylation

[39]

C. lunata (ATCC
13432)

Hydroxylations at the C-7β and (or) C-15β sites [4, 40]

Table 2.
Examples of biotransformed triterpenes (61–64) with different microorganisms.
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of 76 using white-rot fungus Coriolus versicolor afforded eight polyhydroxylated
steroids, 7β-hydroxydiosgenin (81), (25R)-spirost-5-en-3β,7β,21-triol (82), (25R)-
spirost-5-en-3β,7β,12β-triol (83), (25R)-spirost-5-en-3β,7α,15α,21-tetraol (84),
(25R)-spirost-5-en-3β,7β,12β,21-tetraol (85), (25R)-spirost-5-en-3β,7α,12β,21-
tetraol (86), and (25R)-spirost-5-en-3β,7β,11α,21-tetraol (87). The 3β-hydroxyl
group and double bond in the B-ring of 76 were found to be important structural
determinants for their activity [46].

Microbial transformation of 76 using Cunninghamella blakesleeana AS 3.970
afforded polyhydroxylated derivatives, such as (25R)-spirost-5-en-3β,7α,12β-triol
(88), (25R)-spirost-5-en-3β,7α,12β,15α,21-pentaol (89), (25R)-spirost-5-en-
3β,7α,12β,18-tetraol (90), (25R)-spirost-5-en-3β,7α,12β,15α-tetraol (91), (25R)-
spirost-5-en-3β,7α,11α,21-tetraol (92), (25R)-spirost-5-en-3β,7β,15α,21-tetraol (93),
and (25R)-spirost-5-en-3β,7β,12β,18-tetraol (94) [47], specifically, the hydroxyl-
ation, ketonization, and methoxylation by Cunninghamella blakesleeana, C. elegans,
Helicostylum piriforme, and Streptomyces virginiae, at C-7, C-9, C-11, C-12, and C-25
positions of 76. Biotransformation of 76 by Syncephalastrum racemosum afforded
(25R)-spirost-5-en-3β,7α,9α-triol (95, 1%), (25R)-spirost-5-en-3β,9α,12α-triol-7-
one (96, 2%), (25R)-spirost-5-en-3β,9α-diol-7,12-dione (97, 1.5%), (25R)-spirost-4-
en-9α,12β,14α-triol-3-one (98, 0.66%), and (25S)-spirost-4-en-9α,14α,25β-triol-3-
one (99, 0.66%) [48]. C. echinulata (CGMCC3.2716) metabolized 76 to afford 81
(0.9%), 83 (7.7%), (25R)-spirost-5-en-3β,7β-diol-11-one (100, 7, 1.5%), and (25R)-
spirost-5-en-3β,7β,11α-triol (101, 6.2%) (Figure 6) [49].

2.4 Steroids

Microorganisms are able to hydroxylate steroids in different positions C-1 to
C-21. These represent the most widespread type of steroid bioconversion carried

Figure 5.
Biotransformation products of oleanolic acid (62), echnocystic acid (68) and betulinic acid (63).

Fungi Diosgenona (77) AD (79) ADD (80) Progesterone (102) 16-AD

A. nidulans ++ ++ ++ ++

C elegans ++ ++

F. solani ++ ++

Rhizopus sp. ++ ++ ++

AD androst-4-ene-3,17-dione; ADD androsta1,4-diene-3,17-dione; 16-AD androst-4-ene-3,16-dione.

Table 3.
The ability of different fungi to transform diosgenin (76).
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out by fungi. The commercialized microbial process in the steroid field was in the
production of 11α-hydroxyprogesterone. This process was realized for the first time
by Peterson and Murray (1952), which patented this process of 11α-hydroxylation
of progesterone (102) by Rhizopus species [50]. Microbial hydroxylation of 102 by
A. griseola produced two hydroxylated pregnane identified as 6β,14α-dihydroxy-
progesterone (103) and 7α,14α-dihydroxyprogesterone (104). R. pusillus produced
6β,11α-dihydroxyprogesterone (105) with excellent yield (65.5%) and 7α,14α-
dihydroxyprogesterone (106) (Figure 7) [51].

Industry, which is carried by different microorganisms, such as different
species of Curvularia spp., Cunninghamella spp. and fungi Trichoderma hamatum,
Cochliobolus lunatus. Structural transformation of steroidal compounds through
microorganisms has emerged as an important application in the steroidal drug
industry. Microbial conversions of steroids generally involve dehydrogenation,
esterification, halogenation, isomerization, methoxylation, and side-chain modifi-
cation of steroidal skeleton. Recently, Mucor circinelloides lusitanicus transformed
5-en-3β-ol steroids (108 and 109) into di- and trihydroxy products. The compound

Figure 6.
Biotransformation products of diosgenin (76).

Figure 7.
Biotransformation products of progesterone (102).
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microorganisms has emerged as an important application in the steroidal drug
industry. Microbial conversions of steroids generally involve dehydrogenation,
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108 yielded 3β,7α,11α-trihydroxypregna-5-en-20-one (110, 46.4%), and 109
afforded 111 (3β,7α-dihydroxyandrost-5-en-17-one, 43.6%) (Figure 8) [52].

Microbial transformation of (20S)-20-hydroxymethylpregna-1,4-dien-3-one
(112) is by four filamentous fungi, Cunninghamella elegans (113–119),
Macrophomina phaseolina (115, 117, 120–122), Rhizopus stolonifer (113, 123), and
Gibberella fujikuroi (115–117, 123). These metabolites were obtained as a
result of biohydroxylation of 112 at C-6β, 7β, 11α, 14α, 15β, 16β, and 17α positions
(Figure 9) [53].

The 11α-, 11β-, 15α, and 16α-hydroxylations are currently established processes
in the steroid industry mainly for the production of adrenal cortex hormones and
their analogues. 11α-, 11β-, and 16α-hydroxylations are usually performed using
Rhizopus spp. or Aspergillus spp., Curvularia spp. or Cunninghamella spp. and Strep-
tomyces spp., respectively (Figure 10) (Table 4) [54].

Boldenone (124) is an important steroid hormone drug which is the derivative
of testosterone. Biotransformation of 124 by Arthrobacter simplex and recombinant
Pichia pastoris with 17β-hydroxysteroid dehydrogenase from Saccharomyces
cerevisiae produces BD (124) from androst-4-ene-3,17-dione (79, AD) efficiently [65].
Many microorganisms such as Mucor racemosus, Nostoc muscorum, and Arthrobacter
oxydans can utilize androst-1,4-diene-3,17-dione (80, ADD) as substrate to produce
testosterone through 17β-carbonyl reduction reactions (Table 5). The ability of

Figure 8.
Biotransformation products of 5-en-3β-ol steroids.

Figure 9.
Biotransformation products of (20S)-20-hydroxymethylpregna-1, 4-dien-3-one (112).
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microorganisms to reduce 17-keto- to 17β-hydroxysteroids was evidenced for a wide
variety of substrates and microorganisms of different taxonomy: bacteria, fungi,
and yeast [54, 56, 57, 66].

Figure 10.
The ability of different microorganism to transform progesterone (102).

Hydroxylation
sites

Microorganisms Applications Reference

C-7α Fusarium sp., Gibberella sp.,
Nigrospora sp., Acremonium
sp., Phycomyces sp.

Production of bile acids and drugs for
neuropsychiatry and immunology

[55, 56]

C-7β Mortierella sp. Obtaining drugs for prostate cancer [56, 57]

11β Curvularia sp., Absidia sp.,
Cunninghamella sp.,
Trichoderma sp., Cochliobolus
sp.

Obtaining anti-inflammatory drugs,
like hydrocortisone, prednisone acetate,
dexamethasone

[56–60]

11α Aspergillus sp., Rhizopus sp. Obtaining of anti-inflammatory,
immunosuppressive, anti-allergic
drugs, and production of contraceptive
drugs

[56, 61]

14α Mucor sp. [56]

15β Bacillus sp. [56, 62]

16α Streptomyces sp. [63, 64]

Table 4.
Some examples of steroid hydroxylation reactions promoted by microorganisms and their applications.
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The oxidation of 17β-hydroxyl group was observed along with hydroxylation of
steroids at C5 (Penicillium crustosum, P. chrysogenum), C6 (Bacillus stearother-
mophilus, B. obtusa, P. blakesleeanus), C7 (α/β) (A. coerulea, Botrytis cinerea, B. obtusa,
P. blakesleeanus, Rhizopus stolonifer), C10 (Absidia glauca), C11 (α/β) (A. coerulea, B.
obtusa, Cephalosporium aphidicola, R. stolonifer), C12 (A. glauca, B. obtusa), C14 (Bacil-
lus sp.), and C15 (A. glauca, Aspergillus fumigatus, B. obtusa) [54, 56, 57, 67–69]. The
biotransformation of 79 with different microorganisms is shown. Compound 79 is an
endogenous weak androgen steroid hormone and intermediate in the biosynthesis of
estrone and of testosterone from dehydroepiandrosterone (DHEA) [70]. DHEA is an
endogenous steroid hormone. It functions as a metabolic intermediate in the biosyn-
thesis of the androgen and estrogen sex steroids. Various microorganisms have had
the ability to biotransform steroidal compounds such as AD (79) [54], DHEA (125)

Fungi Yeast Bacteria

Actinomucor elegans
Agaricus silvaticus
A. pantherina
A. spissa
Armillaria mellea
Corticium centrifugum
Fusarium spp.
Gibberella saubinetti
Mucor spp.
Penicillium spp.
Aphanocladium album
Aspergillus chevalieri
A. flavus
A. oryzae
A. tamarii
B. obtusa
C. aphidicola
Ceratocystis paradoxa
C. lunatus
Colletotrichum musae
C. radicicola
Exophiala jeanselmei var.
lecaniicorni

Fusarium
culmorum
F. oxysporum var.
cubense
F. solani
Mucor piriformis
M. spinosus
P. chrysogenum
P. crustosum
P. blakesleeanus
R. stolonifer
Septomyxa affinis
T. piriforme
Trichoderma
viride
Zygodesmus sp.

Candida albicans
C. pelliculosa
C. pseudotropicalis
C. robusta
C. tropicalis
C. utilis
Cryptococcus
albidus
C. laurentii
C. tsukubaensis
Debaryomyces
hansenii
D. kloeckeri
D. nicotianae
D. subglobosus
D. vini
Hansenula
anomala
H. califórnica
H. schnegii
H. suaveolens
Kloeckera jensenii
Saccharomyces
carlsbergensis
S. cerevisiae
S. fragilis
S. lactis
S. oviformis
S. turbidans
S. validus
Pichia farinosa
P.
membranaefaciens
Torulopsis spp.
Hortaea werneckii
Phaeotheca
triangularis
P. herbarum
P. ostreatus
Rhodotorula
aurantiaca
R. mucilaginosa

B. stearothermophilus
Bacteroides fragilis
Brevibacterium sterolicum
Clostridium paraputrificum
Comamonas testosteroni
Lactobacillus bulgaricus
Mycobacterium spp.
B. stearothermophilus
Bacteroides fragilis
Brevibacterium sterolicum
Clostridium paraputrificum
Comamonas testosteroni (syn.
Pseudomonas testosteroni)
Lactobacillus bulgaricus
Pediococcus cerevisiae
Sarcina lutea
Staphylococcus aureus
Streptomyces globisporus
S. sphaeroides
S. viridochromogenes
S. hydrogenans
S. lavendulae

Table 5.
Reduction of the C-17 carbonyl group of steroids by (17βHSDs) different microorganisms.
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[54, 55, 70–73, 76, 77, 80, 81], testosterone [54, 55, 74–76, 81], cortexolone (126)
[78, 79], and prednisone (127) (Figure 11a–d) [54, 55, 82].

2.5 Diterpene

Sclareolide (128) is a natural product isolated from several plant species which
displays phytotoxic and cytotoxic activities against several human tumor cells lines.
This compound has also been used as starting material for the synthesis of various
bioactive products. Regarding the biotransformation of the 128 with different
microorganisms, mono- (130, 131, 135, 140–142) and dihydroxylation (132–134,
136, 139, 143, 146), oxidation (129, 144), hydroxylation/oxidation (145),
epimerization (137), and cyclization (138) products have been obtained [83]. The
microbial transformation of 128 by Curvularia lunata yielded 3-ketoesclareolide
(129), 1β-hydroxysclareolide (130), 3β-hydroxysclareolide (131), 1α,3β-dihydroxy-
sclareolide (133), and 1β,3β-dihydroxysclareolide (134) [84]. The incubation of 128
with Cunninghamella elegans afforded 129, 131, 133, and 135–137 [85]. C
blakesleeana metabolized 128 to afford 129, 135, 134, and 138–140. Biotransforma-
tion of 128 with C. echinulata yielded 5-hydroxysclareolide (141) and 7β-
hydroxysclareolide (142) [86]. Fermentation of 148 with A. niger using a nutrient-
rich culture medium yielded 141 and 144–146 (Figure 12) [83].

2.6 Flavonoids

As most important phytochemicals in food, the dietary flavonoids exert a wide
range of benefits for human health. Recent researches have explored diverse bio-
logical and pharmacological activities of natural flavonoids—antioxidant activity,
anti-inflammatory activity, anti-Alzheimer’s disease, antibacterial activity, antifun-
gal activity, anti-HIV activity, anticoagulant activity, antileishmanial activity, and

Figure 11.
The ability of different fungi to transform DHEA (125), testosterone, cortexolone (126) and prednisone (127).
(a) Hydroxilation of 3β-hydroxy-5-androsten-17-one (DHEA) by various microorganisms. (b) Reduction of
C-17 and hydroxilation of testosterone by various microorganisms. (c) Hydroxylation of cortexolone (123) by
various microorganisms. (d) Reduction and hydroxylation of prednisone (126) microorganisms.
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Table 5.
Reduction of the C-17 carbonyl group of steroids by (17βHSDs) different microorganisms.
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[54, 55, 70–73, 76, 77, 80, 81], testosterone [54, 55, 74–76, 81], cortexolone (126)
[78, 79], and prednisone (127) (Figure 11a–d) [54, 55, 82].

2.5 Diterpene

Sclareolide (128) is a natural product isolated from several plant species which
displays phytotoxic and cytotoxic activities against several human tumor cells lines.
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2.6 Flavonoids

As most important phytochemicals in food, the dietary flavonoids exert a wide
range of benefits for human health. Recent researches have explored diverse bio-
logical and pharmacological activities of natural flavonoids—antioxidant activity,
anti-inflammatory activity, anti-Alzheimer’s disease, antibacterial activity, antifun-
gal activity, anti-HIV activity, anticoagulant activity, antileishmanial activity, and

Figure 11.
The ability of different fungi to transform DHEA (125), testosterone, cortexolone (126) and prednisone (127).
(a) Hydroxilation of 3β-hydroxy-5-androsten-17-one (DHEA) by various microorganisms. (b) Reduction of
C-17 and hydroxilation of testosterone by various microorganisms. (c) Hydroxylation of cortexolone (123) by
various microorganisms. (d) Reduction and hydroxylation of prednisone (126) microorganisms.
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anti-obesity activity [87–91]. Microbial biotransformation strategies for production
of flavonoids have attracted considerable interest because they allow yielding novel
flavonoids, which do not exist in nature.

The main reactions during microbial biotransformation are hydroxylation,
dehydroxylation, O-methylation, O-demethylation, glycosylation, deglycosylation,
dehydrogenation, hydrogenation, C ring cleavage of the benzo-γ-pyrone system,
cyclization, and carbonyl reduction. Cunninghamella, Penicillium, and Aspergillus
strains are very popular to biotransform flavonoids, and they can perform almost all
the reactions with excellent yields (Figure 13). Isoflavones are usually hydroxylated
at the C-30 position of the B ring by microorganisms. Chalcones 147-152 were
regioselectively cyclized to flavanones (Figure 14). Hydrogenation of flavonoids
was only reported on transformation of chalcones to dihydrochalcones
(Figure 14) [92, 93].

Aspergillus niger is one of the most applied microorganisms in the flavonoids’
biotransformation; for example, A. niger can transfer flavanone to flavan-4-ol, 20-
hydroxydihydrochalcone, flavone, 3-hydroxyflavone, 6-hydroxyflavanone, and 40-
hydroxyflavanone. The hydroxylation of flavones by microbes usually happens on
the ortho position of the hydroxyl group on the A ring and C-40 position of the B
ring, and microbes commonly hydroxylate flavonols at the C-8 position. Natural
flavonoids, such as naringenin (166), hesperetin (167), chrysin (168), apigenin
(169), and luteolin (170) were subjected to microbiological transformations by
Rhodotorula glutinis (KCh 735). Yeast was able to regioselectively C-8 hydroxylate
167, 168, 169, and 170 to generate 171 (17%), 172 (31%), 173 (12.9%), and 174
(25%), respectively. Naringenin (166) was transformed to carthamidin (175) and
isocarthamidin (176) in a ratio of 1:19, respectively (Figure 15) [94].

Figure 12.
Biotransformation products of sclareolide (128).
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The microorganisms tend to hydroxylate flavanones at the C-5, 6, and 40 posi-
tions; however, for prenylated flavanones, dihydroxylation often takes place on the
Δ4(5) double bond on the prenyl group (the side chain of A ring), although cycliza-
tion of the prenyl group to dihydrofurane derivatives is rather common biotrans-
formation pathway of prenylated flavonoids. Prenylated flavanones are a unique
class of naturally occurring flavonoids characterized by the presence of a prenylated
side chain (prenyl, geranyl) in the flavonoid skeleton [95]. The prenyl chain gener-
ally refers to the 3,3-dimethylallyl substituent (3,3-DMA), geranyl and lavandulyl.
It is proposed that the prenyl-moiety makes the backbone compound more lipo-
philic, which leads to its high affinity with cell membranes. The prenylation brings
the flavonoids with enhancement of antibacterial, anti-inflammatory, antioxidant,
cytotoxicity, larvicidal, as well as estrogenic activities. Figure 16 demonstrated

Figure 14.
Biotransformation products obtained from biotransformation of chalcones 147-152 with A. niger.

Figure 13.
The main reactions during biotransformation of chalcone whit microorganisms.
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the microbial biotransformation of kurarinone (177) using C. echinulata and C.
militaris [96, 97].

Incubation of Absidia coerulea (AM93) with prenylnaringenin (178) led to
metabolite 179 (8-prenylnaringenin 7-O-β-D-glucopyranoside, 49.3%), while B.
bassiana transformed 178 into 180 (8-prenylnaringenin 7-O-β-D-4″-O-methyl-
glucopyranoside, 32.9%); the metabolites 179 and 180 originated in Sabouraud
medium. In the absence of glucose in the culture of A. coerulea, the sulfation of
substrate 178 (8-prenylnaringenin-7-sulfate, 181, 31.1%) occurs, while B. bassiana
into the same product (180). The capacity of some fungi—Cunninghamella elegans,
Streptomyces fulvissimus, Mucor ramannianus, and B. bassiana—in the sulfation of
certain phenolic compounds has been reported (Figure 17) [98].

Regioselective glycosylation of biologically active flavonoid aglycones catalyzed
by microorganisms is an interesting and desired reaction, which significantly
increases the water solubility of the compound and, therefore, may improve bio-
availability of flavonoids. Absidia glauca AM177, A. coerulea AM93, Rhizopus nigricans
UPF701, Beauveria bassiana AM278, and B. bassiana AM446 are able to conjugate

Figure 16.
Microbial biotransformation of kurarinone (177) using C. echinulate and C. militaris.

Figure 15.
Biotransformation products of flavanone (166, 167) and flavone (168–170).
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sugar moiety to chalcones, flavanones, and isoflavanones with high regioselectivity.
Therefore, it is possible to use Beauveria and Absidia for the microbial transformation
of simple or prenylated flavonoids by glycosidation reactions [97, 99].

Bavachinin (182) is one kind compound of flavanones and isolated from the
aerial parts and dried fruits of Psoralea corylifolia, and bavachinin displays a broad
range of biological activities, such as antioxidant, antibacterial, antifungal, anti-
inflammatory, antitumor, anti-pyretic, and analgesic properties [100, 101].
Bavachinin (182) was subject to biotransformation by cultured cells of A. flavus
(ATCC 30899); C. elegans (CICC 40250) afforded the same product 183 [(S)-6-
((R)-2,3-dihydroxy-3-methylbutyl)-2-(4-hydroxyphenyl)-7-methoxychromen-4-
one]. On the other hand, one major product 184 [(2S,4R)-2-(4-hydroxyphenyl)-7-
methoxy-6-(3-methylbut-2-en-1-yl)-chromen-4-ol] was obtained by P. raistrickii
(ATCC 10490) by the reduction at the position of ketone group of the C-ring
(Figure 18) [102].

The biotransformation of xanthohumol (185), a prenylated chalcone isolated
from hops by selected fungi, Absidia coerulea (AM93), Rhizopus nigricans (UPF701),
Mortierella mutabilis (AM404), and Beauveria bassiana (AM446), was investigated.
The incubation of A. coerulea with 185 resulted in the isolation of xanthohumol 40-
O-β-D-glucopyranoside (186, 29%). This metabolite was also produced by R.
nigricans (186, 14.2%). Biotransformation of 185 with B. bassiana and M. mutabilis
yielded xanthohumol 7-O-β-D(4‴-O-methyl)-glucopyranoside (187, 23%) and
isoxanthohumol 7-O-β-glucopyranoside (188, 49%), respectively (Figure 19) [103].
The compounds 188 (9.3%) and 186 (12%) were also observed as products of 185
transformation by Cunninghamella elegans [104]. Another way to obtain 188 is by
the transformation of isoxanthohumol (189, 61.6%) with Absidia glauca; although

Figure 17.
Biotransformation products of prenylnaringenin (178).

Figure 18.
Biotransformation products of bavachinina (182).
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the efficiency of this process was high (61.6% yield), it required the chemical
isomerization of 185 to 189, prior to biotransformation [105].

2″-(2″-hydroxyisopropyl)-dihydrofurano-[4″,5″:30,40]-4,20-dihydroxy-60-
methoxychalcone (190), mixture of diastereoisomers of (2S, 2″S) and (2S, 2″R) 2″-
(2″-hydroxyisopropyl)-dihydrofurano-[4″,5″:7,8]-40-hydroxy-5-methoxyflavanone
(191), and (Z)-2″-(2″-hydroxyisopropyl)-dihydrofurano-[4″,5″-6,7]-30,40-
dihydroxy-4-methoxyaurone (192) were obtained by transformation of 185 in
Aspergillus ochraceus (AM 465) culture (Figure 19) [106].

Incubation of xanthohumol (185) both with Fusarium avenaceum (AM11) and F.
oxysporum (AM727) gave a single metabolite 2″-(2″-hydroxyisopropyl)-dihy-
drofurano-[4″,5″:30,40]-40,2-dihydroxy-60-methoxy-α,β-dihydrochalcone (193),
which turned out to be the product of the prenyl group cyclization and α,β-double
bond reduction. F. tricinctum reduced α,β-double bond of 185 to give 4,20,40-trihy-
droxy-60-methoxy-3-prenyl-α,β-dihydrochalcone (194). Penicillium albidum
(AM79) oxidized 185 at the double bond of prenyl group to xanthohumol H (195)
[107]. The culture of the yeast, Rhodotorula marina (AM 77), converted 185 and 4-
methoxychalcone (196) to α,β-dihydroxanthohumol (197) and 4-methoxydihydro-
chalcone (198) with the yields of 18% and 20%, respectively [108]. Penicillium
albidum (AM79) dihydroxylated the Δ2″(3″) double bond of xanthohumol to pro-
duce 30-[3″-hydroxy-3″-methylbutyl]-4,20,40-trihydroxy-60-methoxychalcone (199,
22.84%) (Figure 19).

B. bassiana AM278 and Absidia glauca AM177 converted isoxanthohumol (189)
into glucoside derivatives (200, 201), whereas Fusarium equiseti AM15 transformed
it into (2R)-2-(2-hydroxyisopropyl)-dihydrofurano-[2,3:7,8]-4-hydroxy5-
methoxyflavanone (202) (Figure 20) [95, 106].

C. echinulata (ATCC 9244) sulfated silybin (203) to silybin-7-sulfate (204) and
2,3-dehydrosylibin-7-sulfate (205). Sulfonation at the C-7 position of silybin

Figure 19.
Biotransformation products of xanthohumol (185).
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significantly decreased the DPPH free radical scavenging potential; however, fur-
ther dehydrogenation Δ2(3) to 2,3-dehydrosilbyn-7-sulfate (206) drastically
enhanced the DPPH free radical scavenging potential activity [109] (Figure 21).

2.7 Enzymes isolated from microorganisms and their application

Enzymes are the most proficient catalysts, offering much more competitive
processes than chemical catalysts. A number of enzyme-based processes have been
commercialized for producing several valuable products. During the 1980s and
1990s, engineering of enzymes based on structural information allowed extension
of their substrate ranges, enabling the synthesis of unusual intermediates. Accord-
ingly, the use of enzymes has been expanded to the manufacture of pharmaceutical
intermediates and fine chemicals [110]. Microorganisms and enzymes
(biocatalysts) are highly enantio-, chemo-, and regioselective in a wide range of
reaction conditions. Selectivity is extremely desirable in the synthesis of different
synthesis products, since it offers advantages such as minimizing the side reactions
that do not require protection and deprotection steps, which allows for shorter
synthesis. Biocatalysis provides a technology that is environmentally safer, and it
effectively reduces the level of waste and even eliminates the waste generation
rather than remediation and disposal of wastes at the end of the process. In addition

Figure 20.
Biotransformation products of isoxanthohumol (189).

Figure 21.
Biotransformation products of sylbin (204).
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to, biocatalysts have many attractive features in the context of green chemistry and
sustainable development. Various enzymes used in different industrial processes
have been described in the literature. Table 6 indicates some enzymes, their source,
and some applications [111–113].

2.8 Extremophiles

A very interesting research area in biology and biotechnology is the of extremo-
phile microorganisms. Extremophiles can be divided into group according to (i)
temperature tolerance, (ii) salt concentration, (iii) pH range, or (iv) pressure
conditions. Enzymes from extremophilic microorganisms offer versatile tools for

Microbial enzymes Microorganism Application

α-Amylase Bacillus
amyloliquefaciens
B. stearothermophilus
B. licheniformis

Baking, brewing, starch liquefaction
Clarification of fruit juice
Textile industry
Paper industry

Glucoamylase Aspergillus niger
A. awamori
Rhizopus oryzae

Beer production
High glucose and high fructose syrups

Proteases A. usami

Lactase (β-
galactosidase)

Kluyveromyces lactis
K. fragilis

Lactose intolerance reduction in people
Prebiotic food ingredients

Lipase Candida antarctica
C. cylindraceae Ay30
Helvina lanuginosa
Pseudomonas sp.
Geotrichum candidum

Cheese flavor development
Textile indutry
Medicinal applications
Use in cosmetics
Use as biosensors
Use in biodegradation

Phospholipases Fusarium oxysporum Cheese flavor development

Esterases Bacillus licheniformis Enhancement of flavor and fragrance in fruit juice

Xylanases Streptomyces sp.
Bacillus sp.
Pseudomonas sp.

Clarification of fruit juice
Beer quality improvement

Glucose oxidase A. niger
Penicillium glaucum
P. adametzzi

Food shelf life important
Food flavor improvement

Laccase Funalia trogii
Bacillus licheniformis
Bacillus vallismortis

Polyphenol removal from wine
baking

Pectinases A. niger
A. wentii
Rhizopus sp.

Clarification of fruit juice

Catalase A. niger
Metarhizium
anisopliae
Psychrobacter
piscatorri

Food preservation
Removal of H2O2 from milk prior to cheese
production

Peroxidase Streptomyces
viridosporus

Development of flavor, color and nutritional quality
of food
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sustainable developments in a variety of industrial applications as they show impor-
tant environmental benefits due to their biodegradability, specific stability under
extreme conditions, improved use of raw materials, and decreased amount of waste
products. Although major advances have been made in the last decade, our knowl-
edge of the physiology, metabolism, enzymology, and genetics of this fascinating
group of extremophilic microorganisms and their related enzymes is still limited
[114–116].

The outstanding properties of thermozymes are suited to industries that employ
elevated temperatures, such as the pulp and paper, food, brewing, and feed
processing industries. Thermophiles are often highly resistant to harsh conditions
such as chemical denaturing agents, wide pH ranges, and/or nonaqueous solvents.
Examples of such enzymes are cellulases, xylanases, pectinases, chitinases, amy-
lases, pullulanases, proteases, lipases, glucose isomerases, alcohol dehydrogenases,
and esterases. Thermophilic enzymes have played important roles not only at the
industrial level but also in pharmaceutical applications requiring use of specific
aldolases for the synthesis of enantiopure compounds (Table 7) [118].

Source Enzyme Activity Bioprocess/industry Reference

Sulfolobus
solfataricus
S. acidocaldarius
Thermoproteus
texas
Hyperthermus
butylicus

Aldolase Stereoselective C-C bond
formation

Pharmaceutical
industry

[117]

Pyrococcus
furiosus

Hydrogenase Final stage of glucose
oxidation by oxidative
pentose phosphate cycle

Enhanced production
of biohydrogen

[119]

Geobacillus
thermoleovorans

Carboxylesterase Carboxyl ester hydrolysis Agriculture, food, and
pharmaceutical
industries

[120]

Bacillus pumilus Acidic
thermostable
lipase

Degradation of palm oil Treatment of palm oil-
containing wastewater

[121]

Geobacillus sp. Lipase Hydrolysis of diver’s lipid
substrates

Biofuel, cosmetics, or
perfume production,
leather and pulp
industries

[122]

Microbial
community
from solid-state
fermentation
reactor

Protease Degradation of hair waste
from tannery

Leather industry [123]

Sulfolobus
tokodaii

Chitinase Hydrolysis of β-(1, 4)-
glycosidic bonds in chitin

Biomedical,
pharmaceutical, food,
and environmental

[124]

Acidothermus
cellulolyticus

Endoxylanase β-(1,4)-xylan cleavage Biofuel production
from lignocellulose

[125]

Thermotoga
neapolitana

Pullulanase Hydrolysis of α-(1, 6)-
glucosidic linkages

Biofuel production [126]

Table 7.
Extremophile microorganisms and some applications of their enzymes.
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3. Conclusion

Due to microorganisms’ abundant multienzyme systems, microbial transforma-
tion possesses advantages against chemosynthesis of environmental friendliness,
mild reaction conditions, and high stereo-, regio, and chemo-selectivities as well as in
improving conversion rates and reducing cost. Thus, microbial transformation
technique is being increasingly used to structurally modify natural and synthetic
compounds.

The hydrolytic and reductive capabilities of microorganisms have been known
and are currently used in preparative and industrial reactions. Various classes of
bioactive organic compounds have been subjected to enzymatic transformation to
obtain more active and less toxic substances or to elucidate their metabolic
pathways.

For example, biotransformation-derived steroids are used for a wide range of
pharmacotherapeutic purposes, such as anti-inflammatory, immunosuppressive,
progestational, diuretic, anabolic, as neurosteroids, and as contraceptive.
Researchers continue to discover more useful steroid compounds and to isolate
microorganisms that can perform the structural transformations desired. New
technologies such as genomics, metanogenomics, gene shuffling, and DNA evolu-
tion provide valuable tools for improving or adapting enzyme properties to the
desired requirements.

An alternative may be extremophilic microorganisms such as biocatalysts for
countless future industrial applications that are more environmentally friendly.
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