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It is already highlighted that there is no accepted approach to conducting system of 
systems engineering (SoSE) efforts. There are already few schools of thoughts in the 
field of SoSE, let alone in respect to the domain of systems of systems (SoS). 

The present initiative to have such a collection of works, under the topic of SoS, in an 
attempt to bring to the attention of a wide audience that the domain has a large 
capability to embrace numerous applications and get new solutions to complex 
systems, and their operation environments. 

The authors contributing to this book subscribe to a number of general perspectives on 
SoS such as i) the need to teat holistically their problem area, ii) applied methods in an 
iterative fashion throughout the project development, iii) having potentially different 
perspectives and priorities at different times, iv) requiring detailed elements that serve 
to structure the application of various potential approaches. 

This book is among the few available on this topic; it is a hope that the effort done by 
the authors and the Editors to put together this collection of papers, will open readers' 
interest and adopt professional approaches to the SoS theory and the large area of 
future applications.  
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Batten Chair of Systems Engineering, 
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From System-of-Systems to Meta-Systems: 
Ambiguities and Challenges 

G. Reza Djavanshir1, Ali Alavizadeh1 and M.J. Tarokh2 

1Johns Hopkins University, 
2K.N. Toosi University of Technology, 

1USA 
2Iran 

1. Introduction  
While the term system-of-systems (SOS) is widespread and generally recognized within 
academia and industry, there is still confusion about its definition. For example, there are 
many different interpretations of system-of-systems (Sauser, and et at., 2009). A sample of 
different definitions is provided by Jamishidi (2005). So far, little research has been done to 
provide standard definitions of its characteristics. Many prominent researchers including 
Dagli, Kilicay-Ergin, (2009), Buede (2009), Keating (2009), Eisner (1997), and Djavanshir 
(2005) accept that systems-of-systems are meta-systems that exhibit meta-systemic 
behaviors. The meta-system provides the structural mechanism that integrates a system-of-
systems as a whole ((Beer, 1979,1981) and Keating (2009)) and prevents it from falling into 
chaos. This is accomplished by a meta-system’s governance system. Therefore, a meta-
system is a system-of-systems that has an additional characteristic, called a governance 
system, which integrates the system-of-systems’ components, and provides balanced 
operations among them in order to achieve a common mission and strategy. According to 
our studies and understanding (Beer 1979, 1981, Esiner (1997), Keating (2009), Dagli and 
Kilicay-Ergin (2009), Buede (2009), and Djavanshir, et. al., 2009), if any system-of-systems 
possesses two properties, namely, (1) evolutionary process between the system-of-systems 
and its component enterprise systems and (2) passion of integrated centralized governance 
system, the system-of-systems is called a meta-system. In this chapter we will call a system-
of-systems with these two characteristics a meta-system. Furthermore, the concept of meta-
system provides powerful means to a better understanding of the so-called system-of-
systems’ nature, characteristics (Esiner, 1997, Djavanshir, and et. al., 2009, Klir, 1985, 
Kawakek, 2002, and Buede, 2009), behaviors (Keating, 2009), and finally, its structure (Dagli, 
Kilicay, Ergin, 2009). Furthermore, accepting the fact that meta-systems are the extended 
version of meta-systems with these properties, enables researchers to apply well-researched, 
standardized and accepted definitions, behaviors, and characteristics of meta-systems in 
studying, understanding, designing, and deploying the so-called systems-of-systems.  

Therefore, a meta-system is an extended and robust version of a system-of-systems. In this 
book chapter we attempt to define it.  
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A meta-system is a complex system-of-systems with a centralized governance structure that 
coordinates the operational behaviors of the component systems and provides the strategic 
framework that guides the component systems to the achievement of their shared emergent 
mission. The component systems of meta-systems are composed of technological artifacts 
and informational, organizational, managerial, and human elements; these heterogeneous 
elements are integrated together to create emergent capabilities and capacities for achieving 
their shared function(s). Meta-systems possess a governance system that controls, which are 
described as follows: 

1. Infrastructure system can include electric power grids, roads, airport facilities, supply 
chains, tools, assembly lines, technological artifacts, and all other resources.  

2. Communications system contains various multimedia networks such as, voice, data, 
and video communication networks; the internet and intranet; and learning channels 
that provide knowledge gain and accumulations that are essential to both meta-
systems’ operations and its effective functioning within uncertain and changing 
environments. The communications system also provides error detections, feedback, 
fault isolations, and correction mechanisms by continuously reexamining the adequacy 
of its design (Keating, 2009). A communication exchange between a meta-system’s 
components not only make achieving the function possible, but they also enable the 
components to evolve and adapt to each other. Communications system also help the 
emergence of a self-organizing structure in chaotic situations (Keating, 2009).  

3. Governance system is composed of people, processes, organizations, and products that 
provide interface protocols for those involved in the design and operation of meta-
systems. The governance system enables the meta-system to provide smooth operations 
of components. Also, it control the the overall operation of achieving the meta-systems’ 
function. However, it does not manage the daily operations of the component systems. 
That is, flexibilities are provided to all components in choosing the tactical executions of 
their functions. A meta-system’s ultimate role is to provide a seamless design of its 
three main system-components, in order to create a shared capability to achieve the 
meta-system’s function.  
Heterogeneous elements such as, people, institutions, organizations, information, and 
technologies create various systems that make up the components of a meta-system. In 
other words, the components of a meta-system are systems whose elements come from 
three integrated networks. Therefore, component systems are composed of 
heterogeneous elements of technologies, tools, processes, people, organizations, 
information and communications networks, and resources.  

This chapter will be composed of five sections: Section 1 will provide an introduction, 
Section 2 will discuss the characteristics of meta-systems, and Section 3 will provide the 
description of, and the rational for, a centralized governance mechanism. The solicited 
opinions of a survey of experts and practitioners’ views on systems-of-systems and meta-
systems will be described in Section 4. Finally, Section 5 will provide a conclusion and 
recommendations for future research.  

2. Characteristics of meta-systems 
Building on the definitions provided by Sage, Cuppon; Keating(2009), Dagli and Kilicay-
Ergin (2009), Eisner (1997), and (Djavanshir, et al., 2007), we came up with the following 
critical characteristics: 
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2.1 Different elements  

Meta-systems are composed of systems whose elements can be: technological artifacts, 
information, and communication channels; energy generators and transmission systems; or 
organizations, people, and processes.  

2.2 Constrained Autarky of distributed enterprise systems  

According to Webster’s dictionary, Autarky means self-sufficiency and managerial 
independence. Autarky of distributed enterprise (component) systems in the context of 
meta-systems means that the component systems are separate and autonomous systems, yet 
they are integrated and combined together by the meta-systems, and they exist for the 
purpose of serving the shared mission of the meta-system (Luhmann, 2003 and Kauffman, 
1994). While they have operational and managerial tasks (Wells and Sage, 2009 and Eisner 
and Marciniak, 1991), there are still resources, financial, and capital flows between the 
distributed enterprise systems and the governance system of the meta-systems. Constrained 
autarky of distributed systems implies that these systems do not possess full, independence 
from the meta-systems that govern them by way of the design of these systems, which is to 
ensure the effective accomplishment of their shared function and to prevent the operations 
of the meta-systems from falling into chaos. Moreover, constrained autarky means that the 
variable autonomies of distributed systems range from full autonomy to full dependency. In 
other words, the autonomy of each distributed system is a function of variables such as, 
skills and talents the criticality distributed systems’ operations to the overall mission, 
operation of a meta-system, and the amount of investments spent on the systems. For 
example, distributed systems do not have decisions that are critical to the survival or failure 
of the meta-systems, they cannot make decisions, nor can a distributed system decide to 
ignore the decisions that are accepted by the entire meta-system. However, depending on 
the mission, distributed systems are either autonomous in making small decisions or they 
are autonomous in managing their programs and running their daily operations in terms of 
scheduling, maintenance, and acquisitions. 

2.3 Topological dispersion of distributed systems  

Component systems can be dispersed in large geographic areas. These systems collaborate 
with each other and are linked to the governance mechanism through constant 
communication and the flow of resources, information, and strategic decisions to fulfill the 
meta-system’s overall mission. 

2.4 Governance system  

Meta-systems possess a governance system that provides an overall control and oversees the 
system’s overall function and operations. The role of a governance system is to control and 
manage the component systems’ behavior.  

Governance structure also articulate the functions and overall mission of the meta-systems. 
Additionally, it facilitates the teamwork and effcient processes throughout the entire system. 
In order to respond to the changing environment and to effectively achieve its goals and 
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missions, a meta-system must have a control system that manages the changes in its overall 
functional behavior. Strategic control is not the detailed change strategy, but rather it 
articulates the meta-system’s mission and functions and provides a general description of how 
the system can accomplish its stated function. Strategic control is based on the assumption that 
the detailed knowledge about a change or design strategy is part of the change or design 
process. Therefore, it provides a flexible framework for implementation tactics.  

 
 
 

 
 
 

Fig. 1. Continuum of Constrained Autarky (Variant-Autonomy) of Component Systems 

2.5 Evolutionary process  

The environment in which meta-systems are located is always uncertain and evolving, 
therefore, the requirements specification of meta-systems is always evolving and changing. 
The component systems are created for and integrated by means of the meta-system, while 
the meta-system itself exists and is created by means of its interacting component systems. 
The process of the creation of a meta-system and its component systems, results in self-
organization of the entire meta-system.  

Meta-systems are developed through an evolutionary process, where the components of the 
meta-system are modified in response to the changing environment. As the environment 
changes, meta--systems’ and configuration change as well. Therefore, a meta-system’s, 
configuration, and final design are always evolving (Well and Sage 2009). In other words, as 
the environment evolves, the meta-system redesigns itself to adapt and respond to new 
conditions in a evolutionary manner. Evolution means the environment changes, the meta-
system’s entities adapt to their environment over time.  

2.6 Emergence property 

There are two related forms of emergence or type II properties (Gharajedaghi, 1999) in 
meta-systems. The first type is intentional and by design, where new capabilities, 
behaviors, and properties emerge from the process of structural interactions among the 
meta-system’s components. The second type is the unintended consequence of not 
knowing about the emergence in advance (Keating, 2009). This unpredictable behavior 
comes from the process of the interactions of the meta-system within an uncertain and 
unpredictable environment.  
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With respect to the changing environment and the emergence of unintended consequences, 
the detailed design and specifications of a meta-system should not be specified in advance 
of its operation. Rather, the knowledge and information about the meta-system’s design 
should be part of its design, operations, and implementation process. In other words, the 
system design should be based on the law of minimum specifications (Keating, 2009). 
Otherwise, the detailed specifications and design increase the system’s complexity, which 
creates a structural sclerosis that restricts the meta-system’s agility and its responsiveness to 
the evolving uncertain environment and emergent unintended consequences. Furthermore, it 
restricts the meta-system’s capacity to self-organize and self-produce based on the contextual 
information. Therefore, meta-systems should be designed with minimum specifications.  

3. The governance system  
Governance controls the collective actions overall function of the component systems in the 
meta-system. As shown in Figure 2, the governance structure is integrated but centralized 
entity in direct contact with all component systems of the meta-system that exchanges 
information. In meta-systems, centralized governance system mechanism is needed. It does 
not manage component systems in terms of providing control. However, it formulates the 
overall design of the meta-system. It provides control, and coordination of efforts to achieve 
the mission. and to prevent the system from falling into chaos.  

Meta-systems are complex constructs. Their complexities, coupled with the uncertainty of 
the environment. DeRosa (2001) emphasizes the need for a governance mechanism in large-
scale enterprise systems that are composed of human, informational, organizational, and 
technological elements. The governance mechanism is used to: 

1. Define the goal that should be achieved through the meta-system, as well as the 
capabilities expected from component systems, in order to achieve the desired outcome. 
Component systems should collectively provide the expected functions to succeed in 
achieving their mission.  

2. Facilitate the flow of information, to facilitate operations  
3. Facilitate the creation of a environment that maintains the control of meta-systems during 

internal and external changes and turbulence (Keating, 2009). Balance and the 
maintenance of balance, is achieved through adjustments to changes, shifts, and 
disturbances (Keating, 2009).  

4. Formulate the meta-systems’ governance functions to avoid chaos. In changing 
environments, meta-systems’ design are always evolving, and their development and 
deployments evolve with the changes in the environment and in requirements. 
Therefore, meta-systems’ and integration proceed according to uniform standardized 
design integrations model. The design models and the overall fitness rules are shaped 
by the efforts of the meta-systems’ governance system and its component systems. The 
governance system creates rules and structures which will in turn aid in the 
achievement of the meta-system’s functions. Even if the individual component 
enterprises and their managers pursue their own self-interests, the Governance system 
should create an environment for the functioning of all members of the meta-system 
(McCarter and White, 2009).  
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Fig. 1. Continuum of Constrained Autarky (Variant-Autonomy) of Component Systems 

2.5 Evolutionary process  
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behaviors, and properties emerge from the process of structural interactions among the 
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internal and external changes and turbulence (Keating, 2009). Balance and the 
maintenance of balance, is achieved through adjustments to changes, shifts, and 
disturbances (Keating, 2009).  

4. Formulate the meta-systems’ governance functions to avoid chaos. In changing 
environments, meta-systems’ design are always evolving, and their development and 
deployments evolve with the changes in the environment and in requirements. 
Therefore, meta-systems’ and integration proceed according to uniform standardized 
design integrations model. The design models and the overall fitness rules are shaped 
by the efforts of the meta-systems’ governance system and its component systems. The 
governance system creates rules and structures which will in turn aid in the 
achievement of the meta-system’s functions. Even if the individual component 
enterprises and their managers pursue their own self-interests, the Governance system 
should create an environment for the functioning of all members of the meta-system 
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4. Experts’ views on meta-systems 
To provide a comprehensive view of system-of-systems, we also conducted literature 
research with experts in order to solicit experts’ opinions of system-of-systems and meta-
systems. A more in-depth reasoning behind the definitions was needed to establish a true 
understanding of what a system-of-systems is, the characteristics that define it, as well as the 
differentiation between a system-of-systems and a meta-system. This section explores the 
results of selected surveys. It is important to note that, given the short timeframe within 
which this research was conducted, only literature search was used. Therefore, the obtained 
results are certainly not enough to provide a “representative sample.” The majority of 
literature articles are, however, were written by subject matter experts in the field. The 
research results were gathered from average system-of-systems experts with special 
practical knowledge of systems-of-systems; in other words, not academic subject matter 
experts, but also those with professional perspectives from the field. The information that 
was obtained is described in this section, but the authors welcome additional researchers to 
continue this effort. The results obtained to date are quite intriguing, and rather 
contradictory.  

To provide a focused and coherent structure to our interviews, two questions were asked 
and searched in some instances where time or interest did not permit the respondent to 
complete the entire questionnaire. It was necessary to shorten the scope of the questions for 
some respondents and us in order to obtain timely responses. In one instance, the response 
was limited to an even smaller subset. The questions were as follows: 

1. What is your definition of a system-of-systems? 
2. What is your definition of a meta-system?  

Some definitions (Djavanshir, et, al., 2007) include central control of the overall system and 
use the term meta-system to describe a system-of-systems while others do not recognize the 
concept of centralized control (Maier, 1998). Subject matter experts in the field express 
different opinions on SoS control ranging the gamut, including control as a necessity 
(Djavanshir, et, al., 2007), control as an impossibility (Maier, 1998) and control as a 
possibility depending on SoS hierarchy. We believe that the concept of centralized control 
does hold merit as it pertains to the systems environment because a centralized control 
structure is required to maintain order of the system. Whether the term meta-system is 
synonymous with SoS, however, is a subject requiring additional research.  

Experts believe that evolution of systems has led to the development of the system-of-
systems concept (Djavanshir, et. al., 2007) System-of-systems generally include various 
heterogeneous systems such as existing systems and new systems in some instances, to 
provide a particular functions or service. Thus, the challenges and complexities involved in 
designing such systems have given birth to a new field of systems engineering known as 
SoSE or System-of-Systems Engineering. Researchers are continuously researching the 
methodologies and processes currently in practice for SoSE. Two main groups are leading 
the charge: National Center for System-of-Systems Engineering (NCSOSE) and the System-
of-Systems Engineering Center of Excellence (SoSECE). These groups are at the forefront of 
SoSE and have taken leadership roles in standardizing the discipline. Nevertheless, this new 
field has brought on some challenges, especially regarding its design. Due to the complex 
nature of SoS, emergent factors, and the fact that the newly designed system may be a 
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structure is required to maintain order of the system. Whether the term meta-system is 
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provide a particular functions or service. Thus, the challenges and complexities involved in 
designing such systems have given birth to a new field of systems engineering known as 
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mixture of different existing and new systems that are geographically located, the SoSE 
design team must be diligent and consider all factors that may affect overall performance of 
the system.   

One thing is clear: the future opportunities of system-of-systems applications such as, in 
artificial intelligence, are limitless, and are bound to change the world. Thus, SoS 
applications will become more common, requiring greater understanding and 
standardization of SoSE design principles to address the demands of the emergent 
properties of a SoS.  

The future of system-of-systems appears endless in this ever-growing age of technology. 
This concept of large-scale integration can be used to satisfy numerous goals for future 
projects. This new area will probably be beneficial across many nations, governments, and 
multinational corporations. It is becoming more widely accepted that system-of-systems will 
present a real opportunity to future executives of government agencies and industrial 
companies. New computing paradigms such as Artificial Intelligence (AI) will continue 
incorporating fuzzy logic into systems-of-systems and will push into mainstream efforts. 

There are numerous requirements that could necessitate the advancement and desire for 
future applications of meta-systems. Since more companies are multinational, the sharing of 
information between independent systems could be the key to success for the company as a 
whole. For example, multinational financial institutions such as banks and investment firms 
usually operate independently, but the financial markets globally are so closely linked, they 
must continually come up with ways to better integrate their systems. The top level 
leadership must ensure they have a control system which allows information to flow 
smoothly both ways.  

The transportation industry, for example, could significantly benefit from a new and 
improved new meta-system in the future. All independent transportation systems, 
including air travel, maritime, trains, and buses, could be individual complex components of 
a larger Department of Transportation meta-systems. The recent trends towards modular 
systems development would greatly enhance this capability. The information from this 
system would be critical in natural disasters and national emergencies. The benefits are also 
weighed down by drawbacks. Even though these systems are independent from each other, 
any negative effect on one could dramatically affect the others. If there were, say, grounded 
aircraft, this could increase the traffic for trains and buses dramatically.  

The opportunities seem endless but the near term focus would seem to be in the Department 
of Defense (DOD), large government agencies and multination corporations. Projects could 
include such things as future combat systems for the DOD, improvements to the FAA’s 
aviation program, NASA’s space and satellite program, Global weather forecasting, and 
sharing of information and resources between independent branches of large corporations. 
This could also prove beneficial to large-scale projects for the federal governments.  

The experts and practitioners’ responses to these questions were as follows: 

Andrew Sage: His definition of a system-of-systems, and reiterated in his communications 
with one of the authors, does not include any mention of control of the overall system. He 
also uses the term “Systems Family.” He does not, however, use the term meta-system. His 
understanding of a meta-system as it is defined by Renee Stevens at MITRE, is that it is 

 
From System-of-Systems to Meta-Systems: Ambiguities and Challenges 

 

9 

essentially the same as a system-of-system (SOS). Sage believes that there needs to be a way to 
govern and manage a SOS, but that diverges into the arena of Federation of Systems efforts. 
He has not considered the inclusion of a centralized transition control strategy in a SOS.  

Maier: He does not recognize the term meta-system, since it is not standardized. His 
definition conflicts with the concept of control needs in a system-of-systems, stating, “To 
me, SOS and lack of central control are synonymous. I don't know of any single best practice 
for stability.” In general, "stability" is not a well-formed concept for complex things. There is 
technical stability, which is how a control theorist would describe stability. He delves 
deeper into these issues in his papers, “Architecting Principles for Systems-of-Systems” and 
“On Architecting and Intelligent Transport Systems.” This view is quite interesting.  

Jamshidi: He defines a system-of-systems as, “a super-system consisting of an integration of 
an emerging set of heterogeneous systems required to work together for a common purpose, 
i.e. increased robustness, performance, cost, etc.” He believes that meta-systems are more 
general than systems-of-systems, though some meta-systems may also be systems-of-
systems, as stated below. Meta-systems have several definitions that link the concepts of 
systems-of-systems with those of meta-systems. A vague indication, suggested by 
A.M.Gadomski is, “one may assume that meta-systems are systems composed of the 
common properties of a large class of systems, but not related to its particular domain-
dependent properties.” According to V. Turchin and C. Joslyn, this "natural" definition is not 
sufficient for the Theory of Meta-system Transition; it is also not congruent with the 
definition of system-of-systems in Systems Theory. Regarding control, Jamshidi agrees that 
centralized control of a SOS may be possible, depending on its architecture. He believes a 
hierarchical architecture would lend itself to such a paradigm. Jamshidi also agrees that the 
requirements management of a SOS is daunting, “Modeling of SOS is a very challenging 
task, if not impossible. However, it is possible to utilize a peer-to-peer approach for data 
exchange between systems of a SOS, using tools like XML language and discrete-event 
simulation to actually simulate a SOS without the benefit of a mathematical model. 
Currently, we are looking at national Instruments’ LabView as an alternative approach to 
simulating SOS.”  

Crossley: William Crossley’s definition is as follows of SOS, “A system-of-systems is any 
collection of systems, each of which is capable of its operation, that must interact to achieve 
their purposes or gain value none can fully realize alone. Like a single system, a SOS is a 
collection of components interacting to fulfill one or more functions. But the constituent 
systems of a SOS can perform useful functions alone - something components of a single 
system cannot - and removal of any system from a SOS need not prevent its continued 
operation.”  

His thoughts regarding SOS control are that the level of control over a system-of-systems 
helps in its classification. One of the ideas we have been developing is that the amount of 
classifications exerted over the component systems is a way to classify a system-of-systems. 
A system-of-systems, like a battle group or an airline (two examples we have used), could 
have a fairly "strong" controlling authority. Other systems-of-systems may have very little 
centralized control; other researchers have attempted to describe the internet/worldwide 
web as an "uncontrolled" system-of-systems. Mr. Crossley has been researching methods of 
identifying SOS Engineering problems. He is “looking at how to describe "design" problems 
in a system-of-systems context using an optimization (or mathematical programming) 
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mixture of different existing and new systems that are geographically located, the SoSE 
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essentially the same as a system-of-system (SOS). Sage believes that there needs to be a way to 
govern and manage a SOS, but that diverges into the arena of Federation of Systems efforts. 
He has not considered the inclusion of a centralized transition control strategy in a SOS.  

Maier: He does not recognize the term meta-system, since it is not standardized. His 
definition conflicts with the concept of control needs in a system-of-systems, stating, “To 
me, SOS and lack of central control are synonymous. I don't know of any single best practice 
for stability.” In general, "stability" is not a well-formed concept for complex things. There is 
technical stability, which is how a control theorist would describe stability. He delves 
deeper into these issues in his papers, “Architecting Principles for Systems-of-Systems” and 
“On Architecting and Intelligent Transport Systems.” This view is quite interesting.  

Jamshidi: He defines a system-of-systems as, “a super-system consisting of an integration of 
an emerging set of heterogeneous systems required to work together for a common purpose, 
i.e. increased robustness, performance, cost, etc.” He believes that meta-systems are more 
general than systems-of-systems, though some meta-systems may also be systems-of-
systems, as stated below. Meta-systems have several definitions that link the concepts of 
systems-of-systems with those of meta-systems. A vague indication, suggested by 
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common properties of a large class of systems, but not related to its particular domain-
dependent properties.” According to V. Turchin and C. Joslyn, this "natural" definition is not 
sufficient for the Theory of Meta-system Transition; it is also not congruent with the 
definition of system-of-systems in Systems Theory. Regarding control, Jamshidi agrees that 
centralized control of a SOS may be possible, depending on its architecture. He believes a 
hierarchical architecture would lend itself to such a paradigm. Jamshidi also agrees that the 
requirements management of a SOS is daunting, “Modeling of SOS is a very challenging 
task, if not impossible. However, it is possible to utilize a peer-to-peer approach for data 
exchange between systems of a SOS, using tools like XML language and discrete-event 
simulation to actually simulate a SOS without the benefit of a mathematical model. 
Currently, we are looking at national Instruments’ LabView as an alternative approach to 
simulating SOS.”  

Crossley: William Crossley’s definition is as follows of SOS, “A system-of-systems is any 
collection of systems, each of which is capable of its operation, that must interact to achieve 
their purposes or gain value none can fully realize alone. Like a single system, a SOS is a 
collection of components interacting to fulfill one or more functions. But the constituent 
systems of a SOS can perform useful functions alone - something components of a single 
system cannot - and removal of any system from a SOS need not prevent its continued 
operation.”  

His thoughts regarding SOS control are that the level of control over a system-of-systems 
helps in its classification. One of the ideas we have been developing is that the amount of 
classifications exerted over the component systems is a way to classify a system-of-systems. 
A system-of-systems, like a battle group or an airline (two examples we have used), could 
have a fairly "strong" controlling authority. Other systems-of-systems may have very little 
centralized control; other researchers have attempted to describe the internet/worldwide 
web as an "uncontrolled" system-of-systems. Mr. Crossley has been researching methods of 
identifying SOS Engineering problems. He is “looking at how to describe "design" problems 
in a system-of-systems context using an optimization (or mathematical programming) 
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problem statement. This may only work for a class of SOS problems.” This research is very 
much needed. A scientific or methodical approach to handling SOS Engineering is needed in 
every aspect, including: the identification of the problem, analysis, requirements 
management, etc. The tools and methods in place for handling systems engineering are not 
sufficient for the additional complications of SoSE. 

Industry Practitioners: The industry practitioner respondents recognized the terms system-
of-systems, meta-systems, and enterprise systems, but were not sure of the differences 
between them. One suggested that “system-of-systems is a term that has been recently coined, in 
the last few years, and refers to net-centric, distributed systems spanning many types of domains.” In 
general, the terms were not differentiated well. At least one believed that the progress of 
systems-of-systems would be hindered in the future, “The drawbacks are that we do not have a 
good handle on the definition and implementation of System-of-Systems today. The fact that we are 
dealing with ever-increasing interface standards and poorly engineered COTS solutions threaten to 
limit their use.”  

The surveys confirm the author’s beliefs that SOS engineering is in its infancy. Some systems 
engineers have cursory knowledge of the problem, while others treat SOS problems the 
same as they treat any other systems problems. It will take time (and standardization) of this 
industry before the information trickles-down and reaches the field. Standardization will 
lead to better processes and more efficient methods.  

5. Conclusion and recommendations 
In this book chapter we provided a definition of a meta-system and its main characteristics. 
A meta-system provides the structure, processes, and governance mechanism that integrate 
and synchronize the operational capabilities of SOS. Meta-systems are composed of 
heterogeneous component systems consisting of: people, technological artifacts, 
infrastructure, resources, support systems, information, organizations, and regulative, 
normative, and cultural cognitive institutions. Meta-systems have uncertain environment 
changes (sometimes with high velocity), incomplete and variable specifications, and an 
elastic boundary.  

There are also symbiotic and commensalist relationships between a meta-system and its 
component systems. Symbiotic and commensalist relationships mean that intertwined, 
interdependent or partially interdependent entities help each other (symbiotic relationship) 
and use each other (commensalist relationship) respectively (Eisenhardt and Galunic, 2000). 
Furthermore, meta-systems and their component systems not only co-create each other, but 
they also co-adapt, collaborate, and co-evolve.  

We also emphasized on the importance of a loosely centralized governance mechanism that 
governs (not manages or rigidly controls) the overall operation of meta-systems and prevents 
meta-systems from falling into chaos. It also balances the opposing tendencies within meta-
systems. Governance mechanisms provide balance among the opposing tendencies, guidance 
and policies that facilitate cooperative behaviors, and guidance and policies that further the 
emergence of self-organizing behavior out of complex and chaotic situations.  

In this book chapter, we also provided a survey of experts and practitioners’ views on 
system-of-systems, meta-systems and their differences.  
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For future research, it is recommended that the concepts of governance mechanism and 
various degrees of the autonomies of its component systems be examined and their 
governances also be studied. 

Additionally, the concept of the complex system (self-organizing, where a whole exists for 
and is created by its parts and vice-versa) can further examine meta-systems.  
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problem statement. This may only work for a class of SOS problems.” This research is very 
much needed. A scientific or methodical approach to handling SOS Engineering is needed in 
every aspect, including: the identification of the problem, analysis, requirements 
management, etc. The tools and methods in place for handling systems engineering are not 
sufficient for the additional complications of SoSE. 

Industry Practitioners: The industry practitioner respondents recognized the terms system-
of-systems, meta-systems, and enterprise systems, but were not sure of the differences 
between them. One suggested that “system-of-systems is a term that has been recently coined, in 
the last few years, and refers to net-centric, distributed systems spanning many types of domains.” In 
general, the terms were not differentiated well. At least one believed that the progress of 
systems-of-systems would be hindered in the future, “The drawbacks are that we do not have a 
good handle on the definition and implementation of System-of-Systems today. The fact that we are 
dealing with ever-increasing interface standards and poorly engineered COTS solutions threaten to 
limit their use.”  

The surveys confirm the author’s beliefs that SOS engineering is in its infancy. Some systems 
engineers have cursory knowledge of the problem, while others treat SOS problems the 
same as they treat any other systems problems. It will take time (and standardization) of this 
industry before the information trickles-down and reaches the field. Standardization will 
lead to better processes and more efficient methods.  

5. Conclusion and recommendations 
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normative, and cultural cognitive institutions. Meta-systems have uncertain environment 
changes (sometimes with high velocity), incomplete and variable specifications, and an 
elastic boundary.  

There are also symbiotic and commensalist relationships between a meta-system and its 
component systems. Symbiotic and commensalist relationships mean that intertwined, 
interdependent or partially interdependent entities help each other (symbiotic relationship) 
and use each other (commensalist relationship) respectively (Eisenhardt and Galunic, 2000). 
Furthermore, meta-systems and their component systems not only co-create each other, but 
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We also emphasized on the importance of a loosely centralized governance mechanism that 
governs (not manages or rigidly controls) the overall operation of meta-systems and prevents 
meta-systems from falling into chaos. It also balances the opposing tendencies within meta-
systems. Governance mechanisms provide balance among the opposing tendencies, guidance 
and policies that facilitate cooperative behaviors, and guidance and policies that further the 
emergence of self-organizing behavior out of complex and chaotic situations.  

In this book chapter, we also provided a survey of experts and practitioners’ views on 
system-of-systems, meta-systems and their differences.  
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For future research, it is recommended that the concepts of governance mechanism and 
various degrees of the autonomies of its component systems be examined and their 
governances also be studied. 

Additionally, the concept of the complex system (self-organizing, where a whole exists for 
and is created by its parts and vice-versa) can further examine meta-systems.  
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1. Introduction

During the past several decades techniques and technologies have emerged to design and
implement distributed systems effectively. A remaining challenge, however, is devising
techniques and technologies that will help design and implement SoSs. SoSs present some
unique challenges when compared to traditional systems since their scale, heterogeneity,
extensibility, and evolvability requirements are unprecedented compared to traditional
systems Northrop et al. (2006).

For instance, in Systems-of-Systems (SoS), such as the one depicted in Figure 1,
the computational and communication resources involved are highly heterogeneous,
which yields situations where high-end systems connected to high-speed networks must
cooperate with embedded devices or resource-constrained edge systems connected over
bandwidth-limited links. Moreover, in SoS it is common to find multiple administrative
entities that manage the different parts, so upgrading the system must be incremental and
never require a full redeployment of the whole SoS. In addition, SoS are often characterized
by high degrees of dynamism and thus must enable subsystems and devices dynamically
joining and leaving the federation of system elements.

The Object Management Group (OMG) Data Distribution Service for Real-Time Systems
(DDS) Group (2004) is a standard for data-centric Publish/Subscribe (P/S) introduced in 2004
to address the challenges faced by important mission-critical systems and systems-of-systems.
As described in the reminder of this Chapter, DDS addresses all the key challenges posed by
SoS outlined above. As a result, it provides the most natural choice as the communication
middleware fabrice for developing scalable and extensible SoS.

Since its inception DDS has experienced a swift adoption in several different domains. The
reason for this successful adoption stems largely from its following characteristics:

1. DDS has been designed to scale up and down, allowing deployments that range from
resource-constrained embedded systems to large-scale systems-of-systems.

2. DDS is equipped with a powerful set of QoS policies that allow applications fine-grain
control over key data distribution properties, such as data availability, timeliness, resource
consumption, and usage.
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Fig. 1. A System-of-Systems Architecture.

3. DDS is equipped with a powerful type system that provides end-to-end type safety for
built-in and user-defined types, as well as type-safe extensibility.

As a result of these characteristics, the OMG DDS standard is the most advanced data
distribution technology and is a key building-block for many existing and upcoming SoSs.

The remainder of this chapter presents an in-depth introduction to DDS, as well a set of
guidelines on how to apply this technology to architect scalable and efficient SoSs. The chapter
concludes with a preview of forthcoming DDS innovations.

2. Overview of the OMG Data Distribution Service (DDS)

P/S is a paradigm for one-to-many communication that provides anonymous, decoupled, and
asynchronous communication between producers of data–the publishers–and consumers of
data–the subscribers. This paradigm is at the foundation of many technologies used today to
develop and integrate distributed applications (such as social application, e-services, financial
trading, etc.), while ensuring the composed parts remain loosely coupled and independently
evolvable.

Different implementations of the P/S abstraction have emerged to support the needs of
different application domains. DDS Group (2004) is an OMG P/S standard that enables
scalable, real-time, dependable and high performance data exchanges between publishers and
subscribers. DDS addresses the needs of mission- and business-critical applications, such as,
financial trading, air traffic control and management, defense, aerospace, smart grids, and
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complex supervisory and telemetry systems. That key challenges addressed by DDS are to
provide a P/S technology in which data exchanged between publishers and subscribers are:

• Real-time, meaning that the right information is delivered at the right place at the right
time–all the time. Failing to deliver key information within the required deadlines can
lead to life-, mission- or business-threatening situations. For instance in financial trading
1ms can make the difference between losing or gaining $1M. Likewise, in a supervisory
applications for power-grids, failing to meet deadlines under an overload situation could
lead to severe blackout, such as the one experienced by the northeastern US and Canada
in 2003 http://bit.ly/oKmbhM (2003).

• Dependable, thus ensuring availability, reliability, safety and integrity in spite of hardware
and software failures. For instance, the lives of thousands of air travelers depend on the
reliable functioning of an air traffic control and management system. These systems must
ensure 99.999% availability and ensure that critical data is delivered reliably, regardless of
experienced failures.

• High-performance, which necessitates the ability to distribute very high volumes of data
with very low latencies. As an example, financial auto-trading applications must handle
millions of messages per second, each delivered reliably with minimal latency, e.g., on the
order of tens of microseconds.

2.1 Components in the DDS standard

The components in the OMG DDS standards family are shown in Figure 2 and consist of the
DDS v1.2 API Group (2004) and the Data Distribution Service Interoperability Wire Protocol
(DDSI) Group (2006). The DDS API standard ensures source code portability across different
vendor implementations, while the DDSI Standard ensures on the wire interoperability across
DDS implementations from different vendors. The DDS API standard shown in Figure 2
also defines several profiles that enhance real-time P/S with content filtering, persistence,
automatic fail-over, and transparent integration into object oriented languages.

The DDS standard was formally adopted by the OMG in 2004. It quickly became
the established P/S technology for distributing high volumes of data dependably and
with predictable low latencies in applications such as radar processors, flying and land
drones, combat management systems, air traffic control and management, high performance
telemetry, supervisory control and data acquisition systems, and automated stocks and
options trading. Along with wide commercial adoption, the DDS standard has been mandated
as the technology for real-time data distribution by organization worldwide, including the
US Navy, the Department of Defence (DoD) Information-Technology Standards Registry
(DISR) the UK Mistry of Defence (MoD), the Military Vehicle Association (MILVA), and
EUROCAE–the European organization that regulates standards in Air Traffic Control and
Management.

2.2 Key DDS architectural concepts and entities

Below we summarize the key architectural concepts and entities in DDS.

2.2.1 Global data space

The key abstraction at the foundation of DDS is a fully distributed Global Data Space (GDS)
(see Figure 3). The DDS specification requires a fully distributed implementation of the GDS
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Fig. 2. The DDS Standard.

to avoid single points of failure or single points of contention. Publishers and Subscribers can
join or leave the GDS at any point in time as they are dynamically discovered. The dynamic
discovery of Publisher and Subscribers is performed by the GDS and does not rely on any kind
of centralized registry, such as those found in other P/S technologies like the Java Message
Service (JMS) Microsystems (2002). The GDS also discovers application defined data types
and propagates them as part of the discovery process.

Since DDS provides a GDS equipped with dynamic discovery, there is no need for
applications to configure anything explicitly when a system is deployed. Applications will
be automatically discovered and data will begin to flow. Moreover, since the GDS is fully
distributed the crash of one server will not induce unknown consequences on the system
availability, i.e., in DDS there is no single point of failure and the system as a whole will
continue to run even if applications crash/restart or connect/disconnect.

2.2.2 Topic

The information that populates the GDS is defined by means of DDS Topics. A topic is
identified by a unique name, a data type, and a collection of Quality of Service (QoS) policies.
The unique name provides a mean of uniquely referring to given topics, the data type defines
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the type of the stream of data, and the QoS captures all the non-functional aspect of the
information, such as its temporal properties or its availability.

2.2.2.1 Topic types.

DDS Topics can be specified using several different syntaxes, such as Interface Definition
Language (IDL), eXtensible Markup Langauge (XML), Unified Modeling Langauge (UML),
and annotated Java. For instance, Listing 1 shows a type declaration for an hypothetical
temperature sensor topic-type. Some of the attributes of a topic-type can be marked as
representing the key of the type.

Listing 1. Topic type declaration for an hypothetical temperature sensor

1 struct TempSensorType {
@Key

3 short id;
float temp;

5 float hum;
};

The key allows DDS to deal with specific instances of a given topic. For instance, the topic
type declaration in Listing 1 defines the id attributes as being the key of the type. Each
unique id value therefore identifies a specific topic instance for which DDS will manage the
entire life-cycle, which allows an application to identify the specific source of data, such as
the specific physical sensor whose id=5. Figure 4 provides a visual representation of the
relationship existing between a topic, its instances, and the associated data streams.
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2.2.2.2 Topic QoS.

The Topic QoS provides a mechanism to express relevant non-functional properties of a topic.
Section 4 presents a detailed description of the DDS QoS model, but at this point we simply
mention the ability of defining QoS for topics to capture the key non-functional invariant of
the system and make them explicit and visible.

2.2.2.3 Content filters.

DDS supports defining content filters over a specific topic. These content filters are defined
by instantiating a ContentFilteredTopic for an existing topic and providing a filter
expression. The filter expression follows the same syntax of the WHERE clause on a SQL
statement and can operate on any of the topic type attributes. For instance, a filter expression
for a temperature sensor topic could be "id = 101 AND (temp > 35 OR hum > 65)".

2.2.3 DataWriters and DataReaders

Since a topic defines the subjects produced and consumed, DDS provides two abstractions
for writing and reading these topics: DataWriterss and DataReaders, respectively. Both
DataReaders and DataWriters are strongly typed and are defined for a specific topic and topic
type.

2.2.4 Publishers, Subscribers and Partitions

DDS also defines Publishers and Subscribers, which group together sets of DataReaders
and DataWriters and perform some coordinated actions over them, as well as manage the
communication session. DDS also supports the concept of a Partition which can be used to
organize data flows within a GDS to decompose un-related sets of topics.

2.3 Example of applying DDS

Now that we presented the key architectural concepts and entities in DDS, we will show
the anatomy of a simple DDS application. Listing 2 shows the steps required to join a DDS
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domain, to define a publisher and a topic on the given domain, and then create a data writer
and publish a sample.

Listing 2. A simple application writing DDS samples.

2 // -- Joing Domain by creating a DomainParticipant
int32_t domainID = 0;

4 DomainParticipant dp(domainID);

6 // -- Get write acces to a domain by creating a Publisher
Publisher pub(dp);

8

// -- Register Topic
10 Topic<TempSensor> topic(dp, "TemSensorTopic");

12 // -- Create DataWriter
DataWriter<TempSensor> dw(pub,topic);

14

// -- Writer a sample
16 dw << TempSensor(701, 25, 67);

Note that no QoS has been specified for any of the DDS entities defined in this code fragment,
so the behavior will be the default QoS.

Listing 3. A simple application reading DDS samples.

2 // -- Joing Domain by creating a DomainParticipant
int32_t domainID = 0;

4 DomainParticipant dp(domainID);

6 // -- Get write acces to a domain by creating a Subscriber
Subscriber sub(dp);

8

// -- Register Topic
10 Topic<TempSensor> topic(dp, "TemSensorTopic");

12 // -- Create DataReader
DataReader<TempSensor> dr(pub,topic);

14

16 std::vector<TempSensor> data(MAX_LEN);
std::vector<SampleInfo> info(MAX_LEN);

18 // -- Rear a samples
dr.read(data.begin(), info.begin(), MAX_LEN)

Listing 3 shows the steps required to read the data samples published on a given topic.
This code fragment shows the application proactively reading data. DDS also provides a
notification mechanism that informs a datareader via a callback when new data is available,
as well as an operation for waiting for new data to become available.
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3. The DDS type system

Strong typing plays a key role in developing software systems that are easier to extend, less
expensive to maintain, and in which runtime errors are limited to those computational aspects
that either cannot be decided at compile-time or that cannot be detected at compile-time by the
type system. Since DDS was designed to target mission- and business-critical systems where
safety, extensibility, and maintainability are critically important, DDS adopted a strong and
statically typed system to define type properties of a topic. This section provides an overview
of the DDS type system.

3.1 Structural polymorphic types system

DDS provides a polymorphic structural type system Cardelli (1996); Cardelli & Wegner (1985);
Group (2010), which means that the type system not only supports polymorphism, but also
bases its sub-typing on the structure of a type, as opposed than its name. For example, consider
the types declared in Listing 4.

Listing 4. Nominal vs. Structural Subtypes

struct Coord2D {
2 int x;

int y;
4 };

6 struct Coord3D : Coord2D {
int z;

8 };

10 struct Coord {
int x;

12 int y;
int z;

14 };

In a traditional nominal polymorphic type system, the Coord3D would be a subtype of
Coord2D, which would be expressed by writing Coord3D <: Coord2D. In a nominal type
system, however, there would be no relationship between the Coord2D/Coord3D with the
type Coord. Conversely, in a polymorphic structural type system like DDS the type Coord is
a subtype of the type Coord2D—thus Coord <: Coord2D and it is structurally the same type
as the type Coord3D.

The main advantage of a polymorphic structural type system over nominal type systems
is that the former considers the structure of the type as opposed to the name to determine
sub-types relationships. As a result, polymorphic structural types systems are more flexible
and well-suited for SoS. In particular, types in SoS often need to evolve incrementally to
provide a new functionality to most subsystems and systems, without requiring a complete
redeploy of the entire SoS.

In the example above the type Coord is a monotonic extension of the type Coord2D since it
adds a new attribute “at the end.” The DDS type system can handle both attribute reordering
and attribute removal with equal alacrity.
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3.2 Type annotations

The DDS type systems supports an annotation system very similar to that available in Java
Gosling et al. (2005). It also defines a set of built-in annotations that can be used to control
the extensibility of a type, as well as the properties of the attributes of a given type. Some
important built-in annotations are described below:

• The @ID annotation can be used to assign a global unique ID to the data members of a
type. This ID is used to deal efficiently with attributes reordering.

• The @Key annotation can be used to identify the type members that constitute the key of
the topic type.

• The @Optional annotations can be used to express that an attribute is optional and might
not be set by the sender. DDS provides specific accessors for optional attributes that can
be used to safely check whether the attribute is set or not. In addition, to save bandwidth,
DDS will not send optional attributes for which a value has not been provided.

• The @Shared annotation can be used to specify that the attribute must be referenced
through a pointer. This annotations helps avoid situations when large data-structures
(such as images or large arrays) would be allocated contiguously with the topic type, which
may be undesirable in resource-contrained embedded systems.

• The @Extensibility annotation can be used to control the level of extensibility allowed
for a given topic type. The possible values for this annotation are (1) Final to express
the fact that the type is sealed and cannot be evolved – as a result this type cannot be
substituted by any other type that is structurally its subtype, (2) Extensible to express
that only monotonic extensibility should be considered for a type, and (3) mutable to
express that the most generic structural subtype rules for a type should be applied when
considering subtypes.

In summary, the DDS type system provides all the advantages of a strongly-typed system,
together with the flexibility of structural type systems. This combinations supports key
requirements of a SoS since it preserves types end-to-end, while providing type-safe
extensibility and incremental system evolution.

4. The DDS QoS model

DDS provides applications with explicit control over a wide set of non-functional properties,
such as data availability, data delivery, data timeliness and resource usage through a rich set
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of QoS policies – Figure 5 shows the full list of available QoS. The control provided by these
policies over the key non-functional properties of data is important for traditional systems
and indispensable for SoS. Each DDS entity (such as a topic, data reader, and data writer) can
apply a subset of available QoS policies. The policies that control and end-to-end property are
considered as part of the subscription matching. DDS uses a request vs. offered QoS matching
approach, as shown in Figure 6 in which a data reader matches a data writer if and only if the
QoS it is requesting for the given topic does not exceed (e.g., is no more stringent) than the
QoS with which the data is produced by the data writer.

DDS subscriptions are matched against the topic type and name, as well as against the QoS
being offered/requested by data writers and readers. This DDS matching mechanism ensures
that (1) types are preserved end-to-end due to the topic type matching and (2) end-to-end QoS
invariants are also preserved.

The reminder of this section describes the most important QoS policies in DDS.

4.1 Data availability

DDS provides the following QoS policies that control the availability of data to domain
participants:

• The DURABILITY QoS policy controls the lifetime of the data written to the global data
space in a DDS domain. Supported durability levels include (1) VOLATILE, which
specifies that once data is published it is not maintained by DDS for delivery to late
joining applications, (2) TRANSIENT_LOCAL, which specifies that publishers store data
locally so that late joining subscribers get the last published item if a publisher is still
alive, (3) TRANSIENT, which ensures that the GDS maintains the information outside the
local scope of any publishers for use by late joining subscribers, and (4) PERSISTENT,
which ensures that the GDS stores the information persistently so to make it available
to late joiners even after the shutdown and restart of the whole system. Durability is
achieved by relying on a durability service whose properties are configured by means of
the DURABILITY_SERVICEQoS of non-volatile topics.
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• The LIFESPAN QoS policy controls the interval of time during which a data sample is
valid. The default value is infinite, with alternative values being the time-span for which
the data can be considered valid.

• The HISTORY QoS policy controls the number of data samples (i.e., subsequent writes of
the same topic) that must be stored for readers or writers. Possible values are the last
sample, the last n samples, or all samples.

These DDS data availability QoS policies decouple applications in time and space. They
also enable these applications to cooperate in highly dynamic environments characterized
by continuous joining and leaving of publisher/subscribers. Such properties are particularly
relevant in SoS since they increase the decoupling of the component parts.

4.2 Data delivery

DDS provides the following QoS policies that control how data is delivered and how
publishers can claim exclusive rights on data updates:

• The PRESENTATION QoS policy gives control on how changes to the information model
are presented to subscribers. This QoS gives control on the ordering as well as the
coherency of data updates. The scope at which it is applied is defined by the access scope,
which can be one of INSTANCE, TOPIC, or GROUP level.

• The RELIABILITY QoS policy controls the level of reliability associated with data
diffusion. Possible choices are RELIABLE and BEST_EFFORT distribution.

• The PARTITION QoS policy gives control over the association between DDS partitions
(represented by a string name) and a specific instance of a publisher/subscriber. This
association provides DDS implementations with an abstraction that allow to segregate
traffic generated by different partitions, thereby improving overall system scalability and
performance.

• The DESTINATION_ORDER QoS policy controls the order of changes made by publishers
to some instance of a given topic. DDS allows the ordering of different changes according
to source or destination timestamps.

• The OWNERSHIP QoS policy controls whether it is allowed for multiple data writers
to concurrently update a given topic instance. When set to EXCLUSIVE, this policy
ensures that only one among active data writers–namely the one with the highest
OWNERSHIP_STRENGTH–will change the value of a topic instance. The other writers, those
with lower OWNERSHIP_STRENGTH, are still able to write, yet their updates will not have
an impact visible on the distributed system. In case of failure of the highest strength data
writer, DDS automatically switches to the next among the remaining data writers.

These DDS data delivery QoS policies control the reliability and availability of data, thereby
allowing the delivery of the right data to the right place at the right time. More elaborate ways
of selecting the right data are offered by the DDS content-awareness profile, which allows
applications to select information of interest based upon their content. These QoS policies are
particularly useful in SoS since they can be used to finely tune how—and to whom—data is
delivered, thus limiting not only the amount of resources used, but also minimizing the level
of interference by independent data streams.
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4.3 Data timeliness

DDS provides the following QoS policies to control the timeliness properties of distributed
data:

• The DEADLINE QoS policy allows applications to define the maximum inter-arrival time
for data. DDS can be configured to automatically notify applications when deadlines are
missed.

• The LATENCY_BUDGET QoS policy provides a means for applications to inform DDS how
long time the middleware can take in order to make data available to subscribers. When set
to zero, DDS sends the data right away, otherwise it uses the specified interval to exploit
temporal locality and batch data into bigger messages so to optimize bandwidth, CPU and
battery usage.

• The TRANSPORT_PRIORITY QoS policy allows applications to control the priority
associated with the data flowing on the network. This priority is used by DDS to prioritize
more important data relative to less important data.
The DEADLINE, LATENCY_BUDGET and TRANSPORT_PRIORITY QoS policy provide
the controls necessary to build priority pre-emptive distributed real-time systems. In
these systems, the TRANSPORT_PRIORITY is derived from a static priority scheduling
analysis, such as Rate Monotonic Analysis, the DEADLINE QoS policy represents the
natural deadline of information and is used by DDS to notify violations, finally the
LATENCY_BUDGET is used to optimize the resource utilization in the system.

These DDS data timeliness QoS policies provide control over the temporal properties of data.
Such properties are particularly relevant in SoS since they can be used to define and control
the temporal aspects of various subsystem data exchanges, while ensuring that bandwidth is
exploited optimally.

4.4 Resources

DDS defines the following QoS policies to control the network and computing resources that
are essential to meet data dissemination requirements:

• The TIME_BASED_FILTER QoS policy allows applications to specify the minimum
inter-arrival time between data samples, thereby expressing their capability to consume
information at a maximum rate. Samples that are produced at a faster pace are not
delivered. This policy helps a DDS implementation optimize network bandwidth,
memory, and processing power for subscribers that are connected over limited bandwidth
networks or which have limited computing capabilities.

• The RESOURCE_LIMITSQoS policy allows applications to control the maximum available
storage to hold topic instances and related number of historical samples DDS’s QoS
policies support the various elements and operating scenarios that constitute net-centric
mission-critical information management. By controlling these QoS policies it is possible
to scale DDS from low-end embedded systems connected with narrow and noisy radio
links, to high-end servers connected to high-speed fiber-optic networks.

These DDS resource QoS policies provide control over the local and end-to-end resources,
such as memory and network bandwidth. Such properties are particularly relevant in SoS
since they are characterized by largely heterogeneous subsystems, devices, and network
connections that often require down-sampling, as well as overall controlled limit on the
amount of resources used.
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4.5 Configuration

The QoS policies described above, provide control over the most important aspects of data
delivery, availability, timeliness, and resource usage. DDS also supports the definition and
distribution of user specified bootstrapping information via the following QoS policies:

• The USER_DATAQoS policy allows applications to associate a sequence of octets to domain
participant, data readers and data writers. This data is then distributed by means of a
built-in topic—which are topics pre-defined by the DDS standard and used for internal
purposes. This QoS policy is commonly used to distribute security credentials.

• The TOPIC_DATA QoS policy allows applications to associate a sequence of octet with
a topic. This bootstrapping information is distributed by means of a built-in topic.
A common use of this QoS policy is to extend topics with additional information, or
meta-information, such as IDL type-codes or XML schemas.

• The GROUP_DATA QoS policy allows applications to associate a sequence of octets with
publishers and subscribers–this bootstrapping information is distributed by means built-in
topics. A typical use of this information is to allow additional application control over
subscriptions matching.

These DDS configuration QoS policies provide useful a mechanism for bootstrapping and
configuring applications that run in SoS. This mechanism is particularly relevant in SoS since
it provides a fully distributed means of providing configuration information.

5. Guidelines for building system of systems with DDS

This section presents a systematic method for building scalable, extensible, and efficient SoS
by integrating them through DDS. This method has been used successfully in many SoS and
has shown over time its value on addressing the key requirements faced when architecting a
SoS, including (1) achieving the right level of scalability and extensibility while maintaining
loose coupling and (2) minimizing resource usage.

The method described below will be presented as a series of steps, which are applied
incrementally—and often iteratively–to achieve the appropriate SoS design. With time and
experience the number of iterations required will diminish. It is advisable, however, to iterate
two to three times through the steps described below when first applying the method. A
visual representation of the steps involved in this approach is outlined in Figure 7.

5.1 Step I: Define the common information model

Integrating systems to form a SoS involves interconnecting these systems in a meaningful
way. A conventional approach is to integrate systems in a pairwise manner, thus leading to
a star-like system topology depicted in Figure 8(a). This conventional approach to system
integration has several shortcomings, however, because (1) is not scalable since it requires
integrating with n − 1 systems, (2) it is not resource efficient since it duplicates information,
and (3) it is hard to extend since each change is usually propagated on the n − 1 point-to-point
integrations.

An alternative approach to architect SoS involves focusing on a common set of
abstractions—the common information model—used to represent all information that is
necessary and relevant for the interworkings of the SoS. This approach, depicted in
Figure 8(b), reduces—and in some cases eliminates—the integration effort since all systems
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4.3 Data timeliness
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links, to high-end servers connected to high-speed fiber-optic networks.

These DDS resource QoS policies provide control over the local and end-to-end resources,
such as memory and network bandwidth. Such properties are particularly relevant in SoS
since they are characterized by largely heterogeneous subsystems, devices, and network
connections that often require down-sampling, as well as overall controlled limit on the
amount of resources used.
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publishers and subscribers–this bootstrapping information is distributed by means built-in
topics. A typical use of this information is to allow additional application control over
subscriptions matching.
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configuring applications that run in SoS. This mechanism is particularly relevant in SoS since
it provides a fully distributed means of providing configuration information.
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has shown over time its value on addressing the key requirements faced when architecting a
SoS, including (1) achieving the right level of scalability and extensibility while maintaining
loose coupling and (2) minimizing resource usage.

The method described below will be presented as a series of steps, which are applied
incrementally—and often iteratively–to achieve the appropriate SoS design. With time and
experience the number of iterations required will diminish. It is advisable, however, to iterate
two to three times through the steps described below when first applying the method. A
visual representation of the steps involved in this approach is outlined in Figure 7.

5.1 Step I: Define the common information model

Integrating systems to form a SoS involves interconnecting these systems in a meaningful
way. A conventional approach is to integrate systems in a pairwise manner, thus leading to
a star-like system topology depicted in Figure 8(a). This conventional approach to system
integration has several shortcomings, however, because (1) is not scalable since it requires
integrating with n − 1 systems, (2) it is not resource efficient since it duplicates information,
and (3) it is hard to extend since each change is usually propagated on the n − 1 point-to-point
integrations.

An alternative approach to architect SoS involves focusing on a common set of
abstractions—the common information model—used to represent all information that is
necessary and relevant for the interworkings of the SoS. This approach, depicted in
Figure 8(b), reduces—and in some cases eliminates—the integration effort since all systems

25
The Data Distribution Service – 
The Communication Middleware Fabric for Scalable and Extensible Systems-of-Systems



14 Will-be-set-by-IN-TECH

Step I

Step II

Step III

Step IV

De ne the Common 
Information Model

Annotate for Extensibility

Identify QoS Invariants

Optimize for the Network

Fig. 7. Visual representation of the steps involved in the common information model
approach.

S1

S2 S3

...

...Sn

S1 S2 S3 ... ... Sn

Common Information Model

(a) Point-to-Point Integration (b) Common Information Model Integration

Fig. 8. System of System Integration Styles.

communicate using the same protocol and type system. This approach also migrates some
effort to the careful design of the common information model, which defines the data
representations that establish the lingua franca for the SoS.

The first step required to build a common information model involves devising the data types
that capture the state and the events relevant throughout the SoS. This data can then be
normalized using one of the several forms defined in the database management systems
literature Ramakrishnan & Gehrke (2002). After applying this first step, the information
model should be free of common anomalies, such as the update or deletion anomalies, and
should be efficient, in the sense that information duplication will have been removed via the
normalization process. At this point, however, the information model may not be ideal for
SoS with respect to aspects like evolvability, efficiency, and QoS.

5.2 Step II: Annotate for extensibility

The second step of information model design should account for the extensibility
requirements of each data type. Some data types must support evolutions, such as the ability
of adding or removing attributes. Other data types must disallow extensions since they
represent structural invariants, such as the type representing some physical structure of the
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system like the position and number of wheels. In either case, it is necessary to consciously
decide what kind of extensibility is associated with each data type and use the annotations
described in Section refSection:DDS:TypeSystem.

5.3 Step III: Identify QoS invariants

The previous steps allow refinement of an information model so that it cleanly captures
key traits of the SoS. At this point, however, the information model does not capture any
non-functional requirements associated with various data types. The next step, therefore,
involves identifying the least stringent set of QoS policies (see Section 4) that should be
associated with each data type to meet SoS non-functional requirements.

Decorating the common information model with the proper QoS ensures data producers can
only produce data with stronger guarantees, whereas data consumers can only ask to consume
data with weaker guarantees. This rule ensures the QoS violations do not occur and that the
SoS will work as expected.

5.4 Step IV: Optimize for the network

After the common information model is decorated with QoS there is yet another steps to
perform to address the fact that (1) a SoS is a distributed system, which requires awareness of
network characteristics, and optimization of the used bandwidth as some of the subsystem
or devices will often be connected through narrow-bandwidth links or will inherently
have scarce computational and storage resources, and (2) DDS data is sent atomically, i.e.,
regardless of what changes occur in the (non-optional) fields of a data type when the entire
data type is transmitted across the network.

These considerations requires additional scrutiny on the information model. In particular, it
is necessary to identify all the data types that belong in one of the following cases:

• Update frequency mix. Each data type should be regarded with respect to the relative
update frequency of its attributes. If there is a subset of attributes that are relatively static
and another subset that changes relatively often, it is advisable to split the data type into
two data types. The two types will share the key to allow correlation on the receiving side.
This technique minimizes bandwidth utilization by limiting the amount of data sent over
the network. For SoS that communicate over some low bandwidth links this technique
significantly improve performance.

• QoS mix. Since QoS policies in DDS apply to the whole topic it is important to recognize
that the DURABILITY or RELIABILITY QoS policy affects all attributes of the data type
associated with the topic. In certain cases, however, some attributes will work fine with
a weaker QoS setting. In such case, it is advisable to split data types into as many types
as necessary to ensure that all attributes within a given data type share the same QoS, i.e.,
no attribute could select a weaker QoS without compromising correctness. This technique
can improve both performance and resource utilization.

5.5 Step V: Iterate

The steps I to IV described above should be performed iteratively to ensure that (1) all key
SoS concepts have been captured, (2) extensibility constraints have been handled, (3) the
QoS policies properly capture non-functional invariants, and (4) the data model is efficient
and scalable. With experience the number of iterations required will reduce, but you should
typically apply these steps at least twice.
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communicate using the same protocol and type system. This approach also migrates some
effort to the careful design of the common information model, which defines the data
representations that establish the lingua franca for the SoS.

The first step required to build a common information model involves devising the data types
that capture the state and the events relevant throughout the SoS. This data can then be
normalized using one of the several forms defined in the database management systems
literature Ramakrishnan & Gehrke (2002). After applying this first step, the information
model should be free of common anomalies, such as the update or deletion anomalies, and
should be efficient, in the sense that information duplication will have been removed via the
normalization process. At this point, however, the information model may not be ideal for
SoS with respect to aspects like evolvability, efficiency, and QoS.

5.2 Step II: Annotate for extensibility

The second step of information model design should account for the extensibility
requirements of each data type. Some data types must support evolutions, such as the ability
of adding or removing attributes. Other data types must disallow extensions since they
represent structural invariants, such as the type representing some physical structure of the
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system like the position and number of wheels. In either case, it is necessary to consciously
decide what kind of extensibility is associated with each data type and use the annotations
described in Section refSection:DDS:TypeSystem.

5.3 Step III: Identify QoS invariants

The previous steps allow refinement of an information model so that it cleanly captures
key traits of the SoS. At this point, however, the information model does not capture any
non-functional requirements associated with various data types. The next step, therefore,
involves identifying the least stringent set of QoS policies (see Section 4) that should be
associated with each data type to meet SoS non-functional requirements.

Decorating the common information model with the proper QoS ensures data producers can
only produce data with stronger guarantees, whereas data consumers can only ask to consume
data with weaker guarantees. This rule ensures the QoS violations do not occur and that the
SoS will work as expected.

5.4 Step IV: Optimize for the network

After the common information model is decorated with QoS there is yet another steps to
perform to address the fact that (1) a SoS is a distributed system, which requires awareness of
network characteristics, and optimization of the used bandwidth as some of the subsystem
or devices will often be connected through narrow-bandwidth links or will inherently
have scarce computational and storage resources, and (2) DDS data is sent atomically, i.e.,
regardless of what changes occur in the (non-optional) fields of a data type when the entire
data type is transmitted across the network.

These considerations requires additional scrutiny on the information model. In particular, it
is necessary to identify all the data types that belong in one of the following cases:

• Update frequency mix. Each data type should be regarded with respect to the relative
update frequency of its attributes. If there is a subset of attributes that are relatively static
and another subset that changes relatively often, it is advisable to split the data type into
two data types. The two types will share the key to allow correlation on the receiving side.
This technique minimizes bandwidth utilization by limiting the amount of data sent over
the network. For SoS that communicate over some low bandwidth links this technique
significantly improve performance.

• QoS mix. Since QoS policies in DDS apply to the whole topic it is important to recognize
that the DURABILITY or RELIABILITY QoS policy affects all attributes of the data type
associated with the topic. In certain cases, however, some attributes will work fine with
a weaker QoS setting. In such case, it is advisable to split data types into as many types
as necessary to ensure that all attributes within a given data type share the same QoS, i.e.,
no attribute could select a weaker QoS without compromising correctness. This technique
can improve both performance and resource utilization.

5.5 Step V: Iterate

The steps I to IV described above should be performed iteratively to ensure that (1) all key
SoS concepts have been captured, (2) extensibility constraints have been handled, (3) the
QoS policies properly capture non-functional invariants, and (4) the data model is efficient
and scalable. With experience the number of iterations required will reduce, but you should
typically apply these steps at least twice.
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6. DDS: The road ahead

The DDS technology ecosystem is characterized by a lively and vibrant community that
continues to innovate and extend the applicability of this powerful P/S technology. This
section we summarize the state-of-the-art in DDS and then examine the DDS standards that
will be forthcoming in the next year or so.
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Fig. 9. The DDS Standard Evolution.

6.1 State-of-the-art for DDS

Figure 9 presents the whole family of standards belonging to the DDS ecosystem, including
some of the upcoming extensions. As described in earlier sections, DDS supports QoS-enabled
topic-based P/S Group (2004) where topics are strongly typed and where a structural
polymorphic type system is used to enable type-safe system extensibility and evolution Group
(2010). DDS is equipped with a standard wire-protocol, DDSI Group (2006), that provides
native interoperability across vendor implementations of the standard.

Two new APIs were recently specified for DDS. One API defines a new mapping to ISO
C++ and another defines a mapping to Java 5. Both APIs improve the productivity, safety and
efficiency of DDS applications. As a result of these enhancements, DDS now provides the most
dependable and productive standard-based communication middleware infrastructure for
building mission- and business-critical SoS that require scalability, fault-tolerance, efficiency
and performance.

6.2 Coming next

There are three areas that will yield the following new DDS standards by 2012:

• Web-enabled DDS. This specification addresses the needs of SoS that must expose
DDS data to Web/Internet applications. These capabilities will make it possible to
expose DDS topics in a standardized manner to both RESTful and W3C web services.
Web-enabled DDS will simplify the way in which SoS can bring mission-critical and
real-time information to enterprise applications, as well as to browser-enabled devices,
such as smart phones and tablets.

• Secure DDS. To date, DDS Security has been an area where each vendor has provided their
own proprietary (and thus non-interoperable) solutions. With the increased adoption of
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DDS in SoS the need for an interoperable and extensible security infrastructure has become
evident. As a result, work is progressing on an interoperable DDS security specification
that will address many aspects of security, such as data confidentiality, integrity, assurance
and availability. This specification is based on pluggable security modules that will allow
vendors to provide a default interoperable set of behaviours and customers or vertical
domains to develop their own customized security plugins.

• Ultra Large Scale Systems (ULS) DDSI. The DDS wire-protocol, known as DDSI,
was designed by first optimizing for LAN deployments and then adding a series of
mechanisms that vendors can use over WANs. The DDSI wire-protocol does not, however,
take advantage of the latest research on dissemination and discovery protocols, such as
encoding techniques, dynamic distribution trees, and distributed hash-tables. The ULS
DDSI specification will thus extend the existing DDSI protocol to further improve its
efficiency over WAN and improve the scalability on ULS deployments Northrop et al.
(2006).

In summary, the DDS technology ecosystem continues to expand its applicability and support
systems and SoS efficiently and effectively.

7. Concluding remarks

This chapter has introduced the DDS standard and explained its core concepts in the context
of meeting the requirements of SoS. As it has emerged from the use cases cited throughout the
chapter—as well as from the set of features characterizing this technology—DDS is the ideal
technology for integrating Systems-of-Systems. The main properties DDS-based SoS enjoy
include:

• Interoperability and portability. DDS provides a standardized API and a standardized
wire-protocol, thereby enabling portability and interoperability of applications across DDS
implementations. These capabilities are essential for SoS since it is hard to mandate a single
product be used for all systems and subsystems, but it is easier to mandate a standard.

• Loose coupling. DDS completely decouples publishers and subscribers in both
time, e.g., data readers can receive data that was produced before they had joined
the system, and space, e.g., through its dynamic discovery that requires no specific
configuration—applications dynamically discover the data and topics of interest. These
two properties minimize coupling between the constituent parts of SoS, thereby enabling
them to scale up and down seamlessly.

• Extensibility. The DDS type system provides built-in support for system extensibility
and evolution. Moreover, the system information model can be evolved dynamically in
a type-safe manner, which helps ensure key quality assurance properties in SoS.

• Scalability, efficiency, and timeliness. The DDS architecture and the protocols used in its
core where designed to ensure scalability, efficiency, and performance. In addition, the QoS
policies available in DDS provide fine-grained control over the non-functional properties
of a system, thereby allowing finely tuning and optimization of its scalability, efficiency,
and timeliness.

In summary, DDS is a natural choice as the integration infrastructure for SoS, as evidenced by
the many adoptions of DDS as the basis for current and next-generation SoS.
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some of the upcoming extensions. As described in earlier sections, DDS supports QoS-enabled
topic-based P/S Group (2004) where topics are strongly typed and where a structural
polymorphic type system is used to enable type-safe system extensibility and evolution Group
(2010). DDS is equipped with a standard wire-protocol, DDSI Group (2006), that provides
native interoperability across vendor implementations of the standard.

Two new APIs were recently specified for DDS. One API defines a new mapping to ISO
C++ and another defines a mapping to Java 5. Both APIs improve the productivity, safety and
efficiency of DDS applications. As a result of these enhancements, DDS now provides the most
dependable and productive standard-based communication middleware infrastructure for
building mission- and business-critical SoS that require scalability, fault-tolerance, efficiency
and performance.

6.2 Coming next

There are three areas that will yield the following new DDS standards by 2012:

• Web-enabled DDS. This specification addresses the needs of SoS that must expose
DDS data to Web/Internet applications. These capabilities will make it possible to
expose DDS topics in a standardized manner to both RESTful and W3C web services.
Web-enabled DDS will simplify the way in which SoS can bring mission-critical and
real-time information to enterprise applications, as well as to browser-enabled devices,
such as smart phones and tablets.

• Secure DDS. To date, DDS Security has been an area where each vendor has provided their
own proprietary (and thus non-interoperable) solutions. With the increased adoption of
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DDS in SoS the need for an interoperable and extensible security infrastructure has become
evident. As a result, work is progressing on an interoperable DDS security specification
that will address many aspects of security, such as data confidentiality, integrity, assurance
and availability. This specification is based on pluggable security modules that will allow
vendors to provide a default interoperable set of behaviours and customers or vertical
domains to develop their own customized security plugins.

• Ultra Large Scale Systems (ULS) DDSI. The DDS wire-protocol, known as DDSI,
was designed by first optimizing for LAN deployments and then adding a series of
mechanisms that vendors can use over WANs. The DDSI wire-protocol does not, however,
take advantage of the latest research on dissemination and discovery protocols, such as
encoding techniques, dynamic distribution trees, and distributed hash-tables. The ULS
DDSI specification will thus extend the existing DDSI protocol to further improve its
efficiency over WAN and improve the scalability on ULS deployments Northrop et al.
(2006).

In summary, the DDS technology ecosystem continues to expand its applicability and support
systems and SoS efficiently and effectively.

7. Concluding remarks

This chapter has introduced the DDS standard and explained its core concepts in the context
of meeting the requirements of SoS. As it has emerged from the use cases cited throughout the
chapter—as well as from the set of features characterizing this technology—DDS is the ideal
technology for integrating Systems-of-Systems. The main properties DDS-based SoS enjoy
include:

• Interoperability and portability. DDS provides a standardized API and a standardized
wire-protocol, thereby enabling portability and interoperability of applications across DDS
implementations. These capabilities are essential for SoS since it is hard to mandate a single
product be used for all systems and subsystems, but it is easier to mandate a standard.

• Loose coupling. DDS completely decouples publishers and subscribers in both
time, e.g., data readers can receive data that was produced before they had joined
the system, and space, e.g., through its dynamic discovery that requires no specific
configuration—applications dynamically discover the data and topics of interest. These
two properties minimize coupling between the constituent parts of SoS, thereby enabling
them to scale up and down seamlessly.

• Extensibility. The DDS type system provides built-in support for system extensibility
and evolution. Moreover, the system information model can be evolved dynamically in
a type-safe manner, which helps ensure key quality assurance properties in SoS.

• Scalability, efficiency, and timeliness. The DDS architecture and the protocols used in its
core where designed to ensure scalability, efficiency, and performance. In addition, the QoS
policies available in DDS provide fine-grained control over the non-functional properties
of a system, thereby allowing finely tuning and optimization of its scalability, efficiency,
and timeliness.

In summary, DDS is a natural choice as the integration infrastructure for SoS, as evidenced by
the many adoptions of DDS as the basis for current and next-generation SoS.
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8. Acronyms

DDS Data Distribution Service for Real-Time Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

DDSI Data Distribution Service Interoperability Wire Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

DISR DoD Information-Technology Standards Registry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

DoD Department of Defence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
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1. Introduction  
The purpose of this chapter is to propose a meta methodology to promote engineering safety 
by learning from previous system failures. The predominant worldview in IT engineering is 
that systems failures can be prevented at the design phase. This worldview is obvious if we 
examine mainstream, current methodologies for managing system failures. These 
methodologies use a reductionist approach and are based on a static model (Nakamura & 
Kijima, 2007, 2008a). It is often pointed out that most such methodologies have difficulty 
coping with emergent properties in a proactive manner and preventing the introduction of 
various side effects from quick (i.e., temporary) fixes, which leads to repeating failures of 
similar type. There are many examples of similar system failures repeating and of negative 
side effects created by quick fixes. Introducing safety redundant mechanisms does little to 
reduce human errors. As pointed out by Perrow (1999, p. 260), the more redundancy is used to 
promote safety, the greater the chance of spurious actuation; “redundancy is not always the 
correct design option to use.” While instrumentation is being improved to enable operators to 
run their operations more efficiently and certainly with greater ease, the risk would seem to 
remain about the same. The main reason for this situation is that current methodologies tend 
to identify a system failure as a single, static event, so organizational learning tends to be 
limited to a single loop rather than a double loop in rectifying the model of the model (i.e., the 
meta model) of action (i.e., the operating norm). This indicates that we need a meta 
methodology that can manage the dynamic aspects of system failure, by ensuring the efficacy 
of its countermeasures through the promotion of double loop learning. 

In this chapter, we propose a meta methodology called System of System Failures (SOSF), 
along with a system diagnostic failure flow, in order to overcome the current 
methodologies’ shortcomings. We also demonstrate this meta methodology’s efficacy 
through an application in IT engineering. 

In the next section, we explain the current troubleshooting techniques’ features and 
limitations with respect to certain aspects of system failures. Section 3 describes the three 
key features required in order to overcome these limitations, as well as SOSF, which actually 
overcomes the limitations. In section 4, we propose the actual application scenario that fully 
utilizes SOSF to promote double loop learning, or total system intervention for system 
failure (TSI for SF). The SOSF and related methodologies are used in the course of the 
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methodology that can manage the dynamic aspects of system failure, by ensuring the efficacy 
of its countermeasures through the promotion of double loop learning. 

In this chapter, we propose a meta methodology called System of System Failures (SOSF), 
along with a system diagnostic failure flow, in order to overcome the current 
methodologies’ shortcomings. We also demonstrate this meta methodology’s efficacy 
through an application in IT engineering. 

In the next section, we explain the current troubleshooting techniques’ features and 
limitations with respect to certain aspects of system failures. Section 3 describes the three 
key features required in order to overcome these limitations, as well as SOSF, which actually 
overcomes the limitations. In section 4, we propose the actual application scenario that fully 
utilizes SOSF to promote double loop learning, or total system intervention for system 
failure (TSI for SF). The SOSF and related methodologies are used in the course of the 
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subsequent discussion and debate to agree upon who is responsible for the failure and to 
identify the preventative measures to be applied. In section 5, an application example in 
information and communication technologies engineering demonstrates that using the 
proposed “TSI for SF” helps prevent future system failures by learning from previous 
system failures, followed by a concluding discussion of a efficacy of the SOSF and three 
actions were identified for preventing further system failures: close the gap between the 
stakeholders, introduce absolute goals and enlarge system boundary. 

2. Limitations of current troubleshooting techniques 
The predominant technology of current ICT troubleshooting is based on a predefined goal-
seeking model. van Gigch (1991) points out the main shortcomings of system improvement in 
this model, as follows. (1) Engineers look for causes of malfunctions within the system 
boundary. The rationale of system improvement tends to justify systems as ends in 
themselves, without considering that a system exists only to satisfy the requirements of larger 
systems in which it is included. (2) Engineers seek to restore systems back to normal. A lasting 
solution cannot result from an improvement in the operation of a present system. An 
improvement in operations is not a lasting improvement. (3) Engineers tend to hold incorrect, 
obsolete assumptions and goals. It is not difficult to find organizations in which the 
formulation of assumptions and goals has not been explicit. Fostering system improvement in 
this context is senseless. (4) Engineers act as “planner followers” rather than as “planner 
leaders.” Another manifestation of the problem of holding incorrect assumptions and 
pursuing the wrong goals can be traced to different concepts of planning and of the planner’s 
role. In the context of system design, the planner must be a planner leader, planning to 
influence trends, instead of a planner follower, planning to satisfy trends. 

This chapter focuses on system failure aspects that current methodologies cannot manage 
properly in the sense pointed out by van Gigch. To summarize, these aspects are soft, 
systemic, emergent, and dynamic; i.e., they accommodate multiple stakeholders’ 
worldviews (Checkland, 1981; Checkland & Holwell, 1997). 

Technology is changing faster than engineering technology can treat system failures. The 
growing increase in CPU power versus price is well known in the form of Moore’s law. 
Moreover, the numbers of stakeholders in computer systems is getting bigger and bigger. 
For computer architects, the stakeholders should encompass clients of clients (i.e., end users) 
in order to satisfy ICT system owner’s requirements. ICT system provider should focus on 
the dynamic aspects of end users and ICT system owners (e.g., through capacity planning of 
web banking system design), as well as on computer components (HDDs, CPUs, etc.) 
supplied by various vendors in order to implement synthesized functions. The 
environmental changes surrounding ICT systems, in terms of speed and complexity, are 
increasing over time. The problem is that once a system failure happens under these 
circumstances, it is extremely difficult to identify the real root cause. Most troubleshooting 
methodologies view system failures as resulting from a sequence of events. Furthermore, 
they focus mainly on the technical aspects of system failures. These models are only suitable 
for a relatively simple system with unitary participants from a technical perspective. 

The following four key features are commonly pointed out for the current troubleshooting 
methodologies surrounding ICT system environments. Explanations of system failures in 
terms of a reductionist approach (i.e., an event chain of actions and errors) are not very useful 
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for designing improved systems (Rasmussen, 1997; Leveson, 2004). In addition, Perrow (1999) 
argues that the conventional engineering approach to ensure safety – building in more 
warnings and safeguards – fails because system complexity makes failures inevitable. 

1. Current methodologies are technically well established (e.g., ISO and IEC standards) 
but are not always helpful for understanding the real implications of countermeasures 
and whether they are real solutions or merely tentative fixes from outside the technical 
arena. Moreover, most methodologies are based on a reductionist worldview. 

2. The current troubleshooting mainstream applies cause-effect analysis (or event chain 
analysis) to find out real root causes. Forward sequences (as in FMEA or event trees) or 
backward sequences (as in fault trees) are often employed (IEC 60812 (2006), IEC 61025 
(2006)). Toyota has a corporate slogan suggesting to “ask why five times” to reach root 
causes. This promotes finding “what” in order to seek counter measures to the problem. 
This approach, however, tends to become a victim-finding tool for blaming a specific 
person or group rather than finding a real root cause. 

3. The enormous speed of technological advance causes various misunderstandings 
between ICT system stakeholders. This responsibility disjunction cannot be managed 
properly with current methodologies. 

4. Improvement of the deviation from operating norm is bound to fail, as van Gigch (1991) 
points out that the treatment of system problems by improving the operation of existing 
systems is bound to fail. Current troubleshooting methodologies focus on the following 
main problems: 

• The system does not meet its established goals. 
• The system does not yield predicted results. 
• The system does not operate as initially intended. 

The basic assumption of improvement is that the goal and operating norm are static and 
predetermined at the design phase and are based on hard systems thinking. 

The above four features hinder examination of system failures from a holistic viewpoint, 
making it impossible to manage the soft, systemic, emergent, and dynamic aspects of system 
failures. 

3. Double loop learning and System of System Failures (SOSF) 
3.1 Double loop learning and three key success factors for new methodology  

To overcome the current methodological shortcomings discussed above, we need to 
promote double loop learning. The most important key success factor is the ability to ask a 
question with respect to a current operating norm (i.e., a mental model). Skill in double loop 
learning should enable people to question basic assumptions, which leads to modification of 
their mental models (Fig. 1) to create action producing desired goals, rather than simply 
modification of their actions under current mental models (Argyris & Schoen, 1996; Morgan, 
1986; Senge, 1990).  

Double loop learning should influence all three layers listed in Table 1: reality is for 
changing actions, model is for changing desired goals, and meta is for modifying mental 
models. Figure 1 explains single and double loop learning in a multi-stakeholder 
environment based on a double loop learning model (Morgan, 1986). The dotted line in Fig. 
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subsequent discussion and debate to agree upon who is responsible for the failure and to 
identify the preventative measures to be applied. In section 5, an application example in 
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for designing improved systems (Rasmussen, 1997; Leveson, 2004). In addition, Perrow (1999) 
argues that the conventional engineering approach to ensure safety – building in more 
warnings and safeguards – fails because system complexity makes failures inevitable. 
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1 indicates one specific stakeholder for achieving a goal. The one stakeholder alone is not 
enough to overcome current methodological shortcomings. We should thus expand double 
loop learning to account for a multi-stakeholder situation. Under this situation, there are 
three key success factors for overcoming current methodological shortcomings. First, there 
should be common language among the stakeholders’ mental models (i.e., the mental model 
box in each stakeholder’s domain in Fig. 1). Otherwise, the failures caused by stakeholders’ 
mental model gaps will not be resolved effectively. Second, there should be a meta 
methodology (i.e., the meta model box in Fig. 1) to promote double loop learning. This meta 
methodology should be unique between stakeholders; otherwise, the mutually exclusive 
and collectively exhaustive (MECE) nature of countermeasures is hard to achieve. Therefore, 
there is only one meta model box in Fig. 1, and it is shared among stakeholders. Third, there 
should be failure classes based on the origin of a failure. This is essential to ensure the 
efficacy of countermeasures. There are three origins of system failures: i) the mental model, 
ii) a mental model gap between stakeholders, and iii) the meta model. These three origins 
correspond to failure classes 1 (failure of deviance), 2 (failure of interface), and 3 (failure of 
foresight), respectively, as indicated in Fig. 1. The following explains the three key success 
factors in detail. 

1. We should have a common language for understanding system failures. It is vital to 
examine system failures from various perspectives. System safety can be achieved 
through the actions of various stakeholders. One such common language was 
developed by van Gigch (1986) for taxonomy of system failures. There are six categories 
of system failures, namely, failures of i) technology, ii) behavior, iii) structure, iv) 
regulation, v) rationality, and vi) evolution.  

2. We should have a meta methodology to ensure that countermeasures are correct and 
essential rather than just quick fixes that introduce long-term side effects. To redress 
system malfunctions or a system failure, it is necessary first to translate specific failure 
events into a model world in order to appraise the nature of reality holistically, then to 
discuss the system failure’s model in the modeling phase (i.e., metamodeling) in order to 
investigate why the failure happened, what the countermeasures are, and what should be 
learned in the organizational process so as to avoid further occurrence of the failure. 
Kickert (1980) explained an organizational structure model corresponding to the 
organizational purpose and breaking the organizational structure down into three layers: 
the aspect system, subsystem, and phase system. These layers relate to “what,” “who,” 
and “when,” respectively. Beer’s VSM model (Beer, 1979; 1980) rectifies the organizational 
process. Systems 1 to 3 are the operational level, and systems 4 and 5 are the meta level for 
deciding the operating norm through communication outside the system environment. 
There are hierarchical similarities between Kickert’s and Beer’s models, as follows: 
• Systems 1 to 3 correspond to the phase system managing “when.” These levels 

ensure internal harmony and maintain internal homeostasis. Systems 1, 2, and 3 
represent when an operation should be done, how it is coordinated, and how to 
maintain corporate management, respectively. 

• System 4 for strategic corporate management corresponds to the subsystem 
managing “who.” This level integrates internal and external inputs in order to 
chart enterprise strategies (i.e., external homeostasis) and clarifies who should be 
responsible for those strategies. 
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• System 5 for normative corporate management corresponds to the aspect system 
managing “what.” This level formulates long-term policies (i.e., planning and 
foresight) and decides what should be done. 

Kickert’s organizational model and Beer’s VSM model both decompose organization into 
three layers: reality (i.e., operation), model (i.e., adaptation), and meta (i.e., evolution). The 
reality and model layers seek to answer “how,” and the meta layer seeks to answer “what.” 
This differentiation is crucial to ensure the efficacy of countermeasures. Table 1 summarizes 
the relations between the organizational structure (Kickert, 1980) and VSM (Beer, 1979; 1980) 
models. 

 
Fig. 1. Single and double loop learning under a multi-stakeholder environment. 
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 Organization structure Objective VSM 
Meta Aspect system: What Mental model System 5 
Model Subsystem: Who Operating norm System 4 
Reality Phase system: When Operation Systems 1-3 

Table 1. Relations between the organization structure (Kickert) and VSM (Beer) models. 

3. We should be able to specify three failure classes in order to avoid the dynamic aspects 
of system failures (i.e., erosion of safety goals over time). These failure classes should 
intentionally be identified in conjunction with the VSM model. They should clarify the 
system boundary and the nature of a problem (i.e., predictable or unpredictable). The 
failure classes are logically identified according to the following criteria: 
• Class 1 (failure of deviance): The root causes are within the system boundary, and 

conventional troubleshooting techniques are applicable and effective. 
• Class 2 (failure of interface): The root causes are outside the system boundary but 

predictable at the design phase. 
• Class 3 (failure of foresight): The root causes are outside the system boundary and 

unpredictable at the design phase. 

The failure classes thus depend on whether the root causes are inside or outside the system 
boundary, and a class 3 failure for one person can be a class 1 or 2 failure for other people. 
Therefore, the definition is relative and recursive, so it is important to identify the problem 
owner in terms of two aspects: the stakeholder group, and the VSM system (i.e., systems 1 to 
5). Unless those two aspects are clarified, failure classes cannot be identified. 

It is necessary to recognize the organizational system level in order to rectify the operational 
norm, because to prevent further occurrence of system failures, it is inadequate to change 
only systems 1 to 3 (or the phase system for seeking when and how). As pointed out above, 
current technological models mainly focus on the operational area, and this can lead to side 
effects resulting from quick fixes. Event chain models developed to explain system failures 
usually concentrate on the proximate events immediately preceding the failures. The 
foundation of a system failure, however, is often laid years before the failure occurs. In this 
situation, the VSM model and Kickert’s model serve well for understanding the real root 
causes. 

In a stable environment, control of activities and maintenance of their safety through a 
prescriptive manual approach deriving rules of conduct from the top down can be effective. 
In the present dynamic environment, however, this static approach is inadequate, and a 
fundamentally different view of system modeling is required. Section 3.4 thus describes a 
dynamic model explaining why fixing failures sometimes introduces unintended side effects 
and how dynamic understanding contributes to introducing countermeasures that are 
ultimately more effective. 

3.2 System of System Failures (SOSF) 

From the above considerations, we now propose a new methodology, called System of 
System Failures (SOSF), to promote double loop learning and satisfy the above three key 
success factors. Double loop learning is essential for determining whether operating norms 
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(i.e., mental models) are appropriate (Argyris & Schoen, 1996; Morgan, 1986; Senge, 1990). It 
also provides a meta methodology for changing mental models so as to overcome system 
improvement shortcomings (Leveson, 2004; Perrow, 1999; Rasmussen, 1997; van Gigch, 
1991), as explained in section 2. Among the meta methodologies proposed in a general 
context, the System of System Methodologies (SOSM) developed by Jackson (Jackson, 2003) 
is a typical, excellent example. SOSM’s main features are the following: i) a meta systemic 
approach ; i.e. soft system thinking to foster double loop learning (Checkland, 1981; 
Checkland & Holwell, 1997), and ii) complementarism by encompassing multiple 
paradigms (contingent approach by combination of various methodologies from various 
paradigms, depending on problem situations). Figure 2 shows the framework of SOSM. 
Various classes of systems thinking are located in two-dimensional space, where the two 
dimensions are participants and systems. The current troubleshooting techniques discussed 
in section 2 (i.e., FTA, FMEA, IEC) belong to the unitary-simple domain in SOSM.  

 
Fig. 2. Systems approaches related to problem context in the System of System 
Methodologies (SOSM). 

In particular, SOSF is designed by allocating each type of failure from a taxonomy of system 
failures (van Gigch, 1986) into SOSM space (Fig. 3). There is no coercive domain in SOSF, 
because the main focus of this chapter is technological systems rather than social systems. 
The stakeholders for achieving engineering safety are covered fully by the unitary and 
pluralist domains in SOSM. The allocation of each type of failure from SOSM into SOSF is 
quite straightforward. The structure connecting SOSM and SOSF is shown in Fig. 4. The left-
hand side represents layers of abstraction from reality to methodology to meta 
methodology. In the realm of system failures, a system failure on the bottom line 
corresponds to the reality layer. The common language (i.e., the taxonomy of failure) 
corresponds to the methodology layer. A meta failure (i.e., SOSF) corresponds to the meta 
methodology layer. Therefore, SOSF is an example of SOSM in the realm of system failure. It 
is worthwhile to mention the recursive feature of SOSF, depending on the viewpoint of the 
system. If a target system is broken down into subsystems, each subsystem has its own 
instance of SOSF. Therefore, a technology failure might be a failure of evolution, one level 
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down, from the viewpoint of the subsystem. Furthermore, this failure of evolution might be 
a failure of regulation, one level higher, from the viewpoint of the system of systems.  

To satisfy the third feature (differentiating the three failure classes) pointed out in section 
3.1, we should introduce a third dimension, namely, the failure class. Figure 5 expands two-
dimensional SOSF (Fig. 3) into three-dimensional SOSF space, with the addition of the 
system failure dimension. 

 
Fig. 3. System of System Failures (SOSF). 

 
Fig. 4. Meta modeling of system failures and SOSF by using SOSM. 

As explained above, because of this recursive nature, it is vital to identify the problem 
owner in terms of who (i.e., the stakeholder) and where (i.e., the system level in terms of 
vertical dimension in Table 1). 

Table 2 summarizes the general notation of system failures for confirming the mutually 
exclusive and collectively exhaustive (MECE) nature of the diagnosis, as well as “who,” 
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“where,” and “what,” which stand for the stakeholder, systems 1 to 5, and the failure class, 
respectively. The horizontal arrows in Table 2 show that at the same system level, 
stakeholders should be compared in order to identify responsibilities. If a stakeholder is 
identified, the system level (1 to 5) and objective (what, who, and when) should be identified 
using the vertical arrows. This ensures the efficacy of double loop learning by changing the 
model of the model (i.e., the meta model of the operating norm). 

 
Fig. 5. Three-dimensional SOSF space. 

 
Table 2. General notation of system failure. 

In the next section, we introduce the two new methodologies that cover the SOSF space.   

3.3 Failure factor structuring methodology 

We propose new failure factor structuring methodology to overcome system failures caused 
by complex failure factors (Nakamura & Kijima, 2008a). Generally, complex system failures 
arise from a variety of factors and combinations of those factors. Since these factors often 
have a qualitative nature, it is important to have a holistic view that reveals the quantitative 
relationships among qualitative factors in order to construct an effective methodology. The 
methodology should address complex system failures in terms of obtaining the observations 
needed to rectify the worldview of maintenance (i.e., double-loop learning). The failure 
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factor structuring methodology (FFSM) should promote double-loop learning through 
viewing the system in a holistic way. Figure 6 shows a general overview of this 
methodology, and Table 3 lists the objectives for each phase of FFSM.  

 
Fig. 6. General overview of FFSM 

 
Table 3. Objectives for phases 1, 2, and 3 of FFSM 

3.4 System failure dynamic model  

We propose new nonlinear systemic model to overcome system failures caused by 
environmental changes through time (Nakamura & Kijima, 2008b, 2009a). This “system 
failure dynamic model (SFDM)” is based on system failure class. The frequent occurrence of 
deviant system failures has become regular but poorly understood. For example, deviant 
system failure is believed to lead to NASA’s Challenger and Columbia space shuttle disasters 
(Columbia Accident Investigation Board Report, Chapter 6, pp. 130). This normalized 
deviance effect is hard to understand from a static failure analysis model. NASA points out 
the notion of “History as Cause” for repeated disastrous failures (Columbia Accident 
Investigation Board Report, Chapter 8). These considerations imply usefulness to focus on 
the dynamic aspects of the cause and effect of system failures rather than the static aspects. 
Dynamic model analysis is applicable in all technology arenas, including high-risk 
technology domains like that of NASA. Turner and Pidgeon (1997) found that organizations 
responsible for a failure had “failure of foresight” in common. The failure or the disaster had 
a long incubation period characterized by a number of discrepant events signaling potential 
danger. These events were typically overlooked or misinterpreted and accumulated 
unnoticed. To clarify that mechanism, Turner and Pidgeon decomposed the system lifecycle 
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from the initial development stage to cultural readjustment through catastrophic disasters 
into six stages (Turner & Pidgeon, 1977, p. 88). They are Stage I: Initial beliefs and norms, 
Stage II: Incubation period, Stage III: Precipitating event, Stage IV: Onset, Stage V: Rescue 
and salvage and Stage VI: Full cultural readjustment. The second stage, or incubation 
period, is hard to identify due to the various side effects of quick fixes (Turner & Pidgeon, 
1997). Therefore the second stage is playing the crucial role to lead catastrophic disaster. 
System failures have specific features corresponding to these six stages. Class 1 failures 
occur in the early stages, while Class 2 and 3 failures emerge gradually over time. If we have 
a way to identify the class of a failure, we can prolong the system life cycle by introducing 
countermeasures. SFDM should be used periodically to ensure that the system behaves as 
expected (Reason, 1997, 2003) and that side effects due to quick fixes are prevented. 

3.5 Relationships among SOSF and related methodologies 

The SOSF meta-methodology overcomes the shortcomings of the current methodologies. 
The current methodologies (i.e., FTA and FMEA) are reviewed through SOSF and the two 
new methodologies (i.e., FFSM and SFDM) are proposed to complement the shortcoming of 
the current methodologies. The relationships among SOSF, FFSM, SFDM, and system 
failures are illustrated in Figure 7. 

 
Fig. 7. Relationships among SOSF, FFSM, and SFDM 

Table 4 shows the methodology mapping onto SOSF space. 
 

 Within same class Spread over different classes 
Unitary vs. unitary FTA, FEMA FFSM 
Spread over different domains SFDM 

Table 4. Methodology mapping to SOSF space 

4. Total system intervention for system failure (TSI for SF) methodology as 
an application procedure 
Total system intervention (TSI) is a critical system practice for managing complex and 
differing viewpoints. In the previous chapter, we introduces meta-methodology called 
“system of system failures (SOSF)” as a common language among various stakeholders to 
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improve their understanding of system failures. Then we propose the actual application 
scenario, or “TSI for SF”. The SOSF and related methodologies are used in the course of the 
subsequent discussion and debate to agree upon who is responsible for the failure and to 
identify the preventative measures to be applied. Flood and Jackson (1991) identified seven 
principles underpinning the TSI. 

First principle: Problem situations are too complicated to understand from one perspective, 
and the issues they throw up are too complex to tackle with quick fixes. 

Second principle: Problem situations, and the concerns, issues, and problems they embody, 
should therefore be investigated from a variety of perspectives. 

Third principle: Once the major issues and problems have been highlighted, a suitable 
systems methodology or methodologies must be identified to guide intervention. 

Fourth principle: The relative strengths and weaknesses of different system methodologies 
should be appreciated, and this knowledge, together with an understanding of the main 
issues and concerns, should guide the choice of appropriate methodologies. 

Fifth principle: Different perspectives and system methodologies should be used in a 
complementary way to highlight and address different aspects of organizations and their 
issues and problems. 

Sixth principle: The TSI sets out a systemic cycle of inquiry with interaction back and forth 
between its three phases. 

Seventh principle: Facilitators and participants are engaged at all stages of the TSI process. 

Jackson (2006) argues the sixth principle refers to the three phases of the TSI meta-
methodology: creativity, choice, and implementation. These three phases precede a reflection 
phase. Therefore, the critical systems practice it embraces is an enhanced version of ‘total 
systems intervention’ (Flood & Jackson, 1991), which has four phases: creativity, choice, 
implementation, and reflection (Jackson, 2006). 

Based upon the seven principles identified by Flood and Jackson (1991), we introduced new 
TSI for SF as an application procedure and it has six phases as follows. 

4.1 Phase 1. Become aware of system failure relating to the first principle 

Owners of issues and problems understand that they are too complicated to understand from 
one perspective, and the issues they throw up are too complex to tackle with quick fixes.  

4.2 Phase 2. Identify stakeholders relating to the second principle 

Owners of issues and problems should identify stakeholders relating to the issues or 
problems from phase 1.  

4.3 Phase 3. Creativity: Identify metaphors relating to the third and the creativity 
phase in the sixth principle 

In the creativity phase, the many different possible views of organizations and their 
problems should be recognized, and managers and analysts should be encouraged to 
explore them through the use of Morgan’s (1986) “images or metaphors,” particularly the 
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machine, organism, brain, culture, and coercive system metaphors. The aim is to take the 
broadest possible critical look at the problem situation but gradually to focus on those 
aspects currently most crucial to the organization (Jackson, 2006). 

In order to understand system failures, we need models and metaphors. Then 
methodologies are developed depending upon those metaphors. We introduce three system 
failure models with metaphors (i.e., the third principle). 

4.3.1 Simple linear system failure model (Domino metaphor) 

The archetype of a simple linear model explains system failure as the linear propagation of a 
chain of causes and effects (Heinrich et al., 1980). Figure 8 shows the domino metaphor for 
this model. The underlying principle is that system failure development is deterministic and 
there must have cause effect links. FTA (IEC 61025 (2006)) and FMEA (IEC 60812 (2006)) are 
the representative methodologies. They follow backward and forward chain respectively.   

 
Fig. 8. Domino metaphor 

4.3.2 Complex linear system failure model (Swiss cheese metaphor) 

The archetype of a complex linear model is well known Swiss cheese model (Fig. 9) first 
proposed by Reason (1997, 2003). The model put the importance on latent as well as 
manifested causes. The authors proposed FFSM (Nakamura & Kijima, 2008a, 2009b) as 
surfacing hidden (latent) factors to suppress deviations leading to system failures.  

 
Fig. 9. Swiss cheese metaphor 

4.3.3 Non linear or systemic model (Unrocking boat metaphor) 

Perrow (1999) argues that the conventional engineering approach to ensure safety – building 
in more warnings and safeguards – fails because system complexity makes failures 
inevitable. This indicates that we need a new model that can manage the system failure. 
Reason (1997, 2003) explains the organizational life span between protection and 
catastrophe. The lifespan of a hypothetical organization through production-protection 
space (Fig. 10) explains why organizational accidents repeat, with this history ending in 
catastrophe. This is why the periodic application of the methodology prolong system life 
cycle.  
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improve their understanding of system failures. Then we propose the actual application 
scenario, or “TSI for SF”. The SOSF and related methodologies are used in the course of the 
subsequent discussion and debate to agree upon who is responsible for the failure and to 
identify the preventative measures to be applied. Flood and Jackson (1991) identified seven 
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Fifth principle: Different perspectives and system methodologies should be used in a 
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System of System Failure: Meta Methodology to Prevent System Failures 

 

43 

machine, organism, brain, culture, and coercive system metaphors. The aim is to take the 
broadest possible critical look at the problem situation but gradually to focus on those 
aspects currently most crucial to the organization (Jackson, 2006). 
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this model. The underlying principle is that system failure development is deterministic and 
there must have cause effect links. FTA (IEC 61025 (2006)) and FMEA (IEC 60812 (2006)) are 
the representative methodologies. They follow backward and forward chain respectively.   
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Fig. 10. Lifespan of a hypothetical organization through production-protection space 

4.4 Phase 4. Choice: Select methodology using SOSF meta-methodology relating to 
the fourth and the choice phase in the sixth principle 

In this phase, the metaphors generated in the creativity phase are mapped to the SOSF space 
(Nakamura & Kijima, 2009a) to match the methodology to the problem situation. In the 
SOSF meta-methodology, problem situations are mapped using three axes 
(simple/complex, unitary/plural, and Class 1/2/3) in accordance with the degree of 
(dis)agreement between participants. Problem situations are then mapped to the 
methodologies as outlined in Table 5. Note that the SOSF meta-methodology is used not to 
deterministically prescribe which methodology to choose but to illuminate and inform that 
choice (i.e., the fourth principle).  

 
Table 5. Three system-failure models and their approach to management 
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We introduce a matrix that clarifies the differences in opinion among stakeholders. Using it 
helps to clarify the stakeholder views and to identify stakeholders with opposing views. In 
the example stakeholder matrix in Fig. 11, stakeholders “a” and “b” have opposing views, as 
shown on the left. After they discuss and debate their views, stakeholder “a” takes 
responsibility, as shown on the right. In short, a diagonal matrix is created from a non-
diagonal one. Table 5 summarizes the system failure models and related methodologies as 
well as the meta-methodology.  

 
Fig. 11. Stakeholder matrix 

4.5 Phase 5. Implementation: Take action relating to fifth and the implementation 
phase in the sixth principle 

In the implementation phase, methodologies are applied to produce change. The 
methodologies should be used in a complementary way to highlight and address different 
aspects of organizations and their issues and problems (i.e., the fifth principle). In this phase, 
the selected methodology in table 5 could be used in accordance with the complementary 
principles of TSI. 

4.6 Phase 6. Reflection: Acquire new learning relating to the reflection phase in the 
sixth principle 

In the reflection phase, the intervention should be evaluated and learning about the problem 
situation, the meta-methodology itself, the generic system methodologies, and the specific 
methods used should be produced. The outcome is research findings that are used, for 
example, as feedback for improving earlier stages of the meta-methodology (i.e., Fig. 12). 
The relationship between the stages is shown in Fig. 12. There are two feedback loops in Fig. 
12. One is to the metaphors (phase3) and the other is to the methodologies (phase4). 

5. Application to ICT systems 
This section discusses an example application of the TSI for SF methodology to an ICT 
system failure caused by an operator error resulting from a misunderstanding of the 
product specifications. In this case, the operator or users who use the products in question 
was responsible for the failure. The incident escalation procedure is shown in Fig. 13. Those 
users who encounter the problems of the products report the incident to the help desk, and 
the help desk provides them with a solution. The help desk then identifies the cause of the 
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users who encounter the problems of the products report the incident to the help desk, and 
the help desk provides them with a solution. The help desk then identifies the cause of the 



 
System of Systems 

 

46

incident, and, if it was caused by faulty product design, the help desk escalates it to the 
development section for further investigation. The development section designs new 
products on the basis of data for the escalated incidents that the help desk believes were due 
to product defects. This is mainly because the user-related incidents are screened at the help 
desk so that the development section can concentrate on product-related issues. The 
development section measures product quality by AFR (Annual Failure Rate) using only the 
incidents escalated from the help desk, not by ACR (Annual Call Rate) using all the 
incidents received directly from the users. AFR is introduced to measure a product quality 
not to measure a system quality. Therefore AFR is a part of ACR. The metric for product 
quality is the AFR and system quality that includes product quality is the ACR, which are 
calculated as shown in Fig. 14.   

 
Fig. 12. The application flow for TSI for SF 

 
Fig. 13. Incident escalation procedure 

 
Fig. 14. Calculation of annual failure rate (AFR) and annual call rate (ACR) 
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As mentioned above, there are six phases in the application procedure for TSI for SF. The 
followings are the summary of the actual application example.  

5.1 Phase 1. Become aware of system failure 

In the first stage of intervention, the development section believes that the quality of their 
product is superior to the average quality of its competitors’ products on the basis of 
internal benchmarking. A third party customer survey reveals that customers judge the 
quality to be less than that revealed by the internal benchmarking. Upon learning of this 
discrepancy, the system quality assurance (SQA) section of the ICT system provider sets up 
a working group to identify the problems.      

5.2 Phase 2. Identify stakeholders  

The owner of the working group, the SQA section, identifies three stakeholders: an SE 
(representing a user or operator), the help desk representing the first line engineer, and the 
development section representing the second line engineer.  

5.3 Phase 3. Creativity: Identify metaphors 

The SQA section identifies the difference in the key performance indicators (KPIs) between 
the help desk and the development section. The help desk’s KPIs are mainly related to the 
processing speed and the development section is to the AFR. The SQA section recognizes 
that increasing the speed should not increase the number of incidents escalated to 
development section. Furthermore, one way to improve the AFR is to close incidents as user 
responsible incidents (Fig. 13). Obviously, this may not the best way to handle incidents. 
Therefore, the two sections’ KPIs are not user oriented. The SQA section identifies the 
unrocking boat metaphor (Table 5) as appropriate for this situation (i.e., the organization is 
drifting through the environment between excessive economic gain and safety).     

5.4 Phase 4. Choice: Select methodology using SOSF meta-methodology 

The stakeholder opinions are clarified using the stakeholder matrix (Fig. 11) in order to 
identify stakeholders with opposing views. As shown in Table 6, the SE and development 
section have opposing views. The Help desk claims that the SE made an error in operation.  

 
Table 6. Stakeholder matrix 
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The SQA section uses the SFDM to identify three archetypes:  

- misunderstanding a Class 2 or 3 failure as a Class 1 failure, (problem) 
- erosion of safety goals accompanied by incentive to report fewer incidents (side effect), 

and 
- fix that fails (side effect). 

5.4.1 Misunderstanding Class 2 or 3 failure as Class 1 failure (problem) 

The source of the failure is inside the help desk system boundary (i.e., a Class 1 failure) 
although the actual cause is outside the boundary. This archetype (Fig. 15) explains why 
system failures reoccur following a quick fix or an inappropriate fix. Such fixes might reduce 
the number of system failures in the short term, but the effects of such fixes gradually 
become saturated at a level below the organization’s goal (i.e., target) level. The balancing 
intended consequence (BIC) loop becomes open, so quick fixes have no further effect. The 
balancing unintended consequence (BUC) loop also becomes open as a result of 
misunderstanding the system failure class and not introducing an effective solution. The 
sequence of this archetype is from (1) to (5) in Fig. 15. Arrow (1) with the “+” sign indicates 
that an increase in the number of Class 1 failures causes an increase in the number of 
actions. Arrow (2) with the “+” sign indicates that the increase in the number of actions 
increases the number of quick fixes. Arrow (3) indicates that the increase in the number of 
quick fixes contributes slightly to reducing the number of Class 1 failures. The root cause is 
outside the system boundary and is unaffected by arrow (4). Therefore, arrow (5) with the 
“+” sign indicates that the root cause increases the number of Class 1 failures.   

 
Fig. 15. Misunderstanding system failure archetype 

The archetype shown in Fig. 15 is a single-loop learning scenario—a reinforcing action is 
introduced that is based on the deviation from a predetermined goal. The reinforcing 
intended consequences (RICs) action to improve the situation leads to the introduction of 
additional quick fixes, which simply leads to the repetition of a similar scenario. The 
sequence of this archetype is from (6) to (7) in Fig. 15. Arrow (6) with the “+” sign indicates 
that an increase in the number of Class 1 failures reinforces the compare goal and reinforce 
action. Arrow (7) with the “+” sign indicates that reinforcing the compare goal and adjust 
action increases the number of actions. The RICs action causes various side effects, including 
erosion of safety goals accompanied by an incentive to report fewer incidents. These side 
effects are hard to detect because the performance malfunction alarm is muted, and 
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management can identify these effects only by quantitatively measuring performance. This 
explains why a single-loop learning solution for improving system performance is bound to 
fail, as Van Gigch (1991) pointed out. In this situation, the root cause outside the system 
boundary must also be addressed.  

5.4.2 Erosion of safety goals accompanied by incentive to report fewer incidents 

This side effect is introduced when the RICs loop becomes tighter without a further 
reduction in the number of system failures (Fig. 15). Increased pressure to achieve the goal 
emerges from the BUC loop in the form of shifting the goal (i.e., lowering it) and/or hiding 
the actual state of quality or safety from management. In this relative achievement scenario, 
a manager who stays within the system boundary has difficulty detecting the actual state of 
achievement. This is why many Japanese manufacturers have the slogan “3R-ism,” which 
reminds managers to identify a problem at a “real site,” confirm it with “real objects,” and 
discuss it with a “real person in charge” before taking any action. The sequence of this 
archetype is from (8) to (9) in Fig. 15. Arrow (8) with the “+” sign indicates that an increase 
in the number of Class 1 failures causes pressure to adjust the goal or creates an incentive to 
report fewer incidents. Arrow (9) with the “−” sign indicates an increase in the number of 
Class 1 failures that are hidden. 

5.4.3 Fix that fails archetype (side effect) 

The source of the failure is outside the help desk’s system boundary. Figure 16 illustrates a 
typical example of local optimization. The action taken for the root cause is a short-term 
solution to the problem that introduces delayed, unintended consequences outside the 
system boundary, resulting in a Class 2 or 3 failure. For example, an operations manager 
might shift resources from a proactive task team to a reactive task team because of a rapid 
increase in system failures, which would only cause the reinforcing unintended 
consequence (RUC) loop to further increase the number of system failures. This out-of-
control situation can only be managed at the expense of others and damages the 
organization in the long term. The sequence of this archetype is from (1) to (6) in Fig. 16. 
Arrow (1) with the “+” sign indicates that an increase in the number of Class 2 or 3 failures 
increases the number of actions within the system boundary. These actions do not attack the 
root cause (i.e., dotted arrow (5)). Therefore, arrow (2) with the “+” sign has no effect on 
reducing the number of Class 2 or 3 failures. Alternatively, the arrow with the time-delay 
symbol (=) might increase the number of Class 2 or 3 failures because of local optimization 
side effects. Arrows (3) and (4) with the “+” sign introduce an adjust goal and reinforce 
action without further reducing the number of Class 2 or 3 failures. Arrows (5) and (6) are 
not in effect during this phase of the archetype.  

In this application example, as a result the stakeholders reached the broader and holistic 
understanding using the SOSF meta-methodology. At initial stage (i.e., preceding stage 5), 
the user thought these errors are not operation-related but product-related. Conversely, the 
development section thought they are operation-related. Therefore, the user insisted that 
they are Class 3 failures of evolution in complex and plural domains in SOSF. Conversely, 
the development section insisted that they are Class 1 failures of behavior in a simple and 
unitary domain. Figure 17 illustrates the SOSF space showing all stakeholder opinions. 
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management can identify these effects only by quantitatively measuring performance. This 
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fail, as Van Gigch (1991) pointed out. In this situation, the root cause outside the system 
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achievement. This is why many Japanese manufacturers have the slogan “3R-ism,” which 
reminds managers to identify a problem at a “real site,” confirm it with “real objects,” and 
discuss it with a “real person in charge” before taking any action. The sequence of this 
archetype is from (8) to (9) in Fig. 15. Arrow (8) with the “+” sign indicates that an increase 
in the number of Class 1 failures causes pressure to adjust the goal or creates an incentive to 
report fewer incidents. Arrow (9) with the “−” sign indicates an increase in the number of 
Class 1 failures that are hidden. 

5.4.3 Fix that fails archetype (side effect) 

The source of the failure is outside the help desk’s system boundary. Figure 16 illustrates a 
typical example of local optimization. The action taken for the root cause is a short-term 
solution to the problem that introduces delayed, unintended consequences outside the 
system boundary, resulting in a Class 2 or 3 failure. For example, an operations manager 
might shift resources from a proactive task team to a reactive task team because of a rapid 
increase in system failures, which would only cause the reinforcing unintended 
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reducing the number of Class 2 or 3 failures. Alternatively, the arrow with the time-delay 
symbol (=) might increase the number of Class 2 or 3 failures because of local optimization 
side effects. Arrows (3) and (4) with the “+” sign introduce an adjust goal and reinforce 
action without further reducing the number of Class 2 or 3 failures. Arrows (5) and (6) are 
not in effect during this phase of the archetype.  

In this application example, as a result the stakeholders reached the broader and holistic 
understanding using the SOSF meta-methodology. At initial stage (i.e., preceding stage 5), 
the user thought these errors are not operation-related but product-related. Conversely, the 
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Fig. 16. Fix that fails archetype (side effect) 

 
Fig. 17. Simple-Unitary (Class 1) vs. Complex-Plural (Class 3) 

5.5 Phase 5. Implementation: Take action  

After the debate and discussion, the stakeholders reached the conclusion shown in Table 7. 

 
Table 7. Clarify stakeholder opinions using matrix 

The SQA section analyzed the user-related incidents and, as illustrated in Fig. 18, judged 
that 36% of them were possibly product-related. Following their debate and discussion, the 
SQA section, the help desk, and the development section agreed to change their KPI from 
the AFR to ACR. The incident reduction scheme is illustrated in Fig. 18. Over the two years 
of the operation with the new KPI, the ACR have been reduced respectively by 
approximately 52, 17, 51, and 19% for products A, B, C, and D with the overall average of 
36% reduction in Fig. 19.  
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Fig. 18. Incidents transition over two-year period 

 
Fig. 19. ACR transitions 

5.6 Phase 6. Reflection: Acquire new learning 

On the basis of the application example described above, we can identify three ways to 
overcome the problem of misunderstanding a Class 2 or 3 failure as a Class 1 failure: 
introduce an absolute goal, close the gap between stakeholders, and enlarge the system 
boundary. All three actions promote double-loop learning because they alter the process 
design to improve system quality or safety. In contrast, single-loop learning leads to side 
effects, as explained for phase four: 

- erosion of safety goals and creation of incentive to report fewer incidents, and 
- failure of a previous fix. 

There are three double-loop learning archetypes. 

5.6.1 Double-loop learning for Class 2 failure archetype (solution) 

As noted above, it is necessary to focus on the possibilities of relative achievement or the 
side effects of a quick fix. A tacit assumption of a gap between stakeholders should be 
surfaced throughout the discussion and debate to close the responsibility gap. Application 
of this solution to the scenario shown in Fig. 15, misunderstanding system failure archetype, 
is illustrated in Fig. 20. The sequence of this archetype is from (1) to (6). Arrow (1) with the 
“+” sign indicates that an increase in the number of Class 2 failures increases the number of 
actions within the system boundary. These actions induce various side effects (erosion of 
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Fig. 16. Fix that fails archetype (side effect) 

 
Fig. 17. Simple-Unitary (Class 1) vs. Complex-Plural (Class 3) 
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36% reduction in Fig. 19.  
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Fig. 18. Incidents transition over two-year period 

 
Fig. 19. ACR transitions 
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safety goals or reporting fewer incidents), as discussed above. Arrow (2) with the “+” sign 
indicates reviewing the stakeholders’ mental model gap and redefining or adjusting the 
ultimate goal. Arrow (3) with the “+” sign indicates provoking a new action. Arrow (4) with 
the “−” sign indicates that the new action attacks the root cause, which resides outside the 
system boundary. Arrow (5) with the “+” sign indicates eventually reducing the number of 
Class 2 failures. Arrow (6) with the “+” sign indicates the path to adjusting the goal and 
defining the ultimate solution.  

 
Fig. 20. Double-loop learning for Class 2 failure (solution) 

5.6.2 Double-loop learning for class 3 failure archetype (solution) 

As mentioned in the introduction, the speed of technology advancement and the growth of 
complexity are unpredictable. Therefore, a current goal could later become obsolete. This 
could be the root cause of a system failure, with no party responsible for the failure. In other 
words, the system failure emerges through no one’s fault. This kind of failure can be avoided 
by periodically monitoring goal achievement and benchmarking competitors. The sequence of 
this archetype is from (1) to (8) in Fig. 21. Arrow (1) with the “+” sign indicates that an increase 
in the number of Class 3 failures increases the number of actions within the system boundary. 
These actions do not attack the root cause, so there is no effect on reducing the number of Class 
3 failures, as indicated by arrow (2). Arrows (3) and (4) with “+” signs indicate introducing the 
ideal goal, provoking awareness of the gap between the current and ideal Goals, and adjusting 
the goal and defining the ultimate solution. Arrow (5) with the “+” sign indicates introducing 
a new action, and arrow (6) with the “−” sign indicates attacking the root cause, which reduces 
the number of Class 3 failures, as arrow (7) indicates. Arrow (8) with the “+” sign indicates 
further enhancement of adjust goal and define ultimate solution.  

 
Fig. 21. Double-loop learning for Class 3 failure (solution). 
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5.6.3 Double-loop learning for fix that fails archetype (solution) 

The solution for this archetype is to raise the viewpoint of the problem (Fig. 22). Class 2 and 
3 failures become Class 1 if the presumed system boundary is enlarged. The sequence of this 
archetype is from (5) to (7) in Fig. 22. Arrow (5) indicates enlarging the system boundary to 
incorporate the root cause. This converts Class 2 and 3 failures into Class 1 failures. Arrow 
(6) with the “−” sign indicates attacking of the root cause, which reduces the number of 
Class 2 or 3 failures, as indicated by arrow (7).  

 
Fig. 22. Double-loop learning for fix that fails archetype (solution) 

Figure 23 summarizes the result of SFDM from problem archetype to solution archetype. It 
shows introducing quick fix (reinforcing current action) is only causing various effects 
(Erosion of safety goals; incentive for reporting fewer incidents and Fix that fails 
archetypes).  

 
Fig. 23. Problem and solution archetypes in engineering system failures through time. 
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6. Conclusion  
In the ICT engineering arena, the predominant methodologies for promoting system quality 
and safety are deeply rooted in hard systems thinking. Most organizational processes are 
reductionist approach. This is reasonable to some extent. Engineers in the development 
section see systems as the combination of components. The quality of these components 
determines the quality of the system if the system boundary is defined within the 
aggregation of components. Therefore, the key performance indicators they use for daily 
routine processes are not drawn from outside the defined system. In the hard systems 
thinking paradigm, an efficient approach is to identify deviances from the internal goals and 
rectify them. The predominant techniques and methodologies play a major role in the 
simple unitary domain of the meta-methodology called “system of system failures (SOSF)”. 
However in a complex and pluralistic stakeholder’s environment, it is clear that several side 
effects were detected in the “system failure dynamic model (SFDM)” process. This is mainly 
because the discussion and debate is done among different system levels of stakeholders. 
The third SOSF dimension represents the responsible system class in VSM terminology. The 
debate between system 1 and system 5 from different stakeholders could introduce 
unwanted side effects, as explained in section 5. Especially in the case of failure of evolution 
in pluralistic contexts, representatives of opposing stakeholders should be from system 5. It 
is particularly effective in critical system practice, even in the ICT engineering arena, to 
expand the focus to not only ‘work; technical interest’ but to ‘interaction; practical interest’. 
The “total system intervention for system failure (TSI for SF)” methodology is useful for 
changing to an absolute goal learning from the gap between stakeholders and enlarging the 
system boundary. 

We conclude with a summary of the checkpoints and corresponding actions. 

Checkpoint 1: Is there a recognizable gap between the perceptions of the stakeholders? If 
not, use the stakeholder matrix to clarify them. 

Action1: Close the gap between the stakeholders. The debate should be conducted with the 
same system level from stakeholders. 

Checkpoint 2: Is your KPI related to absolute goal? (i.e., absolute customers) Do your 
customers know your KPI? If not, assess the viability of introducing absolute goals. 

Action2: Introduce absolute goals to avoid local optimization and to ensure that the essential 
goal is pursued. 

Checkpoint 3: Is the system boundary clear? If not, clarify the boundary. If yes, discuss the 
feasibility and effectiveness of enlarging the boundary. 

Action3: Enlarge system boundary. This would enable to reexamine current system 
boundary and effectiveness of the process. This could be useful to find out side effects. 
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Systems of Systems: 
Pure, and Applied to Lean Six Sigma 

Ben Clegg and Richard Orme 
Aston Business School, 

United Kingdom 

1. Introduction 
This chapter will briefly introduce the principles of General Systems Thinking (GST) as 
defined by classic literature on the subject (Ackoff, 1971; Battista, 1977; Bertalanffy, 1968; 
Boulding, 1956; Churchman, 1968; Waelchi, 1992; Weinburg, 1975). In particular, this 
chapter will contrast two opposing operational research (OR) views about systems thinking; 
the ‘reductionistic’ (‘hard’) approach and the ‘holistic’ (‘soft systems methodology’) 
approach. This chapter will then focus on the later; holistic soft systems methodology (SSM), 
which is the most suitable approach for improving human activity systems, rather than hard 
systems thinking which is more suitable for mechanistic or physical systems. 

SSM may be used for such activities as organisational understanding, process improvement, 
strategy deployment and change implementation – which are all part of Lean and Six Sigma. 
A specific type of soft systems thinking will be majored upon, known as Process Orientated 
Holonic (PrOH) Modelling (Clegg, 2007), which will be used to show how holistic systems 
thinking can be used to improve organisational performance. The main differentiation 
between this methodology and any other SSM is that it allows for ‘emergent properties’ and 
‘hidden properties’ of a system of systems to be depicted by using its unique way of 
defining a system of systems through the dimensions of ‘pitch’, ‘width’ and ‘length’ (from 
‘pick-up point’ to ‘drop-off point’); its abstraction and enrichment rules; the use of holons 
and holarchies, natural language, story boarding and colourful diagrams. 

The case study given in this chapter focuses upon contemporary business improvement 
trends known as ‘lean management’ and ‘six sigma’. Lean management attempts to reduce 
waste in an organisation, and six sigma improvement attempts to reduce variation in a 
process outputs. In reality there is a need to do both, particularly in these challenging 
economic times. Both lean management and six sigma improvement should be systemic, but 
this is rarely recognised and even less seldom practiced. The combined technique known as 
‘Lean Six Sigma’ (LSS) is emerging as an attempt to fuse the two approaches together. 
However a clear concise model has not yet been produced (Pepper and Spedding, 2010). 
Thus, the current challenge is to produce a unified model of lean management and six sigma 
improvement that is systematic, systemic and holistic which can be used to optimize 
systems as a whole. The danger of not applying system of systems thinking to lean 
management and six sigma improvement initiatives is that different levels (or pitches) of 
thinking (e.g. philosophy, methodology and tools) and their potential overlap will go 
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unrecognized; and thus their potential impact on organizational performance will be 
reduced.  

This chapter will include discussion about both ‘pure’ GST and system of systems per se, 
particularly the ‘soft’ variety which will be of interest to philosophically motivated 
audiences, such as academic researchers. It will also include ‘applied’ systems thinking, 
using PrOH Modelling which will interest audiences wishing to use system of systems 
thinking to improve ‘real world’ lean-six sigma systems. 

2. Philosophical background to systems thinking  
Systems thinking has developed into a discipline in its own right with applicability to 
almost any area because of its generality (Jackson, 1995). In particular, GST has been applied 
in the area of scientific management (hard systems methodologies) and more recently to the 
organizational and human elements (soft systems methodologies). In particular, soft 
systems thinking has been successful because of its capacity to consider complex situations 
with competing goals, such as efficiency and quality. Consequently, different types of soft 
systems thinking have arisen with subtly different purposes; for instance Checkland’s Soft 
Systems Modelling (SSM) is used for general problem definition (Checkland, 1988), Viable 
Systems Modelling (VSM) to 'diagnose' the operational effectiveness of an existing system 
and propose their redesign (Beer, 1985), and PrOH Modelling, specifically to improve 
organisational processes (Clegg, 2007). 

GST aims to describe systems with an optimal degree of generality, between the highly 
generalized relationships of mathematics and the specific theories of the specialized 
disciplines. Thereby different bodies of knowledge can be combined theoretically into “a 
body of theoretical constructs which discusses the general relationships of the empirical 
world” (Boulding, 1956). However it is often difficult for modellers to observe systems as a 
whole thus systems are not objectively ‘real’ but subjective; being perceived and inferred by 
individuals representing what man has created to manage aspects of the world through 
historical and evolutionary adaptation (von Bertalanffy, 1968). This is particularly the case in 
behavioural and social systems; in these situations GST represents a method of combining 
knowledge into a ‘system of systems’ to act as a ‘gestalt’ entity (German: essence or shape of 
an entity’s complete form) for theoretical construction. Thus GST can be utilized to organize 
a large body of information in a way that can identify previously unobserved interrelations; 
however the subjective nature of systems makes it difficult to prove or refute models 
developed using GST. Because of such subjectivity it is essential to be clear on ones definition 
of system of systems. Hence the authors define a system by its constituents and contingency; 
specifically, people machines, critical success factors, inter-relationships, boundary, inputs, 
outputs, controls, name and environment. Therefore a system of systems is an entity that is 
defined by its respective constituents and contingencies and which may contain other systems and 
may itself be part of a larger system. (Churchman, 1968; Ackoff, 1995, 2006). 

Boulding (1956) highlighted the need to move away from “mechanical models” that rely on 
simple, mathematical approaches to better understand the functioning of the World. He 
utilizes the system of systems approach to GST to arrange “theoretical systems in a 
hierarchy of complexity” (Boulding, 1956 pp. 202) from level 1, representing simple systems 
and a low level of understanding, to level 9, representing complex systems and a high level 
of understanding. He argues that most understanding is at ‘level 1’ (static structure) or ‘level 
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2’, (simple dynamic system) with some disciplines attaining ‘level 4’, (open system or self-
managing structure). Social organizations at ‘level 8’ exhibit their own characteristics in 
addition to those of their subsystems, levels 1-7. However the characteristics of a social 
organization cannot be explained by its decomposition into its constituent parts rather its 
characteristics emerge from their interaction (Ackoff, 1995). Ackoff (1995) develops the 
‘system of systems’ concept by defining the elements of a system and the changes that occur 
within them. In this context it is reasonable to suggest that over time an organization which 
implements lean six sigma and achieves continuous and breakthrough improvement is 
characteristic of Ackoff’s (1995) ‘ideal seeking system’ which will be composed of other 
purposeful and goal seeking systems. Thus to begin to understand lean six sigma 
implementation in a social organization one must attempt to understand its sub-systems 
and any system of which it is itself a sub-system. By definition this requires a system of 
systems approach. 

A system of systems may “be of value in directing theorists towards gaps in existing 
theoretical models and might even be of value in pointing towards methods of filling them” 
(Boulding, 1956). For instance, helping to produce a unified model of Lean Six Sigma 
practice, as presented in this chapter, is a new, useful, instantiation of this system of systems 
in the field of management - drawing on operations management, quality, organizational 
behaviour, and change and leadership literature. Therein the system of systems concept has 
helped to integrate current knowledge from many related disciplines into a unified holistic 
conceptual model representing a move towards an ideal system of systems for lean six 
sigma, which in turn should increase impact of lean six sigma practice on organizational 
performance. 

Some will state that the field of systems modelling originated in the hard mathematical 
based discipline of systems dynamics (Forrester, 1961) where philosophically speaking, hard 
systems exist objectively and mainly contain tangible things. As such, hard systems can be 
engineered to achieve an optimal solution through hard systems methodologies (HSMs). 
Thus knowledge and understanding of the systems contained in the physical world may be 
achieved through the application of HSMs such as repetitive experimentation and 
hypothesis testing (Zhang, 2010). While this may be appropriate for technological or natural 
systems it has limited value for human activity systems. To fill this gap soft systems 
methodologies (SSMs), which are based on the same GST principles, but have a significantly 
different methods of enquiry have been developed. The SSM approach maintains there are 
no objective systems outside our minds rather they are perceived by individuals based on 
their particular worldview. Consequently human activity systems often have no singular 
objective due to the differing aims and goals of the participants resulting in pluralism in 
problem definition, situation improvement and solving. Thus the outcomes of SSM 
interventions are not optimal; instead they are compromises that can be accommodated by 
stakeholders (Checkland & Poulter, 2006; Senge, 1990). Further, optimizing individual 
aspects of a system in isolation can result in the sub-optimization of the system as a whole; 
this is particularly the case in supply chain improvements (Forrester, 1961; Ackoff, 1995). 
Thus SSM has two functions one of logical analysis (or ‘structurisation’) and one of socio-
cultural analysis (the ‘function’) and can be considered as “one resource of philosophy of 
social science in theory and practice” (Zhang, 2010 pp.165). In this context SSM serves the 
requirements of rigor and relevance advocated by Tushmann & O’Rielly (2007). 
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unrecognized; and thus their potential impact on organizational performance will be 
reduced.  

This chapter will include discussion about both ‘pure’ GST and system of systems per se, 
particularly the ‘soft’ variety which will be of interest to philosophically motivated 
audiences, such as academic researchers. It will also include ‘applied’ systems thinking, 
using PrOH Modelling which will interest audiences wishing to use system of systems 
thinking to improve ‘real world’ lean-six sigma systems. 

2. Philosophical background to systems thinking  
Systems thinking has developed into a discipline in its own right with applicability to 
almost any area because of its generality (Jackson, 1995). In particular, GST has been applied 
in the area of scientific management (hard systems methodologies) and more recently to the 
organizational and human elements (soft systems methodologies). In particular, soft 
systems thinking has been successful because of its capacity to consider complex situations 
with competing goals, such as efficiency and quality. Consequently, different types of soft 
systems thinking have arisen with subtly different purposes; for instance Checkland’s Soft 
Systems Modelling (SSM) is used for general problem definition (Checkland, 1988), Viable 
Systems Modelling (VSM) to 'diagnose' the operational effectiveness of an existing system 
and propose their redesign (Beer, 1985), and PrOH Modelling, specifically to improve 
organisational processes (Clegg, 2007). 

GST aims to describe systems with an optimal degree of generality, between the highly 
generalized relationships of mathematics and the specific theories of the specialized 
disciplines. Thereby different bodies of knowledge can be combined theoretically into “a 
body of theoretical constructs which discusses the general relationships of the empirical 
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individuals representing what man has created to manage aspects of the world through 
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an entity’s complete form) for theoretical construction. Thus GST can be utilized to organize 
a large body of information in a way that can identify previously unobserved interrelations; 
however the subjective nature of systems makes it difficult to prove or refute models 
developed using GST. Because of such subjectivity it is essential to be clear on ones definition 
of system of systems. Hence the authors define a system by its constituents and contingency; 
specifically, people machines, critical success factors, inter-relationships, boundary, inputs, 
outputs, controls, name and environment. Therefore a system of systems is an entity that is 
defined by its respective constituents and contingencies and which may contain other systems and 
may itself be part of a larger system. (Churchman, 1968; Ackoff, 1995, 2006). 

Boulding (1956) highlighted the need to move away from “mechanical models” that rely on 
simple, mathematical approaches to better understand the functioning of the World. He 
utilizes the system of systems approach to GST to arrange “theoretical systems in a 
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organization cannot be explained by its decomposition into its constituent parts rather its 
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characteristic of Ackoff’s (1995) ‘ideal seeking system’ which will be composed of other 
purposeful and goal seeking systems. Thus to begin to understand lean six sigma 
implementation in a social organization one must attempt to understand its sub-systems 
and any system of which it is itself a sub-system. By definition this requires a system of 
systems approach. 

A system of systems may “be of value in directing theorists towards gaps in existing 
theoretical models and might even be of value in pointing towards methods of filling them” 
(Boulding, 1956). For instance, helping to produce a unified model of Lean Six Sigma 
practice, as presented in this chapter, is a new, useful, instantiation of this system of systems 
in the field of management - drawing on operations management, quality, organizational 
behaviour, and change and leadership literature. Therein the system of systems concept has 
helped to integrate current knowledge from many related disciplines into a unified holistic 
conceptual model representing a move towards an ideal system of systems for lean six 
sigma, which in turn should increase impact of lean six sigma practice on organizational 
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Some will state that the field of systems modelling originated in the hard mathematical 
based discipline of systems dynamics (Forrester, 1961) where philosophically speaking, hard 
systems exist objectively and mainly contain tangible things. As such, hard systems can be 
engineered to achieve an optimal solution through hard systems methodologies (HSMs). 
Thus knowledge and understanding of the systems contained in the physical world may be 
achieved through the application of HSMs such as repetitive experimentation and 
hypothesis testing (Zhang, 2010). While this may be appropriate for technological or natural 
systems it has limited value for human activity systems. To fill this gap soft systems 
methodologies (SSMs), which are based on the same GST principles, but have a significantly 
different methods of enquiry have been developed. The SSM approach maintains there are 
no objective systems outside our minds rather they are perceived by individuals based on 
their particular worldview. Consequently human activity systems often have no singular 
objective due to the differing aims and goals of the participants resulting in pluralism in 
problem definition, situation improvement and solving. Thus the outcomes of SSM 
interventions are not optimal; instead they are compromises that can be accommodated by 
stakeholders (Checkland & Poulter, 2006; Senge, 1990). Further, optimizing individual 
aspects of a system in isolation can result in the sub-optimization of the system as a whole; 
this is particularly the case in supply chain improvements (Forrester, 1961; Ackoff, 1995). 
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cultural analysis (the ‘function’) and can be considered as “one resource of philosophy of 
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The SSM concept is, by its nature pluralistic, based on perception with the specific goal of 
systemic intervention. This is achieved through a dialectic process relying on the tension 
between the objectivist modeller or enquirer and subjectivist positions of the systemees; 
thereby acknowledging that human activity systems contain different perspectives and are 
therefore implicitly contradictory (Houghton, 2009). Therefore it could be argued that 
human activity system models are formed from epistemological pluralism; or in other 
words, SSMs use multiple ways of knowing and “understand phenomena from a meta-
theoretical vantage point” (Houghton, 2009). While this argument has some value, it does 
not alter the fact that pluralism is constructed from existing accepted forms of knowledge 
creation, each of which has the same requirements for rigor and relevance. In this light, 
systems research could be considered as conducting simultaneous enquiries on the same 
phenomenon from different theoretical perspectives. Such an approach is desirable for 
researching lean thinking and six sigma practice because (i) the topic is multi-dimensional 
and interventions should be acknowledged (ii) interventions will consist of a number of stages 
each of which may be better served by different methodologies (iii) utilizing several methods 
will have the potential to both increase the “richness and variety” of ideas and outcomes and 
improve the reliability of outcomes through the application of theoretical triangulation 
(Mingers 2003). While this may result in better understanding of particular situations it poses a 
problem for the modeller-researcher when trying to produce a systems model, particularly one 
that engulfs all the system of systems properties. Mingers (2003) builds on the work of 
Checkland and suggests that the vital aspect of the pluralist approach is the effective 
management of the balance between the problem content system (in this case LSS practice), 
intellectual resources system (in this case the GST and system of systems literature) and the 
intervention technique (in this case PrOH modelling and potentially systems dynamics). 
Consequently the combination of methods may vary during the intervention, as a pluralist 
perspective would suggest, and the appropriateness of the methodologies being combined 
must be considered from an ontological and epistemological perspective. Thus, if HSMs are 
misapplied to human activity systems a researcher-modeller may experience difficulty in 
comparing the model with reality as the model outcomes often contradict the worldview in 
which it was conceived; which can even occur with poor SSM applications (Ledington & 
Ledington, 1999). Empirical studies into the use of pluralistic approaches include Mingers & 
Taylor, 1992; Munro & Mingers, 2002 and Mingers & Rosenhead, 2004). 

In order to mitigate the difficulties of methodological misapplication ‘system of systems 
methodologies’ have been developed (Jackson, 1990). However this approach can create 
difficulties, as with SSMs above, if assumptions (worldview) used when ‘reading’ the 
problematic situation turn out to be inappropriate. A similar approach, Integrative Systems 
Methodology (ISM), uses a framework of opposing perspectives, (e.g. objective and 
subjective) in order to develop a tension between them allowing effective management of 
complexity (Schwaninger, 1997). This is also similar to the concept of creative tension 
promoted by Senge (1990).  

3. Contrast of reductionistic and holistic systems thinking  
Agricola (1556) developed a systematic analysis approach to operations management by 
documenting his scientific and empirical evidence and used it to challenge contemporary 
theory and practice at the time; this was also adopted by the likes of Charles Babbage (1835) 
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to develop “industrially relevant but conceptually robust” advances from the combination 
of theory and practice. Subsequently F.W.Taylor (1911) developed the ‘Law of Heavy 
Labouring’ and the theory of scientific management which, through the identification of key 
components of performance, standardized and reduced processes to fundamental levels. 
Both Taylor and Henry Ford (in 1926, reported in Ford, 2003) separated the planning of 
work from its execution utilizing experts to develop processes which were then implemented 
by workers. Subsequently, statistical approaches were developed by W. Shewart and W. 
Gomberg which formed the basis of mass production. In 1971 Mintzberg (1971) challenged 
Management Science to expand the reductionist approach beyond processes to develop the 
understanding of management practices to describe them precisely and understand 
management as a ‘programed system’. These attempts to reduce operations management to 
fundamental components where improvements can be made through data collection and 
analysis or experimentation proved successful in the early 20th century but have not continued 
to provide the same level of insight (Sprague, 2007). This is particularly the case when 
considering the superior performance of Japanese motor manufacturers, who advocated a 
‘holistic’ systemic approach of lean management, compared with their American counterparts, 
who advocated reductionist approaches (Liker, 2004; Womack et al, 1990). 

Interest in ‘holistic’ systems approaches developed in the 1950/60s as a challenge to the one-
way causal paradigm of reductionist approaches (von Bertalanffy, 1968). Proponents argue 
that the World cannot be understood through the decomposition of systems into their 
component parts. Such systems consist of 2 or more inter-related elements each of which 
affects the whole; thus the properties and behaviour of each element and its resulting effect on 
the whole depends on at least one other element. In this context the whole cannot be 
understood through the aggregation of reductionist parts because the characteristics of the 
whole are a result of their interactions (Ackoff, 1974). Additionally the reductionist approach 
was challenged by Forrester (1961) stating that mathematical optima had little applicability to 
‘real world’ problems due to oversimplification becoming devoid of practical interest and 
therefore utility. Further still, management as an art was more complex, difficult and 
challenging than mathematics, physics or engineering because of the greater scope of systems 
and the numerous non-linear relationships that control the course of events. By 1969 Wickham 
Skinner (Skinner, 2007) began to question how the application of accepted managerial 
principles in businesses could results in failure; concluding that the optimization of individual 
aspects, such as production and marketing, could pull in different directions because of their 
differing goals. Consequently, it is necessary to fit the components together as a strategy, in 
order that the system functions as a whole to achieve a specific aim.  

There are a wide range of methodologies that could be applied in the field of operations 
management, but for the purpose of this chapter the focus will be on the systems approach 
and the dominant quantitative and qualitative methodologies therein. In particular, soft 
systems approaches which aim to produce models of a ‘problem situation’ to facilitate better 
understanding, enabling conclusions to be drawn about appropriate corrective action. 

3.1 Systems Dynamics (SD) 

Systems Dynamics (SD) was developed by Forrester (1961) at MIT as a methodology 
designed to produce representative models of the complex patterns of dynamic 
relationships between the ‘stocks and flows’ of physical or social processes. Using the 
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The SSM concept is, by its nature pluralistic, based on perception with the specific goal of 
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to develop “industrially relevant but conceptually robust” advances from the combination 
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Labouring’ and the theory of scientific management which, through the identification of key 
components of performance, standardized and reduced processes to fundamental levels. 
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Gomberg which formed the basis of mass production. In 1971 Mintzberg (1971) challenged 
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whole are a result of their interactions (Ackoff, 1974). Additionally the reductionist approach 
was challenged by Forrester (1961) stating that mathematical optima had little applicability to 
‘real world’ problems due to oversimplification becoming devoid of practical interest and 
therefore utility. Further still, management as an art was more complex, difficult and 
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and the numerous non-linear relationships that control the course of events. By 1969 Wickham 
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order that the system functions as a whole to achieve a specific aim.  

There are a wide range of methodologies that could be applied in the field of operations 
management, but for the purpose of this chapter the focus will be on the systems approach 
and the dominant quantitative and qualitative methodologies therein. In particular, soft 
systems approaches which aim to produce models of a ‘problem situation’ to facilitate better 
understanding, enabling conclusions to be drawn about appropriate corrective action. 

3.1 Systems Dynamics (SD) 

Systems Dynamics (SD) was developed by Forrester (1961) at MIT as a methodology 
designed to produce representative models of the complex patterns of dynamic 
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concepts of ratios, levels, feedback loops and control, the dynamics are assigned causal and 
mathematical relations, which can then be used to predict the effect of different types and 
levels of intervention. Philosophically, “problems can be separated from context, and treated 
in a purely theoretical way, to pursue objective information to find and display a 
scientifically demonstrable solution” (adapted from Lane & Oliva, 1998 pp. 225). Thus by 
definition, the models are an ontological description of the problem, they are an objective 
representation of the pre-existing real world independent of context which can be fully 
observed by a detached researcher. As such they represent a realist and reductionist 
perspective. Epistemologically knowledge is created through representation by modelling, 
which can be used to form dynamic hypotheses of how the ‘reference mode’ (situation 
under investigation) causes the observed behaviour. SD is a quantitative methodology using 
observation and measurement combined with judgement and opinion by an analyst to 
optimize the system under investigation (Mingers, 2003) using a realist, functionalistic, 
determinist and ‘hard’ systems methodology fitting into the area of functionalist sociology 
(Lane, 1999).  

In order to model systems using SD and other hard approaches human activities are 
simplified in order to allow mathematical description of processes. To do this various 
assumptions are often made (Boudreau et al., 2003):  

• people are not a major factor (OM models focus on machinery, frequently omitting 
human effects) 

• people are deterministic and predictable (people have perfect availability, are identical 
and uniform, task times are deterministic and mistakes are random or do not occur 

• workers are independent, individuals unaffected by others 
• workers are stationary, workers do not learn, problem solve or exhibit any patterns of 

behaviour such as fatigue or motivation 
• workers support the production or delivery of the service but as not part of it, the 

impact of system structure on the interaction of customer and worker is ignored 
• workers are emotionless 
• work is perfectly observable; measurement error and the Hawthorn effect are ignored. 

While this moves beyond the simple cause and effect of the natural sciences criticized by 
Forrester (ibid) the effect is to assume that human behaviour is of little consequence. 
Reacting to this, the field of behavioral operations has emerged, challenging the 
simplification of human behavior in operations management modeling and questioning a 
number of assumptions which form the paradigm of operational research. Therefore, hard 
systems approaches such as SD are subject to many criticisms: 

• there is no method for assessing the appropriateness of the chosen worldview or means 
by which other worldviews can be articulated (Lane & Oliva, 1998) 

• they do not consider power and social interactions therefore human actions are rational 
and neutral 

• does not distinguish the problem solving system from the real world problem 
(Checkland & Poulter, 2006) 

• as they do not give refutable hypotheses (Peery, 1972), nor a method for translating 
models into real world action. As such, SD provides representation of the situation but 
no ideal vision (Rodrigues & Bowers, 1996). 
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3.2 Soft Systems Methodology (SSM) 

In contrast to SD, SSM is an interpretive approach; as such the real world is not detached 
from the model, but constructed by those who experience it; hence a real world system is by 
definition subjective and context specific to the person experiencing it. SSMs are  designed 
to create models of ‘real world problem situations’ in the ‘systems world’, so that the 
participants can better understand the problem and reach an ‘accommodation’ - a solution 
acceptable to stakeholders - on action (Checkland & Poulter, 2006; Checkland and Scholes, 
1990). Consequently, SSM does not aim to optimize or solve a problem in the way that SD 
does, but instead sees problems as ‘messy’ human processes requiring constant negotiation 
(White, 2009). In SSM, model building is considered to be a social process, a personal 
experience that can only be understood as a whole, which produces useful devices that can 
be utilized to “help human agents to create their social worlds via debate and the 
construction of shared meaning” (Lane, 1999). As such, the different worldviews of the 
participants regarding the ‘real world problem situation’ can be considered (Mingers 2003). 
Ontologically, SSM identifies a real world problem but treats this in an interpretive fashion, 
thus the world exists in the context of human activity systems (sometimes known as 
‘holons’) which are perceived according to the worldviews of those involved (Mingers, 
2003). As such, stakeholders have their own motivations and goals, and real world problems 
can only be solved as acceptable compromises (Checkland & Poulter, 2006). Knowledge of 
the problem situation is created (epistemology) through the use of systems concepts, rich 
pictures and logical relations. Thus hard and soft information about the problem can be 
assembled in the context of the worldviews of those concerned; as such the information 
assembled is predominantly qualitative. The models produced can then be used by analysts, 
researchers, facilitators and the participants to learn about and improve a real world 
problem situation by achieving consensus on feasible and desirable changes (Mingers, 2003; 
2011). 

The main criticisms of SSM is that it is difficult to implement, as it is not a problem solving 
method but rather a method to enable better consideration of the problem at hand. As such, 
it is difficult to assess the outcome of the SSM which, as a pure qualitative method, cannot 
produce a measurable outcome. Criticisms of SSM include: 

• modelling on the basis of different worldviews makes problem definition difficult, and 
the selection of a worldview means the real world problem is not modelled instead 
producing ‘ideals’ from a particular worldview (Lane & Oliva, 1998) 

• no mechanism by which the conclusions can be implemented as it assumes 
implementation will happen automatically because it is the logical accommodation of 
stakeholders. Because the output is not a system, the proposed changes are not 
necessarily systemic and therefore infeasible (Lane & Oliva, 1998) and may lack 
cybernetic alignment (Flood & Jackson, 1991). 

3.2.1 Process Oriented Holonic (PrOH) Modelling  

Process Oriented Holonic (PrOH) Modelling is one of the more recent versions of SSM with 
philosophical bases in GST and system of systems. The purpose of PrOH modelling is to 
produce a systemic set of models without using a reductionist or mechanistic approach to 
modelling. This is necessary because human activity systems have high levels of stochastic, 
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concepts of ratios, levels, feedback loops and control, the dynamics are assigned causal and 
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3.2 Soft Systems Methodology (SSM) 
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non-determinist and sometimes irrational and illogical behaviour (Balogun & Johnson, 2005; 
Rice, 2008). To approach this from a reductionist perspective would lose information 
necessary to see ‘hidden’ and ‘emergent’ properties at different organizational levels. As 
such, PrOH modelling is a methodology effective for linking strategic vision to operational 
processes. It is best applied to environments of high complexity, low volume and high 
variety where opportunities for repeated learning are limited; as is typical in LSS 
implementations in organisations.  

PrOH utilizes pictorial models using ‘bubbles’ and linkages to describe processes. Uniquely 
PrOH defines the ‘scope’ (or area of interest) using three dimensions; pitch, width and length. 
This allows modellers to properly define their models and allow easier validation. The ‘pitch’ 
of the model is the organizational level being modelled; it is usually only necessary to use 
three levels strategic, tactical and operational. The ‘width’ of the model relates to how much 
detail of the supporting activities of the core process is included and the ‘length’ defines the 
‘pick-up’ and ‘drop-off’ points of the model, in other words, its beginning and end. 

Each PrOH model is built around a core process, making validation and the level of 
granularity easy to define, using bubbles to represent ‘nouns’ such as people or things which 
are linked together using arrows, utilizing verbs to describe the connection or linking arrows. 
The major advantage of this approach is the promotion of natural language, limiting 
codification, making the models more accessible to users at all levels. Natural language instead 
of jargon will make systems thinking more accessible and increase practice (Ackoff, 2006).  

In summary, PrOH modelling produce ‘holarchies’ based on abstraction and enrichment 
suited to complex problems such as implementations of new systems, organisational 
changes or large high volume and low variety projects. In contrast, hard systems 
methodologies, such as SD, produce hierarchical models based on aggregation and 
reduction that are best suited to low variety, high volume relatively short lead time 
processes such as seen in white goods or automotive manufacturing, where learning 
opportunities and data collection opportunities are repeatedly available.  

While lean thinking and six sigma can utilize specific reductionist tools for their 
implementation, when considered overall, as a holistic approach, LSS is better suited to GST 
and system of systems, particularly SSM approaches, which represent the complexities of 
the processes and organizational change. Therefore the authors recommend that a combined 
hard-soft approach should be used for modelling LSS projects and programmes. 

4. Systems thinking for Lean Six Sigma 
Lean thinking and Six Sigma are used to improve unstructured systemic problems, and can 
help transform organizations when properly deployed; for example, Toyota (Lean thinking), 
General Electric and AlliedSignal (Six Sigma) are often quoted. Typically organizations have 
adopted one of these lean or six sigma techniques but, more recently, the combined 
approach of LSS has emerged as an attempt to fuse the two approaches together in a way 
that combines their strengths and mitigates their weaknesses. However there is currently no 
definitive, highly impactful way of achieving this despite high profile successes (Pande, 
2000; Kwak, & Anbari, 2006) with tools being widely utilized and accepted by academics 
and practitioners alike. Therefore, the question must be asked - why do some organizations 
fail to achieve the results they expect? 

 
Systems of Systems: Pure, and Applied to Lean Six Sigma 

 

65 

Benefits of lean six sigma were initially promoted in management guides by industry gurus 
(Pande, 2000; George, 2002; Martin, 2006) and subsequently in trade press articles describing 
successful projects (Anon, 2010; Burgess, 2010). However they are prescribed solutions, a 
one size fits all solution, which cannot account for observed failures. Thus reasons for 
differences in deployment success are unclear, stimulating academic research into LSS 
programmes and their successful implementation. Research approaches utilized fall broadly 
into five groups (Brady & Allen, 2006): 

• case study - often of specific situations with little wider applicability 
• comparative - describing relative merits of different techniques 
• theoretical with application - modifications to methodology applied to specific 

situations 
• surveys - of application and desirable traits of implementation and sustainability 
• literature review - describing gaps in literature, issues and future research. 

While the literature provides valuable insight, they are limited in scope and focus on the 
desirable traits of successes, rather than how the current pool of knowledge might be 
integrated. Currently there is little rigorous academic examination of the effective 
implementation of key factors governing the initial and ongoing success of the LSS strategy, 
and as yet there is no definitive model for its deployment or unified theory with general 
applicability (Furterer & Elshennawy, 2005; McAdam, & Hallet, 2010; Thomas et al, 2009; 
Tjahjono 2010; Naslund, 2008; Nonthaleerak and Hendry, 2008; Pepper and Spedding, 2010; 
Proudlove et al, 2008). Given that many desirable traits and methodological insights have 
been identified, there is a need to identify how they can be more effectively integrated and 
deployed. 

Lean thinking and six sigma utilize reductionist tools and statistical analysis applied to 
processes to improve them, but their success is reliant on the contribution of employees. 
Consequently, people and teamwork are major factors; therefore it is not logical to assume 
behaviour is predictable or emotionless (Robbins, 2001). Each technique utilizes workers to 
problem solve, learn from mistakes and improve processes to deliver what the customer 
desires. Organizations utilizing these techniques are driven by a focus on quality, efficiency 
and effectiveness, as defined by their customers and the workforce, as an intrinsic part of 
this process (Shah & Ward, 2007; Pande, 2000; Womack et al. 1990; Clegg et al. 2010). 
Additionally, lean thinking is designed to eliminate the ‘hidden factory’; which is present 
but not often observed by traditional operations management. Thus one could consider lean 
thinking and six sigma to be modern incarnations of the principles of scientific management 
in terms of process management, tools and statistics (Chakrabarty and Tan, 2009), but with a 
significant focus on the human aspects of operations management (Zu et al, 2010). 

Therefore success of lean thinking and six sigma in practice is not only a result of its 
scientific origins, but the way in which the workforce is utilized. Therefore approaching 
issues of implementation and management of lean and six sigma programmes from a purely 
scientific and reductionist viewpoint cannot address important issues such as the systemic 
functioning of implementations (Naslund, 2008; Conti, 2010; Kuei & Madu, 2003; Baines et 
al, 2006). For example Clegg et al. (2010) conclude the effectiveness of any aspect of lean and 
six sigma implementations is the product of technical quality and cultural acceptance, not 
just the summation of reductionist parts. Similarly the emerging field of behavioural 
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suited to complex problems such as implementations of new systems, organisational 
changes or large high volume and low variety projects. In contrast, hard systems 
methodologies, such as SD, produce hierarchical models based on aggregation and 
reduction that are best suited to low variety, high volume relatively short lead time 
processes such as seen in white goods or automotive manufacturing, where learning 
opportunities and data collection opportunities are repeatedly available.  

While lean thinking and six sigma can utilize specific reductionist tools for their 
implementation, when considered overall, as a holistic approach, LSS is better suited to GST 
and system of systems, particularly SSM approaches, which represent the complexities of 
the processes and organizational change. Therefore the authors recommend that a combined 
hard-soft approach should be used for modelling LSS projects and programmes. 

4. Systems thinking for Lean Six Sigma 
Lean thinking and Six Sigma are used to improve unstructured systemic problems, and can 
help transform organizations when properly deployed; for example, Toyota (Lean thinking), 
General Electric and AlliedSignal (Six Sigma) are often quoted. Typically organizations have 
adopted one of these lean or six sigma techniques but, more recently, the combined 
approach of LSS has emerged as an attempt to fuse the two approaches together in a way 
that combines their strengths and mitigates their weaknesses. However there is currently no 
definitive, highly impactful way of achieving this despite high profile successes (Pande, 
2000; Kwak, & Anbari, 2006) with tools being widely utilized and accepted by academics 
and practitioners alike. Therefore, the question must be asked - why do some organizations 
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operations attempts to merge the perspectives of HRM and OM in order to understand the 
people aspects of operations management (Boudreau, 2003; Linderman et al., 2006; Bendoly 
& Hur, 2007).  

4.1 Criticisms of LSS 

While there is a significant quantity of rigorous empirical evidence to guide the use of LSS, 
the current methodology does not account for the human side of implementations 
(Chakravorty, 2009). Indeed widening the concept and application of LSS, to include people 
and organizational criteria will aid embedding (McAdam & Lafferty, 2004). Additionally 
organizations must balance flexibility and people-oriented cultural values with the need to 
maintain control systems (Zu et al, 2010) as often deemed critical, even in innovative 
processes (McComb et al., 2007; Naveh, 2007; Jayawana & Holt, 2009); to achieve this, the 
organization must continuously adapt (Kwak & Anbari, 2006).  

It has been argued that lean thinking, six sigma and LSS are just repackaged versions of 
earlier techniques, and are all essentially fads (Naslund, 2008). A primary criticism is the 
isolated nature  of lean and six sigma leading to problems of compartmentalization, sub-
optimization and fragmentation causing the organization to suffer as a whole (Naslund, 
2008). This isolation can result in the benefits of training not being realised (Lu & Betts, 
2011). Similarly, Conti (2010) states that strategic fragmentation results from a lack of 
systemic perspective and there is a joint role for quality and systems thinking in value 
generation. Thus “quality is not a result of one factor or issue but is rather systemic” (Kuei & 
Madu, 2003); as current management foci, social and technical system components must be 
understood and managed through systemic implementation. Further, Naslund suggests 
“the theories behind systems thinking applied via process management can provide the 
framework needed to facilitate and maintain successful organizational developments”. Thus 
“a truly successful application of lean requires organization-wide changes in systems 
practices and behaviour (Baines et al, 2006). Other researchers identified a need for a 
systemic approach to achieve the best results in LSS (Proudlove et al, 2008) and appropriate 
selection of the most rewarding projects (Su & Chou, 2008; Yang & Hsieh, 2009). 
Additionally, the application of a systemic view has been shown to increase deployment 
success through organizational learning (Wiklund & Wiklund, 2002). Such learning is vital 
for an organization to adapt to the needs of the system in which it operates; in this respect 
prescribed solutions are too simplistic and often fail to account for hidden dynamic systemic 
issues, which can help to understand potential, distant, time delayed side effects of 
improvement actions (Senge, 1990). This has led to calls for future research into systems, to 
combine current knowledge and allow the dynamics of implementation to be monitored, 
understood and optimized (Brady & Allen, 2006, pp.348). 

4.2 Towards a solution 

Given that the adoption of LSS is an organizational change, it is logical to use tools that are 
flexible enough to accommodate the dynamics of the process, whilst also providing a way of 
visualizing the desirable traits and making them accessible to everyone. The systems 
discipline argues that there is no such thing as an isolated process, that all processes are 
linked through dynamic interactions that must be considered as such when approaching 
organizational problems. Systems thinking is a methodological body for studying and 
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managing complex feedback systems such as one finds in business and other social systems. 
It is an approach in which the model resembles reality structurally so it can be reviewed for 
usefulness and consistency. Advocates of the method state “until one understands the 
dynamic cause of present undesirable conditions one is not prepared to explore moving 
from present conditions to more desirable conditions” (Forrester, 1994). This can be 
achieved by either of two approaches. Firstly, mapping the dynamic relationships then 
using a variety of methods to understand the possible consequences of those relationships 
or develop theory. Secondly, creating a model of the dynamic relationships in a given 
problem or situation in order to explore the consequence of different amounts of 
intervention, timing delay and feedback. It is important however to realise that it is not 
designed to give the right answer but to help consider the problem more effectively 
(Forrester, 1961; Checkland & Poulter, 2006). 

Although the importance of a systemic view is highlighted by authors there is no unified 
systemic and systematic approach, which is of vital importance for both the successful 
implementation and maintenance of LSS initiatives. Such an approach could crystallize the 
knowledge of previous researchers and help to mitigate or eliminate the problems and 
issues they have identified. Such work could allow the development of a LSS organization 
rather than an organization carrying out LSS projects. 

Unified systemic models may provide a new perspective to the combination of lean and six 
sigma in the context of systems thinking. In the academic arena this will bring together the 
previous knowledge and provide an integrated LSS methodology and theoretical model for 
the deployment of LSS called for in contemporary literature. Additionally applying systems 
thinking to the LSS field will enhance the ability of practitioners to understand the processes 
they are trying to change or improve. Superior results will be derived from systemic insight, 
going beyond quantitative measures inherent to LSS to examine the soft aspects of 
organizational culture. The ultimate goal of a systemic LSS model would be to produce an 
organizational structure that is optimized within the LSS framework. 

5. A proposed system of systems model for Lean Six Sigma 
The overall aim of both Lean Thinking and Six Sigma is to bring about improvements to 
processes that will benefit the organization as a whole. In order to realize this aim the 
organization must first assess the needs of the current business environment and translate 
them into a clearly defined strategy, objectives and goals to form the basis of organizational 
activities. A LSS Champion should be responsible for promoting the LSS programme and 
acts as a link between the Executive and the wider organization. As such a LSS Champion 
considers strategic objectives and goals and develops LSS Projects appropriate to their 
achievement. These projects are then assigned to and managed by LSS Black Belts; 
subsequent process improvements are maintained by Process Owners improving the 
organizations position in a Future Business Environment. These roles and entities (shown as 
proper nouns in this paragraph) are defined in Figure 1 as the core process for LSS involves 
development of LSS projects based on the strategic requirements of the business.  

The nature and language of PrOH models utilizes the use of natural language to make the 
models easier to follow reducing the need for the reader to need specialist training and 
ensuring accessibility for any user. Thus the core process for the strategic level of LSS 
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deployment is shown in the first PrOH model given in Figure 1 which reads as ‘The Current 
Business Environment may require the Executive Board to develop a Strategic Action Plan to inform 
the Lean Six Sigma Champion who develops Strategic Lean Six Sigma projects which are managed by 
the Lean Six Sigma Black Belt to improve the Future Business Environment.’ Also, the Executive 
Board consists of the CEO and representatives from Operations and Finance, similarly the 
Lean Six Sigma Black Belt is responsible for the management of projects, but they are 
supported by the Process Owner for the process under consideration in the project. The 
Strategic Action Plan is shown to focus on growth, acquisition and cost. Through further 
enrichment at the lower levels, tactical and operational, the nature of these aspects of 
strategy could be further refined, providing an enriched set of models in a holarchy 
describing LSS deployment, which have produced using a soft systems approach. 

 
Fig. 1. PrOH Model - Core Process 

In order for the core process to be executed effectively it is necessary to have supporting 
activities to facilitate it, these can be added to the model as in Figure 2. So the development 
of the ‘Strategic Action Plan directs the Departmental Managers to produce Goods and Services 
which are monitored by Performance Managers who produce Reports to inform the Lean Six Sigma 
Champion’ who utilize it to develop Strategic LSS Projects. Additionally the reports on the 
current performance of departments will be used by the LSS Black Belt as part of 
management of the project. These supporting processes could also be enriched in the same 
way as the core process. An additional set of supporting processes would cover external 
aspects such as market data. Thus ‘the Strategic Action Plan informs the Customer Relations 
Manager who collects Customer and Market Data to inform the LSS Champion. 
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Fig. 2. PrOH Model Showing Supporting Processes for the Core Process 

In addition to the strategic initiative to conduct projects; problems may arise in the day-to-
day business operations that need to be addressed by LSS projects. One possibility is a 
change in market conditions such as the emergence of new competitors, market 
opportunities or changes in customer requirements which require an urgent organizational 
response. Another possibility is the emergence of problems in the day-to-day operations. 
Each various department manager will have been assigned objectives and goals through the 
strategic action plan which have directed them to produce goods and services for their 
respective internal and external customers. The performance of these departments is then 
measured and reported against targets by various performance managers/departments, 
such as quality control and finance. Should these reports identify failures in the 
organizational performance it may be necessary to conduct LSS projects to rectify them. 
Additionally this information is vital to the LSS Champion when deciding which potential 
projects should be given priority and the LSS Black Belt when executing LSS projects.  

The ‘holistic’ lean thinking approach utilizes the ‘Deming cycle’ of plan-do-check-act 
(PDCA) to drive continual improvement. The cycle iterates between planning and deploying 
long and short term organizational objectives and goals. Doing is completing operational 
activities to achieve those objectives and goals. ‘Checking’ is the performance of those 
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activities and Acting to improve the Doing of those activities leading to a further cycle of 
plan-do-check-act. Acting may be specific projects designed to achieve long and short term 
goals or ad-hoc improvement actions to address local problems that emerge in day-to-day 
operations. However lean thinking does not have an explicit mechanism by which projects 
should be executed with improvement actions being carried out ‘as required’ and not 
necessarily benefiting the organization as a whole which is overcome by the incorporation 
of six sigma into the Act part of the cycle, giving a structured approach to the execution of 
continuous and breakthrough improvement. Conversely, the addition of the Plan-Do-Check 
to the formal project approach of six sigma will provide links to organizational strategy and 
the performance of operational processes necessary to select impactful projects, which is 
currently missing in traditional six sigma implementations.  

 
Fig. 3. The Deming Cycle Applied to the Lean Six Sigma PrOH Model 

Thus it is beneficial to perceive lean six sigma as described in this chapter - because defining 
project improvement structures in six sigma decides the method by which the Act part of 
the lean thinking cycle is achieved and the remaining iterative part of the Plan-Do-Check 
cycle provides necessary structure for the selection and development of appropriate LSS 
projects that lead to the achievement of tactical and strategic objectives. Figure 3 shows 
Deming’s Plan-Do-Check-Act cycle imposed upon the Lean Six Sigma PrOH model. The 
reason for doing this is to show that a SSM such as PrOH can be used to describe the LSS 
paradigm, whilst a more quantitative meta-system (such as the Deming cycle) can be super-
imposed on it (shown by large blue boxes), in which systems dynamic performance 
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measures can be applied. Such metrics should be based on the costs of quality - failure, 
prevention and appraisal (Kiani, et al., 2009, Pavlov and Bourne, 2011). The implications for 
managers is that they need to ensure that the activities of an organisation, which can be 
shown in enriched PrOH models at strategic, tactical and operational levels need to be 
aligned with metrics in the meta (PDCA) measurement system. 

6. Conclusion 
Systems approaches can provide representative models of the real world and move beyond 
the general simplistic linear cause-and-effect relationships which are appropriate to physical 
systems. Indeed such an approach is necessary if human understanding of the world is to 
move beyond the superficial, simplistic mechanistic models (Boulding, 1956). By utilizing 
systems thinking and drawing on a range of literature, the possibility of creating holistic 
understanding, unconstrained by ontological or epistemological tradition, whilst 
maintaining academic rigor, may be achieved. Additionally, correctly applied, systems 
approaches can produce models that are more relevant to praxis; resulting in methods and 
approaches that can facilitate desirable changes in organizational policy deployment (Akao, 
1991) rather than abstract, theoretical, ‘academic’ solutions. 

While PrOH modelling provides a valuable tool for the modelling and discussion of the 
structure of LSS processes as applied in this chapter, it is limited to qualitative assessment of 
human activity systems. PrOH is of value in the development and understanding of the 
unification of lean and six sigma as it can provide an ideal view of LSS. However, it does not 
provide a method by which the appropriateness of the conclusion can be quantitatively 
assessed. Thus the model as in Figure 3 may be defensible but it does not provide a method 
to assess its quantitative ability to produce the desired outcome. By combining PrOH 
modelling with a meta-measuring system based on Deming’s Plan-Do-Check-Act cycle 
using cost of quality metrics in an SD model it should be possible to produce models that 
clearly articulate LSS processes (PrOH) and a method that can quantitatively assess the 
feasibility and behaviour of the proposed models (SD) together, which should facilitate the 
increased impact of LSS deployments; this is the subject of on-going work by authors and 
sponsors.  
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1. Introduction

Our world is a complex socio-technical system-of-systems (Chappin & Dijkema, 2007; Nikolic,
2009). Embedded within the geological, chemical and biological planetary context, the
physical infrastructures, such as power grids or transport networks span the globe with
energy and material flows. Social networks in the form of global commerce and the Internet
blanket the planet in information flows. While parts of these global social and technical
systems have been consciously engineered and managed, the overall system-of-systems (SoS)
is emergent: it has no central coordinator or manager. The emergence of this socio-technical
SoS has not been without consequences: the human species is currently facing a series of
global challenges, such as resource depletion, environmental pollution and climate change.
Tackling these issues requires active policy and management of those socio-technical SoS. But
how are we to design policies if policy makers and managers have a limited span of control
over small parts of the global system of systems?

The aim of this chapter is to discuss the roles novel applications of information technology
and agent-based modeling have in understanding our world as a complex system and in
designing effective policy. In other words, by bringing together systems theory and recent
IT developments we can arrive at a better understanding of, and improved decision making
on the operation and development of our complex socio-technical systems. We introduce a
method for data-driven agent-based modeling, thus illustrate the power of the combination
of systems theory and novel methods in data management, and present and discuss two case
studies.

System-of-systems engineering (SoSe) methodologies only recently have been applied to policy
analysis and design, even though policy analysis has its roots in systems thinking (Meadows,
2008). In this chapter, we continue on that path by further exploring a new combination
of methods: serious games (Duke, 1980; Meadows, 1999), collaborative information
management and agent-based modeling (Chappin, 2011; Epstein & Axtell, 1996; Nikolic,
2009).
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2 Will-be-set-by-IN-TECH

We argue that this combination is especially useful for developing better understanding of
our social and physical environment and its interaction with policy design and analysis.
New technologies and methods in data management allow us to build better simulations by
making use of real-world data. We create and use novel IT systems to bring together and mine
relevant data. Patterns found in such observations are then used to create system abstractions
– i.e. simplified and systematic perspectives or views on the system. The system abstractions
are then incorporated into agent-based models that explore the dynamics in operation and
long-term development. The socio-technical approach adds the social and institutional
patterns to the technical view of the system examined. When trying to understand our
infrastructures and industrial systems, human aspects cannot be ignored, nor be analyzed
separately. The agent-based models allow us to explore the effects of policies on a highly
interconnected system of systems.

A hybrid approach results – data plus models. We use this approach to explore the new gas
market balancing regime in the Netherlands. A second case study deals with a long-term
development of the Dutch power market (extending the work of Chappin, 2011; Chappin &
Dijkema, 2010; Chappin et al., 2010). For both case studies models were developed using
a new agent-based modeling platform AgentSpring1. The main feature of AgentSpring is
its ability to handle large amounts of data. Models use a large number of data points as
assumptions and input; models also produce a complex simulated world that consists out of
hundreds of actors, thousands of things and millions of relations between them. AgentSpring
incorporates new technologies that help mine the simulated world for patterns in the evolving
system behavior.

We conclude by arguing that the new combination adds expression to the modeling effort,
allowing to encode the complexity inherent in the system. More importantly, we hope to make
models more transparent, duplicable, communicable, and understandable to the decision
maker. The more comprehensive understanding of the relationships and patterns in the
system modeled is one of the ways to increase the maturity of policy analysis and design.

2. Changing nature and application of SoSe research: more social

Systems thinking and system dynamics ideas were first applied in military research, enabled
by breakthroughs in computing and fueled by cold war concerns (MIT, 1953). Similarly,
traditional SoSe research has its roots in defense related areas. Three out of six SoSe definitions
(Jamshidi, 2005) have their origins in military research. While the systems dynamics deals
with the relations between the objects within the system (Forrester, 1961), SoSe goes further
to understand and manage the relations between such systems. The primary goals of SoSe
research have traditionally been overall SoS optimization, ensuring interoperability, reliability
and minimizing human error in their functioning (Pei, 2000).

Just as the pioneer of system dynamics Jay Forrester went on to apply his military systems
research insights in economics (Forrester, 1968), the SoS research is being transfered to and
applied in social sciences. The SoSe practices and ideas are being extended into domains
that deal with understanding and managing complex infrastructure: space exploration,
transportation, energy and economics (DeLaurentis & Ayyalasomayajula, 2009). While these

1 AgentSpring is open-source: https://github.com/alfredas/AgentSpring
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systems are in many ways similar to defense systems, they have a strong social component
that has to be taken into account. Arguably, the introduction of social aspects changes the
fundamental qualities of the system and the research methods. When dealing with SoS that
have explicit social elements we are faced with:

• deep uncertainty and unpredictability of
– system boundaries and structure
– system behavior and dynamics

• non-rational and multi-criteria optimization in decision making

• multiple stakeholders with multiple perspectives and values

• no single point of control

Even the very notion of an optimum becomes problematic – it depends on the stakeholder’s
point of view and the system boundaries that are porous, prone to change. The role of SoSe
of socio-technical systems (STS) needs to change from optimizing system performance to
assisting human decision making by identifying relevant data, simulating and replicating SoS
operation and studying common patterns.

Such transition also means that the user of SoSe research is the decision maker, either of a
large enterprise or, commonly – a policy maker. In the context of the following chapters the
SoSe are discussed in the context of supporting policy making and terms SoS and STS are used
interchangeably.

3. Policy and SoSe

Global infrastructure systems have always been complex, but it seems that only recently
we are becoming aware of the true implications of this when designing policy. A semantic
analysis of Journal of Systems Science and Systems Engineering (published in 2003-2010), for
example, reveals an interesting trend. The term “policy” has been mentioned only in one
abstract of the 33 articles published in 2003 (3%), while the same term has been used in 11
out of 26 articles published in 2010 (42%). An analysis based on a Google News search (from
2000-2010)2 reveals a relation emerges between the terms “policy” and “system” within the
mass media since 2008.

In the context of policy, we conjecture that SoS resarch is about the tools that allow us to grasp
the complexity and experience the extent of our policy decisions. Such effects are evident in
the complex relations between the 2011 earthquake in Japan and European energy flows in the
future (i.e. as a consequence of the nuclear phase out in Germany), or the relations with iPad
shipments in California (Los Angeles Times, 2011). As long as our understanding has changed
we are conditioned to make decisions in a different way. This change can be illustrated by two
stories about the same piece of infrastructure – the Moscow-Saint Petersburg railway.

The Moscow-Saint Petersburg railway, opened in 1851, follows a straight line except for a 17
km bend near the city of Novgorod. The widely believed urban myth states that the bend is a
planning artifact. Tsar Nikolaev intended to draw a straight line joining the two cities, but had

2 The methodology used in the analysis of Systems Science and Systems Engineering and Google News
are described elsewhere (Kasmire et al., Submitted)
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2 The methodology used in the analysis of Systems Science and Systems Engineering and Google News
are described elsewhere (Kasmire et al., Submitted)

79
New Methods for Analysis of Systems-of-Systems and Policy: 
The Power of Systems Theory, Crowd Sourcing and Data Management



4 Will-be-set-by-IN-TECH

to draw around the finger holding the ruler to the map. Since then the bend has been know as
the “tsar finger”, even thought the real reasons for the bend were technical (Wikipedia, 2011a).

The second part to the story deals with the expansion of the railway after 150 years. The
planned high speed track was canceled due to environmental protests over the fragile
environment of the Valdai Hills.

The two stories (even though the first one is a myth, but a myth widely believed)(Wikipedia,
2011a) exemplify the differences between decision-making. While the Tsar could exercise
absolute power and bend the railway, today the complex socio-technical constellation in many
a country often requires much more subtle and informed decision making. The role of the
decision maker is not only to optimize the technical performance (straight line – optimal)
but also to reconcile the different interests and stakes, including the Valdai hills ecosystem
preservation.

The role of SoSe is then to provide the methodologies and the tools to support such demanding
decision-making process.

4. Proactive study of SoSe

DeLaurentis & Sindiy (2006) recommend a three-phase SoSe approach where a SoS problem
is defined, abstracted and simulated. The definition phase consists of identifying and
characterizing the SoS problem as it currently exists, seeing the problem in its context. The
abstraction phase allows to identify actors, things and relations and gives inputs for the
implementation phase. The implementation phase is meant for replicating and simulating the
workings of the SoS. This framework is consistent with the role of SoSe for decision support.
It also provides a useful skeleton to discuss new tools that are available to the SoSe researcher.
Continuous development of these tools can be summarized as proactive study of SoSe.

Proactive study of SoSe focuses on continuous engineering of technical and social components
of an information system that maps the complexity of the real-world SoSe. The primary focus
of proactive study of SoSe are the new information technologies that can take the SoSe research
further.

Proactive study of SoS involves creating an ecosystem of information management tools at
researcher’s disposal and identifying patterns when to use them and how to combine them
to address a research problem. The following sections will identify relevant developments
in information technologies, propose a set of useful tools and exemplify their application
in the context of SoSe research. The nature of the tools discussed is highly technical but in
the scope of this chapter it is the enabling effect of these tools that are important, not the
technical implementation. We identify the growing abundance of data and the emergence of
the Internet of Things, then we discuss the methods and tools how to use it in the context of
SoSe analysis and in combination with models, simulations and games.

4.1 Big data

When Jay Forrester and his colleagues were tasked with creating a military information
system half a century ago, one of the main challenges was to manage massive amount of
information collected by the various radars (Everett et al., 1957). Later scientists researching
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ecosystems collected vast amounts of data expecting to mine it for patterns that would allow
them to understand and simulate the complex dynamics of biomes (The National Academies,
2011). These scientists spent years observing, recording and documenting the flora and fauna.
Data collection and analysis has always been the cornerstone of systems research.

Commoditized hardware, telecommunications equipment and free software have enabled
production and collection of massive quantities of data. We are surrounded by various
sensors (CCTV cameras, RFID tags, mobile phones, GPS devices) that create a flood of data on
auto and marine traffic, weather, performance of computing clusters and industrial facilities
(NASA, 2011). Internet applications record information about users’ actions and allow to
voluntarily contribute data. Applications such as Facebook or Twitter have turned their users
into human sensor networks that already span the globe (Sakaki et al., 2010; Zhao et al., 2011).

The phenomenon of increasing data abundance has become known by a broad term – “Big Data”
(Waldrop, 2008).

To give the reader a sense of Big Data, consider that a modern gas-powered power plant
produces much more data than the New York stock exchange. The International Open
Government Dataset Catalog (Tetherless World Constellation, 2011) currently indexes more
than 300’000 publicly available datasets covering data on economy, energy, governance, health
and public finance. These are two examples of different dimensions of big data: depth and
breadth. Governments and agencies around the world have recently started publishing data
covering various aspects of their activities. For example, the European Pollutant Release
and Transfer Register (E-PRTR) publishes a database on 28’000 industrial facilities in the EU.
At the same time the amount of user contributed data, coming from their mobile phones
and on-line activities has exploded. For example, the GoodGuide publishes data on more
than 115’000 consumer products (GoodGuide, 2011). While E-PRTR data is managed by
an agency, GoodGuide’s data is contributed by community or “crowd-sourced”. Wikipedia
(crowd-sourced itself) defines the term as the act of outsourcing tasks, traditionally performed
by an employee or contractor, to an undefined, large group of people or community (a
“crowd”), through an open call (Wikipedia, 2011b).

4.2 Semantic Web and crowd sourcing

An important aspect of the Big Data movement is the data format. While many datasets
are still maintained in tabular fashion (tables and relational databases), increasingly data is
published in semantic format. Semantic Web (SW) is a broad term that defines the ecosystem
of next generation of internet technologies (Berners-Lee & Hendler, 2001). While there is still
debate on which exact implementation and standard will dominate the future of the web
(Marshall & Shipman, 2003), there is no doubt that the Semantic Web is likely to prevail due to
two enabling aspects: unique resource identifiers and data interoperability. While the current
incarnation of the web is about web pages and the links between them, the SW allows for
the “Internet of Things” (IoT). The SW allows assigning unique resource identifiers (URI)
to all things in the world and defining relations between them; together these consitute the
IoT (Gershenfeld et al., 2004). Another important feature of the SW is the interoperability of
the data format. Datasets published by different publishers can be combined and reconciled
against each other given that all things in the dataset have been uniquely defined (Lassila &
Swick, 2011). While within the traditional data formats the records were uniquely identified
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only within the scope of a dataset, the semantic data format allows for global unique identity.
This essentially simple feature provides a mechanism for Big Data to emerge.

The challenge facing the system scientists (also governments and businesses) is to manage
the large amount of data and make use of it in decision making. Arguably the way to make
sense out of the Big Data is to create tools that would be semantic and allow for collaborative
action. Whether collaboration is among a few scientists working on a dataset of wind patterns
in Germany or a “crowd” publishing bird sightings around the world, is not relevant. It is
important that the datasets are published in the semantic standards and can be shared. Data
analysis made possible by massive cloud computing resources and crowds of collaborating
scientists and non-academics will help develop more transparent and objective data-driven
representations of the world’s problems. Employing big data to analyze SoS is a scientific
challenge undertaken by the authors. A number of experiments have been performed aiming
to integrate big data into decision-support systems, models and simulations. One of the series
of experiments deals with the use wikis to enable collaborative big data management and use
of that data within simulations3.

Remembering the stages of SoSe research prescribed by DeLaurentis, wikis can be used in the
problem definition phase. Initial analysis can be performed using a wiki environment to to
collect, aggregate, curate data, perform queries and let the data structures emerge.

4.3 Wikis for collaborative information management

A wiki is defined as “a website that allows the creation and editing of any number of
interlinked web pages via a web browser” (Wikipedia, 2011c). The original creator of the
first wiki Ward Cunningham had the goal of creating the simplest on-line database that could
possibly work. Wikipedia – the on-line encyclopedia that runs a version of a wiki software –
currently hosts pages on 4 million different topics. With that in mind the researchers identify
two crucial aspects of wiki-type systems. They are simple to use and they are domain agnostic
(generic). In the simplest form, wikis allow multiple users to define concepts and link them
together. Besides Wikipedia there are hundreds of wikis covering various subjects, from
fictional Pokemon world to the very scientific human genome data. These criteria – simplicity
and genericness – have helped the wiki software to establish itself as a novel research support
system within information driven research areas, such as biology, pharmacy, genetics and
engineering. These criteria make wikis a valuable tool for SoSe research too.

A new approach is offered by the next generation of wiki software, combining the simplicity of
the wiki approach with modern semantic technologies. Semantic wikis introduce a powerful
feature allowing to mix structured and free-from information (text) within wiki pages. The
wiki pages are part web-pages and part database entries. While simple wikis allow one to
define concepts and link them together, semantic wikis allow us to define things and relations
between them. Systems thinking concerns primarily objects and relations between them and
semantic wikis are the perfect tool for managing information about systems. An example of a
semantic structure is presented in figure 1.

3 “Enipedia (http://enipedia.tudelft.nl) is an active exploration into the applications of wikis
and the semantic web for energy and industry issues. Through this we seek to create a collaborative
environment for discussion, while also providing the tools that allow for data from different sources to
be connected, queried, and visualized from different perspectives”(Enipedia, 2011)
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Fig. 1. Semantic wiki – a mix of text and structure

Traditional relational databases have been the dominant decision-support software since the
70s, and have been since then applied in information management across domains. Despite
the numerous benefits of relational databases, every database has a unique structure of tables
and relations – specific to the domain, environment and problem. Such approach to storing
data is called as “structure-first”, referring to the fact that tables and relations have to be
defined before they can accommodate any data. Moreover, the data structure has to be
encoded by professional database developers.

Semantic wiki software offers a different approach, called “data-first”. Data can be entered
into the system, while simultaneously defining the structure. The fact that the data structure
does not have to be fixed beforehand, has tremendous benefits in certain applications.
Scientific research, especially interdisciplinary research have embraced the data-first
approach. Using data-first approach data structures are part of the continuous research
process. In other words the structure of data emerges and evolves as researchers develop
better understanding of the problem domain and scope. The evolutionary nature of semantic
data structure is especially applicable to managing data in the context of complex, evolving
and multi-domain SoSe.

The emergent data structure still allows it to be queried at any point of development.
Queries, as in the case of relational databases, are the main method of data analysis. Such
functionality allows semantic wikis to assume a new function as domain agnostic (generic)
decision-support systems, particularly tailored to interdisciplinary research. The on-line web
access, relative ease of use, mix of structured and unstructured data, ability to define and
change data structure by the users (not developers) make the wiki approach a valuable tool in
ecosystem of the emerging field of big data science.

Another important feature is that any semantic wiki seamlessly ties into the Internet of Things
and allows to use and connect to the information entered and maintained by other researchers,
agencies, businesses, governments, human volunteers or even machines (Davis et al., 2010).
This feature provides semantic wikis with the ability to scale information and knowledge
according to the Metcalfe’s law (Gilder, 1993), which states that the value of the network is
proportional to the number of connected users. Next to this increase of value, Shirky (2008)
has talked about the existence of a “cognitive surplus” – the untapped collective mental
potential of human society. In other words, it concerns society’s spare mental capabilities
that go unused in a similar way to computers that are sitting idle. To illustrate his point, he
gives a rough calculation that Wikipedia took about 100 million hours of human thought to
create. This may seem like an enormous amount of time, but it is roughly the same amount
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that people in the US spend sitting and watching TV commercials during a single weekend.
Finally, Raymond (2001) has observed that “given enough eyeballs, all bugs are shallow”. If
there is a cognitive surplus, used in a network, we can expect an auto-catalytic increase in
quality of networked knowledge and data in semantic wikis.

4.4 Ontologies

One of the challenges often encountered in developing models of complex socio-technical
systems stems from the arbitrary boundaries of such systems and the vast number of facts
required to conceptualize them. Allenby (2006) argues that the system boundaries are
dynamically determined by the query one poses to the system. In other words, the boundaries
of the system are determined by the specific research question at hand. For example, studying
crime in a city requires different definition of the system than the study of city’s water supply.

Using the wikis in the definition phase allows to perform initial analysis of data and create
data structures. These data structures can be later translated into system formalisms –
ontologies. Ontologies identify things, actors and relationships between them in the system
studied. The ontologies already reflect the researchers view of the problem and are part of the
abstraction phase withing the SoSe framework.

Mikulecky (2001) emphasizes that complexity manifests itself in the fact that no single system
formalization (ontology) can capture all aspects of a complex system. It is a source of much
debate how to synchronize or agree on a single ontology of the system. We would argue that
such approach is not the most useful. Ontologies are specific to the question at hand and a
part of the answer to the research question. Different research questions will require different
ontologies but the researcher’s tools should allow for flexible mapping of data to ontologies.
Semantic wikis allow exactly that.

Ontologies can later be used to create simulations and models of the live system. It is one
of the common rules within software development that data structures are more tractable
than program logic. Defining simple, clear and transparent ontologies are cornerstone to
developing non-trivial agent based models and simulations.

4.5 Agent Based Modeling

Agent Based Modeling (ABM), used in DeLaurentis implementation stage, is a holistic
approach, as it provides a perspective on a system from the smallest individual elements to
the highest level of system aggregation. While it considers systems in its entirety, it is also
reductionist in a sense that it reduces systems to smaller elements if they are fully interrelated
with other elements (Bar-Yam, 2003). It is generativist, as it understands systems as a result of
continuous process of emergence across multiple levels, starting at the lowest level elements
(Epstein, 1999).

In the words of Borshchev & Filippov (2004), the Agent Based approach “is more general
and powerful 4 because it enables capturing of more complex structures and dynamics. The
other important advantage is that it provides for construction of models in the absence of the
knowledge about the global interdependencies: you may know nothing or very little about

4 than System Dynamics, Dynamic Systems or Discrete Event Simulation
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how things affect each other at the aggregate level, or what the global sequence of operations
is, etc., but if you have some perception of how the individual participants of the process
behave, you can construct the AB model and then obtain the global behavior.”

Agent-based models take agents (components) and their interactions as central modeling
focus points. Stuart Kauffman has been quoted to say that “an agent is a thing which does
things to things” (Shalizi, 2006). Furthermore, Shalizi (2006) states that “ An agent is a
persistent thing which has some state we find worth representing, and which interacts with
other agents, mutually modifying each other’s states. The components of an agent-based
model are a collection of agents and their states, the rules governing the interactions of the
agents and the environment within which they live.”

From these interactions, using simple rules and ontologies derived from real data, ABM
generate patterns of complex behavior, and serve as a in silico experimental device. It should
again be noted that ABM are not used to predict the future or identify optima. Their generative
nature does allow of to explore possible futures through asking what-if type questions.

4.6 Serious games

Karl Jung argued that one of the functions of dreams is to allow the dreamer to practice
complex situations and difficult decisions before they happen (Jung & Jaffé, 1989). In that
aspect serious games are similar to dreams. They allow the player to practice making decisions
in the virtual world. In addition to that they are effective tool for studying, teaching and
understanding complex socio-technical systems.

From the systems scientist’s perspective serious games are a way to involve humans in
simulations. Games have a special power to motivate and instruct (Meadows, 1999). Other
advantages are that they can present complex environments, are repeatable, produce high
levels of immersion, and are fun (Garris et al., 2002). Serious games provide a basis for
organized communication about a complex topic (Duke, 1974; 1980; Kelly et al., 2007), often
developed for learning within organizations. Serious gaming has a long history of military
purposes and has broadened to a variety of applications, such as business and management
science, economics, and inter-cultural communication (Mayer, 2009; Raybourn, 2007). Games
are used for education and for the exploration of strategies and policies (Gosen & Washbush,
2004) and, compared to other simulation techniques, games result in a high involvement of
the users.

The use of serious games on itself is not sufficient to provide a comprehensive set of insights
(Bekebrede, 2010; Bekebrede et al., 2005), therefore, it should not be adopted in isolation.
So far, in the literature the combination of serious games and simulation is only adopted
as what is now referred to as simulation games: serious games with embedded aspects of
simulation models. The main disadvantage of games is that there are strong limitations to the
complicatedness and length of a game. Even stronger, a conceptually complex game needs to
be relatively simple in mechanical terms in order to be effective (Meadows, 1999). Meadows
refers to game design, which involves the art and craft of constructing games (Rollings &
Adams, 2003). Although there is an elaborate literature on game design for non-educational
purposes (cf. Fullerton et al., 2008; Rollings & Morris, 2004; Salen & Zimmerman, 2004; Schell,
2008), there is less literature on serious game design. Several approaches exist, though (cf.
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4 than System Dynamics, Dynamic Systems or Discrete Event Simulation
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Aldrich, 2004; De Freitas & Oliver, 2006; Frank, 2007; Hall, 2009; Winn, 2009). Essentially, the
challenge is to design a game with a good game-play, an interesting model of reality, and the
correct underlying meaning (Harteveld, 2011). The opportunity for games to be used together
with simulation models is large (Chappin, 2011).

In terms of the DeLaurentis framework, games are another means of implementation, that
serves to reconstruct the system analyzed and generate complex phenomena from relatively
simple rules.

5. Case studies

Together the Internet of things, semantic information management systems, ABM and games
create an ecosystem of data, processes and tools that allow to look at the systems of systems
with higher precision and make it easier to find relevant patterns. The primary use of this
ecosystem is to advance our understanding of the complex environments and the maturity
of our decision making within those environments. The ideas mentioned are not sufficient
to change the way we see the world. It also requires commitment from the implied users of
these relatively complicated techniques. But recent experience has shown that there are real
world interest and applications. Some of this experience is presented further in a form of case
studies.

The following case studies demonstrate the use of the tool ecosystem to analyze energy
systems.

The first case study concerns the new balancing regime of the natural gas market in the
Netherlands and uses the wiki to describe the system and assumptions, later to be used in
a simulation. The second case study to analyze the possible future outcomes of the long term
development of the European electricity sector, both with an Agent-Based Model and a serious
game. Again the wiki 5 is used to gather and define data on thousands of power plants that are
later simulated within a complex power market. AgentSpring is the novel ABM simulation
framework developed to support the approach already discussed in this chapter and used is
in both case studies.

5.0.1 AgentSpring

Before discussing the case studies, it is useful to introduce the modeling framework used
in those case studies. Knowing the approach of the framework is helpful in explaining the
structure of the models and the terms used.

There are around 60 ABM frameworks in existence, some more popular than others. The
motivation for creating another framework was two-fold. Firstly, the framework had to
seamlessly integrate the semantic data. Secondly, the framework had to be suited for
“super-social” simulations, where behavior of agents is elaborate and diverse. In other words,
the framework has to help build models that are data driven and support extensive behavior
algorithms.

Surely, these two requirements could be fulfilled by the existing frameworks, provided some
modifications were made. But there was also the opportunity to build a framework that would

5 http://enipedia.tudelft.nl/
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leverage off the new and powerful open source libraries and changing software development
paradigms. AgentSpring gets its name from and makes use of Spring Framework – a popular
software development framework, that promotes the use of object oriented software patterns
(Johnson et al., 2009). One such pattern calls for separation of data, logic and user interface
(Krasner & Pope, 1988). Most modeling frameworks mix the three, which it is a reasonable
choice when creating smaller models. However, the separation of concerns (Hursch & Lopes,
1995) and other patterns are especially helpful guidelines for creating models and applications
that are sophisticated but transparent.

Another component that AgentSpring brings to modeling is a powerful graph database. A
graph database is a database that uses graph structures with nodes, edges, and properties
to represent and store information (Eifrem, 2009). The world modeled is created from the
ontology that is essentially a graph of objects and their relationships. AgentSpring allows
the graph to scale to hundreds of agents, millions of things and relations between them, as
represented in figure 2. Such graph databases already power the social networking and other
Internet services. The application of graph databases in ABM is new but promising as it allows
for more straightforward representation of the system modeled. The graph database makes
maintenance of the graph easy and allows to find things and observe patterns by performing
pattern matching queries.

Fig. 2. Simulated world: 170’000 agents and things; 650’000 relations between them. Different
colors represent different types of relations.
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On the conceptual level AgentSpring is inspired by the artificial intelligence classic “Scripts,
Plans, Goals, and Understanding: An Inquiry Into Human Knowledge Structures” by Roger
C. Schank and Robert P. Abelson. The book suggests that human behavior and understanding
of the world is compartmentalized as scripts that are used to execute bigger plans and higher
goals (Schank & Abelson, 1977). When executing a plan to go to a restaurant, a person
would invoke a script to make reservation in advance, call a cab, perhaps dress up and so
on. AgentSpring makes use of the scripts concept to encode agent behavior in a modular way.
Agents play their roles in the simulation by executing various scripts. Models are made by
combining agents and scripts that define their behavior in the context of social situations. This
makes AgentSpring particularly suited to modeling complex socio-technical systems.

AgentSpring decouples agents, their behaviors and their environments making the pieces
reusable, composable and easy to manage. Experience has shown that modular and reusable
models are the only kind of models that can accommodate changing scope and new research
questions.

5.1 Case I: Balancing the natural gas network in the Netherlands

5.1.1 Introduction

As the indigenous natural gas resources near depletion, the goals of the Dutch gas policy
have shifted from maximizing state revenues towards energy security and sustainability. It
is the intent of government’s agenda for the Netherlands to become the gas marketplace of
Northwest Europe Ministry of Economic Affairs (2009). In addition to having affordable gas
supply the Dutch government hopes to create a liquid gas market and a profitable gas services
sector. The new gas balancing regime is another step towards a liberalized gas market in the
Netherlands.

In a nutshell, the new balancing regime encourages the market participants to collectively
maintain balance of the gas network. The system balance means that the aggregate gas volume
entering the system should be equal to the amount of gas leaving the system at any point in
time. The system load is determined in the day ahead market, where the market participants
submit their gas feed-in and take-off schedules. The individual imbalances are not important
as long as the system is in balance as a whole. A power plant operator can consume more
gas than scheduled as long as there is someone willing to consume less or supply more at
that point in time. If the system goes off balance there are financial penalties introduced to the
causers of the imbalance. At the same time the traders contributing to balancing the system are
rewarded. Such relatively simple rules could generate interesting aggregate system behavior
and complex phenomena might emerge (Bucura et al., 2011).

5.1.2 Model description

An agent based model is constructed to explore the possible effects of the new rules. The
operation of the system is simulated to determine the total imbalance, the market participants’
cash flows and the natural gas price emerging in the balancing market. Calculating the
progression of these variables allows for an ex-ante assessment of the efficiency of the
incentive scheme proposed by the new balancing regime and its social cost. Through such
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modeling and simulation a better understanding of the consequences of the new balancing
regime can be obtained.

To arrive at this model the system is decomposed into agents, things and scripts. In the
balancing market model initially we distingush between only two types of agents: the system
operator overseeing the operation of the gas network, and the gas market participants. Market
participants could be traders, gas shippers, power producers, other utility companies. In
the context of this initial modeling exercise they are not differentiated. Things represent the
physical reality: contracts, capacities, technologies used by the agents. Agents and things
are defined in the wiki using the Internet of Things methodology. Every thing or an agent is
assigned a unique wiki-page, where the properties and its relations to other things and agents
are defined. Figure 3 presents the structure of the model.

Fig. 3. Model structure

The simulation logic is then decomposed into scripts as discussed previously. The system
operator has to make sure the system is in balance during every hour of its operation. The
system balancing script is made up three more scripts: createBidLadder, executeBidLadder and
punishRewardParticipants. This shows how the scripts can be composed from other scripts and
made modular – easier to understand, communicate and maintain. The names of the scripts
almost tell the whole story. If the system is out of balance the system operator initiates a
secondary market called “bid ladder” (createBidLadder), where the imbalance amount is traded
in an auction (executeBidLadder), balance is restore and the participants are either punished or
rewarded (punishRewardParticipants). The scope of each script is debatable – one could mold
the whole simulation into one big script. But it is most useful when the script contains one
piece of simulation logic that is performed by one type of agent and can be well understood
and debugged by the modeler.

During the execution of the simulation the agents and things are loaded into a graph database.
Scripts are executed within a predefined order: contracts are signed, bid are actioned, gas
quantities are delivered – and a complex graph of agents, things and their interactions
emerges. The agents acquire knowledge of their environment by querying that graph. They
find the cheapest suppliers of gas, the available capacity of the gas transmission network
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and so forth. The researcher queries the same graph to find patterns in the aggregate system
behavior.

5.1.3 Model results

Using the agent based model simulation to explore the operational pathways of the new gas
balancing mechanism brought interesting insights. Without going into much detail – which
would otherwise require a more dedicated effort and detail explanation of the real system –
the results indicate certain pathways of the operation that could lead to increased volatility of
the system, higher redistribution of profits and higher social costs of gas network balancing.
The research is still in progress and the initial model is being extended to, for example, include
heterogeneous behavior of the natural gas traders and different types of contracts.

5.2 Case II: De-carbonization of the power sector

5.2.1 Introduction

Electric power production is largely based on fossil-based combustion, except in
environments with abundant hydro-power (IEA, 2008). Fossil fuels have become the
lifeblood of developed economies: reducing or replacing their consumption is difficult and
expensive. This technology inevitably leads to the emission of carbon dioxide (CO2), as
carbon capture and storage and renewable energy sources are not yet feasible or available
on a large scale.Global climate change caused by CO2 and other greenhouse gases (IPCC,
2007) can be considered a tragedy of the commons (Hardin, 1968) for which no effective
global coordination, regulation and enforcement has yet been developed. While the cost of
abatement is high, doing nothing will eventually be much more expensive (cf. Stern, 2007).

The growing consensus that CO2 emissions need to be stabilized and then reduced in the
course of this century has led to much interest in achieving cost-efficient emission reduction
through incentive-based ’carbon policy’ instruments – using market signals to influence
decision-making and behavior (Egenhofer, 2003) – rather than command-and-control
regulation. They need to affect the long term carbon efficiency of the system through
investment in new power generation capacity and replacing the old, creating incentives for
the “right” investment.

In order to explore the possible effects of the carbon policies we have simulated the complex
power generation system of systems (Chappin, 2011; Chappin et al., 2010). The SoS is
composed from social systems (power and commodity markets), technical systems (power
grids, generation technologies), and the web of relations between the them as illustrated in
figure 4.

5.2.2 Model and serious game description

In order to explore the impacts of the policies on the CO2 emissions of the power generation
sector, both a serious game (de Vries & Chappin, 2010)6 and an agent-based model (Chappin
et al., 2010) were developed. In both the model and the game the technical and the social

6 The serious game is called “Electricity Market Game”, and is played online: http://emg.tudelft.
nl
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Fig. 4. Socio-technical system-of-systems of electricity production (adapted from (Chappin,
2011))

components of the power system are contained. In the game, people play the roles of the
energy producers, which are in the model represented as the agents. Other agents in the model
are commodity traders, banks, governments and energy consumers. The game players and
the modelled agents interact through markets. A simplified ontology of the system presented
in the the model is depicted in figure 5 – a similar ontology is present in the serious game.
The model defines multiple commodity markets for coal, natural gas, uranium and biomass,
two electricity spot markets, a CO2 auction, a secondary CO2 market and a market for power
generation technologies. Markets provide a unified mechanism to introduce feedback loops
into the model. For example, if many players or agents decide to invest in wind generation
technology, the price of the technology in the market may increase, depending on the decision
making process of the technology supplier.
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5.2.2 Model and serious game description

In order to explore the impacts of the policies on the CO2 emissions of the power generation
sector, both a serious game (de Vries & Chappin, 2010)6 and an agent-based model (Chappin
et al., 2010) were developed. In both the model and the game the technical and the social

6 The serious game is called “Electricity Market Game”, and is played online: http://emg.tudelft.
nl
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Fig. 4. Socio-technical system-of-systems of electricity production (adapted from (Chappin,
2011))

components of the power system are contained. In the game, people play the roles of the
energy producers, which are in the model represented as the agents. Other agents in the model
are commodity traders, banks, governments and energy consumers. The game players and
the modelled agents interact through markets. A simplified ontology of the system presented
in the the model is depicted in figure 5 – a similar ontology is present in the serious game.
The model defines multiple commodity markets for coal, natural gas, uranium and biomass,
two electricity spot markets, a CO2 auction, a secondary CO2 market and a market for power
generation technologies. Markets provide a unified mechanism to introduce feedback loops
into the model. For example, if many players or agents decide to invest in wind generation
technology, the price of the technology in the market may increase, depending on the decision
making process of the technology supplier.
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Fig. 5. Simplified model ontology

The decisions and actions of the agents are decomposed using the AgentSpring methodology
– into scripts. The diagram in figure 6 lists the scripts executed by the energy producer. Energy
producers have the most versatile behavior in the model, they have to operate their generation
portfolio, purchase fuels on the commodity markets, sell electricity on the power market,
arrange for loans, invest in new power plants and trade on the CO2 markets. Modular scripts
allow to compartmentalize complex agent behavior and allow to develop it piece by piece.
Each script concerns only one aspect of agent logic in the context of one function. For example,
when trading in the commodity markets the electricity producers are buyers, when trading
in the power market they act as sellers, similarly to the commodity traders in the commodity
markets. The scripts allow the behavior logic to be reused in different contexts. They allow for
more generic and simple algorithms that are easier to understand, maintain and communicate.

Fig. 6. Energy producer’s behavior decomposed into scripts

In the serious game, the players act out their roles, as they have the objective to optimize the
value of their company in the long run. Players have to define a strategy to do so and translate
their strategy to timely investment and dismantling, and appropriate bidding on markets
(de Vries & Chappin, 2010). They are uncertain about future prices and policy instruments.
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Crucial for their performance is how players react on such uncertainties and on each other’s
actions.

This modeling exercise is interesting in the fact that it already uses the Internet of Things to
power the model assumptions and scenarios, see figure 7. The power plant data is aggregated
from multiple sources (agencies, company data) and includes detailed information on current
power generation portfolios of all European countries. The assumptions about technologies,
their physical properties are also extracted from EU state of the art specifications. The hour
level electricity demand data is also taken from the European Network of Transmission
System Operators for Electricity (ENTSOE) databases, converted into a semantic format and
used within the model scenario. The wiki in this case is used to aggregate, align and validate
the data and re-purpose it for the model.

Fig. 7. Using distributed data sources for the simulation

5.2.3 Model results

A key result of the agent-based simulation is that given a certain CO2 cost – whether through
a tax or the price of CO2 emission rights – carbon taxation leads to lower electricity prices
than emissions trading (Chappin et al., 2010). The main reason for this is the difference in
investment risk: a tax is more predictable than the market driven CO2 prices. The uncertainty
is factored into the investment decisions via higher discount rates and lead to higher required
profitability of the investment. Also the market-based CO2 prices tend to create investment
cycles that induce volatility in the power producer’s portfolio. Predictability is a key
advantage of taxation, which allows investors to minimize cost over a longer time horizon.
In the serious game, similar results have been monitored: if players have the feeling that strict
CO2 policies are in the pipeline they tend to overreact. By playing the game, players tend to be
more open to the notion of complex systems and can understand the model faster and deeper
(Chappin, 2011). The ecosystem of tools together help in understanding of the evolution – and
possibilities of policy design – of the complex system of systems that constitute our electricity
infrastructure.

6. Conclusions

The tool and methodology ecosystem described in this chapter are an initial exploration into
using big data, collaborative information management to build detailed agent based models
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of socio-technical systems of systems. It is an iterative process, set in motion by a number of
ongoing and planned research projects, with a goal to gain better insights into human behavior
and its interaction with the technical and natural environment.

A common misconception about such a research endeavor is that it aims to predict future
and will therefore necessarily fail. Instead, the goal of such research is to augment our
understanding of reality and make our decision making less bad. People will always try to
create models of reality and possibly live by them or in them. Heuristics and scripts are useful
when we need to make decision with imperfect information. The hope is that with more
data, smarter tools and collaborative effort we can reconcile our individual irrationalities into
a more objective data-driven understanding of our environment and improve the way we
make decisions.

There are number of issues to solve before we are able to enjoy the benefits of this grand
vision of data and model augmented decision making. The data is still dispersed in different
formats and behind the closed doors of diverse institutions. The different models build by
the scientific community are often built in isolation and do not interconnect. Arguably, it is
the culture not the technology that is the bottle-neck in progressing systems science. Together
with systems engineering we have to do social engineering, in connecting researchers with
tools and relevant data, allowing for collaboration and communities to emerge. In order to
be effective in analyzing socio-technical systems we have to continuously engineer adequate
informational socio-technical systems of systems. This is at the core of the proactive study of
SoSe proposal.
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1. Introduction 
Diverse natural disasters such as earthquakes, volcanoes, tornadoes, subsidences, 
avalanches, landslides, floods, wildfires, volcanic eruptions, extreme weather, coastal 
disasters, sea ice and space weather, tsunami, pollution events, have ravened many lives 
and damaged a number of properties each year in our home planet,  resulting in imposing 
heavy burden on society [13]. For example, a deadly 8.0 Ms Wenchuan earthquake occurred 
at 14:28:01.42 on May 12, 2008 in Sichuan province of China has killed at least 69,197,  
injured 374,176, made 18,222 missed, and gave rise to about 4.8 million people homeless; a 
9.0 magnitude earthquake occurred on the seafloor near Aceh in northern Indonesia on 26 
December 2004, 00:58:53 UTC, causing  a huge tsunami wave, hitting the coasts of Indonesia, 
Malaysia, Thailand, Myanmar, India, Sri Lanka, Maldives and even Somalia in Africa, 
resulting in over 280,000 people lost their lives. The town of Lhoknga, near the capital of 
Banda Aceh, was completely destroyed by the tsunami.  

It has been demonstrated that the losses of life and property from natural disaster can be 
reduced through analysis of earth observing data acquired by spaceborne. However, not all of 
disasters, such as tsunami, earthquake can so far be warned and predicted in advance, 
consequently, scientists have spent enormous efforts to exhaustively seek for thread of these 
complex natural phenomena from earth observing system in order to develop predictive 
measures so that people have enough time to prepare, plan, and response these disasters. 
Unfortunately, little progress has been made due to the lack of adequate measurements and 
the depth with which we fully understand the physics of these phenomena [9], i.e., the current 
measurements and observations largely cannot meet the demands of the disaster warning.  

In order to increase our ability to monitor and predict natural disasters, Zhou et al. [18] in 
the early 2000 presented an envisioned architecture, named “future intelligent earth observing 
satellite system (FIEOS)". Afterwards, Bayal et al. [5] and Habib et al. [10] presented the 
similar concepts. The FIEOS would substantially increase intelligent technologies into Earth 
observing system in order to improve the temporal, spectral, and spatial coverage of the 
area(s) under investigation and knowledge for providing valued-added information/data 
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products to users. The envisioned FIEOS is especially significant for people, who want to 
learn about the dynamics of, for example, the spread of forest fires, regional to large-scale air 
quality issues, the spread of the harmful invasive species, or the atmospheric transport of 
volcanic plumes and ash [9]. The FIEOS is honored as advanced global earth observing 
system of systems (GEOSS). This paper attempts to state (i) what the challenges of 
“traditional” GEOSS are; (ii) how FIEOS (advanced GEOSS) increases the efficiency of 
monitoring natural disaster, to improve the natural disaster management, and to mitigate 
disasters; (iii) how the FIEOS can enhance our understanding to Earth system and Earth 
progress; (iv) how the FIEOS significantly benefits the disaster reduction through, for 
example, real-time response to time-critical natural disaster.  

2. “Traditional” Global Earth Observing System of Systems (GEOSS) and 
Challenges 
In order to improve our capability of understanding of the Earth system, and enhance 
prediction of the natural disaster, an agreement for a 10-year implementation plan for a Global 
Earth Observation System of Systems, known as GEOSS, was reached by member countries of 
the Group on Earth Observations at the Third Observation Summit held in Brussels on 
February 16, 2005. The GEOSS was envisioned as an international cooperative effort to bring 
together existing and new technologies in hardware and software, making it all compatible in 
order to share data and information worldwide at no cost. All subscribing nations maintain 
their independent role in developing and maintaining the system, collecting data, analyzing 
data, enhancing data distribution, etc. (www.codata.org/GEOSS/capetown-meeting.html). 
With such an envisioned architecture, the GEOSS is anticipated to meet the need for timely, 
quality long-term global information for sound decision making for, and enhance delivery of 
benefits to society relating to disaster preparedness.  

Meanwhile, the US 10-year Strategic Plan for the U.S. Integrated Earth Observation System 
was publicly presented by the President’s Science Advisor on September 8, 2004. The Plan 
addressing nine societal benefit areas include [19]:  

• Improvement of weather forecasting  
• Reduction of  loss of life and property from disasters  
• Protection and monitor our ocean resources  
• Understanding, assessment, prediction, mitigation and adaption to climate variability 

and change  
• Support of sustainable agriculture and combination of  land degradation  
• Understanding of the effect of environmental factors on human health and well-being  
• Development of the capacity to make ecological forecasts  
• Protection of and monitoring of water resources  
• Monitoring and management of energy resources  

The characteristics of the above strategies lie in as follows.   

1. Improve current capability, needs, and deficiencies of satellite/air/ground imaging 
systems in order to integrate global systems, joint data collection, and behavioral 
modeling initiatives, etc.,  

2. Improve data collection to increase our understanding of how disasters evolve and to 
assess current phenomena of natural disaster, 
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3. Improve data processing capability and techniques and data/information visualization 
techniques in order to develop better models to make prediction model more accurate, 

4. Establish global disaster reduction & warning system in order to make the results more 
precise, and 

5. Establish national all-disasters emergency communication system in order to make all 
disaster information accessible and warn citizens with consistent, accessible, and 
actionable messages. 

The GEOSS is promising. However, because of the complexity of Earth processes and 
mechanism of natural disaster, the requests for earth observing system has shifted from 
previous imaging mode, spatial resolution, spectral resolution, revisit capability, etc. to  
on-board data processing, event-driven data collection, value-added products, etc. (see 
Figure 1).  This means that a much advanced earth observing system is needed.  

 
Fig. 1. The features for disaster monitoring in future earth observing system of systems 

3. Future Intelligent Earth Observing Systems - FIEOS 
3.1 Architecture of intelligent Earth observing satellite system  - FIEOS 

As mentioned above, the GEOSS has its limits in rapid response to time-critical natural 
disaster. Thereby, a much advanced earth observing system, called future intelligent earth 
observing system was proposed by Zhou in 2000 [18]. The envisioned FIEOS is a space-based 
architecture for the dynamic and comprehensive on-board integration of Earth observing 
sensors, data processors and communication systems. The implementation strategies suggest a 
seamless integration of diverse components into a smart, adaptable and robust Earth 
observation satellite system to enable simultaneous, global measurements and timely analyses 
of the Earth’s environment for a variety of users (Fig. 2). The architecture consists of multiple 
layer networked satellites. Each EO satellite is equipped with a different sensor for collection 
of different data and an on-board data processor that enables it to act autonomously, reacting 
to significant measurement events on and above the Earth. They collaboratively work together 
to conduct the range of functions currently performed by a few large satellites today through 
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the use of high performance processing architectures and reconfigurable computing 
environments [1], [3-4]. The FIEOS will act autonomously in controlling instruments and 
spacecraft, while also responding to the commands of the user interested to measure specific 
events or features. So, users can select instrument parameters on demand and control on-
board algorithms to preprocess the data for information extraction. All of the satellites are 
networked together into an organic measurement system with high speed optical and radio 
frequency links. User requests are routed to specific instruments maximizing the transfer of 
data to archive facilities on the ground and on the satellite. Such an earth observing system 
allows measurement from in situ, air borne or space based sensors to be multiple practical 
usage that can help in making critical decisions for societal benefits. 

 
Fig. 2. The architecture of a future intelligent earth observing satellite system  (courtesy of 
Zhou et al. [18]) 

3.2. Event-driven Earth observation 

The optimum earth observing system to meet the specific needs and mandates on specific 
and achievable societal benefits never stops [10]. A called event-driven observation in FIEOS 
has been presented [18]. The operational mode is that each EO sensing system 
independently collects, analyzes and interprets data using its own sensors and on-board 
processors. When a sensing system detects an event, e.g., a forest fire, the sensing-satellite 
rotates its sensing system into position and alters its coverage area via adjusting its system 
parameters in order to bring the event into focus [13]. Meanwhile, the sensing-satellite 
informs member-satellites, and the member-satellites adjust their sensors to acquire the 
event, resulting in a multi-angle, -sensor, -resolution and -spectral observation and analysis 
of the event (Fig. 3). These data sets are merged to a geostationary satellite according to the 
changes detected. Meanwhile, the geostationary further processes the data to develop other 
products, e.g., predictions of fire extend after 5 days, weather influence on a fire, pollution 
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caused by a fire, etc. These value-added products are then transmitted to users. The details 
of the event-driven Earth observation can be referenced to Zhou et al. [18]. 

 
Fig. 3. Event-driven earth observation 

4. Disaster Reduction from FIEOS 
The significant characteristic of FIEOS is its capability to rapid response to time-critical 
disaster, relative to the GEOSS. Thus, the FIEOS largely benefits to both decisions makers 
and the general public for disaster prediction and disaster preparedness. As an example, 
this paper describes how the FIEOS improve weather forecast for reduction of disaster. 

4.1 Reduction of disaster through improvement of weather forecast 

The improvement of weather forecast will largely enhance prediction of disasters caused by 
extreme weather, such as flooding, landslide, etc. Although weather satellite observing system, 
along with the other associated national and international data management mechanisms, is 
probably most mature relative to other observing systems, the improvement of accuracy of 
weather-forecasting, the enhancement of observations (e.g., wind and humidity profiles, 
precipitation),  the improvement of long-term weather forecasting, and the access and delivery 
of essential weather forecast products to user for meeting requirements of timely short- and 
medium-term forecasts are still urgently essential for natural disaster reduction [6]. 

The shortcoming of the current earth observing system is that its spatial, temporal-, and 
spectral resolution and sensing capability cannot obtain sufficiently high accurate, gridded 
worldwide weather [6], resulting in that the different weather users, such as real-time, 
mobile users, cannot dynamically access the desired data in an near instantaneous and 
global access manner. The envisioned FIEOS observing system is capable of providing users 
to near instantaneously access to worldwide weather data for a given point, a path, or an 
area in time and space anywhere in the world via satellite broadcast or direct send/receive 
satellite link. Especially, FIEOS provides the weather forecasting data with different levels of 
scales: macro-meso-micro level. At the macro-scale level, users, such as commercial airlines 
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processors. When a sensing system detects an event, e.g., a forest fire, the sensing-satellite 
rotates its sensing system into position and alters its coverage area via adjusting its system 
parameters in order to bring the event into focus [13]. Meanwhile, the sensing-satellite 
informs member-satellites, and the member-satellites adjust their sensors to acquire the 
event, resulting in a multi-angle, -sensor, -resolution and -spectral observation and analysis 
of the event (Fig. 3). These data sets are merged to a geostationary satellite according to the 
changes detected. Meanwhile, the geostationary further processes the data to develop other 
products, e.g., predictions of fire extend after 5 days, weather influence on a fire, pollution 
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caused by a fire, etc. These value-added products are then transmitted to users. The details 
of the event-driven Earth observation can be referenced to Zhou et al. [18]. 

 
Fig. 3. Event-driven earth observation 

4. Disaster Reduction from FIEOS 
The significant characteristic of FIEOS is its capability to rapid response to time-critical 
disaster, relative to the GEOSS. Thus, the FIEOS largely benefits to both decisions makers 
and the general public for disaster prediction and disaster preparedness. As an example, 
this paper describes how the FIEOS improve weather forecast for reduction of disaster. 
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along with the other associated national and international data management mechanisms, is 
probably most mature relative to other observing systems, the improvement of accuracy of 
weather-forecasting, the enhancement of observations (e.g., wind and humidity profiles, 
precipitation),  the improvement of long-term weather forecasting, and the access and delivery 
of essential weather forecast products to user for meeting requirements of timely short- and 
medium-term forecasts are still urgently essential for natural disaster reduction [6]. 

The shortcoming of the current earth observing system is that its spatial, temporal-, and 
spectral resolution and sensing capability cannot obtain sufficiently high accurate, gridded 
worldwide weather [6], resulting in that the different weather users, such as real-time, 
mobile users, cannot dynamically access the desired data in an near instantaneous and 
global access manner. The envisioned FIEOS observing system is capable of providing users 
to near instantaneously access to worldwide weather data for a given point, a path, or an 
area in time and space anywhere in the world via satellite broadcast or direct send/receive 
satellite link. Especially, FIEOS provides the weather forecasting data with different levels of 
scales: macro-meso-micro level. At the macro-scale level, users, such as commercial airlines 
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pilot, can obtain weather forecasting information from forecast centers via wireless. At the 
meso-level, user can directly obtain weather forecasting products from a forecast or data 
processing center via either wireless or wire access. Alternatively, the user can also gain 
access to the database(s) described weather information to generate his or her own weather 
products using wireless/wire user software. For those mobile users, including truck drivers, 
farmers, and private car owners, they can receive the broadcast weather information directly 
from the forecasting information center using hand-held device. The devices can also be 
designed to have a direct send/receive satellite transmission capability, and the broadcast 
center may be local TV, universities, and radio stations, etc.  

4.2 Dissemination to lay user 

The obvious shortcoming of the current earth observing system is that the lay users cannot 
actively be involved. Relatively, one of the benefits of FIEOS lies in its broad range of user 
communities, including managers and policy makers in the targeted societal benefit areas, 
scientific researchers, engineers, governmental and non-governmental organizations and 
international bodies. In particular, FIEOS would serve lay users who directly receive satellite 
data (in fact, the concept of data means image-based information, rather than traditional 
remotely sensed data) using their own receiving equipment. The operation appears to the end-
users as simple and easy as selecting a TV channel by using a remote control (Fig. 4). 
Moreover, the authorized users are allowed to upload the user’s command for accessing and 
retrieving data via on-board data distributor according to the user’s requirement and position 
[18]. In this fashion, a lay user on the street is able to use a portable wireless device to 
downlink/access the satellite information of his surroundings from satellite or from the 
Internet. Homes in the future are also able to obtain atmospheric data from the satellite 
network for monitoring their own environments. The FIEOS will enable people not only to see 
their environment, but also to “shape” their physical surroundings. 

 
Fig. 4. Lay-user receive the satellite inforamtion just like selecting a TV channel. 
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5. Conclusions 
Although significant advances in our ability to measure and understand the Earth system 
and process using earth observing system have been obtained, the emergency task should is 
to build an intelligent, comprehensive, integrated, and sustained earth observation system, 
despite remaining multiple technical challenges, to ultimately realize a wide range of 
disaster reduction. This paper presented an envisioned FIEOS which is intended to enable 
simultaneous, global measurements and timely analyses of Earth’s environments for a 
variety of users through dynamic and comprehensive on-board integration of Earth 
observing sensors, data processors and communication systems. 

FIEOS provides the nation with a unique and innovative perspective on the intelligent 
observing system for disaster reduction for (1) reducing losses of life and property; (2) 
improving weather forecasting; and (3) disseminating information to lay users. Realization 
of FIEOS, which is a much advanced GEOSS, is an exciting opportunity to make lasting 
improvements in delivering prediction of disaster to our people.  
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