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Preface

This book introduces up-to-date information on the thermophysical properties
(TPs) of complex materials. The TPs of complex materials is an interesting topic
and a new frontier in applied science and technology that has applications in both
basic and applied research. Recently, TPs have shown that modern advances in
material development, experiments, and theoretical tools can embrace conventional
refrigeration and power generation technologies. Device performance is a major
task for TP control design and how material parameters can control devices. Differ-
ent attempts have been made to increase the performance of devices with TPs and
new improved methods are required for material structure efficiency from material
parameters optimization. Considerable advances in this area have been made over
the last few decades using a diverse set of theoretical, experimental, and computa-
tional techniques. This covers a wide spectrum of research areas in TPs, and is
mainly based on the dusty plasmas and nanoscale materials in global universities.

The preferred research topics show a large range of well-matched syllabi that are
presently being studied in different countries. The book consists of three sections
with seven chapters and each section begins with fundamental ideas involving the
TPs of materials, properties at the nanolevel, and complex plasmas, followed by a
number of research issues and their clarifications. Developments in TPs are moti-
vated by improvements in multidisciplinary areas of science and technology,
including physics, chemistry, applied biology, engineering, and applied disciplines
associated with routine applications (for instance, plasma oncology, semiconductor
and chemical industries, etc.). This book is basically designed for postgraduate
students of complex materials who need to formulate the establishment of infor-
mation in this area. It is also a resource for interested readers from allied fields, for
instance, materials science, plasma medicine, industrial technologies, energy pro-
duction, and heating/cooling strategies. The first chapter provides a discussion on
the structural behaviors of the transport properties of metallic alloys. The second
chapter explains the modeling of viscosity and theory of entropy for hydrocarbons
for a wide range of temperatures and pressures. The third chapter incorporates
thermodynamics outcomes by using silver ionic conduction in solid-state electro-
lytes. In the fourth chapter, the authors elaborate on TPs at the nano-level. The fifth
chapter provides experimental investigations into the dynamic viscosity of graph-
eme and ferrous oxide-based nanofluids. In the sixth chapter, the authors tackle the
thermal conductivity of complex dusty plasmas through molecular dynamics simu-
lations. The final seventh chapter presents wave instabilities in Hall plasma devices.

Dr. Aamir Shahzad
Tenured Associate Professor,

Molecular Modeling and Simulation Laboratory,
Department of Physics,

Government College University,
Faisalabad, Pakistan
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Ministry of Education (MOE),
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Chapter 1

Structural Disorder as Control of
Transport Properties in Metallic
Alloys
Eric R. Kaiser and Yong W. Kim

Abstract

Structural disorder is ubiquitous for a large class of metallic alloys. Such an
alloy’s transport properties are highly susceptible to change when the disorder is
modified. A first-principle method has been developed for modeling of disorders in
metallic alloys. In this approach, an alloy specimen is regarded as a randomly close-
packed mixture of a population of nanocrystallites and constituent atoms in glassy
state. The disorder is then represented by the size distribution function of the
nanocrystallites. Under sustained exposure to thermal, stress, nuclear or chemical
forcing at an elevated temperature, the distribution function becomes modified,
and this process is predictable for a given forcing condition, and thus controllable.
Transport of excitations is affected by the detail of the distribution function, mak-
ing it possible to control transport properties, all at a fixed alloy composition. The
modeling and experimental support will be presented.

Keywords: structural disorder, transport property, metallic alloys, thermal forcing

1. Modeling of structural disorder in alloys by nanocrystallites

Structural disorder is common in solid materials of daily use in general. The
situation is particularly true of metallic alloys that define the scope and functional-
ity of the myriad objects and structures that are devised of such alloys. The appro-
priate properties of metallic materials range from their intrinsic strength, resistance
against shape change, the wide span of dimensions a metal may be worked into,
myriad ways metallic objects may be assembled into different structures, wide
temperature spans a metallic object may stably exist for a long period of time to the
wide range of heat transport such metallic media can sustain. The listing of different
thermophysical properties of metallic alloys appropriate for these applications can
be rather extensive. In the great majority of cases, the regularity in the assembly of
constituent atoms into a solid specimen plays a critical role. The degree of such
regularity determines the material’s ability to define its thermophysical properties.
All of these properties are subject to structural disorder in the given metallic alloy
medium.

Our group has formulated the world’s first modeling approach to disordered
metallic alloys in the past few years [1]. Each material specimen is modeled as a
randomly-close packed assembly of constituent atoms in glassy state and an
ensemble of nanocrystallites varying in size as large molecules. There is, however,
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no single canonical view of the state of random close packing for a given material
specimen but only a statistical view [2]. In order to help sharpen the scope of the
disorder in alloys we have utilized a surrogate macroscopic material specimen in a
two-dimensional assembly of steel spheres. The simulated material specimen is
thermalized by driving the assembly in two mutually orthogonal directions by two
independent stepping motors under digital control. The motors are driven by using
a sequence of instructions derived from a chaotic algorithm. The simulated material
specimen is continuously video imaged as a function of time, which is then analyzed
for particle positions; the entire field of view is analyzed and reconstituted into a
movie as a function of time. Analysis of the resulting sequence of particle positions
shows that some of the single particles cluster into, and break out of, nanocrys-
tallites in time. We thus obtain as a function of time the size-resolved distribution of
nanocrystallites that are randomly close packed with single glassy particles in the
simulated alloy medium. The size distribution is found to be stationary at each
given intensity setting of the drive.

Operation of the digitally controlled drive of the simulated alloy specimen is fine
tuned in such a way that the distribution of single particle velocities becomes
Maxwellian to a high degree. When the digital drive intensity is changed, the single
particle velocity distribution broadens or narrows linearly with the drive intensity
to a good approximation. This feature provides the means to vary “the tempera-
ture” of the simulated specimen. The significant and interesting find is that the
nanocrystallite size distribution function shows significant changes as the effective
temperature of the simulated specimen increases. Here we find a nanocrystallite
when it is composed of three or more particles where each constituent particle is in
contact with two or more other particles within the nanocrystallite. The shape and
size of nanocrystallites within the simulated alloy specimen change as a function of
time but the average population of nanocrystallites maintains a stable functional
form as a function of nanocrystallite size as defined by the number of constituent
single particles.

2. Equilibrium nanocrystallite size distribution

The theoretical modeling formalism is thus constructed by means of the law of
mass action. Nanocrystallites are regarded as large molecules that are mixed in the
sea of single glassy particles. In the course of local fluctuations, nanocrystallites
grow larger by merging or attachment, or become smaller by losing peripheral
particles or breaking up into smaller nanocrystallites. This process maintains a
detailed balance throughout over long time, much like the dissociation equilibrium
in a gas medium consisting of large molecules mixed in a gas of monatomic particles.

As the medium temperature is increased toward the melting point of the given
alloy, the population of nanocrystallites undergoes rapid large changes per unit
change in temperature. Overall, nanocrystallites decrease in number density, and
the medium becomes more populated by single atoms in glassy state. This pattern of
temperature dependence is universal throughout metallic alloys. We model this
phenomenon as equilibrium dissociation of nanocrystallites in the randomly close
packed medium of glassy atoms and nanocrystallites in equilibrium.

By means of this theoretical framework, the temperature dependence of
nanocrystallite populations has been computed for 44 different metals. They all
follow the pattern of temperature dependence as outlined above. There are, how-
ever, small but distinct differences in these patterns of temperature dependence
that are particular to the atomic properties of given metals. In order to formulate a
realistic first order theory of alloys, we proceed to quantify the differences by
grouping different alloys, according to their crystalline symmetry properties.

4

Thermophysical Properties of Complex Materials



In this modeling we aim to model the nanocrystallites of different metals as
realistically as known in solid state alloy literature. We first assert that all
nanocrystallites are spherical in shape. Each nanocrystallite is cookie-cut out of the
large lattice of the given alloy in such a way that the sphere of given radius contains
the number of atoms in each given nanocrystallite. Since there are one or more ways
this operation may be carried out depending on the crystalline symmetry property
of the given alloy, all different versions of the sphere are considered in the subse-
quent dissociation potential calculations, and their average is taken in the final look-
up table of dissociation potentials of atoms on the surface of each nanocrystallite.
The interaction potentials between all possible pairs of atoms found in the
nanocrystallite are calculated according to the interaction potentials of Lennard-
Jones (L-J) type that have been obtained from quantum chemistry computation [3].
The L-J potentials are applied to find the dissociation potential for each of the atoms
on the periphery of each given nanocrystallite in question. The dissociation poten-
tial computed in this manner grows larger asymptotically with increasing size of the
nanocrystallite; the computed results are best fitted into a lookup table of dissocia-
tion potentials as a function of nanocrystallite size [1]. Individual values of the
dissociation potential are obtained from the look-up table for the law of mass action
calculation for the alloy in equilibrium.

Figure 1.
Calculated number of glassy state atoms per cc as a function of temperature for: (a) binary alloy—AuCu3
(1240.5 K); (b) BCC—tungsten (3695 K); (c) HCP—titanium (1948 K); and (d) FCC—palladium
(1828 K). The melting points of the metals are listed in the parentheses. Operationally, we take the melting
point to be at midpoint between the minimum and the maximum of the number density of glassy atoms, and this
is in good agreement with the known data. By taking the midpoint between the maximum and the minimum
number density. At room temperature when the population of nanocrystallites is largest, in each plot the
number density of glassy state atoms starts off at the particular value, corresponding to its own randomly close
packed state. In the case of AuCu3 the number density of glassy state atoms at room temperature is 4.1 � 1022

atoms per cm3. The rest of the atoms are tied up in the form of nanocrystallites with the degree of crystallinity at
0.314; the number of glassy state atoms increases to 5.98 � 1022 atoms per cm3 when the specimen is fully
molten [4].
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The result of such a calculation is shown in Figure 1 for a gold-copper alloy. The
calculation is carried out for the specimen of 1 cm3 in volume. At room temperature,
the degree of crystallinity is 0.314. The crystalline part of the specimen is in the
form of nanocrystallites, whose size distribution function is shown in the histogram
shown in Figure 2. The law of mass action is written out for each group of
nanocrystallites of given size. Using the look-up table of dissociation potentials as a
function of nanocrystallite size, the full complement of the coupled dissociation
equations are solved numerically to find the number of atoms in glassy state as a
function of temperature. The detailed procedure of iterative computation is
described in detail elsewhere [1].

A perusal of Figure 1 shows that the equilibrium population of glassy state atoms
grows larger with increasing temperature for all different forms of metallic mate-
rials. The range of active temperature dependence is centered about the respective
melting point in the form of a hyperbolic tangent function when the zero-crossing
point of the function is aligned with the point of maximal slope. In fact, the
temperature at which the slope of the function maximizes has a close match with
the known melting point of the alloy [1]. On the other hand, there are a couple of
small but definite differences among the four groups of alloys represented in
Figure 1: one, the computed population of glassy atoms versus temperature is not
symmetric about the maximal slope point; and two, the asymmetry varies on aver-
age according the crystalline lattice symmetry property of each given group of
metals. We recognize that the asymmetry is reminiscent of the manner in which
dissociation of molecules undergo in molecular gases or in plasma of gas mixtures of
molecules and atomic gases as a function of temperature [1].

We have thus explored ways in which all groups of alloys of interest may be
represented by a single function for the manner in which these alloys undergo
structural transformation under thermal forcing. The hyperbolic tangent function is
rewritten in such a way that the argument switches from one scaling with temper-
ature below the melting point to another above it, and it is shifted upward so that its
value remains bounded between zero and a positive constant.

3. Response of nanocrystallites to heating: a first order representation

The law of mass action calculation shows that when the temperature is increased
through the melting point, the number of glassy atoms in the alloy specimen
increases in the form of hyperbolic tangent (see Figure 1) to reach an asymptotic
value in the limit of full melting. This pattern holds for all 44 metals for which the
computation has been carried out (38 pure metals and six alloys) [5]. There are
small but noticeable deviations from the ideal hyperbolic tangent profile: one, the
functional form of the changing glassy atom population as a function of tempera-
ture is not exactly symmetric about the melting point; and two, the asymmetry is

Figure 2.
Histogram by size of nanocrystallites of the single-element alloy at room temperature. Both the size axis
(horizontal) and the probability axis (vertical) are shown in dimensionless form, the size as a fraction of the
maximal size and the probability in fraction of the probability at the maximal size [1].
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dependent on the symmetry group of the metals. The width to melting temperature
ratio is 0.139 � 0.012 for BCC metals, 0.160 � 0.010 for FCC, 0.177 � 0.008 for
HCP and 0.161 � 0.016 for binary alloys. The two deviations mentioned above
appear to reflect the groupings of the asymmetry.

The general shape of the number density of glassy atoms as a function of
temperature rises from the glassy atom density at room temperature (n0) to the
maximum value (nmax) past the melting point. The results shown in Figure 1 are
found from the system of the law of mass action equations; the number density of
glassy atoms is always positive. The functional relationship may be well represented
by the hyperbolic tangent function with the following modification:

ng Tð Þ ¼ nmax þ n0
2

þ nmax � n0
2

tanh s Tð Þ T � Tmp
� �� �

(1)

Note that nmax ¼ n0 þ∑jmax
j¼3 jnnanocrystallite jð Þ, where nnanocrystallite( j) denotes the

number density of j-atom nanocrystallites at room temperature. s(T) is a switching
function introduced in order to model the asymmetry in the glassy atom density
about the melting point:

s Tð Þ ¼ η, T <Tmp

λTmp=T, T ≥Tmp

�
(2)

Here η and λ are fitting constants for the computed glassy atom density versus
temperature plot; they vary from one metallic specimen to another. Tmp denotes the
melting point.

The goal here is to find a set of fitting parameters that will accurately capture the
shape of all nanocrystallite species within each crystalline symmetry group (i.e.,
FCC, BCC, HCP and binary). We first normalize the fit with the following by
introducing T* = T/Tmp, n* = [ng(T) – n0]/(nmax– n0) and s* = s(T) Tmp. The fit to
the computed glassy atom density becomes

Table 1.
Summary table of normalization constants (η* and λ*) for four different groups of metals. The two constants
for the entire group as combined are shown as combined normalization constants.

7

Structural Disorder as Control of Transport Properties in Metallic Alloys
DOI: http://dx.doi.org/10.5772/intechopen.85729



n ∗
g Tð Þ ¼ 1

2
þ 1
2
tanh s ∗ T ∗ � 1ð Þ½ � (3)

where

s ∗ ¼ η ∗ , T ∗ < 1

λ ∗ =T ∗ , T ∗ ≥ 1

�
(4)

The fitting parameters η* and λ* for the four groups of metals are tabulated
together with their combined average values in Table 1. The list of metals in each
individual crystalline symmetry group is given (Figure 3).

4. Effect of nanocrystallite size distribution on thermophysical
properties

4.1 Annealing and thermal forcing

The dissociation potential of an atom on the surface of a nanocrystallite represents
the energy needed to displace the atom to infinity and is of the order of several
electron volts, depending on nanocrystallite size and alloy elements. On the other
hand, rapid quenching involved in alloy-making leaves many constituent atoms small
distances away from their local equilibria, fractions of an electron volt away in
energy. This is where thermal forcing differs from annealing in the temperature scale.

Atomic transport is very slow in a metallic alloy medium compared with gaseous
media even at elevated temperatures. Consequently, defects in the medium require
long relaxation times. The computed number density of glassy atoms at elevated
temperatures can be realized only when heating is sustained for very long times.
Our laboratory experiments show that thermal forcing requires sustained heating of
alloy specimens often for upward to 15 h at each temperature to fully realize the

Figure 3.
Normalized best-fit plot of the computed glassy atom density as a function of temperature. The computed glassy
atom density versus temperature plots for the alloys in the four different groups are rescaled into one combined
fit (solid line). The four subgroup plots are shown individually, according to the legend within the figure. They
appear evenly spread out on the two sides of the combined fit solid-line plot.
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changes in the size distribution function of nanocrystallites. Figure 4 shows two
distinct opportunities for effecting significant changes in the transport properties of
metallic alloy specimens.

4.2 Linear thermal expansion coefficient

Theory predicts decrease of the size of nanocrystallites and their number densi-
ties with increasing temperature. The temperature dependence of specimen’s ther-
mal expansion coefficient α Tð Þ of a disordered alloy specimen would show a non-
linear scaling due to the change in the size distribution of nanocrystallites:

α Tð Þ ¼ γ Tð Þαc Tð Þ þ 1� γ Tð Þ½ �αg Tð Þ (5)

Here γ Tð Þ denotes the degree of crystallinity, the probability that an atom is part
of nanocrystallites within the specimen at temperature T. αc Tð Þ is the linear thermal
expansion coefficient of the alloy in crystalline form, whereas αg Tð Þ signifies the
linear thermal expansion coefficient of the alloy in fully glassy form. The expansion
coefficient of the disordered specimen becomes nonlinear in its temperature depen-
dence because of two different physics at play: one, the disordered specimen is an
admixture of two materials that are compositionally identical but structurally differ-
ent with different mass densities, and different thermal expansion properties; and
two, the degree of crystallinity of the specimen, i.e., the fraction of the crystalline part
of the specimen, changes when the specimen is thermally forced [6, 7]. Figure 5
shows the degree of crystallinity computed for AuCu3 as a function of temperature.

4.3 Speed of sound

The general trend of the changes in transport properties, when the specimen’s
degree of crystallinity is changed under thermal forcing, has been clearly demon-
strated in an experiment on sound speed [7]. The measurement with a fresh speci-
men at room temperature gives the time of sound propagation over the specimen
length of 38.2 mm at 90.2 � 0.9 ms. After the thermal forcing run at 940 K for

Figure 4.
Annealing and thermal forcing regimes of disordered alloys.
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16.45 h and quenched in water, the corresponding time of sound propagation at
room temperature is found to be 66.5 � 1.8 ms. The thermal forcing run at 940 K is
clearly a case of alloy annealing. For the specimen of 55 � 45 W% copper-nickel
alloy, the melting point is 1543 K, which puts the forcing temperature of 940 K at
60.9% of the melting point. Figure 4 shows the temperature to be in the alloy
annealing regime; the temperature is not high enough to cause dissociation of
nanocrystallites and affect their population significantly. The result above shows
that the effect of thermal annealing on sound propagation is quite strong. It is in a
way not surprising because sound propagation entails small movement of lattice
spacing and annealing has nudged atoms within the specimen into positions of
deeper binding energies that can be accessed within the thermal energy budget of
the order of kBT, or of the order of 0.1 eV. The dissociation potential for removal of
an atom from the surface of a nanocrystallite is several eV.

4.4 Diffusion and thermal conduction

The temperature driven changes in the degree of crystallinity forces other
thermophysical properties of the alloy specimen to undergo changes also. The
temperature dependence of the transport properties, such as thermal conductivity,
viscoelasticity, thermal expansion, electrical conductivity and many others, may be
estimated approximately by treating the material specimen as a mixture of crystal-
line and glassy parts whose mixing ratio is variable as a function of temperature
after a sustained heating. It is reasonable, however, to anticipate that the estimate
may require a higher order correction when the forcing is further intensified.

Quantitative modeling of the temperature dependence of the alloy’s transport
properties may be addressed in a number of different ways:

i. An alloy specimenmay be treated as two slabs of different lattice constants joined
linearly. This approachmay require appropriatemodeling of the issues associated
with transmission of excitations at the interface between the two slabs.

ii. Formal analyses may require separate considerations of phonon modes in
nanocrystallites versus in the glassy medium. Additional issues of interest
may include the structure of the atom pair distribution function and the
distribution of coordination numbers.

iii. Computation of the transport properties by the method of Monte-Carlo
simulation may entail sending off of random walkers at a given flux at one
end of the alloy specimen. Meandering of the walkers and their arrivals at the
other end through the medium of glassy matter and nanocrystallites can be
tabulated. The alloy medium would be composed of a sampling of glassy
atoms and of nanocrystallites, according to the solution of the system of the

Figure 5.
The degree of crystallinity versus temperature for AuCu3.
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law of mass action equations. The Monte-Carlo computation is carried out
repetitively at a given temperature in order to develop a sufficiently large
ensemble of events.

The size distribution of nanocrystallites evolves under thermal forcing as
a function of temperature, and they affect the transport of excitations.
In addition, scattering and transmission of random walkers at interfaces of
glass-nanocrystallite and nanocrystallite-glass are also likely to play rate-
controlling roles.

iv. Alloy specimen may be viewed as a network of interconnections (edges)
between atoms. Edges between nanocrystallites are treated as linkages whose
resistance to transport of excitation would be governed by the properties of
the glassy medium as conduits. Differently from the Internet that carries
information without delay or attenuation, the edges would bear the effects of
time delays, signal attenuation and transmission speed. Nanocrystallites with
multiple degrees (the number of edges) act as relay stations with delay
constants that stem from the size of nanocrystallites and branching of the
transmission of excitation. While many details of excitation transmission
through nanocrystallites have to be worked out, the method holds promise as
one with greatest potential [8].

5. Concluding remarks

Disordered metallic alloys have been modeled as a randomly close packed
medium of glassy atoms and nanocrystallites of varying size. The model has been
implemented by means of a large set of coupled algebraic equations, derived from
the law of mass action relations in thermal equilibrium. The size distribution func-
tion of the nanocrystallites has been measured from a simulated alloy model in two-
dimensions. The size distribution function has been found to depend on the alloy
composition. The large system of dissociation equations is solved numerically for
the population of constituent species as a function of temperature for 44 different
metallic specimens. The theory predicts the degree of crystallinity changing for
these alloys as a function of temperature. The melting point is found quite naturally
in this alloy model calculations within 5–10% of known values.

It shows that the alloy’s thermophysical properties can be changed by changing
the size distribution of nanocrystallites. Sustained exposure to thermal forcing can
exactly effect the change. By extension, the change of the nanocrystallite size
distribution can be affected by means of chemical, mechanical stress or nuclear
forcing at sustained elevated temperatures as well. We have shown that the change
in the nanocrystallite size distribution function can be predicted by the first-
principle model of structurally disordered alloys.

The modeling approach is based on the first-principle method of statistical
physics. The model can be further refined and customized for any disordered
metallic specimen. The model provides a roadmap for annealing and thermal
forcing of disordered alloys. The interesting question is what mechanisms are
responsible for the formation of nanocrystallites in metallic solids in the first place.
Our continued investigation with the simulated alloy in two-dimensions strongly
suggests that the structural disorder in metallic solids appear to originate from
vortex-like flow patterns in liquid phase; at phase transition the flow patterns are
solidified into disordered structures without recourse for relaxation due to
specimen-wide slowing of dynamical processes [9, 10].

11

Structural Disorder as Control of Transport Properties in Metallic Alloys
DOI: http://dx.doi.org/10.5772/intechopen.85729



Author details

Eric R. Kaiser and Yong W. Kim*
Department of Physics, Lehigh University, Bethlehem, Pennsylvania, USA

*Address all correspondence to: ywk0@lehigh.edu

©2019 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

12

Thermophysical Properties of Complex Materials



References

[1] Cress RP, Kim YW. Statistical physics
modeling of disordered metallic alloys.
In: Glebovsky V, editor. Progress in
Metallic Alloys. Rijeka, Croatia: InTech;
2016. pp. 17-43

[2] Berryman JG. Random close packing
of hard spheres and disks. Physical
Review A. 1983;27:1053

[3] Zhen S, Davies GJ. Calculation of the
Lennard-Jones N-m potential energy
parameters for metals. Physica Status
Solidi. 1983;78:595

[4] Kim YW, Cress RP. Effects of
thermal forcing on morphology of
disordered binary metallic alloys: Local
equilibration and modification of near-
surface elemental composition. High
Temperatures-High Pressures.
2011;40:335

[5] Cress RP, Kim YW. Computed data
files, unpublished. 2013

[6] Kim YW, Cress RP. Modeling of
disordered binary alloys under thermal
forcing: Effect of nanocrystallite
dissociation on thermal expansion of
AuCu3. International Journal of
Thermophysics. 2016;37:111

[7] Kim YW, Raffield RH. Sound
propagation in thermally-forced copper-
nickel alloy. High Temperatures-High
Pressures. 2017;46:271

[8] Albert R, Barabasi AL. Statistical
mechanics of complex networks.
Reviews of Modern Physics. 2002;74:47

[9] Berthier L. Dynamic heterogeneity in
amorphous materials. Physics.
2011;4:42

[10] Salez T, Salez J, Dalnoki-Veress K,
Raphaël E, Forresta JA. Cooperative
strings and glassy interfaces. PNAS.
2015;112:8227

13

Structural Disorder as Control of Transport Properties in Metallic Alloys
DOI: http://dx.doi.org/10.5772/intechopen.85729





Chapter 2

Viscosity Models Based on the
Free Volume and Entropy Scaling
Theories for Pure Hydrocarbons
over a Wide Range of
Temperatures and Pressures
Hseen O. Baled and Isaac K. Gamwo

Abstract

Viscosity is a critical fundamental property required in many applications in the
chemical and oil industry. Direct measurements of this property are usually expen-
sive and time-consuming. Therefore, reliable predictive methods are often
employed to obtain the viscosity. In this work, two viscosity models based on the
free-volume and entropy scaling theories are assessed and compared for pure
hydrocarbons. The modeling results are compared to experimental data of 52 pure
hydrocarbons including straight-chain alkanes, branched alkanes, cycloalkanes, and
aromatics. This study considers viscosity data to extremely high-temperature and
high-pressure (HTHP) conditions up to 573 K and 300 MPa. The results obtained
with the free-volume theory viscosity in conjunction with the perturbed-chain
statistical associating fluid theory (PC-SAFT) equation of state are characterized by
an overall average absolute deviation (AAD%) of 3% from the experimental data.
The overall AAD% obtained with the predictive entropy scaling method by
Lötgering-Lin and Gross is 8%.

Keywords: high temperature, high pressure, hydrocarbons, modeling, viscosity

1. Introduction

Viscosity is a key property in many engineering disciplines, including chemical
and petroleum engineering. For instance, viscosity influences the fluid flow through
porous media and pipelines; hence, it is required for the design of pipelines and
transport equipment as well as for the estimation of recoverable oil and flow rates in
porous media or wellbores. Viscosity can be determined through experimental
measurements. However, carrying out viscosity measurements at all conditions of
interest is not only expensive and time-consuming but also may not be possible at
extreme conditions such as those encountered in ultra-deep reservoirs including
pressures up to 300 MPa and temperatures up to 573 K. Reliable prediction models
provide an alternative approach to generating predicted and correlated viscosity
data at conditions where experimental data are not readily available.
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Unlike the viscosity of gases at low pressures which is well defined by the kinetic
theory of the gases, the viscosity theory of liquids is still inadequately developed
due to the complications caused by the intermolecular forces between the molecules
[1]. Therefore, there is no widely accepted simple theoretical method for predicting
liquid viscosities, and most estimation techniques used for viscosity prediction of
liquids are of empirical or semiempirical nature. The empirical models are correla-
tions based on experimental observation with no theoretical background, whereas
semi-theoretical models have a fundamental basis but contain adjustable parame-
ters determined by fitting the model to experimental data.

In the present study, two viscosity models based on the free-volume and entropy
scaling theories are assessed and tested against viscosity data for pure hydrocarbons
from different chemical families that are commonly found in crude oil at high-
temperature and high-pressure (HTHP) conditions up to 573 K and 300 MPa. Pure
components are well-suited for initial evaluation of the viscosity models because a
viscosity model that has difficulty in correctly describing the viscosity of a single
hydrocarbon is likely to fail when predicting multicomponent mixtures.

2. Free-volume theory (FVT)

The FVT model is based on the free-volume concept. The idea that the viscosity
depends upon the free space was first introduced by Batschinski [2] about 100 years
ago. The viscosity, η, can be expressed as a sum of two contributions given in
Eq. (1):

η ¼ η0 þ Δη (1)

where η0 is the dilute gas viscosity and the Δη term dominates for liquid viscos-
ity. The dilute gas term η0 is determined from the kinetic gas theory at very low
pressures. It should be noted, though, that for liquids and supercritical fluids, the
dilute gas viscosity term η0 is negligibly small in comparison to the total viscosity η;
hence, η0 can be neglected for such fluids. Doolittle [3] found that the viscosity of
liquid n-alkanes can be represented by a simple function of the free space fraction,
f v ¼

vf
v0
¼ v�v0

v0
:

η ¼ A exp B=f v
� �

(2)

where v0 is the molecular volume of reference or hard-core volume, v is the
specific molecular volume, B is characteristic of the free-volume overlap, and A is a
material-specific constant. A viscosity model based on the relation between free
volume, friction coefficient, and viscosity has been proposed by Allal and coauthors
[4, 5]:

Δη ¼ A exp B=f v
� �

(3)

where the free-volume fraction f v was defined by means of the fluctuation-
dissipation theory as

f v∝
RT
E

� �3
2

(4)

where R is the gas constant and T is the temperature. In this expression,
E ¼ E0 þ PM

ρ , where E0 ¼ αρ is related to the energy barrier that the molecule has to
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overcome in order to diffuse, ρ is the density, and P is the pressure. The viscosity of
the dense state is linked to the fluid microstructure using the friction coefficient, ζ,
which is related to molecular mobility and to the diffusion of linear momentum:

Δη ¼ ρNAζL2

M
(5)

where NA is Avogadro’s number and L is a characteristic molecular length
parameter. By combining the relations between free volume, friction coefficient,
and viscosity, the following expression was obtained for the viscosity:

Δη ¼
ρl αρþ PM

ρ

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffi
3RTM

p exp B
αρþ PM

ρ

RT

 !3=2
2
4

3
5 (6)

The unit for the viscosity is [Pa�s], when all other variables are in SI units. The
term PM

ρ is linked to the energy necessary to form vacant vacuums required for the
diffusion of the molecules. l is the characteristic length parameter in Å. The unitless
parameter B is characteristic of the free-volume overlap. The density appears
explicitly in Eq. (6), and hence the values of the free-volume theory parameters are
directly dependent on whether experimental or calculated densities are used.

The three pure component parameters l, α, and B are determined by fitting
Eq. (1) to experimental viscosity data. The use of the FVT requires density infor-
mation, either experimental or calculated values. In this study, FVT is used in
conjunction with the hybrid group-contribution perturbed-chain statistical associ-
ating fluid theory equation of state (G-C PC-SAFT EoS) [6] since this EoS provides
reliable density predictions over wide ranges of pressure and temperature. In this
equation, the PC-SAFT parameters are determined using two different sets of
group-contribution (G-C) parameters for two pressure ranges: low-to-moderate
pressures (≲7 MPa) and high pressures (≳7 MPa).

3. Entropy scaling model by Lötgering-Lin and Gross (ES-LG)

The basic idea of this method is to relate the viscosity to the residual entropy.
The residual entropy is defined as the difference between a real state value and ideal
gas state value at the same temperature and density, sres ρ, Tð Þ ¼ s ρ, Tð Þ � sid ρ, Tð Þ.
Lötgering-Lin and Gross [7] proposed a predictive entropy scaling method for
viscosities using a group-contribution (G-C) method based on the group-
contribution perturbed-chain polar statistical associating fluid theory equation of
state (G-C PCP-SAFT EoS) [8, 9]. Lötgering-Lin and Gross linked the Chapman-
Enskog viscosity to PCP-SAFT segments in terms of G-C parameters, with

ηCE, gc ¼
5
16

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MmolkBT= mgcNAπ

� �q

σ2gcΩ
2, 2ð Þ ∗
gc

(7)

where Mmol is the molar mass, kB is the Boltzmann constant, and T is the
absolute temperature, NA is Avogadro’s number, m is the segment number, σ is the
segment diameter, and Ω 2, 2ð Þ ∗ is the reduced collision integral. The index gc indi-
cates pure component parameters that are calculated with the group-contribution
method based on G-C-PCP-SAFT EoS.
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A reduced viscosity is then defined as

η ∗ ¼ η

ηCE, gc
(8)

where the pure component reduced viscosity, η ∗
i , is empirically correlated as

ln η ∗
i ¼ Ai þ Bi zþ Ci z2 þDi z3 (9)

with

z ¼ sres
kBmgc, i

(10)

The residual entropy, sres, is calculated from the G-C-PCP-SAFT EoS originally
proposed by Vijande et al. [8] and reparametrized by Sauer et al. [9]:

sres ρ, Tð Þ ¼ � ∂ares
∂T

� �

ρ

(11)

where ares ¼ Ares=N is the specific Helmholtz energy given by Gross and
Sadowski [10]. N is the total number of molecules.

The viscosity parameters Ai to Di of pure substances are obtained from param-
eters Aα to Dα of functional group α, respectively. The following empirical expres-
sions are proposed by Lötgering-Lin and Gross [7] for mixing group-contribution
parameters:

Ai ¼
X
α

nα, imασ
3
αAα (12)

Bi ¼
X
α

nα, imασ3α
Vγ

tot, i
Bα (13)

Ci ¼
X
α

nα, iCα (14)

Di ¼ D
X
α

nα, i (15)

With

Vtot, i ¼
X
α

nα, imασ
3
α (16)

where nα, i denotes the number of functional groups of type α in the substance i.
The exponent γ and the parameter D are kept constant for all studied substances
and are optimized for n-alkanes (D = �0.01245 and γ = 0.45) [7]. The group-
contribution parameters Aα, Bα, and Cα of all groups α are given in [7].

4. Modeling results

The two viscosity methods, FVT and ES-LG, are tested on a database consisting
of 52 hydrocarbons (21 normal alkanes, 13 branched alkanes, 4 cycloalkanes, 14
aromatics) typically present in most of the crude oils from ambient conditions to
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extremely high-temperature and high-pressure (HTHP) conditions up to 573 K and
300 MPa. The temperature and pressure ranges considered in this study are given
for each substance in Table 1. The performance of each model is assessed by the
following statistical measures:

Absolute Average Deviation AADð Þ ¼ 100
N

XN
i¼1

ηi, cal�ηi, exp
ηi, exp

�����

����� (17)

Maximum Deviation MDð Þ ¼ 100 � max
ηi, cal�ηi, exp

ηi, exp

�����

����� (18)

Bias ¼ 100
N

XN
i¼1

ηi, cal�ηi, exp
ηi, exp

(19)

where N is the total number of data points, ηi, cal represents the calculated
viscosity value, and ηi, exp is the experimental data point obtained from the litera-
ture. The absolute average deviation AAD is a measure of how close the calculated
values are to the experimental data, while the bias indicates how well the calculated
values are distributed around the literature data. Low values of the bias imply that
the deviations are evenly distributed about zero. A positive bias indicates
overestimation of the calculated viscosity, whereas a negative value indicates

Compound Ranges of
conditions

Reference FVT ES-LG

T/K P/MPa AAD/% MD/% Bias/% AAD/% MD/% Bias/%

Straight-chain alkanes (normal alkanes)

CH4 298–573 0.1–300 [11–13] 3 33 �2 15 47 13

C2H6 298–573 0.1–70 [11, 14] 2 5 1 7 35 �6

C3H8 298–500 0.1–100 [14, 15] 5 21 1 6 20 �2

n-C4H10 298–573 0.1–69 [11] 4 20 2 5 21 2

n-C5H12 298–573 0.1–252 [16, 17] 3 18 1 6 15 �3

n-C6H14 298–573 0.1–300 [16, 18] 4 18 �2 5 19 �1

n-C7H16 298–573 0.1–100 [16, 19] 2 6 0 4 17 4

n-C8H18 298–523 0.1–242 [18, 20, 21] 2 6 0 2 7 2

n-C9H20 298–473 0.1–300 [16, 19, 21] 2 9 0 4 10 4

n-C10H22 298–573 0.1–300 [16, 17,
21–24]

2 6 0 4 14 2

n-C11H24 303–323 0.1–62 [19] 0.1 1 0 1 4 �1

n-C12H26 298–573 0.1–300 [16, 22–27] 3 13 0 4 17 2

n-C13H28 303–353 0.1–100 [28] 1 4 1 4 8 �4

n-C14H30 313–393 0.69–60 [29] 2 8 �1 5 12 �2

n-C15H32 310–
408

0.1–320 [25] 2 7 0 4 11 0

n-C16H34 298–534 0.1–273 [30, 31] 3 9 0 10 24 1

n-C17H36 323–573 0.1–0.1 [3] 2 6 �2 8 16 �8

n-C18H38 326–534 0.1–280 [25, 31] 3 12 0 9 28 8

n-C19H40 333–523 [32] 3 8 0 4 10 2

n-C20H42 326–534 1.38–243 [31, 33] 4 13 0 12 40 9
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Compound Ranges of
conditions

Reference FVT ES-LG

T/K P/MPa AAD/% MD/% Bias/% AAD/% MD/% Bias/%

n-C32H66 373–458 0.3–0.3 [34] 1 2 0 2 4 2

Branched alkanes

Isobutane 300–511 0.1–55 [35, 36] 3 11 2 3 13 �1

Isopentane 303–573 0.098–196 [16, 37] 6 22 �3 11 23 �7

Neopentane 311–444 0.7–55 [38] 7 23 �3 16 60 �13

2-Methylpentane 298–550 0.1–300 [16] 1 9 0 5 16 1

3-Methylpentane 313 0.1–147 [39] 1 4 1 8 10 8

2,2-Dimethylbutane 313 0.1–147 [39] 2 8 �1 27 37 �27

2,3-Dimethylbutane 313 0.1–147 [39] 0.3 1 0 7 11 �7

3-Ethylpentane 313 0.1–147 [39] 2 3 �2 17 20 17

2,4-Dimethylpentane 313 01.147 [39] 2 6 1 23 29 23

2,2,4-
Trimethylpentane

298–523 0.1–300 [20, 40–42] 2 8 0 5 13 1

2,3,4-
Trimethylpentane

298–453 0.1–195 [41] 3 11 0 7 15 �7

Squalane 303–473 1–202 [43, 44] 6 33 �2 26 49 23

2,2,4,4,6,8,8-
Heptamethylnonane

298–453 0.1–195 [41, 45, 46] 7 49 �6 7 51 �5

Cycloalkanes

Cyclopentane 298–353 0.1–300 [47, 48] 5 16 �2 2 6 �1

Cyclohexane 298–393 0.1–100 [49, 50] 2 7 0 4 14 1

Methylcyclohexane 298–343 0.1–300 [51, 52] 1 6 0 4 10 �4

Ethylcyclohexane 300–
530

1–50 [53] 3 12 �1 7 23 �5

Aromatics

Benzene 298–373 0.1–300 [54] 1 3 0 5 13 �4

Toluene 298–373 0.1–299 [55] 2 6 0 3 9 2

Ethylbenzene 298–453 0.1–195 [41] 2 4 1 16 40 16

Butylbenzene 313–373 0.1–100 [56] 2 9 0 4 11 4

Hexylbenzene 313–373 0.1–100 [56] 1 3 0 5 9 5

Octylbenzene 313–373 0.1–100 [56] 1 5 0 4 9 3

1,2-Diphenylethane 353–453 0.1–195 [41] 1 2 0 12 17 �12

m-Xylene 298–473 0.1–199 [20] 2 6 0 4 10 �2

o-Xylene 298–348 0.1–110 [57] 1 3 0 25 30 �25

p-Xylene 298–348 0.1–110 [57] 2 7 �1 6 8 �6

Naphthalene 375–454 0.1–101 [58] 8 33 1 11 22 �11

1-Methylnaphthalene 298–473 0.1–200 [20] 11 35 �7 32 60 �32

Tetralin 298–448 0.1–201 [20] 5 20 �1 29 53 28

Phenanthrene 396–573 0.1–101 [58] 13 41 �6 17 29 �17

Overall AAD% 3 8

Table 1.
Performance of FVT and ES-LG models for pure hydrocarbons over wide ranges of pressure and temperature
(entries are rounded to nearest whole number).
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underestimation. These statistical measures of the ability of each of the selected
seven models to reproduce viscosity values at HTHP conditions for each of the 52
pure compounds are given in Table 1.

The overall AAD obtained with the FVT model in conjunction with the hybrid
G-C PC-SAFT EoS is 3%. The three adjustable parameters (l, α, B) required in this
method are obtained by fitting the FVT predictions for each pure compound to the
corresponding literature data. These optimized parameters yield reliable viscosity
values over the whole ranges of temperatures to 573 K and pressures to 300 MPa.

The results obtained with the entropy scaling method by Lötgering-Lin and
Gross are generally in good agreement with experimental data with an overall AAD
of 8%. The AADs obtained for n-alkanes, branched alkanes, cycloalkanes, and
aromatics are within 1–15, 3–27, 2–7, and 3–32%, respectively. These results are
impressive for a fully predictive model that requires only the input of the molecular
mass and the number of functional groups in each molecule. Unfortunately, this
model cannot differentiate between isomers, such as 2-methylpentane and 3-
methylpentane, and xylene isomers. In addition, this model has not yet been
extended to binary, ternary, and multicomponent mixtures, such as crude oils.

For comparison purposes, Figure 1(a–d) shows the performance of the two
studied viscosity methods, FVT and ES-LG, for four pure compounds representa-
tive of straight-chain alkanes (n-hexane), branched alkanes (2,2,4-
trimethylpentane), cycloalkanes (methylcyclohexane), and aromatics (toluene).

5. Conclusions

This work provides an assessment of the capabilities of two viscosity methods
based on the free-volume and entropy scaling theories to model the viscosity of
pure hydrocarbons over wide ranges of temperatures and pressures. The perfor-
mance of the two studied viscosity models is discussed and evaluated by compari-
son to experimental viscosity data of 52 pure hydrocarbons from four different
chemical families, namely, straight-chain alkanes, branched alkanes, cycloalkanes,
and aromatics, at ambient and extremely high-temperature and high-pressure
(HTHP) conditions up to 573 K and 300 MPa. The viscosity of pure components is

Figure 1.
Viscosity predictions obtained with FVT and ES-LG viscosity models compared with literature data (EXP) for
(a) n-hexane, (b) 2,2,4-trimethylpentane, (c) methylcyclohexane, and (d) toluene.
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required in most mixture models as an input parameter, and hence accurate and
reliable model for pure compounds, particularly under high-pressure conditions, is
a prerequisite for the mixture viscosity to be accurately estimated using the mixture
model. The predictive entropy scaling method proposed by Lötgering-Lin and Gross
(ES-LG model) predicts the viscosity with an overall absolute average deviation of
about 8%, and the predictions are reasonable for most engineering and industrial
applications given that the accuracy of most experimental viscosity data is within
1–5%. The free-volume theory (FVT) viscosity model provides very satisfactory
results with an overall AAD of 3%. However, it is important to note that unlike the
entropy scaling method, the free-volume theory is not a predictive model and
requires that sufficient experimental viscosity data are readily available over the
temperature and pressure ranges of interest to determine the fluid specific
parameters.
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The Fast Silver Ion Conducting
Solid-State Electrolytes for
Deriving Thermodynamic Data
Fiseha Tesfaye, Mykola Moroz, Oleksandr Reshetnyak,
Daniel Lindberg, Pekka Taskinen and Leena Hupa

Abstract

The electromotive force (EMF) method was described and some characteristic
examples from the past and recent literatures were reviewed. The important exper-
imental procedures for a successful measurement of an EMF of different galvanic
cells at a certain temperature and determination of the thermodynamic properties
of chemical compounds from the obtained EMF values were described. A typical
galvanic cell arrangement in a furnace was presented. The two most common types
of AgI-based solid electrolytes, AgI and RbAg4I5, were discussed in detail. The ionic
conduction mechanisms and the application of the solid electrolytes in the EMF
cells were described. In this work, we have also conducted EMF measurements
using the fast Ag+ ion conducting solid-state electrolyte. The solid-state electrolyte
Ag3GeS3I glass and the cathode material Ag4HgSe2I2 were synthesized and electro-
chemical cell (�)graphite|Ag|Ag3GeS3I glass|Ag4HgSe2I2|graphite(+) was assembled
to measure the activity of Ag in the quaternary phase. The extremely low values of
activity of silver in Ag4HgSe2I2 in the temperature range 412–482 K indicate that
Ag4HgSe2I2 has superionic property. The obtained results and the determined
thermodynamic values are presented and discussed.

Keywords: EMF method, solid electrolyte, silver iodide, thermal stability,
Gibbs free energy

1. Introduction

Thermochemical data of chemical compounds is of great importance in the
modeling of high temperature materials processing and their applications. Accurate
thermodynamic data are important for meaningful modeling of phase equilibria and
thermodynamics of multiphase material systems. These accurately determined
thermodynamic properties and their chemical behaviors under different conditions
promote improved extractive metallurgy of valuable metals and the design of novel
multi-component functional materials.

Calorimetry, vapor pressure measurements and EMF methods are the main
experimental techniques to investigate thermodynamic properties of phases and
phase assemblages. Extensive reviews on these methods have been published in
the past. For the determination of enthalpy, precisely, calorimetry is a well proven.
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In the vapor pressure methods, partial pressures of individual components can be
measured and the thermodynamic activities and partial Gibbs energies can be
derived from them. When partial pressures can also be measured as a function of
temperature, the partial enthalpies and entropies can be derived, although these
derived quantities are usually less accurate than the directly measured partial Gibbs
energies. Introduced by Kiukkola and Wagner [1] for solid-state thermodynamic
investigations, the EMF method has proven to be direct, effective, and the most
accurate method for determining the Gibbs free energies of formation, chemical
potentials, thermodynamic activities and partial pressures in equilibrium condi-
tions. Furthermore, the entropies and enthalpies of chemical reactions can be
derived from the measured temperature versus EMF relations of the cell [2].

This paper reviews, updates and discusses the EMF method that applies the fast
Ag+ ion conducting solid electrolytes. Furthermore, we have also conducted EMF
measurements using the fast Ag+ ion conducting solid-state electrolyte. The solid
electrolyte Ag3GeS3I glass and the cathode material Ag4HgSe2I2 were synthesized
and electrochemical cell was assembled to measure the activity of Ag in the quater-
nary phase Ag4HgSe2I2. The obtained results and the determined thermodynamic
values are presented in the subsequent sections.

1.1 Principles of the EMF method

In a galvanic cell for thermodynamic studies there is generally one electrode at
which electrons would be consumed (the cathode) and one electrode at which
electrons are produced (the anode) as the cell reaction proceeds. If the electrolyte
system conducts electricity by the migration of ions only, then the electrons must
move from cathode to anode via an external electronic conductor, which is usually
Pt or Au or pure graphite lead. It is along this conductor that the electric potential
which is generated by the cell reaction can be measured. Any meaningful thermo-
dynamic investigation requires that the cell function in a complete reversible man-
ner, i.e., no external current is flowing. This is usually assured by the use of high-
resistance (above 1010 Ω) measuring devices, resulting in the measurement of an
“open circuit” potential [3, 4].

In most practical high temperature systems, electrolytes usually have a small
component of non-electrolytic conduction, which make the open circuit
unattainable. In this case, in addition to ionic, electronic conduction will also takes
place, because electrons can migrate through the electrolyte and permit the cell
reaction to proceed at speed which is not determined by the resistance of the
external electronic conductor. A real electrochemical system therefore has a
potential which is given by Eq. (1) [4]:

E ¼ RT
zF

ða00i
a0i

ti � dlnai (1)

where ti is the transfer number of the ionic species, which is conducted through
the electrolyte having the thermodynamic activity a0i at one electrode and a00i at the
other. When the electrolyte conducts significantly by electron migration, then the
cell reaction can proceed spontaneously and one electrode is depleted of atoms
while the other receives atoms.

It follows that the electrodes can only be maintained at a constant chemical
potential of all components providing that equilibrium can be established more
rapidly than the rate of arrival or loss of material at the electrode-electrolyte inter-
face. Consider a cell which has two metal-metal oxide electrodes with a leaky
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electrolyte. The electrode with the higher oxygen dissociation pressure can lose
oxygen through the electrolyte by the arrival of electrons through the electrolyte to
form oxygen ions, and hence the oxide is reduced at this electrode. At the other
electrode, oxygen ions absorbed and the electrode is oxidized continuously. Pro-
viding the electrode reactions can accommodate this corrosion reaction as a result of
metal-oxygen reactions at the electrodes which restore the original mixture at the
electrode-electrolyte interface, and then the cell can be used for thermodynamic
studies. Failing to do so, the EMF of the cell will drift continuously and results are
difficult to interpret. At the higher temperatures, solid electrolyte systems can be
permeable to gases, and interaction between electrodes and their surrounding gas-
eous atmospheres can also play an important role in making experiments difficult.

The porosity of a solid electrolyte depends very much upon the manufacturing
method as well as on the temperature of the cell operation, and therefore no general
description can be given of the conditions under which this effect could become
significant. The effects of atmospheric reactions with electrode systems can be
minimized, or eliminated to all practical extents, by providing samples of the
electrode to the gas phase for pre-equilibration of the gas approaching the cell
electrode and by separating the atmospheres surrounding the electrodes from one
another.

The corresponding phenomena in molten salt electrolytes which can lead to
drifting EMFs are reactions which result from the solubility of metals in the molten
electrolyte, which confer electron conducting properties on the electrolyte, or the
possibility of cations of more than one valency for a given cation in the melt. Both
mechanisms can lead to the transport number of the ions less than unity and to
oxidation/reduction reactions at the electrode [4].

1.2 The EMF method with solid-state electrolytes

Electrochemical cells with solid-state electrolytes for thermodynamic studies
typically consist of a solid electrolyte between the reference and the cathode elec-
trodes [2]. These electrodes are connected to wires, which are usually Pt or Au, for
measuring the EMF of the cell. In thermodynamic measurements, the EMF must be
measured under open circuit conditions. This is usually assured by the use of high
impedance (R > 1010 Ω) measuring devices, which enable measurement of an “open
circuit” EMF [3, 5]. Utilization of the EMF technique for thermodynamic investi-
gation of metallic systems, and its basic principles and the main requirements has
been recently discussed in detail by a few researchers [2, 3, 5–9].

The EMF technique is a direct method that enables one to determine the Gibbs
energies of formation, chemical potentials, thermodynamic activities or partial
pressures precisely [10, 11]. Furthermore, the entropies and enthalpies of reactions
can be calculated from the temperature dependence of EMF of the cell. Electro-
chemical cells with solid electrolytes consist in most cases of a solid electrolyte
between two electrodes [11]. A typical galvanic cell arrangement for thermody-
namic measurements is shown in Figures 1 and 2.

The alumina sheaths indicated in Figure 2 should press the cell from both
directions to insure good contact at the interfaces. Flow of the protective gas (Ar)
must always be away from the reference electrode. The design of the galvanic cell
should be such that the reaction of interest harnesses the cell reaction and the Gibbs
energy for the reaction could be calculated from the EMF of the galvanic cell. One of
the criteria for the application of this method is that the electrolyte is a pure ionic
conductor under the very experimental conditions.

For instance, in experimental investigation of Ag-based compounds below
713 K, solid-electrolytes RbAg4I5 and AgI are the two widely known and used
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superionic conductors of silver ion. For example, to determine the Gibbs energies of
formation of the compound Ag5Te3 at different temperature conditions galvanic
cells are constructed as cells in Eqs. (2) and (3):

Ag∣RbAg4I5∣Ag5Te3,Te 300<T=K< 505 (2)

Ag∣AgI∣Ag5Te3,Te 420<T=K< 713 (3)

Current flows from the right to the left. Temperature ranges for accurate mea-
surements are those in which the electrolytes are superionic conductors. At equilib-
rium conditions, the virtual cell reaction in both cells is expressed as Eq (4):

5Agþ 3Te ¼ Ag5Te3 (4)

Based on the EMF of the galvanic cells, at certain temperatures, it is possible to
determine the thermodynamic properties by using the basic thermodynamic
equations at constant pressure.

2. Experimental requirements

In EMF measurements for the determination of thermodynamic properties, it is
important to ascertain the conditions under which the electrolyte shows the best

Figure 1.
Illustration showing preparation of galvanic cells for the solid-state EMF experiments.

Figure 2.
(a) Schematic diagram of the experimental setup for an EMF-measurements in a horizontal tube furnace;
[12]. (b) A picture of a high-temperature electrochemical stations for thermodynamic measurements in the
laboratory.
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performance. The main problems for successful electrochemical cell operation are
selection of a suitable electrolyte and the exact identification of the single reversible
process occurring at each electrode. The corresponding electrolyte should provide
purely ionic conductivity in the temperature range where it is used, i.e., one single
ion should be responsible for establishing the potential. A well-defined reversible
reaction is required to establish the potential. Practically, there are many additional
requirements [3, 5]:

• the equilibrium potential at a given temperature should be established within
a reasonable time,

• after temperature changes, the same equilibrium potential has to be established
regardless of whether the temperature has been increased or lowered, and

• following polarization of the cell by a potential imposed from outside, again
the same equilibrium potential has to be established.

In addition, there are a number of purely experimental requirements that have
to be considered, especially in measurements at high temperatures [5, 9]:

• any reaction between electrodes and electrolyte or between electrodes and lead
wires must be negligible,

• if lead wires of different materials are used it is necessary to consider the
corresponding thermal-EMF,

• any temperature gradient in the cell should be avoided;

• reactions between crucible materials and electrodes or electrolyte should be
excluded,

T (K) E (mV) T (K) E (mV)

412.87 91.37 450.12 109.26

415.36 92.65 452.59 111.16

417.85 93.92 455.07 112.81

420.34 95.41 457.54 113.85

422.84 96.26 460.21 114.85

425.31 97.97 462.58 115.91

427.80 98.71 465.26 117.04

430.28 100.51 468.12 118.04

432.77 100.95 470.34 119.37

435.25 102.41 472.54 120.86

437.73 103.75 475.22 121.71

440.21 105.14 477.62 122.78

442.69 106.4 479.75 124.80

445.17 107.23 482.21 125.58

447.64 108.61 — —

Table 1.
A summary of experimental values of EMF vs. T obtained in the electrochemical cell in Eq. (17).
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• concentration changes due to the vapor pressure of the electrodes must be
taken into consideration,

• any direct exchange of matter between the two electrodes (e.g., via the gas
phase) has to be excluded, and

• any electrical interference between the furnace in which the cell is heated and
the cell itself should be avoided, either by a proper winding of the furnace or
by appropriate grounding.

Thermal-EMF and temperature gradients can be minimized by using similar
lead material at both electrodes and by placing the cell within the constant heating
zone of the experimental assembly, respectively [9]. Proper design of the galvanic
cells and their flexibility in the furnace while measurements are conducted will also
help to minimize temperature differences at both ends of the electrodes, as
described in [12]. In this work, all these experimental requirements were fulfilled.

2.1 Ag+ ion conducting solid electrolytes

Solid electrolytes are solid phases, which transfer electric charge by moving ions
only. Good ionic conductivity requires a large amount of movable ions and a lot
more free sites in the lattice than movable ions, so that the jump probability is as
high as possible. The solid electrolytes can be oxides, halides, iodides, sulfides and
other types of solid materials. For example, in the AgI-based electrolytes electrical
current is carried by Ag+ ions.

Figure 3.
The ionic conductivity of some solid electrolytes as a function of temperature [2].

32

Thermophysical Properties of Complex Materials



Recently, the importance of solid electrolytes has increased remarkably due to
their role in various applications. They are commonly used in electrochemical cells
to measure chemical potentials of gases, liquids and solids. Detailed theory and
practical applications of the solid electrolytes have been discussed in many review
papers [3, 6, 13–22]. Figure 3 shows ionic conductivity of some of the solid electro-
lytes in different temperature regions.

One of the most important criteria for a solid electrolyte to be used in EMF cells
for thermodynamic studies is that it should be a purely ionic conductor, or at least
has only a negligible contribution of electronic conduction. Thus, if electric current
is carried solely by moving ions, the ion transference number t, in Eq. (5), should be
>0.99 at a given experimental conditions [3, 4].

t ¼ σ ionð Þ
σ ionð Þ þ σ electronicð Þ (5)

where σ(ion) is ionic conductivity and σ(electronic) is electronic conductivity.
In any case where t < 0.99, an accurate knowledge of the conductivity of the

solid electrolyte becomes important [3]. When solid electrolytes are used for EMF
measurements, one additional experimental requirement has to be fulfilled: a good
and reliable contact between electrodes and electrolyte in order to obtain stable and
reversible EMF values. In the thermodynamic studies of silver-based alloys and
compounds, RbAg4I5 and AgI are two widely used fast ionic conductors of Ag+

ions. These electrolytes were also used in our study by the EMF method. Properties
of the solid electrolytes and their usage limits in the EMF method are reviewed in
Section 2.2.1.

2.1.1 Properties of AgI and RbAg4I5

Crystalline forms γ-, β- and α-AgI are stable at ambient pressure conditions. The
β-AgI! α-AgI phase transition takes place at 420 K, accompanied with a significant
increase in ionic conductivity [10, 23–25]. At the phase transition temperature, the
ionic conductivity of α-AgI is 1.31 S cm�1 [26]. As shown in Figure 4, the superionic
compound RbAg4I5 is thermodynamically stable within the temperature range

Figure 4.
The phase diagram of RbI–AgI system [27].
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300–505 K and in the AgI rich region coexists with the β- and α-AgI phases [27]. At
about 300 K, RbAg4I5 shows a high ionic conductivity of �0.21 S cm�1 [28].
Therefore, RbAg4I5 can be used as an electrolyte even close to room temperature
(>300 K) [24, 29]. Ag+ is the moving ion in both AgI-based solid electrolytes. In
general, the AgI-based electrolytes possess a large amount of free sites for the Ag+

ions to move.
Ionic conductivity in solid electrolytes is usually due to lattice defects, and in

AgI-based electrolytes these defects are caused by large cation disorders [3, 25].
Chemical diffusion occurs in the presence of concentration or chemical potential
gradient and it results in net transport of mass. For example, when local differences
in stoichiometry equilibrate, metal or non-metal ions and electrons diffuse simulta-
neously. These phenomena are described by the chemical diffusion coefficient D
[2]. At low-temperatures, the ionic conductivity generally follows the Arrhenius-
type temperature dependence [24, 25, 30].

AgI-based electrolytes possess a large amount of free sites for the Ag+ ions to
move. Due to the presence of these excess sites for Ag+ ions [31] and quasi-molten
state of Ag+ ions in the structure [24], as well as the presence of passageways for
Ag+ ions which are formed by the face-sharing tetrahedral [32]; α-AgI is a fast ionic
conductor of Ag+ ions. In α-RbAg4I5, iodide ions are arranged in a similar structure
as manganese atoms are in β-Mn, so that one unit cell, which includes RbAg4I5,
contains 56 tetrahedral sites, such that Ag+ ions can move freely in the lattice. The
large Rb+ ions are surrounded by highly distorted iodide octahedral and are not
mobile [26, 28]. Therefore, the structure of superionic compounds can be treated as
two-component system where exist the highly mobile ions like molten sublattice
and another type of ions in fixed positions that formed a framework and deter-
mined the mechanical properties of the sample.

The ion transference number of α-AgI in the temperature range 420–713 K
is 1 � 0.01 [33]. Below its melting temperature, at Tm = 505 K, α-RbAg4I5
is a high ionic conductor of Ag+ ions with negligible electronic conduction
[24, 35].

Based on various conductivity data and/or EMF data, Patterson [34] has shown
that in the electrolytic conduction domain of AgI, the chemical potential of silver in
AgI changes only slightly. Using the compiled thermodynamic data of Barin [36],
we calculated activities of silver (aAg) in AgI at PI2 gð Þ ¼ 1 atm (for the dissociation
reaction 2AgI ⇄ 2Ag + I2(g)), as a function of temperature. According to results
from our analysis, the aAg in AgI varied between 2.5∙10�9 at 420 K, 1.2∙10�7 at
500 K and 3.6∙10�5 at 700 K. Thus, the chemical potential of silver in AgI does not
change significantly, in its ionic conduction domain. Therefore, the solid electro-
lytes AgI and RbAg4I5 can be safely used in their respective pure ionic conduction
domains (420–713 and 298–505 K, respectively) for EMF cells in the experimental
thermodynamic studies of silver-based phases. The super ionic conducting temper-
ature range of α-AgI (420–713 K) may be increased by adding PbI2, in the lower
temperature region.

AgI is a photosensitive material. According to the calculated curves shown in
Figure 7, which was calculated by the HSC chemistry software [37] below 773 K,
AgI reaction with H2O, O2(g), H2(g) and S2(g) is not spontaneous. However, its
relative sensitiveness to the H2(g) is clear.

In RbAg4I5 iodide ions are arranged in very same way as in manganese atoms are
in β-manganese, so that one unit cell, which includes four RbAg4I5, contains 56
tetrahedra sites, so that Ag+ ions can move freely in the lattice. The RbAg4I5 elec-
trolyte has a wider temperature stability range and do not be affected by moisture
[11]. The ionic conductivity of RbAg4I5 is illustrated in Figure 3.
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The thermodynamic stability of RbAg4I5 is an important property that must be
considered in any long term application. RbAg4I5 is unstable at temperatures below
300 K where it decomposes into AgI + Rb2AgI3, as shown in Figure 4.

Therefore the conducting phase would be nonexistent at low temperature.
However, it was found that this reaction requires a catalyst such as H2O vapor in
order to initiate. By handling the materials in a dry atmosphere and hermetically
sealing the batteries, the conducting phase has been maintained in devices for
5 years at temperatures below 300 K.

The synthesis of RbAg4I5 is straightforward. One method involves intimately
mixing stoichiometric amounts of RbI and AgI, adding sufficient H2O to form a
thick fluid paste, and then removing the H2O by air drying at slowly increasing
temperatures, finally drying and combining the remaining reactant phases at a
temperature between 483 and 502 K that is between the eutectic and the incongru-
ent melting point [38]. By performing this reaction process over a 2 day period,
single phases RbAg4I5 is formed. The materials is then powdered and stored in a
vacuum oven at 343 K to prevent any environmental degradation [39].

2.1.2 Properties of superionic Ag-based glassy electrolytes

Another class of superionic materials is superionic glassy electrolytes (SGE).
Inorganic SGE have a number of advantages compared to crystal compounds. Some
advantages include easier regimes of synthesis, absence of grain boundaries, isoto-
pic properties, single ion conductivity, etc. [40, 41]. In the vicinity of the glass
transition temperature (Tg) the glassy material becomes very soft. It is mean a good
contact between the electrolyte and electrodes. In contrast to the crystal compounds
such as AgI and RbAg4I5 some glassy materials have the high values of ionic con-
ductivity at room temperature [42]. The high ionic conductivity in SGE can be
explained by the presence of open free space in the glass structure [42]. Moreover,
using the glass matrix we can fixed the high ionic conductivity modification of
superionic phase in the temperature range where it is metastable [43]. For example,
at crystallization of AgI-Ag2O-MxOy (M = B, Ge, P, Mo) glasses that include the
high concentration of silver iodide, the α-AgI phase was successfully stabilized in a
glass matrix. As a result, the value of ionic conductivity for this material at room
temperature is found σ = 10�1 S cm�1 [43, 44].

The glass formation regions in the GeS2-Ag2S and GeS2-Ag2S-AgI systems were
investigated in [45]. It was found that glasses from these regions are purely ionic
(Ag+) conductors. The influence of the silver iodide addition on conductivity of
different sulfide based glasses has been established. The maximum value of con-
ductivity and minimum value of activation energy for the sample with highest
content of AgI (52.3 mol%) is found to be σ�10�2 S cm�1 and Ea = 0.25 eV, respec-
tively at room temperature. The mechanism of the Ag+ diffusion in AgI based
superionic glasses has been investigated by using NMR method [46]. The NMR
time scale shows that all Ag+ ions are moving by hopping from one iodine ion to
the other.

Moroz et al. [47] investigated the glass forming region in the Ag2GeS3-AgBr
system. The formation of the Ag3GeS3Br glassy phase has been established for the
first time. Based on results of electrical conductivity measurements it was
established that Ag3GeS3Br glass is purely ionic conductor and belong to class of
superionic materials. The model of the drift motion of ions has been proposed.
According to [48], the glass forming region in the Ag3GeS3Br-AgBr system is found
to be 0–52 mol% GeS2. In this system the new quaternary phase Ag3Ge2S5Br (space
group P213, a = 1.016702(7) nm, Z = 4 [49]) has been synthesized for the first time.
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It can be obtained in both crystalline and glassy state. Electronic structure calcula-
tions support the experimental results. The electrical conductivity measurements of
glassy and crystalline samples were performed by direct current probe method
using different constructions electrochemical cells. It was found that the glassy
materials are purely ionic conductors [48, 49].

The purely ionic conductivity in the wide temperature range and simple method
of obtaining glassy materials make them interesting for different applications. For
example, Ag2GeS3, Ag3GeS3Br, and Ag3GeS3I glassy materials were used as ion
selective membranes in electrochemical cells to calculate the thermodynamic func-
tions of some superionic compounds [50–53].

2.2 Thermodynamics of electrochemical cells

For an electrochemical cell with a solid-electrolyte and elements M and Z:

M solid;Liqð Þ∣electrolyte Mþn or M�nð Þ∣ MxZ1�x solid;Liqð Þ � Z, (6)

at equilibrium, the incorporation of M+n or M�n at the interface into the cathode
(MxZ1-x(solid, Liq)-Z) or the overall electrochemical reaction of the electrochemical
cell can be expressed by a virtual electrochemical cell reaction Eq. (7).

Mþn or M�n þ Z ¼ MxZ1�x: (7)

The amount of work, other than the work for volume expansion, which is
necessary for the transfer of 1 mole of element M in a valence state n from its pure
state into a M-Z-compound, is related to the transfer of a charge n∙F by;

μM M� Z� compound sð Þð Þ � μ°M Mð Þ ¼ �n � F � EEMF, (8)

or

ΔrG° ¼ �n � F � EEMF (9)

where μA is the chemical potential of substance M in the M-N-compound(s) and
μ°M is the standard chemical potential of substance M in pure substance M, which is
1. ΔrG° is the change in the Gibbs energy of the reaction, E is the electromotive
force produced by the cell in volts, F is the Faraday constant, 96485.332896 C mol�1

[54] and n is the number of electrons involved in the virtual electrochemical cell
reaction.

The Gibbs energies of our isobaric equilibrium reactions were calculated directly
from the measured EEMF vs. T relations, by using the basic thermodynamic Eq. (9)
of an electrochemical cell. In a similar way, the entropies, enthalpies and heat
capacities of the studied virtual reactions were calculated using Eqs. (10)–(12).

ΔrS° ¼ �n � F � ∂EEMF

∂T

� �
, (10)

ΔrH° ¼ �n � F � EEMF � ∂EEMF

∂T

� �
� T

� �
, (11)

ΔrCP ¼ �n � F � ∂
2EEMF

∂
2T

� �
� T (12)
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2.2.1 Gibbs energy of formation

By definition, the reaction of formation of a species A can be written as:

mMþ nNþ…⇄aA (13)

where a, n, m etc. are stoichiometric coefficients, and the standard Gibbs energy
of formation is:

Δf G° ¼ G°
products �G°

reactants ¼ aG°
A �mG°

M � bG°
N� (14)

The standard Gibbs energies of formation of the studied multicomponent
phases were calculated by combining the Gibbs energies of the virtual electrochem-
ical cell reactions (calculated according to Eq. (9)) and the standard Gibbs energies
of the pure components, for which literature data are available. The standard
entropies of pure compounds have been calculated by:

S°A ¼ ΔfS°A þ S°M þ S°N þ… (15)

Gibbs energy of phase transition at the transformation temperature Ttr can be
expressed by:

ΔtrG° ¼ ΔtrH° � ΔtrH°

Ttr

� �
� T: (16)

The high or low temperature experimental points can be extrapolated to low or
high temperatures, respectively, by using the Gibbs energies of phase transitions
expressed by Eq. (16). Two types of electrolyte are used in thermodynamic mea-
surements: liquid electrolytes and solid electrolytes, each with characteristic advan-
tages and disadvantages. In the following chapter, experimental study with the
solid-state electrolyte is presented.

3. Experimental section

The phases were synthesized from the pure elements Ag (99.999 wt%), Hg
(99.99 wt%), Se (99.999 wt%), and I2 (99.999 wt%). The synthesis and annealing
were performed in an evacuated quartz glass ampoules with a total residual pressure
of <1 Pa. Ag2Se and HgI2 compounds were obtained by cooling the melt mixtures of
the corresponding elements, at the rate of 2 K min�1, to room temperature. The
Ag4HgSe2I2 compound was obtained by cooling the melted mixture of Ag2Se and
HgI2 in the molar ratio 2:1 to room temperature. The thermodynamic equilibrium of
Ag4HgSe2I2 crystals powdered to particle size ≤5 μm was achieved by two-stage
annealing at 510 and 400 K for 500 h. The synthesized material was analyzed by the
SEM-EDS technique. The SEM-EDS analyses confirmed the existence of a homoge-
nous quaternary phase with a composition of Ag4HgSe2I2. Results of the SEM-EDS
analysis are presented in Figure 5.

The potential-forming processes were performed by cell in Eq. (17):

�ð Þ graphite∣Ag∣Ag3GeS3I glass∣Ag4HgSe2I2∣graphite þð Þ, (17)
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where Ag3GeS3I glass is the solid electrolyte with fast Ag+ ion conductivity [45],
Ag4HgSe2I2 is the cathode material. Ag3GeS3I glass, as well as Ag3GeS3Br [48],
belongs to the category of superionic materials [55]. The linear dependencies of the
EMF of the electrochemical cell on temperature were used to determine the stan-
dard thermodynamic properties of Ag4HgSe2I2.

Components of the electrochemical cells in powder form were pressed at 108 Pa
through a 2 mm diameter hole arranged in the fluoroplast matrix up to density
ρ = (0.93 � 0.02)�ρ0, where ρ0 is the experimentally determined density of cast
alloys. To eliminate possible defects of plastic deformation during the pressing of
alloys, we performed five-fold thermal cycling of electrochemical cells in the range
of 400–470 K, with heating and cooling rates of 2 K min�1. The electrochemical
cells were heated in a resistance furnace similar to that described in [12] filled with a
mixture of H2 and Ar (both 0.9999 volume fraction) in a molar ratio of 1:9, with
P = 1.2�105 Pa. Argon gas was purified from traces of oxygen in a quartz glass tube
by passing it through copper foil heated at 673 K. The flow of gas at the rate of

Figure 5.
The SEM-EDS analysis of the synthesized phase Ag4HgSe2I2. Traces of Si and O peaks are as a result of the
quartz glass SiO2 ampoule particles after depressurization and crushing operation to remove the synthesized
sample.
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2�10�3 m3 h�1 had the direction from the positive to the negative electrodes of the
electrochemical cells. The temperature was maintained with an accuracy of �0.5 K.
The EMF values of the cells were measured using the voltmeter U7–9 electrometric
amplifier (Ukraine) with an input impedance of above 1012 Ω. The equilibrium in
electrochemical cells at each temperature was achieved within 2 h. The equilibrium
was considered to have been reached when the EMF values were constant or their
variations were not significant (below ΔE = �0.2 mV or � 0.1 mV for electrochem-
ical cells (A)). The dependences of the EMF of the cells on temperature E(T) were
analyzed by the method described in [56, 57].

4. Results and discussion

The activity of silver in Ag4HgSe2I2 compound was investigated using the
electrochemical cell in Eq. (17). The electrochemical process in this cell can be
written as follows:

Ag ¼ Agþ þ e– left side electrode reference system
� �

,

Agþ þ e– ¼ Ag right side electrode sample system
� �

, (18)

Ag ¼ Ag in Ag4HgSe2I2
� �

overall cell reaction

The temperature dependences of the EMF of the cell (17) are shown in Table 1
and Figure 6.

The relationship of EMF vs. T measured with electrochemical cell (17) was
approximated by Eq. (19):

Е=mV ¼ –110:178� 1:244ð Þ þ 488:66� 2:78ð Þ � 10–3T=K 412≤T=K≤482 (19)

As described in [29], the Gibbs energy of reaction of the electrochemical cell
(17) as expressed by Eq. (20) is the difference of the chemical potential (μ) of silver
in Ag4HgSe2I2 and in the standard state (pure silver):

ΔrG°
r ¼ μAg Ag4HgSe2I2

� �� μ∘Ag ¼ �EF: (20)

Figure 6.
The temperature dependence of EMF vs. T of electrochemical cell [17].
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Using the relation

μAg ¼ μ∘Ag þ RTln aAg, (21)

the activity of silver aAg in Ag4HgSe2I2 is determined to be:

aAg ¼ e�
E2F
RT ¼ e�

–110:178�1:244ð Þþ 488:66�2:78ð Þ�10�3T½ �F
RT 412≤T=K≤482: (22)

According to Eq. (22), the activity of silver in Ag4HgSe2I2 compound varies
between 0.075 and 0.048 in temperature range 412–482 K and decrease in accor-
dance with the exponential law. The decrease of aAg in Ag4HgSe2I2 with increasing
temperature indicates that an increase of Ag+ cations in the quasi-free state due to
the release of the one-type capture levels [30]. Such low values of aAg indicate that
Ag4HgSe2I2 is superionic phase in the temperature range 412–482 K.

5. Summary and conclusions

Deficiencies in reliable and reproducible data have been deriving the quest for
accurate experimentation. Experiences in different experimental techniques are
also extremely important to the modeler to get an idea as to the errors involved in
the various experimental data available in literature. This would minimize the
uncertainties in thermodynamic assessments and modeling.

EMF-method is one of the versatile methods to obtain the thermodynamic
data of different chemical compounds in equilibrium conditions. Since its introduc-
tion, in the late 1950s, it has been widely used to determine the thermodynamic
properties of oxides, sulfides, intermetallic and several other material systems.
This chapter focused on the thermodynamic investigation of solid-state materials,
however, the method is applicable to investigate liquid and gas phases as well. It is
the most accurate method to determine the Gibbs energies of alloys and compounds.

Figure 7.
Gibbs energies of reaction of AgI with H2O(g), O2(g), H2(g), and S2(g), as a function of temperature.
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In studies that apply the EMF technique, selection of an appropriate electrolyte
plays the key role. It is important to ascertain the conditions under which the elec-
trolyte shows the best performance. The super ionic conducting temperature range
of α-AgI is 420–713 K and that of RbAg4I5 is 298–505 K. In addition to the superionic
properties even at room temperature, RbAg4I5 is more moisture resistant than AgI.

Ag4HgSe2I2 compound was synthesized through a peritectic reaction L + β-
Ag2Se $ Ag4HgSe2I2 at T = 917 K. Using the EMF method, standard thermody-
namic properties of Ag4HgSe2I2 and activity of silver in it are determined for the
first time. The extremely low values of activity of silver in Ag4HgSe2I2 in the
temperature range 412–482 K are indicative of the superionic nature of the quater-
nary compound.
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Chapter 4

Nanofluid: New Fluids by
Nanotechnology
Mahmoud Salem Ahmed

Abstract

Recently, nanotechnology has played a major part in multifields of heat transfer
processes and developed a remarkable progress in the energy applications. One of
the most plausible applications of nanotechnology is to produce nanoparticles of
high thermal conductivity and mixing with the base fluids that transfer energy
forming what is called nanofluids. Adding of nanoparticles to the base fluid shows a
remarkable enhancement of the thermal properties of the base properties. Nano-
technology has greatly improved the science of heat transfer by improving the
properties of the energy-transmitting fluids. A high heat transfer could be obtained
through the creation of innovative fluid (nanofluids). This also reduces the size of
heat transfer equipment and saves energy.

Keywords: nanofluids, nanoparticles, thermal conductivity, base fluids

1. Introduction

Nowadays, the energy demand worldwide is steadily increasing due to the fast
progress in technology in all fields of life. On the other hand, the fossil fuel had been
taken to decrease, and the alternatives of energy sources are still under research to
raise their efficiency. Besides, the fossil fuel has led to the environment degradation
and global warming [1].

Revolution of nanotechnology and its unique features compared with the large
scale of its originality has been given a major focus. This dramatic growth stemmed
from the multiapplications in various fields of life: medicine, agriculture, engineer-
ing, and industry. Nanotechnology, as a scientific major, studies the properties of
nanoscale materials. Nanotechnology-based techniques could be produced by small
particles in the size of nano of some solid materials such as alumina and titanium
oxide that have relatively high thermal conductivity. The word “nano” is described
as 1 billionth of meter or 10�9 m. Figure 1 shows a comparative sample of different
sizes of materials from large scales to nanoscales. These nanosized particles are
mixed in the base fluid of heat transfer forming a colloidal solution in the stable
case, while its addition to the base fluids of low thermal conductivity probably
increases the heat transfer characteristics of the base fluids. This creative fluid is
known as nanofluid, which has a new heat transfer characteristic as one of the
recent outcomes of nanotechnology. This makes, of course, saving energy exactly
similar to reducing the volume of heat transfer equipment.

Nanotechnology has been widely used in various engineering applications as a
promising alternative in saving energy and reducing the cost of producing
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engineering facilities. This important application is represented by the reduction of
nanoparticles to the size of the nanoparticles and their mixing with fluids of low
thermal properties to give a good type of fluid known as nanofluid.

2. Nanofluids

With the advancement of nanotechnology and its ability to increase the perfor-
mance of solar devices by exploiting it, a new fluid known as nanofluid has been
originated. This is assembled by mixing the base fluid of low thermal conductivity
with solid nanoparticles of high thermal conductivity, and hence the new fluid
(nanofluids) has high transfer characteristic compared with the base fluids [1, 2]. A
nanofluid is a fluid in which nanometer-sized particles, suspended in the base fluid,
form a colloidal solution of nanoparticles in a base fluid. The nanoparticles used in
nanofluids are typically made of metals, oxides, carbides, or carbon nanotubes,
while the base fluids include water, ethylene glycol, and oil. Nanofluids have novel
properties that make them potentially useful in many applications in heat transfer,
including microelectronics, fuel cells, pharmaceutical processes, and hybrid-powe
red engines, engine cooling/vehicle thermal management, domestic refrigerator,
chiller, and heat exchanger and in grinding, machining, and in boiler flue gas
temperature reduction.

2.1 Methods of preparing nanofluids

Nanofluids are produced by several techniques: first step, second step, and other
techniques. To avoid the sedimentation of nanoparticles during its operation, sur-
factant may be added to them. Nanofluid preparation is the first step ahead of any
implementations. Therefore, it entails more focus from researchers to obtain a good
stage of stability. Colloidal theory states that sedimentation in suspensions ceases
when the particle size is below a critical radius due to counterbalancing gravity
forces by the Brownian forces. Nanoparticles of a smaller size may be a better size in
the different applications. However, it has a high surface which leads to the forma-
tion of agglomerates among them [3, 4]. Therefore, to obtain a stable nanofluid
with optimum particle diameter and concentration, it is considered a big challenge

Figure 1.
A comparative of things from large scale to nanoscale.
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for researchers. Two common methods are used to produce nanofluids, the
two-step method and the one step method, and others have worked up some
innovations.

2.1.1 The two-step method

The two-step method is the common method to produce nanofluids.
Nanoparticles of different materials including nanofibers, nanotubes, or other
nanomaterials are first produced as nanosized from 10 to 100 nm by chemical or
physical methods. Then, the nanosized powder will be dispersed in base fluids with
the help of intensive magnetic force agitation, ultrasonic agitation, high-shear
mixing, homogenizing, and ball milling. As resulting from high surface area and
surface activity, nanoparticles tend to aggregate reflecting adversely on the stability
of nanofluid [4–8]. To avoid that effect, the surfactant is added to the nanofluids.

The two-method preparation has been done by many researchers [9–14].
Figure 2 shows a block diagram of preparation of two-step method [15].

2.1.2 One-step method

The one-step process is simultaneously making and dispersing the particles in
the base fluids which could be reduced to the agglomeration of nanoparticles. This
method makes the nanofluid more stable with a limitation of the high cost of the
process [16–25].

2.1.3 Other created methods

Some researchers create other methods to obtain new prepared methods for
nanofluid with relatively high characteristics and more stability. Wei et al. [26]
developed a method to synthesize copper nanofluids. This method can be synthe-
sized through a novel precursor transformation with the help of ultrasonic and
microwave irradiation [27]. Chen et al. [28] obtain monodisperse noble-metal col-
loids through using a phase-transfer method. Feng et al. [29] have used the
aqueous-organic phase-transfer method for preparing gold, silver, and platinum
nanoparticles with the solubility in water. Phase-transfer method is also used to
prepare stable kerosene-based F3O4 nanofluids [30]. As stated above, the research
proved that nanofluids synthesized by chemical solution method could be enhanced
in conductivity with more stability [31].

Figure 2.
Two-step method of preparation of nanofluids [15].
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2.2 Thermophysical properties of nanofluids

Nanofluids have novel properties different from base fluids that included
thermophysical properties such as specific heat, density, viscosity, and thermal
conductivity.

Mixing the nanoparticles into the base fluid changes the thermophysical prop-
erties of the base fluid. The most important thermophysical properties of nanofluids
are nanofluid viscosity, nanofluid convective heat transfer, nanofluid thermal con-
ductivity, and nanofluid specific heat.

The value of specific heat and density of the nanofluids can be determined by
correlations, whereas the viscosity and thermal conductivity have different correlations.

2.2.1 Nanofluid thermal conductivity

Conventional heat transfer fluids, such as oil, water, and ethylene glycol (EG)
mixture, are poor heat transfer fluids. Hence, many trials by researchers to enhance
the heat transfer convection of these fluids through increasing their thermal con-
ductivity. High thermal conductivity is obtained for the nanofluids by adding
nanoparticle of solid materials of high thermal conductivity.

Nanofluids are basically advanced heat transfer fluids as an alternative to the pure
base fluids to improve the heat transfer process through the addition of nanoparticle
materials that have the properties of higher thermal conductivity. This attracted the
attention of researchers to test many nanoparticles that have different thermal con-
ductivity to obtain a high rate of heat transfer and use them in different applications.

The literature reported multiequations describing the thermal conductivity of
nanofluids. The prominent results reported that there are improvements of 5–10%
of the thermal conductivity of nanofluids using the base fluid (water, PAO). As is
reported, there is no critical improvement in the thermal conductivity in compari-
son to the conventional base fluid dependent on particle size and base fluid thermal
conductivity [32–37].

Conventional models of effective thermal conductivity of suspensions are
reported for some researchers [32].

keff
km

¼ 1þ 3 α� 1ð Þ v
αþ 2ð Þ � α� 1ð Þv (1)

keff
km

¼ αþ n� 1ð Þ � n� 1ð Þ 1� αð Þ v
αþ 2ð Þ � α� 1ð Þv (2)

keff
km

¼ 1þ 3βvþ 3β2 þ 3β2

4
þ 9β2 αþ 2ð Þ
16 2αþ 3ð Þ þ…

� �
v2 (3)

keff
km

¼ 1þ 3 α� 1ð Þ
αþ 2ð Þ � α� 1ð Þv vþ f αð Þv2 þ 0 α3

� �� �
(4)

where keff is the effective thermal conductivity of the suspension, n is a shape
factor of nanoparticle, ν is nanoparticle volume fraction, and km and kc are the thermal
conductivity of the suspending medium and solid particle, respectively. Also α and β
are empirical fitting parameters which are defined as (kc/km) and (α �1)/(α +1).

2.2.2 Nanofluid convective heat transfer

Nanofluids have been proven a great potential for heat transfer enhance-
ment [44–47]. Nanofluids have been presented as a promising tool and a good
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alternative to base fluids to save energy, compact devices of low cost and design of
multiequipment used in a different applications with nanofluids as working fluids.

Experimental investigation [38] on Cu- or water-based nanofluids has demon-
strated great enhancement of heat transfer and also reported that friction factor has
a very meager part in the application process. Other scholars [39] have concluded
that a systematic and definite deterioration of the natural convective heat transfer
occurs for the forced convection reliant on the solution concentration, the particle
density, and the aspect ratio of the cylinder. Experimental investigation on Al2O3

nanofluids using water as base fluid has been studied by various research groups,
and they concluded that the heat transfer coefficient in laminar flow [40–42]
increases up to 12–15% and in the case of turbulent flow, it ranges up to 8% [43, 44].
CNT, CuO, SiO, and TiO2 nanofluids using water have been investigated [45–47].
Among these, CNT nanofluid produced similar results to that of Al2O3 nanofluid.
Ding et al. [48] have concluded that the enhancement of heat transfer could be
obtained by varying the flow condition and the fluid concentration. Alternatively,
CuO has been investigated for several wall boundary conditions, and it has reached
good results [3]. The increase in the concentration of the nanofluid on contrary
gives very weak results on the heat transfer coefficient for volume fraction greater
than 0.3% [49]. It is noted from the experiments that the heat transfer coefficient
enhancement can be achieved in the range of 2–5%.

2.2.3 Nanofluid viscosity

Viscosity is one of the parameters that influences the behavior of nanofluids.
Researchers have conducted experiments to test the viscosity through adding the
nanoparticles to the different base fluids, and hence they found out that the viscos-
ity is significantly affected by both variations of temperature and volume fraction of
nanoparticles [50–56]. They have reported correlated equations to quantify the
viscosity based on their experiments using different nanofluids. The following
correlated equations are examples that have been reported by some researchers.

μeff ¼ 1þ 2:5∅p þ 7:349∅2
p þ…

� �
μb (5)

Model for spherical nanoparticles [57]:

μnf ¼ μf
1

1�∅ð Þ2:5 (6)

Model for simple hard sphere systems, the relative viscosity increases with
particle volume fraction ø [57]:

μeff ¼
9
8

∅p=∅pmax
� �1

3

1� ∅p=∅pmax
� �1

3
μb (7)

The model is valid for spherical nanoparticles and for 0.5236 ≤ Φ ≤ 0.7405 [55].
Meaning of Φ = volume fraction and μ = dynamic viscosity.

The SiO2 nanofluid has been investigated [48] and concluded that nanofluid viscos-
ity is dependent on the volume fraction. Other researchers [58] have analyzed commer-
cial engine coolants dispersed with alumina particles. They found out that the nanofluid
produced with calculated amount of oleic acid (surfactant) has been tested for stability.
While the pure base fluid demonstrates Newtonian behavior over themeasured tem-
perature, it turns to a non-Newtonian fluidwith addition of a few alumina nanoparticles.
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2.2.4 Nanofluid specific heat

The specific heat of material is quite an important property to define the thermal
performance of any material [36]. Specific heats of nanofluids may differ according
to the type of base fluids, nanomaterials, and concentration of nanoparticles found in
base fluids. Pak and Cho [59] have investigated the impact of volume fraction of
Al2O3 on specific heat. The investigation showed that 1.10–2.27% decrease in specific
heat occurred for 1.34–2.78% volume fraction of nanoparticle size of 13 nm. Zhao
et al. [68] also noticed a fall in the specific heat capacity of CuO nanofluid by 1.16–5%
compared to base fluid EG for volume fraction of 0.1–0.6% and particle size which
ranges from 25 to 500 nm. Some nanofluids show inconsistent behavior with volume
convergence. Shahrul et al. [60] have conducted a comparative revision on the
specific heat of nanofluids used in energy applications. They have concluded that for
most nanomaterials in base fluids, specific heat decreases with the increase in volume
fraction. Sonawane et al. [61] have investigated specific heat of Al2O3/ATF and
reported the anomalous conduct of specific heat with volume convergence. Increase
in specific heat capacity has also been reported in experimental observations
[36, 62–68]. Fakoor Pakdaman et al. [69] have found out that there is 21–42%
decrease in specific heat capacity of MWCNT/water nanofluid for 0.1–0.4% vol. a
fraction in the range of 5–20 nm size. However, Kumaresan et al. [64] have observed
2.31–9.35% gain. In specific heat capacity of MWCNT/(EG/DW, 30/70) nanofluid for
0.15–0.45% concentration, particle size was kept at 30–50 nm. Nowadays, the result
of experimental data does not signal a discreet and clear-cut indication that there is
the only reduction in the heat capacity with an increment of volume concentration, as
has been reported by several academic figures. Experimental observations on various
nanofluids show increase of specific heat capacity [62–70], whereas experimental
observations exhibit decrease in specific heat capacity performed by many
researchers [59, 61, 71–81].

The specific heat of nanofluid can be determined as function of the particle
volume concentration using the following equation [80]:

ρCp
� �

eff ¼ 1� φð Þ ρCp
� �

bf þ φ ρCp
� �

p (8)

And

ρeff ¼ 1� φð Þρbf þ φρp (9)

3. Applications of nanofluids for heat transfer process

Nowadays, nanofluids play a vital role in heat transfer equipment as a good
alternative in developing the efficiency of the heat transfer equipment and in turn
of reducing the size of the equipment and saving energy.

Since water is a good medium for heat transfer and it is also a good medium
for receiving and storing solar energy during sunrise time, therefore, water is a
good medium for the heating processes and one important source for the
application of solar energy [2, 82, 83]. It is granted that the thermal efficiency of the
FPSWH is relatively low, and therefore researchers have exerted many efforts to
increase its performance. The thermal efficiency of the FPSWH has improved by
using specific techniques [84]. Researchers to enhance the performance of FPSWH
and the thermal efficiency using different methods [85–89] have conducted many
studies.
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The recent researches have revealed that nanofluids have a large effect on
increasing heat transfer. This is done through mixing the nanoparticles materials
that have high thermal conductivity into the working fluid (or called the base fluid).

Now, nanofluids are promising mediums as alternatives to the base fluids, and
hence the researches are still under investigation to improve and develop the heat
transfer equipment systems.

Many works have been conducted to improve the performance of flat plate solar
water heater using different nanoparticles to the base fluid [63–73].

To improve the performance of flat plate solar collector, scholars had conducted
experimental and theoretical studies on flat plate solar collector using nanofluids
with different binary materials (nanoparticles + base fluids) as a working fluid.

Salem Ahmed et al. [90] have conducted an experimental work on the perfor-
mance of chilled water air conditioning unit with and without alumina nanofluids.

They have used the first method to prepare Al2O3 water nanofluids with differ-
ent concentrations by weight, which vary from 0.1, 0.2, 0.3, and 1% wt. Under
operation conditions, experiments have been investigated including a variation of
flow rate of chilled water/alumina nanofluids and the air through the cooling coil.
The results have shown that less time is scored to get the desired chilled fluid
temperature for all the different concentrations of nanofluids (Al2O3-water) com-
pared with pure water.

Again, the findings have shown a reduction of the power consumption and
increase in the cooling capacity, which is in turn an increase in the COP by about 5
and 17% for alumina nanoparticles, concentration of 0.1 and 1% by weight, respec-
tively. A schematic diagram of the experimental work shown in Figures 3 and 4
shows the TEM image of the alumina nanoparticles (Al2O3) used in the experiments.

Xu et al. [91] have conducted experimental and theoretical studies comparing a
novel of parabolic trough concentrator with traditional solar water heater using
nanofluid, CuO/oil. Figure 5 shows a configuration of the novel parabolic trough
concentrator and the traditional solar heater.

Figure 3.
A schematic diagram of the chilled-water air conditioning unit [90].
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As is shown in Figure 5b, a kind of oil added with certain nanoparticles (CuO)
acts as a working fluid. The nanoparticles dispersed in the oil inside the inner tube
directly capture the solar radiation instead of the tube wall coating. The solar
collection efficiency curves for the two collectors suggested that the NDASC was
superior to a conventional IASC within a preferred working temperature range, but
inferior when the tf exceeded a specific critical temperature (tcr) as shown in
Figure 6.

Said et al. [92] have used TiO2-water nanofluid as a working fluid for enhancing
the performance of a flat plate solar collector for the volume fraction of the
nanoparticles 0.1 and 0.3%, respectively, and mass flow rates of the nanofluid vary
from 0.5 to 1.5 kg/min, respectively. Thermophysical properties and reduced sedi-
mentation for TiO2 nanofluid have been obtained using PEG 400 dispersant.
Energy efficiency has increased by 76.6% for 0.1% volume fraction and 0.5 kg/min

Figure 4.
TEM image of Al2O3 nanoparticles used in the experiments [90].

Figure 5.
Schematics of solar collection principles. (a) A conventional indirect absorption solar collector (IASC); (b) the
proposed novel nanofluid-based direct absorption solar collector (NDASC); and (c) the heat transfer around
nanoparticles inside the tube of NDASC [91].
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flow rate, whereas the highest energy efficiency obtained has been 16.9% for 0.1%
volume fraction and 0.5 kg/min flow rate.

The thermal efficiency of the FPSC (μ) and the energy efficiency are given,
respectively, as [92].

The schematic of the solar collector and the experiment is presented in Figure 7.
They also showed that the pressure drop and pumping power of TiO2 nanofluid
were very close to the base fluid for the studied volume fractions [92].

Polvongsri et al. [93] have performed an experimental work to study the per-
formance of a flat plate solar collector (Figure 8) using a silver nanofluid as the

Figure 6.
Variations of solar collection efficiencies with tf,i for both the NDASC and the IASC [91].

Figure 7.
The presentation of the experimental setup in schematic diagram [92].
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working fluid, while water was mixed with 20 nm silver nano with concentrations
of 1000 and 10,000 ppm. The operating conditions of experiments to be done at a
flow rate of working fluid between 0.8 and 1.2 l/min-m2 and the inlet temperature
were controlled in a range of 35–65°C.

It is remarkable that using silver nanofluid as a working fluid could improve the
thermal performance of flat plate collector compared with water, especially at high
inlet temperature as shown in Figure 9.

4. Conclusions

This chapter reviews the recent applications of nanotechnology for nanofluids.
These applications revealed that nanofluids have a promising alternative to enhance
the performance of heat transfer equipment considering the cost, safety, potential
of size reduction, and environmental protection. The present chapter provides a

Figure 8.
Diagram of the experimental setup [93].

Figure 9.
The performance curves of silver nanofluid at 10,000 and 1000 ppm and water [93].
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comprehensive overview of nanofluid as one of the important applications of
nanotechnology and how to obtain it and its thermal properties. There are chal-
lenges hindering the preparation of nanomaterials, including the stability of
nanofluids to take into consideration and worthy of attention on the part of
researchers.
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Chapter 5

Dynamic Viscosity of
Graphene- and Ferrous
Oxide-Based Nanofluids:
Modeling and Experiment
Majid Al-Wadhahi, G. Reza Vakili-Nezhaad
and Ohoud Al Ghafri

Abstract

This study focused on measuring the viscosity and analyzing the behavior of
two types of nanofluids: ferrous oxide-deionized (DI) water nanofluids and
graphene-DI water nanofluids at different temperatures and volume fractions.
Zeta potential measurement, which was performed to check the stability of the
nanofluids, showed stable suspensions. All viscosity measurements were conducted
using a capillary viscometer at temperatures ranging between 25 and 65°C. Both
types of nanofluids showed increasing viscosity with increasing nanoparticle load-
ing and decreasing viscosity with increasing temperature. Furthermore, experi-
ments on different-sized ferrous oxide-based nanofluids revealed inverse relation
between the size of nanoparticles and viscosity. An accurate model was developed
based on the Buckingham Pi theorem to fit all factors affecting viscosity in a
dimensionless form. These factors are the viscosity of the base fluid, nanoparticles’
volume fraction, nanoparticles’size, the temperature of the system, some molecular
properties, and zeta potential.

Keywords: nanofluids, dynamic viscosity, Buckingham Pi theorem, correlation,
zeta potential

1. Introduction

Nanofluids have found many applications in science and industry. Because of
the very complex nature of such fluids, the prediction of their thermophysical
properties has become a challenging problem for research. Among these properties,
viscosity has a vital role in all nanofluids’ transport phenomena. Therefore, a great
deal of effort has been made in the last two decades for developing reliable models
to predict the viscosity of nanofluids. Some studies on nanofluids’ rheological
behavior were devoted to understanding whether these fluids are Newtonian or
non-Newtonian toward finding their viscosity based on the relation between the
shear stress and the shear rate. However, in fact, there are many factors affecting
viscosity of nanofluids, such as temperature, pH, volume fraction, particles’ size,
particle size distribution, electrical double layer (EDL), zeta potential, base fluid
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type, aspect ratio of particles, packing coefficient, particles’ agglomeration,
nanolayers, and magnetic properties for ferromagnetic type of nanoparticles. In the
following, the most recent well-known models for estimating the viscosity of
nanofluids will be summarized. Their application for our experimental data set will
be elaborated. Then, a summary of the experimental works in the literature
followed by our experiments will be presented. Finally, we will discuss the newly
developed model and its performance with regard to the generated data set in the
present chapter.

2. Theoretical models on viscosity of nanofluids

Classical models have predated the invention of the nanofluids, and they were
on the rheological behavior of micrometer- or millimeter-sized suspensions.
Nanofluids are solid-liquid binary fluids; however, they are closer to the fluid state,
unlike conventional fluid containing micrometer- or millimeter-sized particles.
Therefore, most classical theoretical models such as those developed by Einstein,
Smoluchowski, Booth, Ward and Whitmore, Vand, Moony, Roscoe, Brinkman,
Williams, Krieger and Dougherty, Frankel and Acrivos, Farris, Nielsen, Lundgren,
Batchelor, Kitano, Graham, and others are inconvenient to estimate the viscosity of
nanofluids, and we are not going to review them. Since our focus here is only on
the viscosity of nanofluids, we will just present those models that have been
developed for nanofluids. Therefore, the models proposed by Chen, Masoumi,
Hosseini, Selvakumar, Dhinakaran, and White are presented in the following
in brief.

In 2007, Chen et al. [37] modified the work of Krieger and Dougherty. They
assumed a suspension of polydisperse particles (different sized particles),
containing agglomerates, and therefore they derived a new correlation by introduc-
ing maximum packing fraction of agglomerates (Φma) and the fractal index of
agglomerates. This model is given by Eq. (1) where Φa is given by (Φa ¼ Φ=Φma).
The viscosity was assumed to follow a power law with a fractal index (D). Thus, Φa

becomes Φa ¼ Φ aa=að Þ3�D
h i

, where aa=að Þ is the ratio of effective radii of aggre-

gates and primary nanoparticles.

μnf=μbf ¼ 1� Φa

Φm

� �� �� η½ �Φm

(1)

In 2009, Masoumi et al. [39] developed a new semiempirical model, in which the
effects of nanoparticle’s density, Brownian motion, and some physical properties of
the base fluid were considered. They analyzed the dispersion of nanoparticles in a
fluid medium as a two-phase problem and considered five parameters affecting the
viscosity of nanofluids, which are temperature, volume fraction, particles’ size,
nanoparticles’ density, and the physical properties of the base fluid. Eqs. (2)–(4)
show the proposed model with four empirical constants c1, c2, c3, and c4.

μnf ¼ μ0 þ
ρPvBd

2
P

72Cδ
(2)

δ ¼ 3
ffiffiffiffiffiffi
π

6ϕ

r
 dp (3)

C ¼ μ�1
0 c1dpþ c2ð Þϕþ c3dp þ c4

� �� �
(4)
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In 2010, Hosseini et al. [38] proposed a new semiempirical dimensionless model
for the viscosity of nanofluids. They formulated their equation of relative viscosity
based on four dimensionless groups, which consider the effect of the viscosity of
the base fluid, volume fraction of nanoparticles, size of the nanoparticles, thickness
of the capping layer, and temperature on the viscosity of the nanofluid. This
model is given by Eq. (5), in which, π1 ¼ μnf

μnf
, π2 ¼ Φi, π3 ¼ d

1þr, and π4 ¼ T
To.

π1 ¼ exp mþ ω π2 þ γ π3 þ α π4ð Þ (5)

In 2017, Selvakumar and Dhinakaran made a modification on the proposed
model by Chen et al. by introducing the term of interfacial layers surrounding the
clusters [1]. This correlation is given as follows:

μnf=μbf ¼ 1� Φecl

Φm

� �� � η½ �Φm

(6)

Φecl ¼ Φcl 1þ βð Þ (7)

where Φecl is the effective volume fraction of the clusters with interfacial layers,
and β is the ratio of the interfacial layer thickness to the average cluster radius.

3. Summary of experimental studies

Dependence of the viscosity of nanofluids on the nanoparticle loading is widely
studied as mentioned in the previous section. The viscosity of nanofluids containing
various types of nanoparticles like metals, oxides, and carbon nanotubes has been
examined against nanoparticle concentration. Despite extensive experimental stud-
ies on the effect of nanoparticle loading on the viscosity of nanofluids, there is no
universal equation that can predict this property with high accuracy [2]. Moreover,
almost all investigations on the viscosity of nanofluids showed an increase in viscos-
ity with increasing nanoparticle volume fraction [3]. This is noticed in all formerly
mentioned nanofluids, except for carbon nanotube-based nanofluids that exhibit
inverse relation between viscosity and particle loading. In addition, Nadooshan et al.
[4] in their comprehensive study on the rheological behavior of nanofluids have
concluded that most nanofluids display Newtonian behavior at low volume fractions
and non-Newtonian behavior at high nanoparticle volume fractions. Furthermore, it
has been proven that increasing volume fraction can lead to clustering of
nanoparticles, and accordingly the viscosity of the fluid will rise. This increase in
viscosity is due to the increase in surface-to-volume ratio during the aggregate
formation. Duan et al. [5] investigated the effect of aggregation on the viscosity of
Al2O3-water nanofluids and the results confirmed an increase in relative viscosity
with the growth of cluster formation. Gaganpreet and Srivastava [6] also studied the
effect of particle size, particle volume concentration, and concentration of particle
aggregation on viscosity. The results revealed that nanofluid’s volume fraction does
not affect the viscosity directly, and increasing particle loading will result in aggre-
gates. Therefore, viscosity increases as the size of aggregation increases [7].

In all studies on viscosity dependence of temperature in literature, an inverse
relationship between viscosity and temperature has been observed, except for few
works that show antithetical results such as Prasher et al. [8]. Investigations on the
temperature effect on the viscosity of nanofluids have not reached a universal
formula that describes viscosity behavior of such complex fluids as a function of
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temperature. This might be due to the effect of other factors such as the type of base
fluid, volume fraction, and particles’ size on viscosity. Therefore, it was found that
using the relative viscosity term (μnf/μbf) is more beneficial over using the viscos-
ity in its absolute scale, which results in an easier understanding about the depen-
dence of viscosity on temperature [2].

In all early cited studies, the relative viscosity was almost stable with tempera-
ture increase at low to moderate particle loading for nearly all nanofluid types,
while at high nanoparticle concentrations, the relative viscosity starts to increase
with increasing temperature. Few studies showed hysteresis in relative viscosity of
nanofluids with temperature, where the relative viscosity started to increase and
then decrease with increasing temperature. This behavior can be seen in the study
done by Namburu et al. [9] for 29-nm CuO-(60:40) EG/water nanofluid. Other
researchers concluded a reduction in relative viscosity with increasing temperature
like the study of Li et al. [10] on ZnO-EG nanofluids. Investigations on the size
effect of nanoparticles on the viscosity of nanofluids are few, and this can be
referred to three reasons. The first reason is that measurements should be
conducted, at the same time, for at least three nanoparticle sizes of the same type of
nanofluids in the same base fluid. Secondly, the investigator should monitor with
great attention particle distribution within the base fluid, and finally, perhaps many
investigators have been frustrated by contradictory results on viscosity dependence
on nanoparticles’ size. Most studies on the influence of the size of nanoparticles
showed a decrease in viscosity with increasing particle size. However, other studies
have shown conflicting information. He et al.’s [11] and Nguyen et al.’s [12] studies
showed a direct relation of viscosity with nanoparticles’ size. Moreover, Nguyen
et al. [12] have stated that at relatively low particle loading, nanoparticles’sizes have
no virtual effect on the viscosity of nanofluids. Moreover, as nanoparticles’ content
increases, the effect of particles’ size becomes significant and the higher viscosity
will correspond to nanofluids of larger nanoparticle size. Prasher et al. [8], on the
other hand, showed no significant effect on the viscosity of nanofluids by the size of
nanoparticles. These discrepancies can be due to the variations in the production
and measurement methods of various studies in the literature. Additionally, particle
size range at each study is limited, and usually, two to three particle sizes are
studied at a time that makes it difficult to evaluate the dependence of viscosity on
particles’ size. Furthermore, the addition of surfactants or other additives to
nanofluids may affect the interpretation on particles’ size dependence of viscosity,
especially at high temperature where the interaction between nanoparticles and
surfactant molecules is affected. The shape of nanoparticles is also an issue. If the
particle sizes or diameters are the same but the shapes are different, such as spher-
ical and rod-like, then viscosity and other properties will differ [13].

4. Experimental work

The viscosity of nanofluids is a function of many factors. Many researchers have
considered a variety of such factors including type and size of the nanoparticle,
compositional nature of the nanofluid mixture, as well as the temperature and pH of
the mixture. The goal of this contribution is to examine and determine the effect of
such variables on the dynamic viscosity of two types of nanofluids.

4.1 Selection of materials used

The fluids were purchased from the US Research Nanomaterials Company. This
study focuses on the effect of particle size besides the effect of the nanoparticle
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concentration and temperature. Therefore, the nanofluids used in this analysis were
selected based on their particle size and type. Graphene-DI water dispersion was
selected as a nonmetallic nanoparticle dispersion, and three ferrous oxide (Fe2O3)-
DI water dispersions of different nanoparticle sizes were chosen as metallic oxide
nanofluids. Graphene-DI water nanofluid has a weight fraction of 1%, a thickness
between 0.55 and 1.2 nm, a diameter between 1 and 12 μm, specific surface area in
the range of 500–1200 m2/g, and a purity of 99.3%. The true density of the
graphene was not provided by the supplier, and in this case, it was assumed to be
1 g/cm3, for the sake of simplicity, as it has been found in the literature. Graphene is
in sheet form of two-dimensional structures. It has excellent mechanical, thermal,
and electrical properties. However, it is difficult to disperse graphene due to its
large surface area. The US Research Nanomaterials Company labs are using a high-
capacity ultrasonic equipment to disperse graphene in the specific dispersant, and
the results show a very uniform and stable nanofluid. Three different particle sizes
of ferrous oxide (Fe2O3) dispersed in DI water have been selected: 5, 10, and 30 nm.
All iron oxides were dispersed in deionized water using a laser synthesizing method.
Both 5- and 10-nm (Fe2O3)-DI water nanofluids have a weight fraction of 15 wt%,
while 30-nm (Fe2O3)-DI water nanofluid has a weight fraction of 20 wt%. The
purity of 5- and 10-nm nanofluids is 99.9%, whereas the 30-nm dispersion has a
purity of 99.5%. The molar mass of nanoparticles is 159.69 g/mol and they have a
true density of 5.24 g/cm3. They are all spherical in shape. Five samples of
graphene-DI water were prepared and they have volume fractions of 0.15, 0.45,
0.65, 0.85, and 1.00%. For iron oxide-DI water, the volume fractions were selected
based on the stability of the diluted nanofluids and in a suitable range of volume
fractions where other models of iron oxide nanofluid have been developed. The
chosen volume concentrations for all three sets of Fe2O3-DI water were the same in
order to examine the effect of particle size on viscosity. All prepared samples were
ultrasonicated for around 2 hours at room temperature to ensure homogeneity and
stability. Whenever these samples were kept for a long time, they were re-sonicated
for 30 minutes to 1 hour prior to any measurement.

4.2 Zeta potential measurements

The second step was to take the readings of zeta potentials for all samples to
confirm the stability of nanofluid samples. Zeta potential apparatus identifies the
net charge on the nanoparticles, and accordingly gives an idea about the superficial
properties of those particles in a suspension. The concept behind the zeta potential
is that the ionized particles in a suspension are surrounded by two counter ion
layers of the dispersant. The first film-like layer is called the Stern layer, while, the
other loosely attached ions make up the diffusive ion layer, where ions’ arrange-
ment in this layer is affected by the thermal movements and electrical forces. As
nanoparticles move in the dispersing fluid, the ions in the diffusive ion layer keep
moving with the particle that they are associated to, separated from those ions in
the liquid phase as if there is a boundary between them. This boundary is called the
slipping plane. The difference in potentials between the slipping plane around those
particles and fluid medium is the electrokinetic potential or in other words zeta
potential ζ. When zeta potential value (ζ) between a point in the liquid phase and
the slipping plane of particles is high (negative or positive), this will result in a high
resistance of nanoparticles to agglomerate and vice versa. Therefore, zeta potential
measurement is considered as an aid to identify the agglomeration of particles and,
consequently, the stability of the nanofluid. Usually, when low zeta potential (�ζ)
of less than 25 mV is reported, this means the colloidal suspensions in the fluid tend
to flocculate and thus the nanofluid is unstable. Zeta potential values (�ζ) of
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nanofluids between 30 and 40 mV are associated with a poorly stable suspension,
while values ranging between 40 and 60 mV indicate good, stable suspensions, and
those greater than 60 mV signify highly stable nanofluids. Hence, the zeta potential
data have great advantages in commenting on the stability of the samples under
study. Graphene-based nanofluids have an average zeta potential value ranging
from 60 to 80, which is a signpost of excellent stability of the suspension. On the
other hand, iron oxide samples showed fluctuating behavior. For instance, the
average zeta potential value of 5 nm Fe2O3 in DI water is fluctuating in the approx-
imate range of 70 to 290 mV. Overall, this indicates a highly stable 5-nm Fe2O3

nanofluid. The same thing is observed with the other two sets of Fe2O3-DI water. In
the 10-nm Fe2O3-DI water system, the values of zeta potential are between 180 and
370 mV, while in the 30-nm Fe2O3-DI water system, there is a narrow range of
potential between 270 and 350 mV. It is worth mentioning that the 30-nm Fe2O3-DI
water nanofluid is highly stable, and the particles have no tendency to settle down
even after a long time. However, in the 5-nm Fe2O3-DI water and 10-nm Fe2O3-DI
water nanofluids, the nanoparticles lean toward settling down after a long time of
around 1 hour after ultrasonication.

4.3 Viscosity measurements

The viscosity was measured by Cannon-Fenske capillary viscometer. The vis-
cosity of the lowest and highest concentrations of graphene-based nanofluids was
measured first to indicate the size of the capillary tube suitable for the rest of the
measurements. The same step was repeated just with the Fe2O3 (size 5 nm) system.
The viscosities of other ferrous oxide-based nanofluids were measured using the
same capillary tube size. However, the Fe2O3 nanofluid of 30-nm particle size shows
very low viscosity close to that of water. A thermostatic bath was used to regulate
the surrounding temperature. The viscosity of all nanofluids was measured at tem-
peratures of 25, 35, 45, 55, and 65°C. At each specific concentration and tempera-
ture, three readings of time which the fluid takes to flow from the upper mark to the
lower mark of the capillary tube are taken. Viscosity measurement experiments
have been conducted two times to check the results, and the averages of the two
experiments have been calculated. The time is then converted to the kinematic
viscosity by the following equation:

ν ¼ C� t (8)

where ν is the kinematic viscosity in (cSt), C is an approximate constant
specified for each capillary viscometer in (cSt/s), and t is the time in (s). The
kinematic viscosity can be defined as the ratio between the dynamic or absolute
viscosity (μ) in (cp) and bulk density (ρbulk) in (g/cm3) as stated in Eq. (9). The true
density of all samples was provided by the US Research Nanomaterials Company,
and it was 1 (g/cm3) for all samples; therefore, kinematic viscosity and absolute
viscosity are equal.

ν ¼ μ

ρbulk
(9)

The results of the viscosity measurements are given in Table 1. The averages of
the time of both experiments have been calculated, and the corresponding average
viscosities at each volume fraction of nanoparticles and temperature are listed in
Table 1. The standard deviation was also calculated for all viscosity readings of
various samples at different temperatures using Eq. (10). For graphene-based
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Nanofluid
type (vol. %)

T (°C) Experiment 1 Experiment 2 Average
time (s)

Average
viscosity

(cp)Time readings (s) Time readings (s)

1st 2nd 3rd 1st 2nd 3rd

Graphene
(0.15)

25 250.70 250.40 247.70 249.90 249.60 252.10 250.07 1.00

35 201.80 204.73 205.08 207.80 205.93 205.78 205.18 0.82

45 170.27 168.65 168.87 170.67 171.75 172.13 170.39 0.68

55 143.77 143.28 142.30 146.37 148.73 147.70 145.36 0.58

65 122.90 123.27 123.03 128.43 127.93 129.23 125.80 0.50

Graphene
(0.45)

25 318.63 318.80 319.63 325.43 324.60 321.97 321.51 1.29

35 260.00 258.41 258.90 260.93 260.85 261.23 260.06 1.04

45 214.35 214.55 213.15 216.79 218.05 217.25 215.69 0.86

55 181.30 182.73 182.53 183.49 183.93 182.93 182.82 0.73

65 157.37 156.93 157.71 157.97 158.33 158.81 157.85 0.63

Graphene
(0.65)

25 389.06 388.90 388.92 390.34 388.90 389.29 389.23 1.56

35 313.48 314.35 315.70 313.73 314.71 316.16 314.68 1.26

45 257.70 259.60 260.38 258.60 260.90 261.12 259.72 1.04

55 217.63 217.77 218.39 219.67 218.49 219.11 218.51 0.87

65 186.59 187.60 188.20 187.57 196.00 189.50 189.24 0.76

Graphene
(0.85)

25 442.90 445.70 444.00 444.10 452.60 444.60 445.65 1.78

35 357.95 357.38 358.08 359.25 357.13 356.28 357.68 1.43

45 298.70 294.46 293.01 298.36 294.94 293.39 295.48 1.18

55 249.57 245.32 250.05 249.58 245.48 248.85 248.14 0.99

65 210.28 214.00 212.93 210.58 220.20 217.53 214.25 0.86

Graphene
(1.00)

25 518.03 512.88 511.70 512.77 513.92 507.50 512.80 2.05

35 415.14 414.23 414.85 415.56 416.73 410.95 414.58 1.66

45 341.68 341.43 339.68 342.98 342.93 341.52 341.70 1.37

55 287.22 289.43 287.92 286.98 288.67 286.58 287.80 1.15

65 245.26 246.22 247.53 246.26 246.58 247.78 246.60 0.99

5-nm Fe2O3

(0.19)
25 345.70 348.28 360.18 343.06 337.00 405.38 356.60 1.43

35 284.68 299.64 283.23 291.88 317.24 272.25 291.49 1.17

45 233.60 230.72 235.91 222.32 234.28 241.01 232.97 0.93

55 195.90 187.19 194.77 199.06 187.97 207.57 195.41 0.78

65 158.00 158.98 170.48 165.88 164.86 165.80 164.00 0.66

5-nm Fe2O3

(0.29)
25 418.19 417.38 411.18 410.85 423.66 418.26 416.59 1.67

35 328.32 350.46 383.52 339.52 334.86 337.92 345.77 1.38

45 259.23 263.60 268.28 267.43 264.10 287.62 268.38 1.07

55 222.13 218.10 223.89 228.17 224.23 231.01 224.59 0.90

65 188.43 187.20 174.10 180.30 203.33 178.90 185.38 0.74

5-nm Fe2O3

(0.38)
25 523.26 523.85 522.28 529.10 512.59 526.35 522.91 2.09

35 406.90 403.15 406.09 407.57 407.28 409.11 406.68 1.63

45 322.94 318.47 320.18 318.79 316.60 316.25 318.87 1.28
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Nanofluid
type (vol. %)

T (°C) Experiment 1 Experiment 2 Average
time (s)

Average
viscosity

(cp)Time readings (s) Time readings (s)

1st 2nd 3rd 1st 2nd 3rd

55 259.10 258.05 260.15 264.30 259.78 263.68 260.84 1.04

65 217.54 217.55 216.57 213.46 210.19 213.77 214.84 0.86

5-nm Fe2O3

(0.48)
25 618.98 610.76 628.52 653.46 611.01 616.80 623.25 2.49

35 467.39 474.10 476.73 476.51 477.00 479.23 475.16 1.90

45 361.17 364.45 359.74 368.33 367.12 363.13 363.99 1.46

55 282.21 294.03 282.59 285.49 282.61 277.41 284.06 1.14

65 232.76 232.05 235.66 235.45 240.95 239.01 235.98 0.94

5-nm Fe2O3

(0.57)
25 771.14 774.59 772.17 773.82 770.81 767.10 771.60 3.09

35 582.45 579.27 579.10 579.35 583.06 583.37 581.10 2.32

45 430.28 433.95 432.11 432.92 437.02 393.79 426.68 1.71

55 323.19 328.32 342.19 327.17 323.21 325.26 328.22 1.31

65 269.22 271.84 272.04 276.15 273.60 258.92 270.29 1.08

10-nm Fe2O3

(0.19)
25 345.13 344.75 347.30 348.41 340.22 343.93 344.96 1.38

35 281.63 281.65 276.83 308.73 274.35 274.20 282.90 1.13

45 222.12 229.38 218.33 220.75 221.66 223.64 222.64 0.89

55 190.41 191.77 192.49 189.12 192.06 193.14 191.50 0.77

65 162.82 162.24 162.48 168.11 160.87 162.53 163.17 0.65

10-nm Fe2O3

(0.29)
25 409.43 406.30 408.83 410.54 408.27 407.91 408.54 1.63

35 320.74 323.84 322.78 323.86 323.39 321.09 322.62 1.29

45 254.38 258.13 259.79 255.49 251.67 255.28 255.79 1.02

55 215.02 212.51 215.74 215.32 215.60 216.19 215.06 0.86

65 180.16 180.20 178.89 181.24 185.30 182.34 181.36 0.73

10-nm Fe2O3

(0.38)
25 496.91 492.59 503.65 500.00 499.88 500.08 498.85 2.00

35 390.19 391.83 392.82 393.28 386.54 393.11 391.29 1.57

45 299.54 303.98 304.68 302.39 307.65 305.79 304.01 1.22

55 244.85 244.55 249.01 252.55 241.54 249.36 246.98 0.99

65 203.05 205.77 204.25 206.08 210.04 203.75 205.49 0.82

10-nm Fe2O3

(0.48)
25 575.27 615.91 604.10 598.38 621.24 597.00 601.98 2.41

35 464.59 466.14 469.81 466.91 472.86 459.29 466.60 1.87

45 353.15 359.48 354.52 358.46 360.12 356.03 356.96 1.43

55 289.79 285.09 286.16 287.48 280.81 279.59 284.82 1.14

65 236.61 237.00 234.25 235.54 237.90 236.55 236.31 0.95

10-nm Fe2O3

(0.57)
25 714.30 739.84 741.41 736.81 738.13 736.70 734.53 2.94

35 548.79 548.98 548.72 549.32 548.28 549.01 548.85 2.20

45 417.09 417.19 415.47 420.88 414.61 416.73 416.99 1.67

55 320.33 324.88 328.10 321.04 319.04 325.37 323.13 1.29

65 263.47 265.29 266.99 263.94 262.78 268.38 265.14 1.06

30-nm Fe2O3

(0.19)
25 233.03 232.60 233.46 232.50 232.30 232.47 232.73 0.93

35 188.83 191.92 188.56 189.30 189.38 192.54 190.09 0.76
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nanofluids, the average standard deviation was 1.88, while for iron oxide-based
nanofluids, it was 4.22.

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑N

i¼1 xi � xð Þ2
N � 1

s
(10)

As shown in Figure 1, five graphene-based nanofluids at different concentra-
tions (0.15, 0.45, 0.65, 0.85, and 1.00%) were tested under five different tempera-
tures, which are 25, 35, 45, 55, and 65°C. It can be observed that as the temperature
increases, the viscosity declines. Moreover, the viscosity rises with the increasing
concentration. Since the stepwise increase between concentrations is the same, it
can be seen that the gradual increase in viscosity is almost equal between any
concentration and the one above. Figures 2–4 present viscosity measurements for
the iron oxide-based nanofluids for the particle sizes of 5, 10, and 30 nm,

Nanofluid
type (vol. %)

T (°C) Experiment 1 Experiment 2 Average
time (s)

Average
viscosity

(cp)Time readings (s) Time readings (s)

1st 2nd 3rd 1st 2nd 3rd

45 158.42 160.94 157.05 158.71 156.22 159.62 158.49 0.63

55 134.85 136.83 133.57 134.41 129.54 135.61 134.14 0.54

65 114.80 118.47 116.95 117.53 117.50 115.71 116.83 0.47

30-nm Fe2O3

(0.29)
25 239.86 240.99 237.05 237.14 235.48 238.95 238.24 0.95

35 191.74 193.20 194.00 195.66 195.17 195.56 194.22 0.78

45 159.97 161.56 163.00 161.27 162.08 160.21 161.34 0.65

55 137.24 135.68 137.24 137.83 139.32 136.73 137.34 0.55

65 116.79 118.32 119.46 121.47 120.62 117.61 119.04 0.48

30-nm Fe2O3

(0.38)
25 245.77 247.34 244.72 248.23 247.53 245.35 246.49 0.99

35 201.66 201.49 200.33 201.71 201.84 202.34 201.56 0.81

45 164.51 165.07 166.13 165.14 167.18 166.17 165.70 0.66

55 138.33 140.10 140.10 140.20 140.15 139.23 139.69 0.56

65 120.95 121.65 121.04 121.15 123.68 121.61 121.68 0.49

30-nm Fe2O3

(0.48)
25 250.77 249.20 248.87 251.23 253.13 250.76 250.66 1.00

35 206.93 207.65 207.57 207.73 207.68 206.93 207.42 0.83

45 169.64 172.08 172.22 171.70 169.83 172.13 171.26 0.69

55 142.51 141.89 143.99 143.24 144.36 144.07 143.34 0.57

65 124.18 121.90 125.60 124.48 125.25 125.73 124.53 0.50

30-nm Fe2O3

(0.57)
25 258.38 259.87 258.61 259.09 260.06 258.49 259.08 1.04

35 211.78 211.84 211.60 212.15 212.49 211.27 211.86 0.85

45 175.71 174.29 174.04 176.14 175.46 175.86 175.25 0.70

55 147.61 145.43 145.85 148.32 146.82 146.41 146.74 0.59

65 128.39 127.24 126.91 129.12 126.87 128.04 127.76 0.51

Table 1.
Viscosity measurements for all nanofluid samples.
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respectively. It is observed that the viscosity increases with the increase of concen-
tration and with the decrease in temperature. It is also noticed that there is a slight
increase in the viscosities of 5-nm Fe2O3 nanofluid compared with 10-nm Fe2O3

nanofluid.
It is observed that the viscosity increases with the increase of concentration and

with decrease in temperature. Furthermore, it is observed that there is a gradual
increase in the difference between any two lines, knowing that the stepwise
increase in the concentration is even, at the same temperature for a given nanofluid.
In many studies on the effect of nanoparticle size on the viscosity of a fluid, it was
found that at very low volume fractions, the effect of particle size is not significant,

Figure 1.
Viscosity measurements of graphene samples.

Figure 2.
Viscosity measurements of 5-nm Fe2O3-based nanofluid.
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and at higher volume concentrations, the effect becomes more obvious. For exam-
ple, when two aluminum oxide water nanofluids have a different particle size of 36
and 47 nm, and the same volume fraction of less than 4 vol%, the measured
viscosities of both are virtually equal. But when the volume fraction has increased
beyond 4 vol%, the viscosity of 36-nm Al2O3-water nanofluid is much higher than
that of 47-nm Al2O3-water nanofluid. Few studies have been carried out to see the
effect of particle size on the viscosity of nanofluids. Some of them concluded a
reduction in viscosity with decreasing particle size like for the system of TiO2-water

Figure 3.
Viscosity measurements of 10-nm Fe2O3-based nanofluid.

Figure 4.
Viscosity measurements of 30-nm Fe2O3-based nanofluid.

77

Dynamic Viscosity of Graphene- and Ferrous Oxide-Based Nanofluids: Modeling and Experiment
DOI: http://dx.doi.org/10.5772/intechopen.85821



nanofluids with relatively large particle size (95, 132, and 230 nm) and low concen-
trations of less than 1.2 vol%. Many other studies have found an inverse relation
between nanoparticle size and viscosity of nanofluid such as Namburu et al.’s study
on aluminum oxide ethylene glycol-based nanofluid, Rudyak’s experimental
research on silicon oxide water-based nanofluids, and molecular dynamics simula-
tions of Vakili-Nezhaad et al. [40, 41]. Until now, there has been no distinct
explanation for this behavior of nanofluids.

5. Modeling and analysis

5.1 Calculating viscosity of nanofluids using models from literature

Since there are few models on the effect of nanoparticle size on viscosity along
with the temperature and volume concentration factors, four models have been
selected to reproduce the relative viscosity of graphene and ferrous oxide-based
nanofluids. Three of them predict viscosity as a function of temperature, volume
fraction, and size of nanoparticles. These models have been selected based on their
specifications of nanoparticle material, base fluid, temperature range, and volume
fraction. All chosen equations consider nonmetallic or metal oxide nanoparticles,
which are dispersed in water at low volume fractions of less than 9 vol%, and
viscosity is measured at temperatures ranging between 20 and 90°C. Average abso-
lute deviations were calculated by Eq. (11) to comment on and verify the accuracy
of the models.

AAD% ¼ 1
n

∑
n

i¼1

μrð Þ exp � μrð Þprd
� �

μrð Þ exp
� 100

������

������

8<
:

9=
; (11)

The first model is that of Azmi et al. [14]. They have proposed Eq. (12) for the
viscosity of Al2O3 and CuO nanoparticle in water as base fluid. Here, μnf and μw are
the viscosity of nanofluid and water in cp, Tnf and Tw are temperatures of nanofluid
and water in °C, Φp is the volume fraction of nanoparticles, and dp is nanoparticles’
size in nm.

μnf ¼ μw 1þ Φ

100

� �11:3

1þ Tnf

70

� ��0:038

1þ dp
170

� ��0:061

(12)

μw ¼ 0:00169� 4:25263e� 5� Tw þ 4:9255e� 7 � Twð Þ2 � 2:09935e� 9� Twð Þ3 (13)

In this model, experimental results are taken from the works of Wang et al. [15],
Pak and Cho [16], Zeinali Heris et al. [17], Nguyen et al. [12], He et al., (2007),
Nguyen et al. [18], Lee et al. [19], Hwang et al. [20], Duangthongsuk and
Wongwises [21], and Lee et al. [22] to build a new nonlinear regression equation. In
these experimental works, the particles’ sizes of aluminum oxide are 36 and 47 nm,
while the particle size of copper oxide is 29 nm. All volume fractions that have been
investigated are less than 4%, and viscosity was measured at ambient temperature.
Eq. (12) has shown an average absolute deviation of 2.89% for calculating the
viscosity of Al2O3 and CuO nanoparticles in water as base fluid. However, when it
was used to calculate the viscosity of all ferrous oxide nanoparticles, the average
absolute deviation (AAD%) was 38.48%. Moreover, it was observed that the lowest
AAD% was that calculated for 30-nm Fe2O3-based nanofluids in water, where the
particle size of this nanofluid is close to that of Al2O3-water and CuO-water
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nanofluids used to generate this model. For graphene, the average absolute devia-
tion (AAD%) between the experimental data and estimated viscosity using Eq. (12)
was 41.02%. The second model is proposed by Khanafer and Vafai [23], and given
by Eq. (14), where μeff is the dynamic viscosity of nanofluid in mPa.s (1 cp = 1 mPa.s),
T is the temperature in °C, Φp is the volume fraction of nanoparticles, and dp is
nanoparticles’ size in nm.

μeff ¼� 0:4491þ 28:837
T

þ 0:574Φp � 0:1634Φ2
p þ 23:053

Φ2
p

T2 þ 0:0132Φ3
p

� 2354:735
Φp

T3 þ 23:498
Φp

d2p
� 3:0185

Φ3
p

d2p

(14)

This equation estimates the viscosity of various Al2O3-water nanofluids with
volume fractions between 1 and 9% with particle size ranges from 13 to 131 nm,
and at temperatures between 20 and 70°C. This equation was developed using
various viscosity data of Al2O3-water in the literature which are presented in
Keblinski et al. [24], Putra et al. [25], Nguyen et al. [12], and Anoop et al. [26].
Khanafer and Vafai [23] have stated that their regression equation shows a
correlation coefficient of (R2) of 99% for all experimental data of Al2O3-water
nanofluids. When Khanafer and Vafai’s [23] model was used to find the viscosity of
all Fe2O3-deionized water nanofluids of our work at different conditions of tem-
peratures and volume fractions, a 78.10% average absolute deviation (AAD%) was
observed. For our graphene-based nanofluids, the AAD% was 77.74%. In both
cases, the error was too high.

The model proposed by Sekhar and Sharma [27] is the third model used to
predict the viscosity of the nanofluids of this study, and their correlation is shown in
Eq. (15) below, where μr is the relative viscosity of the nanofluid to its base fluid, Φ
is the volume fraction of nanoparticles, Tnf is the temperature in °C, and dp is
nanoparticles’ size in nm.

μr ¼ 0:935 1þ Tnf

70

� �0:5602

1þ dp
80

� ��0:05915

1þ Φ

100

� �10:51

(15)

Sekhar and Sharma referred to experimental measurements of Al2O3-water
nanofluids’ viscosity in literature, to cover diverse particle sizes, volume fractions,
and temperatures. They have considered experimental data for viscosity of Al2O3-
water nanofluids from studies of Pak and Cho [16], Das et al. [28], Prasher et al. [8],
Jang et al. [29], Timofeeva et al. [30], Lee et al. [19], Williams et al. [31], Nguyen
et al. [18], Tavman et al. [32], Anoop et al. [26], Chandrasekar et al. [33], Duan et al.
[5], and Murshed [34] along with their measurements to develop Eq. (15). There-
fore, this equation can predict the viscosity of Al2O3-water nanofluids of 13–100 nm
particle size and volume fraction ranges between 0.01 and 5%, at temperature
ranges from 20 to 70°C. This model has an average absolute deviation of 9% with all
Al2O3-water nanofluids’ experimental data of viscosity. Regarding our experimental
data, a large deviation (AAD%) of 29.32 and 23.43% was shown when the viscosity
of Fe2O3-deionized water and graphene-deionized water nanofluids was calculated
using Eq. (15), respectively. The deviation between the calculated viscosity and the
experimental results was the lowest for 30-nm Fe2O3-deionized water nanofluids
(average 12.93%), while in other nanofluids the error was much higher.

The fourth examined model is the model developed by Ahammed et al. [35] for
graphene-water-based nanofluids of 1–5-nm particle thickness. This model is
presented in Eq. (16). It is obvious that this equation of relative viscosity is a
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function of two variables: temperature and volume fraction. T∞ and T are the
ambient temperature and nanofluid temperature in °C, respectively, and Φ is the
volume fraction.

μnf
μbf

¼ 4:682
T∞

T

� �0:00049

Φ0:1794 (16)

In this model, measurement of the viscosity was for three different volume
fractions of graphene: 0.05, 0.1, and 0.15%, at nine temperatures between 10 and
90°C. The measured viscosities have an average absolute deviation of 2% with the
calculated viscosities by Eq. (16). Eq. (16) has been used in this research to predict
the viscosities of all graphene and ferrous oxide-based nanofluids. The correlation
predicts the viscosity of the graphene-based nanofluids and all Fe2O3-deionized
water nanofluids with the AAD% of 13.91 and 29.5%, respectively. It is also noticed
that Eq. (16) represents the viscosity of 5- and 10-nm Fe2O3-deionized water
nanofluids better than its prediction for the viscosity of 30-nm Fe2O3-deionized
water nanofluids. Furthermore, it was expected that this equation will give better
predictions of graphene-DI water nanofluid of our study; however, the deviation
somehow was high (13.91%). Table 2 shows the average absolute deviation (AAD%)
between the predicted viscosities by all four models and our experimental data of all
graphene and ferrous oxide water-based nanofluids.

5.2 Development of a new model for the viscosity of nanofluids

In this section, we aim to develop a new correlation for calculation of the
viscosity of our nanofluids with higher accuracy compared to the models available
in the literature. The model was developed based on Vaschy-Buckingham theorem
or dimensionless analysis theorem, which will be elaborated here in brief. In
Vaschy-Buckingham theorem or dimensionless analysis theorem, any equation that
describes a physical phenomenon includes a number of (n) variables that can be
rewritten as (n–k) independent dimensionless coefficients (π), where (n) is all
physical quantities that are related or have effect on any physical phenomenon and
k corresponds to the number of base quantities or fundamental dimensions such as
dimensions of mass, length, and time for the mechanical system. In 1914,
Buckingham [36] stated that any physical equation of different kinds of physical
quantities can be written in the following form,

Model 5-nm Fe2O3-
DI water

10-nm
Fe2O3-DI
water

30-nm
Fe2O3-DI
water

All Fe2O3-DI
water nanofluids

0.875-nm
graphene-DI

water

Azmi et al.
[14]

52.12 51.15 11.51 38.48 41.02

Khanafer and
Vafai [23]

82.24 82.95 67.76 78.10 77.74

Sekhar and
Sharma [27]

37.97 36.64 12.93 29.32 23.43

Ahammed
et al. [35]

18.43 16.67 52.73 29.50 13.91

Table 2.
Average absolute deviations (%) between measured relative viscosities and estimated relative viscosities using
different models for all Fe2O3- and graphene-based nanofluids in the present study.
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f Q1;Q2;Q3;……::Qnð Þ ¼ 0 (17)

If the physical equation contains some several quantities of any kind, the equa-
tion will be in form (18), in which r0, r

0 0
…. etc. are the ratios of each one of these

quantities to a chosen quantity of the same kind.

f Q1;Q2;Q3;……::Qn; r
0; r00…ð Þ ¼ 0 (18)

At this stage, let us focus on the form (18), assuming that there are no several
quantities of the same kind. Every complete physical equation has the form (19).

∑ M Q1
b1Q2

b2……:Qn
bn ¼ 0 (19)

According to the dimensional homogeneity’s principle of Fourier, any physical
equation must be homogenous in dimensions, which means each term in the equa-
tion must have the same dimension. This can be done through dividing Eq. (19) by
any term; thus, the resulting equation will be in the form (20), where Ns are
dimensionless numbers, and a1, a2…an are exponents that make all terms dimen-
sionless (i.e., a1 þ a2 þ…þ an ¼ 0)

∑ N Q1
a1Q2

a2……:Qn
an þ 1 ¼ 0 (20)

Now, if

π ¼ Q1
a1Q2

a2…:Qn
an (21)

then, Eq. (20) will be in the form of Eq. (22)

∑ N π þ 1 ¼ 0 (22)

Since π is dimensionless, the product of all π0s, let say, π1x1π2x2…:πixn , will also be
dimensionless. In other words, each π is, now, an independent dimensionless prod-
uct of quantities Q in Eq. (21); hence, Eq. (22) can be rewritten in the form (23) and
(24). Note that up to this stage Fourier principle is still satisfied. Moreover,
according to Eq. (20) and (21), every π term equals 1
(i.e., π1½ � ¼ π2½ � ¼ π3½ � ¼ …: ¼ πi½ � ¼ 1½ �, and ∑n

j¼1 xj
� � ¼ 0).

∑ N π1
x1π2

x2…:πi
xn þ 1 ¼ 0 (23)

ψ π1; π2; π3; :…πið Þ ¼ 0 (24)

The aim of the previous steps is to convert Eqs. (17)–(24) by combining differ-
ent Q variables in various ways into dimensionless terms. After that, Buckingham
gave a restriction for the maximum number of dimensionless terms (i). Buckingham
assumed that k is the number of the fundamental dimensions, n is the number
of quantities (Qs) that can be derived from the base quantities, and, thus, i equals
(n–k).

π1½ � ¼ Q1
α1Q2

β1…Qk
γ1P1

� � ¼ 1½ �
π2½ � ¼ Q1

α2Q2
β2…Qk

γ2P2
� � ¼ 1½ �

……::

πi½ � ¼ Q1
αiQ2

βi…Qk
γiPi

� � ¼ 1½ �

8>>>>><
>>>>>:

9>>>>>=
>>>>>;

(25)
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Eq. (25) shows the form of independent dimensionless terms of a physical
phenomenon. In order to get each dimensionless term, take k number of differ-
ent kind quantities and let them be Q1 to Qk in all π equations. Then each
remaining (n-k) of different kind quantities to be the (P 0s) terms in each π
equation. Q 0s are chosen such that they contain all base dimensions like mass,
length, and time. Furthermore, it should be noted that those dimensions are not
built on the size of the base quantities (fundamental dimensions). They are just
dependent on the interrelation between them. Additionally, choosing different
combinations of different kind quantities to be Q1 to Qk will result in a different
structure of Eq. (24). In this study, it was assumed that the viscosity of a
nanofluid is affected by the viscosity of the base fluid, particles’ concentration,
nanoparticles’ diameter, particles’ diameter of the base fluid, kinetic or thermal
energy due to temperature (T), and interaction between particles through zeta
potential (ζ), and electron charge (e) as stated in Eq. (26). Boltzmann’s constant
is considered to be the average kinetic energy of a particle due to the increase in
temperature by 1 K. Although, both electron charge (e) and Boltzmann’s con-
stant (k) are constants, they are not dimensionless; thus, according to the
Buckingham theorem, they are physical quantities that can be measured and
derived from other quantities. Therefore, they appear in the following equation
as two quantities.

f μnf ; μbf ;Φ; dp; do;T; k; e; ζ
� �

¼ 0 (26)

μnf and μbf are the viscosities of the nanofluids and water in cp, T is nanofluids’
temperature in K; Φ is the volume fraction; dp is nanoparticles’ size in nm; do is the
diameter of water molecule which is 0.275 nm; e is the electron charge which is
1:60218� 10�19 C; ζ is the zeta potential in V; and k is the Boltzmann constant,
1:38066� 10�23J=K. In this model, prediction of viscosity was enhanced by includ-
ing a term, which consists of two factors, kT and eζ. A closer look at Eq. (26) reveals
that we have seven different kinds of quantities. Since μnf and μbf are of the same
kind, and dp and do are also of the same kind; then, Eq. (26) will be in the form of
Eq. (27). Consequently, the physical equation has (n) different kinds of quantities

(n = 7), where three of them are dimensionless ratios (i.e., r0 ¼ Φ, r
0 0 ¼ μnf

μbf
, r

0 0 0 ¼ dp
do
).

The number of fundamental dimensions (k) is 5; these are mass (M), time (T),
length (L), temperature (ʘ), and electrical current (I).

f Q1;Q2;Q3;Q4; r
0; r

0 0
; r

0 0 0
� �

¼ f T; k; e; ζ;Φ;
μnf
μbf

;
dp
do

 !
¼ 0 (27)

Eventually, based on the mentioned theory, the following form of function φ
in Eq. (28) was obtained, in which all constants C0, C1, C2, and C3 are empirical
constants to be obtained by nonlinear regression analysis using experimental
data set.

μnf
μbf

¼ C0ΦC1
dp
do

� �C2

exp
C3eζ
kT

� �
(28)

Microsoft Excel was used to list all independent and dependent variables and all
data of trials to get the best fit’s coefficients, while MATLAB was used to import the
data from Excel and find the best regression coefficient in each trial. Changing
initial values, repeating trials, and calculating the average absolute deviation
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between the expected and the predicted relative viscosity were repetitive processes
used to get the best nonlinear regression model for the viscosity of nanofluids. The
optimized parameters of C0, C1, C2, and C3 which provide the best fit are tabulated
in Table 3 for both graphene- and Fe2O3-based nanofluids.

An average absolute deviation of 13.74% between the calculated relative viscos-
ities by the new model and the experimental data for all iron oxide-based nanofluids
was obtained. For graphene-based nanofluids, it was 5.82%. It is obvious that this
model reduces the deviation for all types of nanofluids since it includes the
nanoparticle’s size effect besides the effect of kinetic and potential energies between
nanoparticles. Table 4 shows the overall average absolute deviations (AAD%) for
all models from the literature and the new developed model in this research. It
shows enhancement in estimating the viscosity of nanofluids by the new model.

A comparison between experimental data and calculated values by different
models for graphene-based nanofluids was made. It was observed that most of the
points calculated by the new model were in the range of �5 to +5% deviation from
the experimental data resulting in an average absolute deviation of 5.82%. For the
model proposed by Ahammed et al. [35], the calculated points are spread over a
range of deviation from �10% and higher than +20%, resulting in an average
absolute deviation of 13.91%. For the models of Sekhar and Sharma [27], Azmi et al.
[14], and Khanafer and Vafai [23], most of the calculated points have
deviations’ ranges lower than �20%. The average absolute deviations of those
models are 23.43, 41.02, and 77.74% respectively, and they underestimate the vis-
cosity of graphene-based nanofluids. A similar comparison was made between the
experimental data and calculated values by different models for Fe2O3-based
nanofluids. It was noticed that most of the points of the new model are widely
spread over the range of �20 to +20% deviations which finally gives an average
absolute deviation of 13.74%. The model proposed by Ahammed et al. [35]

Constant All Fe2O3-DI water nanofluids Graphene-DI water nanofluids

C0 191.791451 3.384594

C1 0.590026 0.342364

C2 �0.414975 0.674537

C3 0.0165741 0.117727

Table 3.
Values of constants for the proposed new model.

Model All Fe2O3-DI water
nanofluids

Graphene-DI water
nanofluids

Semi-empirical model (present
work)

13.74% 5.82%

Ahammed et al. [35] 29.50% 13.91%

Sekhar and Sharma [27] 29.32% 23.43%

Azmi et al. [14] 38.48% 41.02%

Khanafer and Vafai [23] 78.10% 77.74%

Table 4.
Average absolute deviations between measured relative viscosities and predicted relative viscosities using
different models for all Fe2O3- and graphene-based nanofluids.
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underestimates the relative viscosity of 5- and 10-nm-sized Fe2O3-based
nanofluids, while it overestimates the relative viscosity of 30-nm Fe2O3-based
nanofluids. Most data points for this model are in the range from 1% to over 30%
deviations, which resulted in an average absolute deviation of 29.50%. For models
of Sekhar and Sharma [27], Azmi et al. [14], and Khanafer and Vafai [23], most of
the points were found to lie on the ranges lower than �20% deviations, which
resulted in the average absolute deviations of 29.32, 38.48, and 78.10%, respectively.
The models proposed by Azmi et al. [14] and Khanafer and Vafai [23] underesti-
mate the relative viscosities of all Fe2O3-based nanofluids, while the model of
Sekhar and Sharma [27] overestimates the relative viscosity of 30-nm Fe2O3-based
nanofluids. The model proposed by Sekhar and Sharma [27] underestimates the
relative viscosity of 5- and 10-nm Fe2O3-based nanofluids.

6. Conclusions

This study focused on measuring the viscosity and analyzing the behavior of two
types of nanofluids: ferrous oxide-DI water nanofluids (three sizes) and graphene-
DI water nanofluids. The viscosity of graphene-based nanofluids was measured at
different volume fractions of 0.15, 0.45, 0.65, 0.85, and 1.00%. We measured the
viscosities of three different sizes of ferrous oxide-based nanofluids at volume
fractions of 0.19, 0.29, 0.38, 0.48, and 0.57%. Zeta potential measurement was
performed to check the stability of nanofluids, and all zeta potential values were
above 60 mV, which indicates stabled suspensions. All viscosity measurements
were conducted using capillary viscometer at temperatures ranging between 25
and 65°C. Both types of nanofluids showed increasing viscosity with increasing
nanoparticle loading, and decreasing viscosity with increasing temperatures.
Furthermore, testing ferrous oxide-based nanofluids of different sizes revealed an
inverse relation between the size of nanoparticles and viscosity. A total of 100 data
points were generated and compared with the calculated values using the most
relevant models available in the literature. All those models showed relatively high
deviations from measured viscosities. Therefore, similar to other researches in this
field, we developed a new model for the best fit with our experimental data. This
model was developed using the Buckingham Pi theorem and it has a better perfor-
mance compared to the other published models. It seems that there is still a long
way to go to come up with a unified and universal model for the prediction of the
viscosity of nanofluids because of the very complex nature of such materials.
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Thermal Conductivity of Dusty
Plasmas through Molecular
Dynamics Simulations
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Abstract

The studies of strongly coupled complex plasmas are of significant in the area
of science and technology. The plasma thermal conductivity strongly coupled
(complex) plasmas is of significant in scientific technology, because it behaves as
complex fluids. The two-dimensional (2D) plasma thermal conductivity of strongly
coupled complex dusty plasmas (SCCDPs) has been investigated by using the
homogenous nonequilibrium molecular dynamics (HNEMD) simulations, proposed
by Evan-Gillan scheme, at higher screening parameter к. In our case, we have
chosen particularly higher screening strength (к) for calculating plasma thermal
conductivity. The new simulations of plasma thermal conductivity are computed
over an extensive range of plasma states (Г, к) for suitable system sizes by applying
the HNEMD simulation method at constant external force field strength (F*). It is
found that the plasma thermal conductivity of SCCDPS decreases by increasing
plasma states (Г, к). The calculations show that the kinetic energy of SCCDPS
depends upon the system temperature (1/Г) and it is independent of к for higher
screening parameter. The new results of thermal conductivity obtained from an
improved HNEMD algorithm are in satisfactory agreement with earlier known
numerical results and experimental data for 2D SCCDPS. It is depicted that the
HNEMD method is a powerful tool to calculate an accurate plasma thermal con-
ductivity of 2D SCCDPS.

Keywords: plasma thermal conductivity, strongly coupled, homogenous
nonequilibrium molecular dynamics, force field strength, system size

1. Introduction

The thermophysical properties or physical properties of complex fluids are
changed with the variation of pressure, temperature, and composition of the mate-
rial, but the chemical properties remain unchanged. The phase transition of simple
and complex liquids is explained by thermophysical properties [1]. Thermophysical
properties consist of both thermodynamic and transport properties of fluid mate-
rials. Thermodynamic properties define the equilibrium conditions of the system
which consist of temperature, heat capacity, entropy, pressure, internal energy,
enthalpy and density whereas the transport properties include thermal conductivity,
diffusion viscosity and waves with its instabilities. These transport properties tell
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the transfer of energy and momentum to the system under consideration. The
transport and thermodynamic properties contain information about the physical
phenomena and help to design a system [2]. The thermal properties are calculated
through experimentally, computer simulations and can predict through theoreti-
cally. The essential transport coefficient of dusty plasma is thermal conductivity
and depends upon the internal energy of the particles. The thermal properties of
dusty plasmas are computed for a wide combination of dusty plasma parameters by
employing different computational techniques. It is a sensitive and complex
parameter from the computational point of view because it directly depends on the
internal energy of particles. At low temperature and high density, the thermal
property of complex liquids/nonideal gases (dusty plasma) is dissimilar from ideal
gases (H2, O2, N2, and H2O) at same higher system parameters. For the calculation
of transport properties, particular numerical models are proposed in order to inves-
tigate thermal properties for an extensive range of system temperature and density
values (Γ, κ). Complex fluids (dusty plasma fluids) have used for many purposes,
like power generation, semiconductors industry, cosmetics, paper industry, etc.

1.1 Significance of thermal conductivity

Thermal conductivity is the measurement of heat transfer rate in materials; the
experimental parameter gives the information at the microscopic level. It has
treated via theoretically based on kinetic theory, Boltzmann equation and linear
response theory. The management of thermal transport is in increasing demands in
the field of modern technologies. It plays a critical role in a wide variety of practical
applications, such as well-organized heat dissipation in nanoelectronics and heat
conduction hindering in solid-state thermoelectric. It is well established that heat
transport in semiconductors and insulators efficiently modulated by materials
processing or structural engineering. Though, practically all the existing approaches
include altering the original atomic structure of materials that would delay due to
either irreversible structure change or limited tunability of thermal conductivity.
The inherent relationship between phonon behaviors and interatomic electrostatic
interaction is the efficiently manipulating by thermal transport in materials funda-
mental thermal physical problems. Electronics cooling or high performance thermal
management systems here higher thermal conductivity is needed. Phonons play a
dominant role in the thermal transport of semiconductors and insulators [3]. Ther-
mal conductivity and mass transmission over a stretched heated surface with dif-
ferent effects have an abundant and extensive range of applications in various
engineering and industrial disciplines. These include glass blowing, extrusion pro-
cess, melt-spinning, design of heat exchangers, wire and fiber coating, glass fiber
production, manufacturing of plastic and rubber sheets, etc. Dusty plasma complex
liquids have used in various industries such as semiconductors, energy-powered
engineering industries, and microelectronics, and currently, they have vastly used
in the field of nanotechnology. It is very necessary to increases thermal conductivity,
which increases heat transfer rates. The main concept of the thermal conductivity
of different materials and fluids is to increase the transfer heat quickly [4].

1.2 Plasma

Plasma is an ionized gas that contains neutral particles (such as molecules,
radicals, and atoms) electrons and positively charged ions. In the universe, 99% of
physical matter is in the plasma state and the rest part of the world is only about 1%
[5]. In science and technology, plasma has extensive applications and exists in
various forms. In space, most of the visible things are in the plasma state, sun and
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stars are the significant examples of plasma in our universe. Constitutes of plasma
show different behaviors such as quasi-neutrality that comes when positive charges
and negative charges density becomes equal. Criteria of plasma at the laboratory
level must satisfy three conditions by which we can say that gas is in plasma state or
not at a given temperature and number of particles per centimeter cubic. These are
three conditions are: (i) ND ≫ 1, this mathematical condition shows that the num-
ber of particles inside the Debye sphere must be greater than unity; otherwise, that
particular gas at given temperature and number of particles per centimeter cubic is
not a plasma. Here, ND = 4

3 π n λ3D, where n is the number of particles, and λD is the
Debye length. The size of the Debye length depends upon temperature and density.
If the temperature is high, then the size of the Debye length will be large, and if the
temperature is low, the size will be small. If the density of plasma is large, then the
size of the Debye length will be small, and if the density of plasma is small, then the
size of the Debye length will be large, (ii) λD < L, the second condition shows that
the size of the ionized system must be greater than the Debye length. Here L is the
size of the ionized system, (iii) ωp > υc or Tc > 1, the third condition shows that
plasma frequency (ωp) must be greater than the collisional frequency (υc), where
1/ωp = Tc, here ωp is the plasma frequency and Tc is the mean time between
collisions with neutral atoms [6].

1.2.1 Types of plasmas

Plasma can be described based on different characteristics, such as density,
temperature, and degree of ionization of ionized gas. Based on these characteristics,
we can differentiate plasma into different types, which have succinctly discussed
below. The ratio between charged particles to the total number of particles, includ-
ing ions and neutrals, is proportional to the degree of ionization of plasma. The
charged particle collisions dominate in plasma if the degree of ionization is high. It
is low if the collisions between charged particles and neutrals have not dominated.
These types are given as (i) Cold plasma: the number of electrons and ions equally
exists in the positive column of a glow discharged tube in case of nonthermal
plasmas (cold plasmas) in the laboratory. The collisions between electrons and
neutral atoms depend upon the gas pressure; if the gas pressure is low, then colli-
sions between them are not frequent, and if the pressure of the gas is high, then
collisions are more frequent. The motion of gas molecules and ions have overlooked
as compared to the motion of electrons because electrons have very high energy
than that of the molecules of gas. That is why the nonthermal equilibrium does not
exist between them. In the case of cold plasma, the temperature sequence Te ≫ Ti

≫ Tg exists between electrons, ions, and gas molecules. In cold plasma, only the
electric forces had considered, and the magnetic effects can have ignored. The cold
plasma has various applications in different fields such as medical, for example, to
sterilize the surface medical instruments, meat, and meat products. For increasing
the surface energy of polymers, cold plasma technology has used. To increasing
printability and adhesion, the recently developed cold plasma technology has been
used. (ii) Hot plasma: hot plasma is also known as thermal or fully ionized plasma;
the collisions between ions and neutral particles are more frequently at high pres-
sure. The temperatures of both species are approximately equal that fulfill the basic
conditions of hot plasma (Te � Ti). In other words, we can say that in hot plasma,
all the species have the same temperature. In the hot plasma, the thermal agitations
of electrons, ions, and gas molecules cannot have ignored. In the case of hot plasma,
the number of charges present in the cloud around the charge ball will be less than
the charges on the ball. The screening is not perfect and there is the leakage of
electric potential in the order of KBT/e from the cloud. This leakage of electric
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potential is responsible for waves [5]. (iii) Ultracold plasma: the type of plasma
which happens at low temperature (�1 K) is known as ultracold plasma and it is
created in several atomic systems containing cesium, rubidium, xenon, calcium,
and strontium. Any atoms that can be simply laser-cooled and has a suitable laser
wavelength for photoionization have used to create ultracold plasma. The particles
have strongly interacted in ultracold plasmas because their thermal energy is less
than that of Coulomb energy between the adjacent particles [7]. (iv) Ideal plasma:
the type of plasma in which Coulomb collisions are negligible, and the potential
energy is minimal than the kinetic energy, then such kind of plasma is called ideal
plasma. This type of plasmas has small densities and very high temperatures.

1.2.2 Role of nonideal (complex) plasma

In nonideal plasmas, the Coulomb collisions are not negligible. The mean energy
of interparticle interactions increases by increasing the density. Nonideal plasmas
become when the mean K.E and the mean power of the interparticle interactions
become comparable. It can occur in the dense planetary atmosphere during the
hypersonic motion of bodies, as a result of simulation of matter by sharp shock,
concentrated laser radiations, detonation, and electric explosion waves and under
the powerful chemical and nuclear explosion conditions and electron and ion fluxes.
Because Coulomb collisions are active in nonideal plasmas, so, on the bases of
Coulomb coupling, the nonideal (complex) plasmas have categorized in two classes.
(i) Strongly coupled dusty plasma (SCDP) and (ii) weakly coupled dusty plasma
(WCDP). These two terms have described by using the plasma coupling parameter
Г of a collection of charged particles, which is the ratio between potential energy to
kinetic energy. Mathematically Coulomb coupling parameter is given as, Г = <P.E>/
<K.E> � Q2/dkBT. Strongly coupled plasmas, which are also known as nonideal
plasmas, are the collection of a multicomponent charged particle that interacts with
each other and remains at fixed positions. If the Coulomb coupling parameter “Г” is
more significant than unity (Г ≥ 1) then such type of plasma is called strongly
coupled plasma. It is also known as cold plasma. In the laboratory, such type of
plasma have generated at high density and low temperature. Due to significant
interactions between neighboring dust charged particles, it has found in different
phases, such as liquefy, liquid, cold liquids, and structural form. With the help of the
coupling parameter structure of matter can be determined. If the Г (Coulomb cou-
pling) parameter is less than 1 (Г < 1), then such type of plasma is called weakly
coupled Dusty plasma (WCDP) or ideal plasma and has no structure like a gas. In
weakly coupled Dusty plasmas, kinetic energy must be greater than the potential
energy (K.E > P.E). WCDPS has also recognized as hot plasmas, and particle motion
inWCPS is just like a molecular motion in gases. In hot plasma, thermal agitations are
present, and screening will not be perfect.

1.3 Complex (dusty) plasma and applications

Plasma consists of electrons, ions, and neutral atoms; in addition to dust parti-
cles is known as dusty (complex) plasma. Due to dust particles, the physical prop-
erties of the plasma become complicated; that is why we call them also complex
plasma. The study of dusty plasmas has become a developing branch of plasma
physics in the field of sciences, technologies, and space. The study of dusty plasmas
had become interesting for research of laboratory plasma when the formation of
dust and dust trapping was observed during the plasma etching of silicon wafers
and to limit the deposition rate when powder formation in plasma-enhanced CVD
was identified. Dust is present everywhere in the space, such as interplanetary dust
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in planetary rings and in comet tails, and also it have present in the atmosphere and
earth magnetosphere. These charged particles interact with each other and with the
plasma constituents such as electrons, ions, and neutral atoms due to which plasma
behavior becomes complicated [8]. These charged dust particles change the prop-
erties of plasma by electric and magnetic fields. The value of the Coulomb coupling
parameter between dust particles is high due to the massive dust charge, which
leads to the liquid and solid phase of the dust system at room temperature. For
study the phase transitions and structural properties of solids, Yukawa balls and
plasma crystals are appropriate systems. Plasma with dust particles can be termed as
either “dust in plasma” or “dusty plasma” depending on the ordering of several
characteristic lengths and radius between interacting particles (rd and λD). If the
Debye length of dust particles (λDd) is less than the interparticle distance (rd) then it
is called dust in plasma. Mathematically it is written as λDd < r. Here “rd” is the
interparticle distance, and “λDd” is the Debye length of dust particles. In this case,
there are no dust particles in the plasma sphere. If the Debye length of dust particles
(λDd) is greater than the interparticle distance (r) then it is called dusty plasma.
Mathematically it is written as λDd > r and it shows that dust particles are present in
the plasma sphere.

In industrial applications, dust particles distributed in the plasma and produced
disturbing effects in plasma. This contamination in the plasma has devastating
effects on the fabricated circuits. On the other side, applications such as surface
processing make the use of dust particles that have spread in the plasma. For
example, the growth of carbon-based nanostructures on the surface used for elec-
tronic devices such as sensors, silicon-based films which have used in solar cells,
and flat-panel displays illustrates an enhanced performance of nanoparticles pro-
duced in the plasma through chemical reactions, are inserted into the film. Through
plasma processing, the coating of particles has produced. Plasma-based materials
processing technologies have widely used in the manufacturing of integrated cir-
cuits. To etch, sputter, or modify the surface properties of silicon wafer, chemically
reactive plasma have used. The fine dust particles created in plasma chemical
systems have useful and exciting features that also control their compositions and
size. It has used to grow or modify existing materials.

1.3.1 Merits and demerits of dust particles

Initially, the dust has not considered a useful technological consequence in the
plasma. It has simply considered an unwanted pollutant in the plasma. To minimize
the negative influences of dust particles in the plasma leads to the development of
material science. The nanoparticles have considered as the basic building blocks of
nanotechnology in plasma discharges. There are many advantages of dust particles
in dusty plasmas such that nanocrystalline silicon particles have used to enhance the
lifetime and efficiency of silicon solar cells, which have developed in silane plasmas.
Dust particles have used to improve the surface properties of materials by applying
plasma-enhanced CVD systems. The thin films produced by PECVD systems of TiN
in an amorphous Si3N4 matrix have very high elastic modulus and hardness. In
hydrocarbon plasmas such as methane or acetylene, carbon-based nanostructures
have developed to govern thin carbon films, which lead to materials of high hard-
ness, wear-resistance, and chemical inertness. In Ar/CH4 plasmas, the fabrication of
nanocrystalline diamond films has done. These films have unique properties such as
high hardness, chemical inertness, and extreme smoothness [9]. Dust particles are
also used in the ceramic industry for sintering and in the fabrication of hard
coatings, and also used in optical devices. Dust particles decrease the performance
and the yield of many electronic devices. In the semiconductor industry, dust
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particles reduced the performance and yield of semiconductors. Dust particle con-
tamination in the medical field during the production of different kinds of medi-
cines has serious issues. The dust particles are of micron-sized, which reduces the
adhesion of thin films of different materials due to deposition on the surfaces and
also creates dislocations. In industrial applications, dust particles contamination in
the plasma creates many defects in the manufacturing of microchips and fabricated
circuits. Dust particles disturb the stability and the safety of the plasma in fusion
reactors.

2. Molecular dynamics simulations

Over the last seven decades, the computer performance’s speed to elementary
calculations has increased by 1015 factor. The computer memories, data storage also
increased at a similar speed. Nowadays, by using computer simulation, we can save
both time and money. The fundamental purpose of computer simulation is to guide
the real experiment more precisely. Computer simulations used to predict various
properties of gases, liquids, solids, and biological organisms. It is very useful for
checking theoretical results, understanding experimental observation for the case
where no academic data available. It also allows us to the identification of essential
processes and visualization of the system [10]. The molecular dynamics simulations
(MDS) one of the computer simulations techniques, in these technique atoms and
molecules, are assumed to follow Newton’s law as Fi = mai � md2r/dt2, where F, m
and a represent the force, mass, and accretions of ith particles in x-coordinate
direction. In this book chapter, we integrate this equation by the predictor-corrector
method. MDS has two basic types depends on the properties, which we are going
to calculate one is equilibrium molecular dynamics simulations (EMDS), and
another is nonequilibrium MDS (NEMDS). In this work, we have applied NEMDS
to investigate the thermal conductivity of SCDPs at different dusty plasma
parameters [11, 12].

2.1 Numerical model and algorithm

NEMDS is used to obtain the trajectory of dust particles’motion of a system [13]
that interacts with each other through an interparticle Yukawa potential [14].
Homogeneous nonequilibrium molecular dynamic simulation (HNEMDS) approach
have used for the calculation of thermal conductivity of complex (dusty) plasma
liquids, which are molded, using a most common Yukawa (screened Coulomb)
potential for charged particles [15] and has the following form,

ϕY rj jð Þ ¼ Q2

4πε0
:
e� rj j=λD

rj j (1)

Here “r” is the magnitude of interparticle distance, Q is the charge of dust
particles, and λD is the Debye screening length. We have three normalized (dimen-
sionless) parameters to characterize the Yukawa interaction model ϕY rj jð Þ: (i) the
plasma Coulomb coupling parameter define as: Γ ¼ Q2=4πε0

� �
: 1=awskBTð Þ, where

aws is Wigner Seitz radius and it is equal to (nπ)�1/2, here n is the number of
particles per unit area (N/V). The kB and T are Boltzmann constant and absolute
temperature of the system, (ii) the screening strength (dimensionless inverse)
κ ¼ aws=λD, and (iii) normalized external force field strength, F ∗ ¼ FZð Þ: aws=JQ

� �
[15, 16]. We have applied periodic boundary conditions and Gaussian thermostat in
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canonical ensemble (NVT) in order to constant temperature for a Yukawa system.
The further detail of these three dimensionless parameters is given in our earlier
work of Refs. [15–17]. We started from a well-known, the Green-Kubo relations
(GKRS) for the hydrodynamic transport coefficients of uncharged particles [18].
This important GKRS of pure liquids have applied to calculate the thermal conduc-
tivity of 2D and 3D SCCDPS [11, 12, 19–27].

λ ¼ 1
2kBAT2

ð∞

0

JQ tð Þ:JQ 0ð Þ� �
dt, (2)

where in Eq. (2), kB is the Boltzmann’s constant, A is the system area,T is the
system temperature, and JQ is the current heat vector at time t of 2D case. In our MD
simulation, the angular brackets represent an ensemble average. In this model, the
expression for the microscopic heat current vector JQ [16, 17] can be given by

JQ tð ÞA ¼
XN
i¼1

Ei
pi
m

� 1
2

X
i 6¼j

ri� rjð Þ: pi
m

:Fij
� �

(3)

Where Fij is the total interparticle force at time t, on particle i due to j, rij = ri – rj
are the position vectors (interparticle separation), and Pi is the momentum vector
of the ith particle. Where, Ei is the total energy of particle i, and is given by the
expression as

Ei ¼ p2
i

2m
þ 1
2

X
i6¼j

ϕij (4)

Where ϕij is the Yukawa pair potential between particle i and j and given by
Eq. (1). Here, in Eq. (4) the first term represents the kinetic energy (K.E), and the
second term represents the potential energy (P.E). The Evan’s [28–30] proposed the
non-Hamiltonian linear response theory (LRT), has been used for a moving system
representing the equation of motion

_ri ¼ pi

m
(5)

_pi ¼
XN
J¼1

Fi þDi ri,pi

� �
:Fe tð Þ � αpi (6)

In Eq. (6), Fi ¼ �∂ϕij=∂ri
� �

is the total Yukawa interparticle force acting on

particle i in anN-particle system andDi ¼ Di ri,pi

� �
is the phase space distribution

functionwith ri and Pi being the coordinate andmomentum vectors of the ith particle.
Mechanical work is performed through the externally applied force field Fe tð Þ and thus
the equilibrium cannot be maintained. In the above expression, α is the Gaussian
thermostat multiplier that keeps the system temperature [15–22, 28] and it is given as

α ¼
PN

i¼1 Fi þDi ri,pi

� �
:Fe tð Þ

� �
:piPN

i¼1 p
2
i =mi

(7)

When an external force field parallel to the z-axis is of the form Fe tð Þ = (0, FZ),
in the limit t ! ∞ [15, 31] then, the thermal conductivity is calculated as

97

Thermal Conductivity of Dusty Plasmas through Molecular Dynamics Simulations
DOI: http://dx.doi.org/10.5772/intechopen.91418



λ ¼ 1
2kBAT2

ð∞

0

JQz
tð ÞJQz

0ð Þ
D E

dt ¼ lim
Fz!0

lim
t!∞

� JQz
tð Þ

D E

TFz
(8)

In Eq. (8), JQZ
tð Þ is the z-component of the current heat vector and the external

force field Fe tð Þ = (FZ) [15–22, 31].
In this study we have used the same method as employed in our earlier work of

3D strongly coupled dusty plasmas [11, 12]. The most computational time consum-
ing part of used algorithm is to compute the interparticle interactions (force and
internal energy). It has been shown in our previous work that the proposed method
has advantage to calculate Yukawa forces and relevant energy in appropriate com-
putational time with reasonable computational power. In our present case, the
HNEMDmethod is used to compute the thermal conductivity of 2D plasma systems
and production stage of thermal conductivity is obtained between 106/ωp and 2 �
106/ωp time units for each plasma states. It shows that the used method is compu-
tational time cost-effective and power saving as compared to earlier methods based
on different numerical schemes [12, 14, 26, 27].

3. Simulation results and discussion

In this section, the processing of the data of our computer simulation gave us the
numerical results of the thermal conductivity of 2D complex (dusty) plasmas. We
have used HNEMD simulations over the wide range of plasma Coulomb Couplings
Г (═10, 500) and four higher Debye screening strengths к (═ 4.5, 5.0, 5.5, and 6) at
constant low normalized external force field strength F*(═0.02). In the present
work, our 2D SCDPs through HNEMD simulations have carried out for a constant
number of particles (N = 400) in a simulation box with edges length (Lx, Ly). We
have applied to the squared simulation box wraparound periodic boundary condi-
tions (PBC). For nonequilibrium conditions of the systems, we run our MDS code
200000 time steps. Here we have used constant dt = 0.001 in integrated equation
via predictor-corrector algorithm for the calculations of dust particles positions,
velocity and acceleration. For each time step, the position, velocity, acceleration and
forces of each spherical dust particles are calculated and update it. The HNEMD
method is more powerful for computing forces and energy of Yukawa interactions
and more effective as compared to earlier numerical methods of 2D and 3D ([13, 14,
23–27] and their references herein).

Figures 1 and 2 present the simulation results obtained by applying the Evan-
Gillan HNEMD approach of thermal conductivity (λ0) with appropriate normaliza-
tion (plasma frequency, ωp) as λ0 ¼ λ=nmωPa2, at the normalized external constant
force field strength F* (0.002) for 2D SCDPs systems. In every graph, demonstrate
the comparison of thermal conductivity present results with previously known 2D
SCDPs results that investigate through MD simulations techniques as GKR-EMD of
Khrustalyov and Vaulina [27] at the higher scaling factor (ξ = ∞), and NEMD
simulation data of Hou and Piel [26].

Figures 1 and 2 display the normalized thermal conductivity (λ0) calculated at
higher Debye screening strengths (к = 4.5, 5, 5.5, 6) with setting N = 400 particles
[22]. These Figures 1 and 2 have plotted between Coulomb coupling (Г) parame-
ter and normalized thermal conductivity (λ0) taken along the axis, x and y,
respectively. It is noted that our simulation results are in better accordance with
the earlier known numerical simulation results of 2D Yukawa liquids, at N = 400
[22]. It has investigated that, our new calculations for λ0 at the lower value of
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coupling Г (� 20) are lower than that of GK-EMD of Khrustalyov and Vaulina
(KV) at the higher factor of scaling ξ = ∞ [27], and higher than 2D-NEMD
estimations of Hou and Piel [26]. It is important to note that a constant behavior of
λ0 has examined at intermediate -higher Coulomb couplings (50 ≤ Г ≤ 500) at
constant force field F* � 0.02 [11], and well agreed with the previously known 2D
SCDPs numerical simulation results of GKR-EMD [27] and NEMD [26] estima-
tions. Moreover, it has observed that from the present simulation data, the exis-
tence of λ0 is present for the entire range of plasma coupling Г (10 ≤ Г ≤ 500) at
higher Debye screening (κ). The remains within an acceptable limited statistical
uncertainty and also confirming the earlier computer simulation calculations of

Figure 1.
Normalized plasma thermal conductivity (λ0) results from comparison versus coulomb coupling Г
(10 ≤ Г ≤ 500) (system temperature) for SCCDPS computed from HNEMD at higher Debye screening,
(a) к = 4.5 and (b) к = 5. Two-dimensional, GKR-EMD results of Khrustalyov and Vaulina (KV) [27] at the
higher scaling parameter (ξ = ∞), and NEMD results of Hou and Piel (HP) [26]: current results (with 400
particles).
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Shahzad and He [22]. The present simulation results show that the λ0 decreases
towards the higher Г along with increasing the Debye screening (к) [13]. It has
investigated that our calculation of λ0 for the lower value of Г indicates that the
interactions between the particles are very feeble, and the effectiveness of the
screening parameter is large, and the K.E of particles is maximum. At
intermediate-higher plasma coupling (50 ≤ Г ≤ 500), the present results are below
than the earlier 2D GKR-EMD numerical results of Khrustalyov and Vaulina [27]
at the higher parameter of scaling ξ = ∞ [11], and 2D NEMD simulation estima-
tions of Hou and Piel [24]. It has also observed that the presented simulation
results are in better accordance with the previously known numerical results of 2D

Figure 2.
Normalized plasma thermal conductivity (λ0) results from comparison versus Coulomb coupling Г (10≤ Г ≤ 500)
(system temperature) for SCCDPS computed from HNEMD at higher Debye screening, (a) к = 5.5 and (b) к = 6.
Two-dimensional, GKR-EMD results of Khrustalyov and Vaulina (KV) [27] at the higher scaling parameter
(ξ =∞), and NEMD results of Hou and Piel (HP) [26]: current results (with 400 particles).
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Yukawa liquids at a normalized constant force field strength of F* = 0.02. It is noted
from these figures, our 2D HNEMD simulation results of λ0 at the higher value of
Debye screenings (к = 4.5, 5, 5.5, 6) existing from nonideal state Г (=10) to a strongly
coupled liquid state Г (= 180) and further strongly coupled liquid state Г (=180) to
strongly coupled solid-state (180 ≤ Г ≤ 500). Figures 1 and 2 show that the λ0 exists
for lower plasma coupling Г ≤ 20, which is the clear contradiction with the previously
known simulation results of Donkó and Hartmann [13] where the λ0 have not found
at Г ≤ 20. Moreover, Figures 1 and 2 show that the present simulation results have
constant (straight line) behavior of λ0 with increasing coulomb coupling (Г). For
higher Debye screening (к) values for 2D SCDPS, that is the unlike to the simulation
results of Shahzad and He [22], where the λ0 displays a slightly growing behavior with
increasing Г for к = 4. The possible reason for the difference between the present
results and the previously known results of λ0 may be the numerical error among
HNEMD, NEMD, and GKR-EMD data.

It has proposed from these figures that measured results of λ0 are in good
accordance with earlier results at intermediate-high Γ. Nonetheless, a few outcomes
veer at the lower Γ points; however, all within the statistical limited uncertainty
range. Figures 1 and 2 demonstrates that the presented HNEMD approach may
accurately calculate the plasma thermal conductivity of strongly coupled complex
(dusty) plasmas. We have shown that the present approach has excellent execution,
and its exactness is exceptionally near to prior EMD and NEMD methods. It has
concluded that our results rely upon the plasma parameters of Coulomb coupling
and Debye screening strength, affirming previous simulations. Besides, it has dem-
onstrated that the position of minimum value of thermal conductivity shifts
towards higher Γ with an increase in κ, as expected in earlier numerical approaches.
It is noticed that the improved HNMED method is excellent for lower system sizes
with constant external force field strength, where the signal to noise ratio is
acceptable for equilibrium plasma thermal conductivity [31–33].

4. Summary

In this work, we have derived the plasma thermal conductivity of 2D SCDPs
liquids over a suitable range of plasma couplings (10 ≤ Γ ≤ 500) and screening
strengths (4.5 ≤ κ ≤ 6) at constant external force field strength by using HNEMD
approach. Calculations have carried out employing HNEMD are in reasonable
agreement with the earlier results measured from EMD and NEMD for SCDPLs.
New investigations show that the minimum values of thermal conductivity shifts
towards higher Γ with an increase of screening κ but remains within a reasonably
limited statistical uncertainty, confirming the earlier simulation results. It has
shown that the plasma thermal conductivity depends on plasma parameters (Γ, κ)
in 2D complex dusty systems that illustrate earlier results of SCCDPLs. This chapter
provides the understanding and investigation of the nonlinear regime of the
SCCNPs for a suitable low value of external force field strength. In future work, the
newly obtained results for thermal conductivity may be advantageous for develop-
ing new techniques of complex (dusty) plasmas diagnostics and also for improving
the current experimental techniques for understanding the many nonideal systems
like dusty plasmas, polymers, and biological and medical solutions The remarkable
outputs obtained from the successful development of employed model and can be
used by the research labs and academia for their validation. The general experi-
mentation on small scale and later on technological trials in industries will lead to
the use of this plasma property for technology development purpose.
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Abbreviations

SCCNPs strongly coupled complex nonideal plasmas
HNEMD homogeneous nonequilibrium molecular dynamics
Γ Coulomb coupling
κ Debye screening length
F* external force field strength
HNEMD homogenous nonequilibrium molecular dynamics
NEMD nonequilibrium molecular dynamics
MD molecular dynamics
InHNEMD inhomogenous nonequilibrium molecular dynamics
SCP strongly coupled plasma
EMD equilibrium molecular dynamics
λ thermal conductivity
λ0 normalized thermal conductivity
PBCs periodic boundary conditions
VP variance procedure
HPMD homogenous perturbed MD
N number of particles
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Chapter 7

Waves and Instabilities in E � B
Dusty Plasma
Sukhmander Singh

Abstract

Hall thrusters are common examples of E � B configuration, where electron
trajectory gets trapped along the external magnetic field lines. This significantly
increases the residence time of electrons in the plasma discharge channel. Hall
thrusters are potential candidates for spacecraft station keeping, rephrasing and
orbit topping applications because of its high thrust resolutions and efficiency.
The goal of this chapter is to explain the working principle of Hall thrusters and to
characterize the resistive instability in hot dusty plasma. The studies of these insta-
bilities are useful to design efficient Hall thrusters and to understand the solar dusty
plasma. The large amplitude of these oscillations has an adverse effect on the power
processing unit of the devices. This reduces the efficiency and specific impulse and
shortens the operating life of the Hall thruster. The theory of linearization of fluid
equation for small oscillation has been given. The chapter also discusses the origin
of plasma oscillation in a plasma discharge mechanics.

Keywords: plasma oscillations, instabilities, Hall thrusters, resistive plasma,
growth rate

1. Introduction to E � B devices

There are some devices where plasma is weakly magnetized because of the larger
Larmor radius of the massive ions against the length of the discharge channel.
Electrons get trapped along the magnetic field lines in the channel. Hall thrusters
and magnetrons are the common examples of E � B devices. The E � B configura-
tion is used to confine electrons, increasing the electron residence time and allowing
ionization and plasma sustainment. Hall thrusters have emerged as an integral part
of propulsion technology. Unlike chemicals and electric rockets, in a Hall thruster,
the propulsion thrust is achieved by gas which has high atomic number and low
ionization potential. For this Xenon is mostly used. In the discharge channel, Xenon
is ionized and then accelerated by electrostatic forces. Hall thrusters are versatile
electric propulsion devices, where thrust efficiencies can exceed 50% and specific
impulses are typically between 20 min and 1 h. The specific impulse has the dimen-
sion of time and is a measure for the effective lifetime of the thruster, when lifting
its own propellant from the earth’s surface. The specific impulse is defined as Isp ¼
T= _mpg, where _mp is the mass flow rate; T is the thrust, which is the total force
undergone by the Hall Thruster in relation to the acceleration of the ions; and g is
the acceleration due to gravity. If the propellant is fully ionized, the specific impulse
is equal to the mean axial component of the final ion velocity divided by g.
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It is interesting that these thrusters adjust their thrust and impulse by varying the
acceleration voltage and the flow rate of the propellant. The fine tuning of the thrust
correction can be done for the compensation of atmospheric drag for low-flying
satellites using its high thrust resolution. The necessary thrust for such applications
ranges from micro-Newtons to some Newtons with electric input powers of some
10 to some 10,000 Watts [1–4].

Figure 1 shows the internal components of a Hall thruster which is generally
made of an axis-symmetric cylindrical discharge chamber. A cathode is fixed out-
side to produce electrons to neutralize the outer surface of the device to overcome
the space-charging problems. A high atomic weight number and low ionization
potential gases are preferred propellant (Xenon, Argon) for Hall thrusters to get
more thrust. The propellant enters from the left side of the channel via anode and
gets ionized through the hollow cathode of the device. The electric field of strength
�1000 V/m gets generated inside the discharge channel along the axial direction of
the device. By using magnets around the annular channel and along the thruster
centreline, a radial magnetic field of moderate strength (�150–200 G) is created,
which is strong enough for the electrons to get magnetized, i.e. they are able to
gyrate within the discharge channel, but the ions remain unaffected due to their
Larmor radius much larger than the dimension of the thruster [3].

We used a Cartesian coordinate system to understand the different forces on the
particles inside the channel and let us suppose, the X-axis represents, the axis of the
thruster. Generally, the applied electric and magnetic fields are in axial (along X
axis) and radial (along Z axis) directions, respectively, of the device. Therefore
because of the perpendicular electric and magnetic fields, the Lorentz forces act on

the electrons along the Y axis (E
! � B

!
azimuthal direction). Since electrons have

smaller Larmor radius than the length of the channel, therefore electrons rotate
along the azimuthal direction under the influences of the Lorentz force [1–4].

2. Review on plasma instabilities in Hall thrusters

It is well known that plasma pressure drives the instabilities in plasma. Therefore
the confined plasma is prone to non-equilibrium thermodynamic state. Therefore it
must be important to know the consequences of these instabilities. It has been
established that the amplitude and frequency of the oscillations in the Hall thrusters
depend on mass flow rate, discharge voltage, geometry, magnetic field profile and

Figure 1.
Schematic diagram of a typical Hall plasma thruster [3].
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cathode operation mode. On the other hand, the plasma in a Hall thruster does not
stay uniform, and an inhomogeneous plasma immersed in the external electric and
magnetic fields is not in the thermodynamically equilibrium state; this deviation in
general is a source of plasma instabilities.

In Hall thrusters, from low frequencies (few Hertz) to high frequencies
(few GHz), oscillation spectra have been observed on theoretically as well as
experimentally based studies. The oscillations in the range of 10–20 kHz are called
as discharge oscillations, and oscillations in the range of 5–25 kHz are said to be
ionization-driven oscillations. The drift instabilities and density gradient plasma are
responsible to produce oscillations in the range of 20–60 kHz in a Hall thruster. The
oscillations in the range of 70–500 kHz are also called transient time oscillations and
are the order of ion residence time in the channel of the device. The oscillations
associated with azimuthal waves are represented by high-frequency (0.5–5 MHz)
oscillations [5]. Litvak and Fisch [6] have developed an analytical model for elec-
trostatic and electromagnetic resistive instabilities in a Hall plasma for azimuthal
disturbances. Singh and Malik investigated resistive instabilities for axial and
azimuthal disturbances in a Hall thrusters [7, 8]. Fernandez et al. [9] did
simulations for the growth of resistive instability. Litvak and Fisch [10] have
analysed gradient-driven Rayleigh-type instabilities in a Hall thruster using two
fluid hydrodynamic equations. Ducrocq et al. [11] have investigated high-frequency
electron drift instability in the cross-field configuration of a Hall thruster. Barral
and Ahedo [12] have developed a low-frequency model of breathing oscillations
in Hall discharges, where they observed that unstable modes are strongly nonlinear
and are characterized by frequencies obeying a scaling law different from that
of linear modes. Chesta et al. [13] have developed a theoretical model to obtain
the growth rate and frequencies of axial and azimuthally propagating plasma
disturbances.

3. Studies of fine particles in plasma

The presence of heavy fine particles with a size of 1–50 microns and mass of
orders 10�10 to 10�15 kg in a classical plasma acts as a external component in
plasma. If the density of the dust particles is less than the plasma density, the system
is called dusty plasma. These fine particles acquire some charges from the electrons
to get charged. The magnitude of charge on dust grain is not constant. It depends
on the type of dust grain, the surface properties of dust grain, the dust dynamics,
the temperature, the density of plasma and the wave motion in the medium.
The presence of fine particles in a plasma makes it more complex and these particles
alter the dynamics of the plasma species which generate new propagating modes by
exhibit their own dynamics. The dusty plasmas have an exciting property which has
attracted researchers over the world in this area [14–22]. The presence of charged
dust grains modifies the ion-acoustic waves, lower hybrid waves, ion-acoustic and
introduces dust acoustic waves and dust ion acoustic waves [22]. Verma et al. have
studied the electrostatic oscillation in the presence of grain charge perturbation in a
dusty plasma [23]. They studied the property of electrostatic oscillation and insta-
bility phenomena taking into account the temporal evolution of the grain charge in
an unmagnetized dusty plasma. Cui and Goree have studied the effect of fluctua-
tions of the charge on a dust grain in plasma [24]. Sharma and Sugawa studied the
effect of ion beam on dust charge fluctuations [25]. It is observed that growth rate
of the instability increases with the relative density of negatively charged dust.
If dust particle charge is eZd. The quasineutrality condition is given for dust
particles by ne0 ¼ ni0 þ Zdnd0.
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4. Electron plasma discharge oscillation

When electrons are displaced from the equilibrium position of the charged
particles relative to the uniform background of the ions in plasma, an electric field is
developed in such a direction that it tries to pull the electrons back to its equilibrium
position to restore the neutrality. Because of the inertia effect, the electrons over-
shoot the equilibrium position, and now the electric field is developed in the oppo-
site direction which again tries to pull back the electrons to their position of
equilibrium. The massive ions are supposed to be fixed in the background and are
not capable to respond the oscillating field generated by the oscillation of electrons.
If n0 is the number of electrons per unit volume in infinite sheet plasma of thickness
x, let the electron be displaced (as shown in Figure 2) to the right from their
equilibrium position which results to generate surface charge density σ ¼ en0x on
the left side of the sheet and equal and opposite surface charge density on the right

side of the sheet. The generated electric field E
! ¼ en0x=ε0 tries to pull the electrons

back, and thus oscillation takes place in plasma. From Newton’s second law, we

write me
d2x
dt2

¼ �eE
! ¼ � e2n0x

ε0
. Thus the solution of the above second-order differen-

tial equation is given by x tð Þ ¼ A cos ωpet
� �

, where ωpe ¼
ffiffiffiffiffiffiffi
e2n0
meε0

q
is the plasma fre-

quency or character frequency at which imbalance charges oscillate. Using the
values of various parameters, plasma frequency f (Hz) for electron is in the order
≈ 9

ffiffiffiffiffi
n0

p
(Hz), when the electron density is taken per m3. For example, for plasma

having an electron density of 1018/m3, we have f ≈ 9 GHz. Generally the plasma
frequency lies in the microwave region. The above equation also shows that group
velocity of these oscillations is zero, and hence there is no propagation of informa-
tion. These waves are called stationary waves.

5. Plasma oscillation when the motion of ions is also taken into account

Let x1 and x2 are the displacement from the equilibrium positions of electrons
and ions, respectively, then the equation of motions is

me
d2x1
dt2

¼ � e2n0 x1 � x2ð Þ
ε0

(1)

mi
d2x2
dt2

¼ e2n0 x1 � x2ð Þ
ε0

(2)

Figure 2.
Schematic of electron displacement in plasma sheet of thickness x.
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By combining the above equations, we obtain

d2 x1 � x2ð Þ
dt2

¼ � e2n0 x1 � x2ð Þ
ε0

1
me

þ 1
mi

� �
(3)

or

d2X
dt2

¼ � e2n0X
meε0

1þme

mi

� �
(4)

where X ¼ x1 � x2.
Therefore the frequency of oscillation is

ω2
pie ¼ e2n0

meε0
1þme

mi

� �
¼ ω2

pe 1þme

mi

� �
(5)

5.1 Frequency of oscillation for pair plasma

The pair plasma comprise of particles with opposite charge but equal mass,
which gives plasma frequency ωie ¼

ffiffiffi
2

p
ωpe.

6. Concept of plasma resistivity

The equation of motion for electron in unmagnetized cold plasma can be given

by the equation m ∂υ
!

e
∂t þ υ

!
e � ∇

!� �
υ
!
e

� �
¼ �eE

! �mvυ!e. In a steady state, the colli-

sional friction balances the electric acceleration, and the above equation results to

E
! ¼ � mvυ!e

e . Since electrons move with respect to the ions, they carry the current

density J
! ¼ �neυ!e. Substituting the current density into electric field equation

yields E ¼ ηJ. Here we have defined the plasma resistivity η ¼ mv
ne2. Therefore plasma

resistivity depends on the collision frequency between the neutral particles with
plasma species.

7. Plasma model and basic equations

A Hall thruster with two-component plasma consisting of ions and electrons is
considered in which only the electrons are magnetized and the ions are not. For the
case of simplicity, the presence of dust particles has been ignored; otherwise the
mathematical expression would become cumbersome. In order to realize the exact
behaviour and the consequences of finite temperature on the thruster efficiency, it
is of much importance to investigate the plasma disturbances in Hall thrusters by
including the finite temperatures of the plasma species.

As discussed in Section 1, the electrons experience force along the azimuthal
direction, and ions are accelerated along the exit side of the device to produce thrust
by the external electric field. We use the common symbols to write the continuity
and equation of motion for the ions and electrons under the thermal effects of ion
and electron pressure gradient forces. The collision momentum transfer frequency
(v) between the electrons and neutral atoms is also taken into account to see the
resistive effects in the plasma:
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∂ni
∂t

þ ∇
! � υ

!
ini

� �
¼ 0 (6)

∂υ
!
i

∂t
þ υ

!
i � ∇

!� �
υ
!
i ¼ eE

!

M
� ∇

!
pi

Mni
(7)

∂ne
∂t

þ ∇
! � υ

!
ene

� �
¼ 0 (8)

∂υ
!
e

∂t
þ υ

!
e � ∇

!� �
υ
!
e ¼ � e

m
E
! þ υ

!
e � B

!� �
� vυ!e � ∇

!
pe

mne
(9)

8. Linearization of fluid equations

We consider the perturbed densities for ions and electrons as ni1 and ne1 veloc-
ities as υ!i1 and υ

!
e1 indicated by subscript 1 along with their unperturbed values as υ0

and u0 in the X and Y directions respectively. The unperturbed part represents the
state of the plasma in the absence of oscillations and is indicated by a subscript 0.

The unperturbed density is taken as n0, the electric field (magnetic field) as E
!
0(B

!
0)

and the perturbed value of the electric field (magnetic field) as E
!
1(B

!
1). To linearize

all the equations, let us write ni ¼ n0 þ ni1, υ
!
i ¼ υ

!
i1 þ υ

!
0, B

! ¼ B
!
1 þ B

!
0 and E

! ¼
E
!
1 þ E

!
0. In view of small variations of both the density and magnetic field along the

channel, the plasma inhomogeneities are neglected. The perturbations of the ion
and electron densities are taken small enough ni1, ne1 < < n0ð Þ so that the collisional
effect due to the velocity perturbations dominate over the one due to the density

perturbation. Since υ
!
0 and u0 are constant, the terms υ

!
0 � ∇

!� �
n0 , n0 ∇

! � υ!0

� �
and

n1 ∇
! � υ!0

� �
are equal to zero. Further the terms υ

!
1 � ∇

!� �
n1 and n1 ∇

! � υ!1

� �
are

neglected as they are quadratic in perturbation. The linearized form of the above
equations thus reads

∂ni1
∂t

þ υ0
∂ni1
∂x

þ n0 ∇
! � υ!i1

� �
¼ 0 (10)

∂υ
!
i1

∂t
þ υ0

∂υ
!
i1

∂x
¼ eE

!
1

M
� ∇

!
pi

Mn0
(11)

∂ne1
∂t

þ u0
∂ne1
∂y

þ n0 ∇
! � υ!e1

� �
¼ 0 (12)

∂υ
!
e1

∂t
þ u0

∂υ
!
e1

∂y
¼ � e

m
E
!
1 þ υ

!
e1 � B

!
0 þ u!0 � B

!
1

� �
� vυ!e1 � ∇

!
pe

mn0
(13)

The initial drifts υ0 and u0 of the ions and electrons in the channel are related to
the electric and magnetic fields according to υ0 ∂υ0

∂x ¼ eE0
M and u0 ¼ � E0

B0
obtained from

the unperturbed part of Eqs. (7) and (9). The electron pressure in Eqs. (9) and (13)
is given by pe ¼ YeneTe together with Te as the electron temperature, which we
consider to be constant, and Ye as the ratio of specific heats.

Normal mode analysis: We seek the sinusoidal solution of the above equations;

therefore the perturbed quantities are taken as f 1� exp iωt� ik
! � r!

� �
. Then the
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time derivative ∂=∂tð Þ can be replaced by iω and the gradient ∇
!
by ik. Here f 1 �

ni1, ne1, υ
!
i1, υ

!
e1, E

!
1 and B

!
1 together with ω as the frequency of oscillations and k

!
as

the propagation vector.

9. Dispersion equation and growth rate of electrostatic oscillations

Since, we are only interested in electrostatic oscillations, and therefore in the
meanwhile, the perturbed magnetic field can be ignored in Eq. (13). By using
Fourier analysis in Eq. (10) and Eq. (13), the perturbed ion and electron densities
are given as follows:

ni1 ¼ n0
ω� kxυ0ð Þ kxυi1x þ kyυi1y

� �
(14)

ne1 ¼ n0
ω� kyu0
� � kxυe1x þ kyυe1y

� �
(15)

Using Eq. (11) into Eq. (14) gives

ni1 ¼ ek2n0φ

M ω� kxυ0ð Þ2 1� k2VthI
2

ω� kxυ0ð Þ2
 !�1

(16)

where we used k2 ¼ kx
2 þ ky

2.
The expression for the electron density ne1 contains the velocity components υe1x

and υe1y, which are derived in terms of the potential φ under the assumption Ω>>ω,
kyu0 and v in view of the oscillations observed in Hall thrusters [13, 22, 23]. Letting

ω� kyu0 � iv � ω̂, eB0
m � Ω,

ffiffiffiffiffiffiffi
YeTe
m

q
� Vth,

ffiffiffiffiffiffiffi
n0e2
mε0

q
� ωe and

ffiffiffiffiffiffiffi
n0e2
Mε0

q
� ωi.

we use Eq. (13) to write the velocity components

i ω� kyu0 � iv
� �

υe1x ¼ e
m
∂φ

∂x
�Ωυe1y þ ikxne1VthE

2

n0
(17)

i ω� kyu0 � iv
� �

υe1y ¼ e
m
∂φ

∂y
þΩυe1x þ

ikyne1VthE
2

n0
(18)

Further simplification gives

υe1x ¼ 1
mΩ2 iekyΩφ� imω̂kxVthE

2ne1
n0

þ kxω̂eφ� imΩkyVthE
2ne1

n0

� �

þ iω̂2

mΩ3 ekyφ�mkyVthE
2ne1

n0

� � (19)

υe1y ¼ 1
mΩ2

imkxVthE
2Ωne1

n0
þ kyω̂eφ� ikxΩeφ�mω̂kyVthE

2ne1
n0

� �

þ iω̂2

mΩ3
mkxVthE

2ne1
n0

� kxeφ
� � (20)
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With the above velocity components, the perturbed electron density ne1 can be
expressed in terms of perturbed potential as follows:

ne1 ¼ en0ω̂k
2φ

mΩ2 ω� kyu0
� �þmω̂k2VthE

2 (21)

Finally, we use the expressions for the perturbed ion density ni1 and electron
density ne1 in Poisson’s equation ε0∇2φ ¼ e ne1 � ni1ð Þ in order to obtain

�k2φ ¼ ωe
2ω̂k2φ

Ω2 ω� kyu0
� �þ ω̂k2VthE

2 �
ωi

2k2φ

ω� kxυ0ð Þ2 � k2VthI
2

(22)

Since the perturbed potential is φ 6¼ 0, we have from Eq. (21)

ωe
2ω̂

Ω2 ω� kyu0
� �þ ω̂k2VthE

2 þ
ω� kxυ0ð Þ2 � k2VthI

2 � ωi
2

ω� kxυ0ð Þ2 � k2VthI
2

¼ 0 (23)

This is the dispersion relation that governs the electrostatic waves in the Hall
thruster’s channel.

9.1 The limiting case

For smaller oscillations, that is, ω< < kyu0
�� ��, the above relation yields

ω� kxυ0ð Þ2 ¼

kyu0 þ iv
� � k2VthI

2ωe
2

þk2VthE
2 ωi

2 þ k2VthI
2� �

" #
þΩ2kyu0 ωi

2 þ k2VthI
2� �

kyu0 þ iv
� �

ωe
2 þ k2VthE

2� �þΩ2kyu0

(24)

Now, using the conditions Ω<ωe>ωi and VthI < <VthE in the above equation

and letting ω1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω2ωi

2þωe
2k2VthI

2ð Þ
Ω2þωe

2ð Þ
r

,

ω� kxυ0ð Þ2 ≈ ω1
2

1þ ivωi
2k2VthE

2

kyu0 Ω2ωi
2þωe

2k2VthI
2ð Þ

� �

⌊1þ ivωe
2

kyu0 Ω2þωe
2ð Þ⌋

(25)

Since the last terms in the second brackets of the numerator and denominator in
the right-hand side of Eq. (25) are small, we obtain the following

ω� kxυ0 ≈ � ω1 1þ ivk2VthE
2ωi

2

2kyu0 Ω2ωi
2 þ ωe

2k2VthI
2� �

" #
⌊1� ivωe

2

2kyu0 Ω2 þ ωe
2

� �⌋ (26)

10. Instability analysis

The roots ωj of the above polynomial may be real and/or complex number. For a

real root, sinusoidal behaviour gives exp iωjt� ik
! � r!

� �
showing an oscillatory
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behaviour. For complex roots which always occur in complex conjugate, we write
ωj ¼ ωrj � iγj, where ωrj and γj are real numbers and the sinusoidal behaviour

becomes etγj exp iωrjt� ik
! � r!

� �
which is showing an exponentially growing wave

for a positive value of γj or an exponentially damped wave for a negative value of γj.
Since the complex roots always appear in a conjugate pair, i.e. we have both nega-
tive and positive values of γj simultaneously. Hence, for the complex roots, one of
the waves is always unstable.

Finally, the growth rate γ of the resistive instability is calculated from Eq. (26) as
below:

γ ≈
vω1

2kyu0

ωe
2

Ω2 þ ωe
2
� ωi

2k2VthE
2

Ω2ωi
2 þ ωe

2k2VthI
2

" #
(27)

The corresponding real frequency is obtained as

ωr ≈ kxυ0 � ω1 1þ v2k2VthE
2ωi

2ωe
2

4ky
2u02 Ω2 þ ωe

2
� �

Ω2ωi
2 þ ωe

2k2VthI
2� �

" #
(28)

From Eq. (27), it is obvious that growth rate is directly proportional to the
collisional (dissipative effects) frequency of the electrons which depends on various
plasma parameters.

The results obtained in Eq. (27) matches with Litvak and Fisch [6] when the
thermal effects become ignorable (i.e. Ti ¼ Te ¼ 0). Under this situation, the
growth rate takes the form

γ ≈
v

2kyu0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω2ωi

2

Ω2 þ ωe
2

� �
s

ωe
2

Ω2 þ ωe
2

� �
" #

: (29)

Figure 3.
Variation of growth rate γ with collision frequency for different values of azimuthal wave number in a plasma
having Xe ions (M = 131 amu), when Te ¼ 10 eV, n0 ¼ 1018/m3, u0 ¼ 106 m/s and B ¼ 0:02 T.
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In terms of lower hybrid frequency ωLH ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
Ω2ωi

2

Ω2þωe
2

q
and in the limit Ω< <ωe, the

growth rate can be written as γ ≈ � ωLH
v

2kyu0
.

The above relation matches with Eq. (21) of [6].
Since it is not possible to find an analytical solution of the above equation, we

look for the numerical solution along with typical values of B0, n0, Te, u0, ky, v and
υ0. In Hall plasma thrusters, these parameters can have the values as thruster
channel diameter = 4–10 cm, B0 ¼ 100� 200 G, n0 ¼ 5� 1017 � 1018/m3, Te ¼
10� 15 eV, u0�106 m/s, v�106/s and υ0 ¼ 2� 104 � 5� 104 m/s [6–10]. With
regard to the value of ky, we constraint ky ¼ �m=r (where r is the radius of thruster
channel) together with m ¼ 1 for the azimuthal mode propagation [6, 7]. Accord-
ingly we set ky ¼ 20/m; however, for higher mode (m > 1) or larger value of ky, the
wavelength would be much smaller than the azimuthal dimension of the channel.
The variations of the resistive growth rate are seen in the figures by solving Eq. (23)
numerically. Some propagating modes and instabilities with smaller growth are also
observed during the analysis of Eq. (23).

Figure 3 confirms that the growth rate of the instability gets enhanced with the
increase of collision frequency of the electrons due to the resistive coupling of the
oscillations to the electron azimuthal drift. The growth rate also increases with the
increase of the electron temperature (Figure 4), and it also increases with higher
electron density of plasma. Therefore it can be concluded that the collisional effect
is responsible to unstable the plasma system. The numerical value of the growth
under the collision frequency is observed in the order of �105/s.

11. Conclusions

In conclusions, we can say that the waves propagating in azimuthal and axial
direction in a Hall thruster channel become unstable due to the resistive coupling to

the electrons’ E
! � B

!
flow in the presence of their collisions. By controlling the

various parameters, the growth rate and the propagating frequency of the oscilla-
tion may be controlled to optimize the performance and lifetime of the device.

Figure 4.
Variation of growth rate γ with electron temperature for different values of plasma density in a plasma having
Xe ions (M = 131 amu), when v ¼ 106/s, ky ¼ 20/m, u0 ¼ 106 m/s and B ¼ 0:02 T.
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