
Modeling of Turbomachines 
for Control and Diagnostic 

Applications
Edited by Igor Loboda and Sergiy Yepifanov

Edited by Igor Loboda and Sergiy Yepifanov

This book presents new studies in the area of turbomachine mathematical modeling 
with a focus on models applied to developing engine control and diagnostic systems. 

The book contains one introductory and four main chapters. The introductory 
chapter describes the area of modeling of gas and wind turbines and shows the 
demand for further improvement of the models. The first three main chapters 

offer particular improvements in gas turbine modeling. First, a novel methodology 
for the modeling of engine starting is presented. Second, a thorough theoretical 

comparative analysis is performed for the models of engine internal gas capacities, and 
practical recommendations are given on model applications, in particular for engine 
control purposes. Third, multiple algorithms for calculating important unmeasured 
parameters for engine diagnostics are proposed and compared. It is proven that the 
best algorithms allow accurate prognosis of engine remaining lifetime.The field of 

wind turbine modeling is presented in the last main chapter. It introduces a general-
purpose model that describes both aerodynamic and electric parts of a wind power 
plant. Such a detailed physics-based model will help with the development of more 

accurate control and diagnostic systems.In this way, this book includes four new 
studies in the area of gas and wind turbine modeling. These studies will be interesting 

and useful for specialists in turbine engine control and diagnostics.

Published in London, UK 

©  2020 IntechOpen 
©  FooTToo / iStock

ISBN 978-1-78984-650-8

M
odeling of Turbom

achines for C
ontrol and D

iagnostic A
pplications





Modeling of 
Turbomachines for 

Control and Diagnostic 
Applications

Edited by Igor Loboda and Sergiy Yepifanov

Published in London, United Kingdom





Supporting open minds since 2005



Modeling of Turbomachines for Control and Diagnostic Applications
http://dx.doi.org/10.5772/intechopen.81984
Edited by Igor Loboda and Sergiy Yepifanov

Contributors
Imane Idrissi, Houcine Chafouk, Rachid El Bachtiri, Maha Khanfara, Cristhian Herrera Maravilla, Sergiy 
Yepifanov, Felix Sirenko, Roman Zelenskyi, Igor Loboda

© The Editor(s) and the Author(s) 2020
The rights of the editor(s) and the author(s) have been asserted in accordance with the Copyright, 
Designs and Patents Act 1988. All rights to the book as a whole are reserved by INTECHOPEN LIMITED. 
The book as a whole (compilation) cannot be reproduced, distributed or used for commercial or 
non-commercial purposes without INTECHOPEN LIMITED’s written permission. Enquiries concerning 
the use of the book should be directed to INTECHOPEN LIMITED rights and permissions department 
(permissions@intechopen.com).
Violations are liable to prosecution under the governing Copyright Law.

Individual chapters of this publication are distributed under the terms of the Creative Commons 
Attribution 3.0 Unported License which permits commercial use, distribution and reproduction of 
the individual chapters, provided the original author(s) and source publication are appropriately 
acknowledged. If so indicated, certain images may not be included under the Creative Commons 
license. In such cases users will need to obtain permission from the license holder to reproduce 
the material. More details and guidelines concerning content reuse and adaptation can be found at 
http://www.intechopen.com/copyright-policy.html.

Notice
Statements and opinions expressed in the chapters are these of the individual contributors and not 
necessarily those of the editors or publisher. No responsibility is accepted for the accuracy of 
information contained in the published chapters. The publisher assumes no responsibility for any 
damage or injury to persons or property arising out of the use of any materials, instructions, methods 
or ideas contained in the book.

First published in London, United Kingdom, 2020 by IntechOpen
IntechOpen is the global imprint of INTECHOPEN LIMITED, registered in England and Wales, 
registration number: 11086078, 7th floor, 10 Lower Thames Street, London,  
EC3R 6AF, United Kingdom
Printed in Croatia

British Library Cataloguing-in-Publication Data
A catalogue record for this book is available from the British Library

Additional hard and PDF copies can be obtained from orders@intechopen.com

Modeling of Turbomachines for Control and Diagnostic Applications
Edited by Igor Loboda and Sergiy Yepifanov
p. cm.
Print ISBN 978-1-78984-650-8
Online ISBN 978-1-78984-651-5
eBook (PDF) ISBN 978-1-83880-620-0



Selection of our books indexed in the Book Citation Index 
in Web of Science™ Core Collection (BKCI)

Interested in publishing with us? 
Contact book.department@intechopen.com

Numbers displayed above are based on latest data collected. 
For more information visit www.intechopen.com

4,800+ 
Open access books available

151
Countries delivered to

12.2%
Contributors from top 500 universities

Our authors are among the

Top 1%
most cited scientists

123,000+
International authors and editors

135M+ 
Downloads

We are IntechOpen,
the world’s leading publisher of 

Open Access books
Built by scientists, for scientists

BOOK
CITATION

INDEX

 

CL
AR

IVATE ANALYTICS

IN D E X E D





Meet the editors

Igor Loboda received his MS and PhD degrees in Aircraft Engine 
Engineering from the Kharkov Aviation Institute (Ukraine) in 
1979 and 1994, respectively. He was an investigator, lecturer, 
and assistant professor at the Kharkov Aviation Institute from 
1992 to 2001. Since 2001 he has been an assistant professor and 
investigator at the National Polytechnic Institute of Mexico. His 
research interests are in the areas of simulation and condition 

monitoring of gas turbines and the common theory of pattern recognition. Partic-
ular issues of interest are gas turbine thermodynamic models (static and dynamic), 
model identification, analysis of real data (gas path variables), fault identification 
techniques, and neural network application to gas path diagnostics.

Professor Sergiy Yepifanov is a Professor (2003) and a Doctor 
of Sc., Eng. (2001) and the Head of the Aircraft Engine Design 
Department of the National Aerospace University “Kharkiv 
Aviation Institute” (Ukraine). He is an Honored Worker of 
Science of Ukraine. He has supervised 10 PhD dissertations. He 
is the co-author of 7 monographs and textbooks, as well as 33 
scientific articles in indexed journals (SCOPUS) and more than 

300 other publications. He is the chief organizer of the Engine Engineering Con-
gress (every year since 1996). He is the lead lecturer of the education disciplines 
“Construction of Aircraft Engines”, “Dynamics and Strength of Aircraft Engines”, 
“Automatic Control Systems of Aircraft Engines”, “Diagnostics of Aircraft Engines”, 
“On-ground Application of Aircraft Turbine Engines”, “Cooling Systems and Ther-
mal Strength of Aircraft Turbine Engines”, and “Life-time Designing of Aircraft 
Turbine Engines”. His research interests are in the areas of turbine engine simula-
tion, automatic control, and health management. He supervised and participated in 
creation of onboard and on-ground engine diagnosing systems of several aircrafts 
and engines that were developed in Ukraine and Russia. 



Contents

Preface III

Section 1
1Introduction

Chapter 1 3
Introductory Chapter: Gas and Wind Turbines and Their Models
by Igor Loboda

Section 2
11Gas Turbines

Chapter 2 13
Turbine Engine Starting Simulation
by Sergiy Yepifanov and Feliks Sirenko

Chapter 3 31
Gas Turbine Simulation Taking into Account Dynamics
of Gas Capacities
by Sergiy Yepifanov and Roman Zelenskyi

Chapter 4 59
A New Approach for Model Developing to Estimate Unmeasured
Parameters in an Engine Lifetime Monitoring System
by Cristhian Maravilla and Sergiy Yepifanov

Section 3
77Wind Turbines

Chapter 5 79
Modeling and Simulation of the Variable Speed Wind Turbine
Based on a Doubly Fed Induction Generator
by Imane Idrissi, Houcine Chafouk, Rachid El Bachtiri
and Maha Khanfara



Contents

Preface XIII

Section 1
1Introduction

Chapter 1 3
Introductory Chapter: Gas and Wind Turbines and Their Models
by Igor Loboda

Section 2
11Gas Turbines

Chapter 2 13
Turbine Engine Starting Simulation
by Sergiy Yepifanov and Feliks Sirenko

Chapter 3 31
Gas Turbine Simulation Taking into Account Dynamics
of Gas Capacities
by Sergiy Yepifanov and Roman Zelenskyi

Chapter 4 59
A New Approach for Model Developing to Estimate Unmeasured
Parameters in an Engine Lifetime Monitoring System
by Cristhian Maravilla and Sergiy Yepifanov

Section 3
77Wind Turbines

Chapter 5 79
Modeling and Simulation of the Variable Speed Wind Turbine
Based on a Doubly Fed Induction Generator
by Imane Idrissi, Houcine Chafouk, Rachid El Bachtiri
and Maha Khanfara



Preface

This book is devoted to the issue of modeling and simulation of turbomachines,
namely gas turbines and wind turbines. Gas turbines are the main engines for power
generation and transportation, and wind turbines present an increasingly growing
sector of renewable energy production. The design of these complex machines and,
in particular, the development of control and diagnostic systems rely on
mathematical modeling.

The book consists of three sections that include five chapters. Section 1 consists of
the introductory chapter (Chapter 1), which introduces the area of modeling of gas
and wind turbines and explains the demand for further model development.

Section 2 unites three chapters that offer particular improvements in gas turbine
modeling. A novel methodology for the modeling of engine starting is presented in
Chapter 2. Chapter 3 performs a thorough theoretical comparative analysis of
models for the simulation of gas capacities between engine components, and offers
practical recommendations on model applications, in particular for engine control
purposes. In Chapter 4, the reader interested in gas turbine diagnostics can find the
answer to how to compute important unmeasured parameters. Multiple algorithms
for calculating these parameters are proposed and compared. The best algorithms
allow accurate prognostics of engine lifetime.

In section 3, the field of wind turbine modeling is presented in Chapter 5. It
introduces a general-purpose model that describes both aerodynamic and electric
parts of a wind power plant. Such a detailed physics-based model helps with the
development of more accurate control and diagnostic systems that will result in
more effective electricity production.

In this way, the book includes four new studies in the area of gas and wind turbine
modeling. These studies are interesting and useful for specialists in turbine engine
control and diagnostics.

Igor Loboda
Instituto Politécnico Nacional,

Ciudad de México,
México

Sergiy Yepifanov
National Aerospace University – Kharkiv Aviation Institute,

Kharkiv, Ukraine
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Chapter 1

Introductory Chapter: Gas and
Wind Turbines and Their Models
Igor Loboda

1. Introduction

Turbomachines, in particular, a gas turbine (GT) and a wind turbine that are
considered in the present book, are indispensable for power generation, transpor-
tation, and many other industries.

In the last decades, a GT industry has exposed a considerable growth [1]. A gas
turbine combines high power and efficiency with relatively low weight and com-
pactness. A turboshaft engine presents a principal driver for electricity production.
It is also widely used in offshore oil platforms, petrochemical plants, refineries, gas
stations, and so on. Many marine and other kinds of transport are equipped by gas
turbine engines as well. Depending on a particular application and the range of
produced power, the types of GTs embrace heavy-duty, aircraft-derivative,
industrial, vehicular, small, and micro gas turbines [1]. Another large area of GT
application is air transport. Different aircraft gas turbine engines, which can gener-
ally be divided into turbofans, turboprops, and turboshafts, have revolutionized the
aviation industry [2] and so far have no alternatives.

Following a general development of the industry of gas turbines, the use of their
mathematical models becomes more intensive. Modeling and simulation of GTs
have been an effective way of design and manufacture. For example, the use of
engine models enables to evaluate and optimize the engine performance before the
engine fabrication. In addition to the design of the gas turbine engine itself, engine
modeling and simulation are widely used in the development of control and
monitoring systems [2–4].

To have high power and efficiency performances, a gas turbine must operate
near its functional and structural limits at different steady-state and dynamic
modes. For doing so, an engine control system should be accurate enough. In the
beginning of the gas turbine technology development, much experimentation was
done to design this system. However, since the engine and its control system are
more and more complex and expensive, physical experimenting to tailor, test, and
validate the system is expensive and therefore limited. For this reason, mathemati-
cal modeling and simulation of GTs have been increasingly useful and effective
methodology of the control system development. As a result of investigations,
better understanding of engine dynamic behavior was gained, and more complex
and exact engine dynamic models were developed. These models allow accurate
predicting and analyzing engine dynamics. They also help a lot with decreasing fuel
consumption and the development and optimization of multiple engine control
laws.

The abovementioned complexity and expensiveness of GTs and high demands to
engine reliability and safety at low maintenance costs make it unavoidable to use
advanced monitoring systems. Through diagnostic processing of engine measured
parameters, these systems allow us to gain the knowledge about the health
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conditions of main engine components and subsystems. Ideally, it is possible to
have the necessary information about the influence of engine faults on the mea-
sured parameters by physical embedding the faults in real engines. However, it is a
too risky and expensive way, and the assessment of engine technical state is usually
based on different mathematical models. Since the diagnostic quality strongly
depends on the accuracy of the models used, the issue of the diagnostic models
development is important [4]. Although, many diagnostic GT models have been
proposed and constructed so far, the existing demand for optimized models for
different objectives and engine applications motivates the investigators to continue
their efforts to further enhance gas turbine modeling.

Let us now come back to wind turbines. They present the principal source of
renewable energy. Although wind turbines now generate only about 1% of the total
energy, their development rate is by far higher than the rates of traditional energy
sources, and the total power production is already about two times greater than the
production of solar plants [5]. Being a megastructure, a wind turbine must meet
strict requirements of reliability and safety. On the other hand, massive electricity
production should be cost-effective. Due to these contradictory demands, as with
gas turbines, the turbine itself and its control and monitoring systems need thor-
ough optimization. To this end, a wide use of accurate mathematical modeling and
simulation is a very effective strategy. For specific purposes, many different wind
turbine models, e.g., aerodynamic, mechanical, economical, and environmental,
have been proposed so far. For the needs of control and diagnostics, the general-
purpose model that describes both aerodynamic and electric parts of the power
plant is mainly used.

2. Gas turbine modeling

As with the models of other technical systems, the gas turbine models fall into two
general categories: physics-based models and data-driven models. The physics-based
models rely on the theory of gas turbines and therefore perform accurate simulation
of various steady-state and transient modes. Being more complex than the data-
driven models, physics-based models have however extended capabilities and offer
the knowledge that can hardly be obtained from real data, for example, the informa-
tion about the influence of the faults on engine performances. The data-drivenmodels
(aka black box models) do not require the information about internal structure and
operation of the simulated engine. To build these models, optimization methods or, in
the case of neural networks, machine learning techniques are employed using avail-
able real information as input data. These models are widespread because of their
simplicity. The variety of such models is described in detail in the book [3].

2.1 Thermodynamic model and its derivations

Among physics-based gas turbine models, a nonlinear component-based model
also called a thermodynamic model is primarily used for development of control
and diagnostic systems. The model relies on the gas turbine theory [6]. The model
involves aerothermal relations to compute gas path variables, and engine compo-
nents such as compressors, combustion chamber, and turbines are given by their
performance maps. The most of diagnostic methods are applied to engine at steady

states. In this case, model output variables Y
!
are computed employing operational

conditions U
!

and health parameters Θ
!
as input data. In this way, the static model

structure is given by
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Y
! ¼ F U

!
,Θ
!� �

: (1)

The health parameters can shift a little the components’ maps that allow consid-
ering a varying technical state of the engine. Mathematically, expression (1) is a
result of solving a system of nonlinear algebraic equations that reflect the balance of
mass, heat, and mechanical energy. For the engines of complex structure, the
number of equations reaches 15–20.

The development of control algorithms and some diagnostic methods (see, e.g.,
[7]) relies on dynamic simulation. Within the thermodynamic model, the simula-
tion at transients can be expressed by

Y
! ¼ F U

!
tð Þ,Θ!, t

� �
: (2)

In contrast to the static simulation according to Eq. (1), the operating conditions

U
!

are now time functions. Time t is also separately added to the arguments to take
into consideration inertia factors, namely, inertia moments of engine rotors, mass
and energy accumulation in gas capacities, and warming-up of massive metal ele-
ments. Expression (2) is determined by the solution of differential equations that
reflect combined operation of the engine components under dynamic conditions.
The dynamic model is usually developed on the basis of the static model and uses
approximately 70% of its software. In this way, these models constitute a common
program complex of the thermodynamic model.

As the thermodynamic model is complex and relatively slow, a number of
simplified data-driven models are determined on its basis.

To quantify fault influence in gas turbine diagnostics, a healthy engine performance

(baselinemodel Y
!
0 ¼ FðU!Þ) is required. As mentioned in [8], a simple second-order

polynomial function provides accurate approximation of an engine baseline. For one
gas path variable Y and three operating conditions ui, this function looks like

Y0ðU
!Þ ¼ a0 þ a1u1 þ a2u2 þ a3u3 þ a4u1u2 þ a5u1u3 þ a6u2u3 þ a7u21 þ a8u22 þ a9u23

(3)

Unknown coefficients aj for all the variables Y
!
are determined by the least

squares method using the data generated by the static nonlinear model as input
information. Real data collected under test bed or field conditions can also be used.

Another simplified model obtained in the basis of the thermodynamic model is a
linear static model presented by

δY
! ¼ HδΘ

!
(4)

For a fixed operating mode (U
!
-const), this model relates small relative changes δY

!

and δΘ
!
of the gas path variables and operating conditions, respectively. The necessary

influence coefficients of a matrix H are computed according an expression

Hij ¼ δYi

δΘ j
¼

Yi Θ
!

j

� �
� Yi Θ

!
0

� �

Yi Θ
!

0

� �
,

Θ j � Θ0j

Θ0j
: (5)

The required values Yi Θ
!

0

� �
and Yi Θ

!
j

� �
are calculated by the nonlinear static

model which runs one time for a healthy engine state and then one time for each
variation δΘ j introduced by turn in health parameters.
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One more model based on the thermodynamic model is called a linear dynamic
state space model and is presented by the two following equations:

_X
!
ðtÞ ¼ AΔX

�!ðtÞ þ BΔU
�!ðtÞ

ΔY
�! ¼ CΔX

�!ðtÞ þDΔU
�!ðtÞ

(6)

where X
!
stands for a vector of state space variables and Δ denotes a difference

between dynamic and static values of variables. Unknown matrices A, B, C, and D
are computed through the static nonlinear model in the same way as the matrix H.

2.2 Thermodynamic model improvements

The development and diagnostic use of thermodynamic models began in the
1970s inspired by the works of Saravanamuttoo (for instance, [9]). Since then,
many enhancements have been introduced in this model.

Stamatis et al. [10] proposed an adaptive simulation by an identified thermody-
namic model, and then they used such simulation in gas turbine diagnostics [11].

Paper [12] introduces ellipsoid functions that more accurately describe compo-
nents performance maps in a thermodynamic model. As a result, better model
identification at steady states and transients is gained.

In the well-known universal software GasTurb [13] developed since the 1990s,
there are special tools that help to verify and correct the compressor and turbinemaps.

A more radical way to enhance compressor description is described in [14]. It is
proposed to replace a compressor map by a stage-based compressor model. It is
shown that the thermodynamic model after such a modification allows to identify
faulty stages and recognize compressor fouling, tip wear, and erosion, thus making
the diagnosis more profound.

Volponi et al. [15] propose to compliment a traditional thermodynamic model by
a neural network-based data-driven model that compensates systematic measure-
ment errors. The authors show that the new hybrid model considerably enhances
simulation accuracy.

The above described enhancements contribute to a whole thermodynamic
model or its static part. Nevertheless, simulation of transients has specific issues to
address, and fast and accurate dynamic models are in demand [16]. Following this
demand, paper [17] describes the model of turbine clearance dynamics intended to
complement a traditional physics-based dynamic model. Such an extension of the
traditional model does not practically change computation time but allows to con-
sider a dynamic turbine performance and significantly enhance the accuracy of
engine dynamic simulation.

The present book meets the mentioned demand for improved dynamic models
addressing two related problems. The first problem presents the extension of dynamic
model operation on engine starting (see Chapter 2). It is proposed to simulate the
starting by a linear dynamic model supplemented with a simplified static model. The
second problem presents accurate simulation of gas capacities in a nonlinear dynamic
physics-based model (Chapter 3). A lot of different variations of capacity models are
considered and compared, and the recommendations of application are given.

2.3 Estimation of unmeasured variables

In addition to traditional diagnostic functions, estimation of important
unmeasured engine variables can be included into a gas turbine monitoring system.
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Examples of such estimation include engine power [18] or thrust [19], compressor
and turbine efficiencies [20, 21], and compressor air mass flow [21]. These variables
help with monitoring of the mission of gas turbines, their integrity, and overall
efficiency. They allow a more profound diagnosis of engine components as well.

The issue of unmeasured variable estimation is challenging because it must allow
for an engine technical state. A reasonable solution for an offline monitoring is
using a thermodynamic model. However, this model has intrinsic inaccuracy, is
critical to computer resources, and is not always available. A Kalman filter-based
dynamic model affords a faster estimation [19], but it has additional linearization
and approximation errors, and its development still needs a thermodynamic model.

For online monitoring, a good choice is using simple thermodynamic relations
that allow computing some important unmeasured variables, for example, compo-
nent efficiencies [20] and airflows [21], through measured quantities. Nevertheless,
this choice is available only for few variables.

In contrast, paper [22] offers a universal data-driven method to estimate any
necessary unmeasured gas path variable. Additionally, to draw diagnostic informa-
tion for online monitoring, it is proposed to extend traditional computing the
measured quantity deviations on the unmeasured variables.

Chapter 4 of the present book presents new models of unmeasured variables to
monitor engine lifetime. To evaluate the lifetime, the temperatures of gas and air
around a critical element, turbine blade, should be known. Various variations of
data-driven and physics-based models for these unmeasured variables are formed.
By model comparison, the optimal ones are chosen and recommended for real
applications.

3. Gas turbine control

The type and configuration of a GT control system is an important factor. They
are closely related with the complexity of engine dynamics and control tasks. An
improper control system can cause severe damages to engine health. Control pro-
grams depend on engine operation modes such as start-up, dynamic operation,
steady-state operation, and shutdown. In addition to a specific program for each
mode, the control system has various protection programs to avoid overspeed,
overheat, flameout, and so on.

Gas turbine control systems are usually of a closed-loop type. The system elabo-
rates a correction to a control variable (e.g., fuel consumption) on the basis of a
discrepancy between actual and necessary values of a controlled variable (e.g., rotor
speed). To be effective, the closed-loop controller should “know” accurate relations
between engine parameters. A conventional approach to controller development
relies on generalized engine performances and average operating conditions. How-
ever, engine operating and health conditions vary along time.

As advanced gas turbines have several control variables, more flexible control
laws can be developed to take into consideration actual engine operating conditions
and technical state. Modem digital controllers are capable to realize such complex
control and, as a result, minimize fuel consumption, extend engine life, and reduce
maintenance costs.

4. Wind turbines

As with gas turbines, wind turbines are an important energy source. However, in
contrast to the formers, they have the lowest greenhouse gas emissions and water
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One more model based on the thermodynamic model is called a linear dynamic
state space model and is presented by the two following equations:

_X
!
ðtÞ ¼ AΔX

�!ðtÞ þ BΔU
�!ðtÞ

ΔY
�! ¼ CΔX

�!ðtÞ þDΔU
�!ðtÞ

(6)

where X
!
stands for a vector of state space variables and Δ denotes a difference

between dynamic and static values of variables. Unknown matrices A, B, C, and D
are computed through the static nonlinear model in the same way as the matrix H.
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consumption. Large turbines constitute wind farms to generate electricity for
domestic consumption and for the electrical grid. Typically, they have a three-blade
horizontal axis construction. The power limit of such a wind turbine is 16/27 times
the kinetic energy of the passing air. The power losses include friction of rotor
blades, mechanical losses in bearings and gearbox, and losses in a generator and
converter. In commercial turbines, these losses can be lessen up to 20–25%. A
general trend to increase efficiency and reduce maintenance costs is increasing
power and size of a turbine unit. The large wind turbine has a capacity of 9.5 MW,
overall height of 220 m, and diameter of 164 m [23].

The efficiency can decrease because of the dust and insects in the air and
possible ice accretion resulting in the altered aerodynamic profiles and efficiency
losses of 1.2% per year. To monitor turbine performance and structure, accelerom-
eters and strain sensors are usually installed in the nacelle. To assess the dynamics of
turbine blades, digital image correlation and stereophotogrammetry are currently
applied [24].

As with gas turbines, the design of such large structures as wind turbines needs
mathematical modeling. In particular, for developing more accurate control and
diagnostic systems, the general-purpose model that describes both aerodynamic
and electric parts of the wind power plant is on demand. Chapter 5 of the present
book introduces such a model.
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Chapter 2

Turbine Engine Starting
Simulation
Sergiy Yepifanov and Feliks Sirenko

Abstract

The process of engine control development requires the models that describe
engine operation and its response on a control action. The development flow
required numerous models to be engaged, like component-level non-linear model,
engine-level non-linear model, linear dynamic model, etc. Models made a great
progress during the recent years and became reliable tools for control engineers.
However, most models are derivatives from the component-level non-linear model,
which in its turn consumes the component performances. Things turn different
when one addresses the starting range of engine operation. The problem here is all
about the missing performances of the engine components, as it is quite hard to
harvest these performances in this region as the processes that happen in the engine
are transient by nature. Different scientists offered different approaches to the
problem of building the component level non-linear model of the sub-idle region,
but the general idea is to somehow extrapolate the known performances to the sub-
idle region. However, there are no known reports about a model that considers all
aspects of this approach and simulates the engine starting. In this chapter, you can
find an alternative view on a problem of simulation of a sub-idle operation. The
proposed model belongs to a group of linear dynamic models including the static
model as well as simplified static model to support the dynamic model. Instead of
trying to extrapolate component performances and get the full-scale component-
level model, you will see that the canonical component performances are replaced
by the direct relations between parameters that are used in the control algorithms,
like gas-path parameters against the RPM. As well in this chapter, you will find the
exact instructions on how to create the model and an example of the one with the
real test data.

Keywords: turbine engine, starting, mathematical model, experimental data,
identification, approximation

1. Introduction

Models are known for their benefit to reduce the price for engine development
replacing the numerous experiments with the simulations. This has the biggest
value for the control engineers as they need the greatest amount of experimental
data. Industry came to a gold standard on how to simulate the models of engine
operation within the range limited with idle on one side and the maximum on the
other side. These models are well structured and validated, having the well-known
thermodynamic relations under the hood. But their usage is impossible or
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operation within the range limited with idle on one side and the maximum on the
other side. These models are well structured and validated, having the well-known
thermodynamic relations under the hood. But their usage is impossible or
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considerably limited in the sub-idle range, because of no experimentally registered
performances of engine components. The other reason is that the required perfor-
mances are challenging to be determined for the sub-idle region, especially the
performance of a combustion chamber.

Here we have reached the point that suites the most to introduce the existing
models of sub-idle operation. They can go into two baskets. In the first we find the
methods that deal with the extrapolation of the component performances into the
sub-idle range, while in the second, methods that approximate the experimental
data with various polynomials.

We can dive deeper to the first basket and discriminate four groups of models

• based on straight extrapolation of known performances (no physics
considered) [1–3];

• “smart” extrapolation that consumes the theoretical knowledge about
component performances in the sub-idle region [4–7];

• statistical extrapolation [8];

• based on fitting the generic performances to the experimental data [9–11].

The brightest method of the first group is based on the simplest similarity laws.
The method was developed by Gaudet et al. [1]. The method is only applicable
for incompressible fluid. Another method by Sexton [2] suggests obtaining new
constant corrected speed lines of compressor spool using experimentally
measured ones:

Wað Þi�1

Wað Þi
¼ Ni�1

Ni

� �
,

Lsp
� �

i�1

Lsp
� �

i

¼ Ni�1

Ni

� �2
, Powð Þi�1= Powð Þi ¼ Ni�1=Ni½ �3: (1)

where subscript i refers to experimentally measured parameter and i� 1 refers
to extrapolated parameter.

Gaudet and Gauthier improved Sexton’s method by adopting it for compressible
fluid. Powers in Eq. (2) are obtained by the analysis of two experimentally mea-
sured corrected constant speed lines with the lowest values of corrected rotational
speed. Next, a new corrected constant speed line is calculated referring existing by
the equations

Wað Þi�1

Wað Þi
¼ Ni�1

Ni

� �p
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� �

i�1

Lsp
� �

i

¼ Ni�1
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Ni�1

Ni

� �r
: (2)

Powers p, q, and r stay constant for all sub-idle operating range.
The second group is very similar to the first one and differs in the fact that

extrapolation takes into account prior information about processes taking place
during starting. This allows improving the tolerance and preventing errors.

All methods of the second group consider only separate facts from prior infor-
mation (e.g. negative efficiency of compressor spool till the moment of combustion
chamber lighting [5]), but there are still no known methods that are able to take
into account all prior information. For example, there is a method [6, 7] to extrap-
olate performances of compressor or turbine taking into account the continuity
equation violation at negative efficiency. Authors suggest routine performance
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representation to be changed to the new one. The efficiency performance of com-
pressor spool is expressed as follows:

η ∗
C � L ∗

C =N
2� � ¼ f Wa � T ∗

in=N � P ∗
in

� �
: (3)

Another method, proposed by Agrawal and Yunis [8], belongs to methods of the
third group. This method requires a big number of experimental data for identify-
ing true performances of engine components from universal ones. Relations to carry
out identification are the following:

• Air flow
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• Specific work

Lsp=Tcor
� �

i�1

Lsp=Tcor
� �

i

¼ Kψ � N=
ffiffiffiffiffiffiffiffi
Tcor

p� �
i�1

N=
ffiffiffiffiffiffiffiffi
Tcor

p� �
i

" #2
; (5)

• Efficiency
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where Kϕ, Kψ, and K are coefficients depending on a corrected rotational speed.
This relation is formed from analysis of a big number of similar engines.

In addition to the above parameters, this method also allows simulation of
torque, pressure, and temperature at compressor discharge.

The last group of methods can be represented by Kong’s method [9]. The point
of the method is getting universal component performances from well-known
thermodynamic relations for gas turbine engines and prior information about the
engine with its further identification at modes from idle to maximum power
(thrust). Here, identification must be understood as scaling factors calculating to
match theoretical and true performances. This method has validated its effective-
ness for the set of turboshaft engines. But the shortage of this method was poor
convergence at modes with low rotational speeds, including sub-idle modes.

To cope with the problem of poor convergence, Jones et al. had improved Kong’s
method, suggesting application of non-metering components and new criterion for
identification quality estimation (surge parameter). Applied measures have
improved identification, especially at sub-idle modes [12].

Final improvement of Kong’s method was carried out by the group of scientists
from Sharif University. They have suggested a new approach to scaling factor calcu-
lation. This approach provides good identification quality at all modes. All parameters
necessary for compressor map identification can be calculated as follows [13]:

Wa cor ¼ Wa corð Þuniv �Wa cor calc= Wa cor calcð Þuniv, (7)

Ncor ¼ Ncorð Þuniv �Ncor calc= Ncor calcð Þuniv, (8)

π ¼ πuniv � πcalc � 1ð Þ þ 1= πcalc univ � 1ð Þ þ 1, (9)
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η ¼ ηuniv � ηcalc=ηcalc univ: (10)

Methods of the second category accept the hypothesis about similarity of
starting processes in all engines. Here appears the conclusion that any starting
process can be circumscribed by universal relations between control factors and
measured parameters. These methods require storing rig and in-flight experimental
information to form appropriate data for identification. The polynomial relations
are conserved to have the same structure from engine to engine. Only coefficients of
polynomial change [14].

Wrapping up the above overview of the methods to simulate sub-idle operation
of the gas turbine, one can conclude the following

• most described methods can hardly find the usage in an every day’s
engineering practice;

• most methods address the compressor map extrapolation ignoring the problem
of other compressor components, especially the combustion chamber
operation;

• to identify the performances from the experimental data, the latest must be of
high quality, however, as the starting is a dynamic process, the collected data
may be corrupted with time lag as well as poor sensor performance at low
operational modes;

• getting the accurate experimental data to build the high-quality performance
map is not always a good value for money as it usually needs mounting extra
sensors and carrying out additional experiments (for example, low-inertia
thermocouple, strain gage, etc.);

• the methods from the second basket have extremely limited application range
as they require the same starter to be used as well as the minor changes to the
starting control loop are allowed.

2. Requirements to the starting simulation model

During the starting engine speeds up from either turned off state to an idle
running or windmilling to the flight idle. Based on the source of power that drives
the rotor during the acceleration, the whole starting may be decomposed into three
phases.

The rotor of the engine is dynamically balanced. During the first phase, the rotor
is driven by the starter only, as the combustion chamber is not lighted yet. During
this phase, the starter drives the rotor from turned off state to the RPM where the
combustion chamber is started. The torque balance of this phase is

Mstarter ¼ Mres þMinert, (11)

where Mres is the total torque of resistance that is generated by compressor and
turbine cascades of the rotor, by bearings and driven auxiliary units (fuel and oil
pumps, electric generator, deaerator, etc.).

As soon as combustion chamber is brought into a game, the turbine starts giving
the positive input to the torque balance equation. Both turbine and starter drive the
rotor because the turbine does not have enough power yet to accelerate the rotor
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alone. The second phase lasts till the turbine reaches the power where it can drive
the compressor and accelerate the rotor on its own. The torque equation for the
second phase is

Mstarter þMT ¼ Mres þMinert: (12)

The starting ends up with the phase where the starter is moved from the table,
making the turbine to be the only one source of power that drives the compressor
and makes all rotors accelerate to the idle or the flight idle (see Figure 1). The
torque balance equation is

MT ¼ Mres þMinert: (13)

The first and foremost problem that every simulation engineer faces when
designing the model is the problem of the choice among the available model struc-
tures, as the selected structure must make a perfect fit to the problem to be solved
by the model. The major goal of the proposed model is to perform the preliminary
tuning of the ACS. For this, the model must:

• provide correct relations among parameters that describe the operation of the
engine (as the starting is a non-steady-state process, the model must properly
describe the dynamic properties of GTE including all processes that determine
engine dynamics);

• be able to be integrated with the vast majority of the models that are normally
used to support the ACS design, e.g. model that describes the engine operation
in the range above the idle, models of governors, etc.;

• properly describe the features typical for the starting, for example, parameters
overlap during the starting;

• require minimum amount of experimental data to be generated and adjusted;

• give a quantitative assessment to the required parameters that cannot be
measured directly.

Figure 1.
Engine starting stages and moment performances.
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3. Structure

Form the vast majority of model structures, the good choice to fulfill the
requirements described above is the dynamic model consisting of linear dynamic
model,

_
X
! ¼ A � ΔX! þ B � ΔU!;

ΔY
! ¼ C � ΔY! þD � ΔU!:

8<
: (14)

supported with steady-state model in simplified representation (next—
simplified static model, SSM).

The structure of the model is presented in a Figure 2.
The model of the three-spool turbofan must consider the mutual interaction of

engine spools.

4. Compiling of the SSM

Static performance of GTE in a sub-idle region is nothing more than an abstrac-
tion, as in a sub-idle region, the engine does not have any steady modes. The SMM
improves the precision of the starting model as well as provides the unique archi-

tecture of both sub-idle and above idle models. Let the SSM be formalized as Z
! ¼

f N
� �

, where Z
! ¼ X

!T
Y
!T

� �T
; N ¼ NHP cor

NHP 0
is the base value that corresponds to an idle

mode.
The proposed scheme of SMM for one of parameters Y from vector in the sub-

idle region is presented in Figure 3.

Figure 2.
Structure of the proposed starting model of a turbofan.
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The static performance is extrapolated to the sub-idle region with a linear region
and parabolic region (linking region). The performance is described with the func-
tions. They are limited on both sides of the region as

• values of the functions must be equal on the left and on the right;

• first derivative of the functions must be equal on the left and on the right.

Such a structure allows alternating the slope of the linear region within some
range (see line 1 in Figure 3). This is a good opportunity to adjust the SSM after the
experiments have been carried out.

Equation of linear region is described as

Z 1ð Þ ¼ Z0 þ kN: (15)

Initial values of slope angle are evaluated from the next formula

k ¼ 0:6… 1:2ð ÞZ2 � Z0

N2
: (16)

The 0.6–1.2 range determines the adjustment range of the linear region. If k = 1,
then linear regionmatches with the line joining two points (0, Z0), (N2, Z2). Y0 is equal
to a default value of a parameter to be simulated (temperature, pressure, RPM, etc.).

The linking function is described as

Z 2ð Þ ¼ k0 þ k1Nþ k2N
2
: (17)

Unknown coefficients k0, k1, and k2 are evaluated from the set of linear equa-
tions that is compiled from the limitations for the regions, described in this chapter:

Z0 þ kN1 ¼ k0 þ k1N1 þ k2N
2
1; (18)

k ¼ k1 þ 2k2N1; (19)

k0 þ k1N2 þ k2N
2
2 ¼ Z2; (20)

k1 þ 2k2N2 ¼ dZ
dN

� �

2
: (21)

Figure 3.
Static model generation: 1—linear segment; 2—parabola; 3—working line.
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The last unknown to be determined from the equation set (18)–(21) is an
abscissa N1 of point joining linear function with the linking function.

Set of Eqs. (18)–(21) is non-linear. Let us use Eqs. (20, 21) to solve it and express
the coefficients k0 and k1 to be dependent on k2:

k1 ¼ dZ
dN

� �

2
� 2k2N2;  k0 ¼ Z2 � dZ

dN

� �

2
N2 þ k2N

2
2: (22)

From Eq. (19), we get the relation between N1 and k2:

N1 ¼ k�Dþ 2k2N2

2k2
: (23)

Putting the obtained equations into (18), we get the solution:

k2 ¼
k� dZ

dN

� �
2

� �2

4 Z2 � Z0 � k2N2
� � ; k1 ¼ dZ

dN

� �

2
�

k� dZ
dN

� �
2

� �2
N2

2 Z2 � Z0 � k2N2
� � ; (24)

k0 ¼ Z2 � dZ
dN

� �

2
N2 þ

k� dZ
dN

� �
2

� �2
N

2
2

4 Z2 � Z0 � k2N2
� � ; N1 ¼

2 Z2 � Z0 � k2N2
� �

k� dZ
dN

� �
2

� � þN2: (25)

Building up any performance, we will require turned-off parameters, idle param-
eters and derivative of the performance parameter against the mode parameter, e.g.
RPM of HPR. An example of this map with experimental points is shown in Figure 4.

Because the corrected exhaust gas temperature TT cor has another physical
nature, its relation is formed using another approach method.

The turbine temperature decreases to some value when the mode decreases.
Further mode decrease results in a drastic temperature increase mainly because of
the inefficient turbine operation and low airflow through the engine.

To consider this prior information, the turbine discharge temperature is
modeled as follows:

Т4 cor ¼ Т2 cor þ KT
Wf cor �Hu

Wair cor � сp , (26)

Figure 4.
Relation Wf st cor ¼ f NHP corð Þ of the SSM.
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where Т2 cor is the temperature of airflow at compressor discharge; Wf cor�Hu
Wair cor�сp is the

temperature rise caused by the amount of heat added by the fuel combustion in the
combustion chamber.

A coefficient KT considers the temperature drop that is caused by heat retraction
in a high-pressure turbine and a free turbine. The coefficient is calculated to provide
the equality of the exhaust gas temperatures. The first and the second values of the
exhaust-gas temperature are calculated using the sub-idle operation model and the
above-idle operation model, respectively.

The airflow through the engine is a priori known to be proportional to the square
of the rotational speed: Wair cor ¼ C �N2

HP.
The dependence Т4 cor ¼ f NHP corð Þ is shown in Figure 5. The left branch (1)

corresponds to the Stage 1 of starting (see Figure 1) when only starter rotates the
rotor; the right branch presents Stages 2 and 3 when the combustion chamber is
switched in.

It follows from Eq. (10) that for proper modeling of gas temperature on must
compile the SSMs of Т2 cor and airflow Wair cor .

5. Identification of a linear dynamic model

The above dynamic model (1) in the state space for the three-spool turbofan
engine under consideration has the form of a system of linear algebraic and
differential equations.

_NIP ¼ a11 � ΔNIP þ a12 � ΔNHP þ a32 � ΔNLP þ b11 � ΔWf;
_NHP ¼ a21 � ΔNIP þ a22 � ΔNHP þ a23 � ΔNLP þ b21 � ΔWf þ b24 � Мstart �Мresð Þ;
_NLP ¼ a31 � ΔNIP þ a32 � ΔNHP þ a33 � ΔNLP þ b31 � ΔWf;

Δp2 ¼ c11 � ΔNIP þ c12 � ΔNHP þ с13 � ΔNLP þ d11 � ΔWf;

ΔТ4 ¼ c21 � ΔNIP þ c22 � ΔNHP þ с23 � ΔNLP þ d21 � ΔWf,

8>>>>>><
>>>>>>:

(27)

where ΔNIP ¼ NIP �NIP st, ΔNHP ¼ NHP �NHP st, ΔNLP ¼ NLP �NLP st,
ΔWf ¼ Wf �Wf st, Δp2 ¼ p2 � p2 st and ΔТ4 ¼ Т4 � Т4 st.

This system can be resolved by the Euler method.
The set of Eqs. (27) can be simplified by the introduction of the listed next

assumptions:

Figure 5.
Static model of the gas temperature.
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The last unknown to be determined from the equation set (18)–(21) is an
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To consider this prior information, the turbine discharge temperature is
modeled as follows:

Т4 cor ¼ Т2 cor þ KT
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where Т2 cor is the temperature of airflow at compressor discharge; Wf cor�Hu
Wair cor�сp is the

temperature rise caused by the amount of heat added by the fuel combustion in the
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the equality of the exhaust gas temperatures. The first and the second values of the
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rotor; the right branch presents Stages 2 and 3 when the combustion chamber is
switched in.
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The above dynamic model (1) in the state space for the three-spool turbofan
engine under consideration has the form of a system of linear algebraic and
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• as the argument of the static model and functions for determining the
dependence of the coefficients of the linear dynamic model on the engine
operational mode is N2, then NHP ¼ NHP st which is why ΔNHP ¼ 0.

• the mutual effect of the rotors is determined mainly by the interaction of the
spools of the turbine; therefore, it spreads along the flow (the high-pressure
rotor affects the intermediate and low-pressure rotor, and the intermediate-
pressure rotor affects the low-pressure rotor).

Concluding the just listed assumptions, the set of Eqs. (27) transforms to

_NIP ¼ a11 � ΔNIP þ b11 � ΔWf;
_NHP ¼ b21 � ΔWf þ b24 � Мstart �Mresð Þ;
_NLP ¼ a31 � ΔNIP þ a33 � ΔNHP þ b31 � ΔWf;

Δp2 ¼ d11 � ΔWf;

ΔТ4 ¼ d21 � ΔWf :

8>>>>>><
>>>>>>:

(28)

The task of synthesizing a linear dynamic model is reduced to the problem of
determining the coefficients of a linear dynamic model.

The coefficients b24, b21, and d11 are determined analytically using a priori and
experimental information, followed by approximation by polynomial dependen-
cies, the arguments of which are the rotational speed of the high-pressure rotor. The
coefficient b24 was determined analytically from the following equation:

JHP
dωHP

dt
¼ Mstart �МHPC N2

HP

� �
, (29)

where JHP is an inertia of high pressure rotor.
Having transformed dωHP

dt to π
30 � dNHP

dt , we get:

b24 ¼ 30
π � JHP

(30)

The coefficient b24 does not depend on the type or characteristics of the used
starter and is constant for the entire starting.

The determination of the coefficient b21 пр showing the effect of fuel consump-
tion on the rate of the rotational speed change for the high-pressure rotor was
carried out analytically according to the following relationship:

b21 cor ¼
_NHP � b24 �Mstart

ΔWf
: (31)

Further, the obtained values were approximated, considering the following a-
priori information about this coefficient at the starting region. Let us consider the
following equation:

τHP
dNHP

dt
þ ΔNHP ¼ KW � ΔWf, (32)

where τHP is the time constant of the high-pressure rotor.
Let us divide both parts of this equation by time constant and move ( 1

τHP
ΔNHP)

to the right part of the equation, and we get

22

Modeling of Turbomachines for Control and Diagnostic Applications

_NHP ¼ � 1
τHP

ΔNHP þ KW

τHP
� ΔWf ¼ a22ΔNHP þ b21ΔWf : (33)

It is known that the time constant at the beginning of the rotor spinning
(NHP = 0) is equal to zero. At low rotational speeds, the rotor is unstable; therefore,
the value of the time constant is negative. Physically, this can be explained by the
fact that the turbine in this mode of operation is inefficient, and the slope of the
torque characteristic of the turbine (the dependence of the moment on rotation
speed at constant fuel consumption) is greater than the slope of the torque charac-
teristic of the compressor. As rotor speed increases, the time constant decreases
until the moment when the slope of the torque characteristic of the compressor
becomes equal to the slope of the torque characteristic of the turbine (∂МHPC

∂nHP
¼ ∂МHPT

∂nHP
).

At this point, the function of the dependence of the time constant on the rotor speed

experiences a gap (τHP ¼ π
30 � JHP

∂МHPC
∂NHP

� ∂МHPТ
∂NHP

¼ ∞). Thus, at low rotational speeds, the rotor

cannot be stable without an additional energy source or closed-loop control system.
With a further increase in the rotational speed, the time constant decreases from
infinity to the value at the idle mode.

The coefficient KW has physical sense, therefore, the nature of its change is
known. The ratio of this coefficient to the time constant shows the effect of changes
in fuel consumption on the rate of NHP change. The dependences of the LDM
coefficients of the high-pressure rotor on its rotational speed are shown in Figure 6.

The analytical determination of the coefficients a11, b11, a31, a33, and b31 is
impossible; therefore, they are determined by the least squares method engaging
the theoretical and experimental information and with the subsequent approxima-
tion of the dependence of the obtained values on a parameter that determines the
engine operating mode.

So, for example, the evaluation of coefficients a11 and b11 is.

^
θ
! ¼ arg min J θ

!� �
; (34)

where θ
! ¼ a11

b11

� �
is a vector of coefficients to be identified (a11, b11), the change

of which is approximated with polynomials b11 cor ¼
P2

i¼0 qi �Ni
HP cor and a11 cor ¼

P2
i¼0 pi �Ni

HP cor,
^
θ
!

—vector estimate θ
!
.

Figure 6.
Coefficients of the high-pressure rotor dynamics.
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• as the argument of the static model and functions for determining the
dependence of the coefficients of the linear dynamic model on the engine
operational mode is N2, then NHP ¼ NHP st which is why ΔNHP ¼ 0.
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Having transformed dωHP
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dt , we get:
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(30)

The coefficient b24 does not depend on the type or characteristics of the used
starter and is constant for the entire starting.

The determination of the coefficient b21 пр showing the effect of fuel consump-
tion on the rate of the rotational speed change for the high-pressure rotor was
carried out analytically according to the following relationship:

b21 cor ¼
_NHP � b24 �Mstart

ΔWf
: (31)

Further, the obtained values were approximated, considering the following a-
priori information about this coefficient at the starting region. Let us consider the
following equation:

τHP
dNHP

dt
þ ΔNHP ¼ KW � ΔWf, (32)

where τHP is the time constant of the high-pressure rotor.
Let us divide both parts of this equation by time constant and move ( 1
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_NHP ¼ � 1
τHP
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� ΔWf ¼ a22ΔNHP þ b21ΔWf : (33)

It is known that the time constant at the beginning of the rotor spinning
(NHP = 0) is equal to zero. At low rotational speeds, the rotor is unstable; therefore,
the value of the time constant is negative. Physically, this can be explained by the
fact that the turbine in this mode of operation is inefficient, and the slope of the
torque characteristic of the turbine (the dependence of the moment on rotation
speed at constant fuel consumption) is greater than the slope of the torque charac-
teristic of the compressor. As rotor speed increases, the time constant decreases
until the moment when the slope of the torque characteristic of the compressor
becomes equal to the slope of the torque characteristic of the turbine (∂МHPC
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¼ ∂МHPT

∂nHP
).

At this point, the function of the dependence of the time constant on the rotor speed

experiences a gap (τHP ¼ π
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¼ ∞). Thus, at low rotational speeds, the rotor

cannot be stable without an additional energy source or closed-loop control system.
With a further increase in the rotational speed, the time constant decreases from
infinity to the value at the idle mode.

The coefficient KW has physical sense, therefore, the nature of its change is
known. The ratio of this coefficient to the time constant shows the effect of changes
in fuel consumption on the rate of NHP change. The dependences of the LDM
coefficients of the high-pressure rotor on its rotational speed are shown in Figure 6.

The analytical determination of the coefficients a11, b11, a31, a33, and b31 is
impossible; therefore, they are determined by the least squares method engaging
the theoretical and experimental information and with the subsequent approxima-
tion of the dependence of the obtained values on a parameter that determines the
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Thus, the problem of the evaluation of coefficients a11, b11 reduces to the prob-
lem of determining the coefficients of polynomials approximating the change of
these coefficients in the sub-idle region:

J θ
!� �

¼ J q2, q1, q0, p2, p1, p0
� �

¼
XN
j¼1

_NIP cor j
� � q2N

2
HP cor j þ q1NHP cor j þ q0

� �
ΔWf cor j

�

þ p2N
2
HP cor j þ p1NHP cor j þ p0

� �
ΔNIP cor j

��2
: (35)

As an example, Figure 7 represents the results of a11 approximation on the
engine operational mode. They correspond to the obtained dependence

a11 cor ¼ �4:0276 � 10�9N2
HP cor j � 3:0863 � 10�5NHP cor j þ 0:0716: (36)

It is known that the coefficient smoothly increases when the rotational speed
goes down; therefore, the results of its identification are reliable.

For a more adequate model, the coefficient is refined according to the following
relationship:

b11 ¼
_NIP exp � a11 � NIP exp �NIP st

� �
Wf exp �Wf st

: (37)

6. Model of thermocouple

Measuring the temperature at the sub-idle modes is challenging because
the thermocouple has an extremely high time constant. Estimating the real
temperature requires complementing the linear dynamic model with an additional
equation

ε
dTTC

dt
þ TTC ¼ T4, (38)

where ε is the time constant of the thermocouple.
The time constant experimental observation requires mounting two thermocou-

ples at the same station: a regular thermocouple and a quick-response thermocou-
ple. Then, the stored data are analyzed to find the temperature delay in time.

Figure 7.
Relation of coefficient a11 on operation mode.
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Unfortunately, the performance of this experiment is notably rare. Hence, the
time constant is generally unknown.

Fortunately, this constant can be estimated using the one-time special
analysis of the experimental data. The time constant can be identified for the
sub-idle modes by substituting TT in Eq. (38) using the last equation of the
system (27):

ε ¼ c21 � ΔNIP þ c22 � ΔNHP þ с23 � ΔNLP þ d21 � ΔWf � TTC
dTTC
dt

, (39)

where dTTC
dt and TTC are determined from experimental data.

The resultant time constant of thermocouple as a function of corrected rotation
speed is shown in Figure 8.

7. Starting simulation algorithm

Starting simulation algorithm implements the structure, which is presented in
Figure 1, as the following sequence of stages:

1. Initial values of parameters are set as NHP cor ¼ NIP cor ¼ NLP cor ¼ 0, Wf ¼ 0,
P2 ¼ Pin, T4 ¼ Т2 ¼ TTC ¼ Tin, Wair cor ¼ 0.

2.Knowing NHP cor, Pin, Tin (in first step, the initial values are used) and applying
the static model (Wf st cor ¼ f NHP corð Þ, NIP st cor ¼ f NHP corð Þ, NLP st cor ¼
f NHP corð Þ, P2 st cor ¼ f NHP corð Þ, T2 st cor ¼ f NHP corð Þ, Wair st cor ¼ f NHP corð Þ,
Т4 st cor ¼ f NHP corð Þ), static values of the simulated parameters are calculated:
Wf st cor, NIP st cor, NLP st cor, P2 st cor, T2 st cor, Wair st cor, Т4 st cor.

3.Physical values of the parameters Wf st, NIP st, NLP st, P2 st, T2 st, Wair st, Т4 st
are calculated using equations of correction.

4.Knowing NHP cor, Pin, Tin and using the relations a11 cor ¼ f NHP corð Þ, b11 cor ¼
f NHP corð Þ, b21 cor ¼ f NHP corð Þ, a31 cor ¼ f NHP corð Þ, a33 cor ¼ f NHP corð Þ, b31 cor ¼
f NHP corð Þ, d11 cor ¼ f NHP corð Þ, d21 cor ¼ f NHP corð Þ, the coefficients of the linear

Figure 8.
Estimated time constant of thermocouple as a function of rotation speed.
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Thus, the problem of the evaluation of coefficients a11, b11 reduces to the prob-
lem of determining the coefficients of polynomials approximating the change of
these coefficients in the sub-idle region:

J θ
!� �

¼ J q2, q1, q0, p2, p1, p0
� �

¼
XN
j¼1

_NIP cor j
� � q2N

2
HP cor j þ q1NHP cor j þ q0

� �
ΔWf cor j

�

þ p2N
2
HP cor j þ p1NHP cor j þ p0

� �
ΔNIP cor j

��2
: (35)

As an example, Figure 7 represents the results of a11 approximation on the
engine operational mode. They correspond to the obtained dependence

a11 cor ¼ �4:0276 � 10�9N2
HP cor j � 3:0863 � 10�5NHP cor j þ 0:0716: (36)

It is known that the coefficient smoothly increases when the rotational speed
goes down; therefore, the results of its identification are reliable.

For a more adequate model, the coefficient is refined according to the following
relationship:

b11 ¼
_NIP exp � a11 � NIP exp �NIP st

� �
Wf exp �Wf st

: (37)

6. Model of thermocouple

Measuring the temperature at the sub-idle modes is challenging because
the thermocouple has an extremely high time constant. Estimating the real
temperature requires complementing the linear dynamic model with an additional
equation

ε
dTTC

dt
þ TTC ¼ T4, (38)

where ε is the time constant of the thermocouple.
The time constant experimental observation requires mounting two thermocou-

ples at the same station: a regular thermocouple and a quick-response thermocou-
ple. Then, the stored data are analyzed to find the temperature delay in time.

Figure 7.
Relation of coefficient a11 on operation mode.

24

Modeling of Turbomachines for Control and Diagnostic Applications

Unfortunately, the performance of this experiment is notably rare. Hence, the
time constant is generally unknown.

Fortunately, this constant can be estimated using the one-time special
analysis of the experimental data. The time constant can be identified for the
sub-idle modes by substituting TT in Eq. (38) using the last equation of the
system (27):

ε ¼ c21 � ΔNIP þ c22 � ΔNHP þ с23 � ΔNLP þ d21 � ΔWf � TTC
dTTC
dt

, (39)

where dTTC
dt and TTC are determined from experimental data.

The resultant time constant of thermocouple as a function of corrected rotation
speed is shown in Figure 8.

7. Starting simulation algorithm

Starting simulation algorithm implements the structure, which is presented in
Figure 1, as the following sequence of stages:

1. Initial values of parameters are set as NHP cor ¼ NIP cor ¼ NLP cor ¼ 0, Wf ¼ 0,
P2 ¼ Pin, T4 ¼ Т2 ¼ TTC ¼ Tin, Wair cor ¼ 0.

2.Knowing NHP cor, Pin, Tin (in first step, the initial values are used) and applying
the static model (Wf st cor ¼ f NHP corð Þ, NIP st cor ¼ f NHP corð Þ, NLP st cor ¼
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3.Physical values of the parameters Wf st, NIP st, NLP st, P2 st, T2 st, Wair st, Т4 st
are calculated using equations of correction.

4.Knowing NHP cor, Pin, Tin and using the relations a11 cor ¼ f NHP corð Þ, b11 cor ¼
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dynamic model are determined for a current step of the solution procedure:
a11 cor, b11 cor, b21 cor, a31 cor, a33 cor, b31 cor, d11 cor, d21 cor.

5.Using the equations of correction, physical values of the LM coefficients are
determined: a11, b11, b21, a31, a33, b31, d11, d21.

6.Deviations ΔU,ΔX
!
(see Eq. (27)) for the current step of the solution procedure

are calculated:

ΔU ¼ ΔWf ¼ Wf ‐Wf st;
Δx1 ¼ ΔNIP ¼ NIP‐NIP st; Δx2 ¼ ΔNHP ¼ 0;Δx3 ¼ ΔNLP ¼ NLP‐NLP st.

7.The starter torsion torque Mstart is determined. The model of starter (see
Figure 2) contains characteristics of the starter, which determines the starter
torsion torque as a function of the starter rotation speed Nstart, pressure and
temperature of the air at the starter inlet Pair, Tair, and the air pressure at the
starter nozzle vanes PNB. The moment of the starter switching off is
determined according to the starting sequence diagram. After this moment,
Mstart is set to be zero.

8.Using the quasi-linear dynamic model, new values of the simulated parameters
NHP, NIP, NLP, P2, T4, TTC are calculated:

NIP iþ1 ¼ NIP i þ tstep � a11 � ΔNIP þ b11 � ΔWfð Þ;
NHP iþ1 ¼ NHP i þ tstep � b21 � ΔWf þ b24 �Мstartð Þ;
NLP iþ1 ¼ NLP i þ tstep � a31 � ΔNLP þ a33 � ΔNLP þ b31 � ΔWfð Þ;
P2 iþ1 ¼ P2 st iþ1 þ d11 � ΔWf;

Т4 iþ1 ¼ Т4 st iþ1 þ d21 � ΔWf;

TТC iþ1 ¼ TТC iþ1 þ
tstep
ε

T4 iþ1‐TТC ið Þ:

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

(40)

9.NHP cor is determined on known NHP.

Points 2–9 of this algorithm are repeated up to the end of the starting sequence
diagram.

8. Starting model verification

For adequacy of the model and its quality checking, the simulation results were
compared with experimental data. For this purpose, the starting process was cho-
sen, which was not used for the model identification and differs from other exper-
iments by a law of the fuel supplying and by ambient conditions. The experimental
fuel flow (see Figure 9a) was inputted to the model. The time moments of the
combustion ignition and the starter switching off are the same as at experiments,
which were used for the model identification. The results are shown in Figure 9b–f.

Comparison of the simulation results with experimental data shows that the
model meets all demands to models, which are used for the ACS development.
Visible difference between experimental and simulated data is explained by the
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fact that the real combustion chamber ignition was some earlier than it is
declared in the technical requirements to ACS, and the model implements these
requirements.

9. Conclusion

The section discussed a new method for the synthesis of the mathematical model
of engine operation in the sub-idle region. As shown, this model belongs to the class
of dynamic models. To ensure the unity of the structure with the model of operating
modes, a simplified static model is introduced into the dynamic model, which takes
into account the synthesized characteristics of the engine components in the format
of direct dependencies between the parameter-argument and the parameters used
for the synthesis of ACS.
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Starting diagrams.
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A mathematical model of the thermocouple was also presented and it was
proved to become an integral part of the starting model, due to the large inertia of
temperature sensors in the sub-idle.

The starting model can be used in the development of control laws for the
starting, dead cranking, and in-flight starting.
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Nomenclature

cp specific heat capacity at constant pressure condition
J moment of inertia
L specific work
M torque
N rotation speed
P pressure
Pow power
T temperature
W air (gas) flow rate
Δ absolute deviation
ε thermocouple time constant
η efficiency
π pressure ratio
τ engine time constant

Indexes

a air
C compressor
cor corrected parameter
f fuel
HP high-pressure cascade
in inlet
IP intermediate-pressure cascade
LP low-pressure cascade
res resistance
st static
T turbine
TC thermocouple
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Chapter 3

Gas Turbine Simulation Taking
into Account Dynamics of Gas
Capacities
Sergiy Yepifanov and Roman Zelenskyi

Abstract

The chapter considers one of the main dynamic factors of the turbine engine—
the dynamics of gas capacities. Typically, the most influencing capacities in the
turbine engine are combustion chamber, afterburner, mixing chamber, secondary
duct of turbofan, and jet nozzle. Simulation of high-frequency transients in turbine
engines needs taking into account this factor. For the needs of automatic control
and parametric diagnostics, the equations of capacities must be combined with the
equations of rotor dynamics and, sometimes, with the equations of a measurement
system and actuators. The model complexity consists in two features. The first
feature is in how many segments are used to simulate the capacity. The second
feature is in what of three basic laws are taken into account at the gas motion
description: the mass conservation law, the energy conservation law, and the
momentum conservation law. This chapter includes the analysis of models of dif-
ferent complexity followed by the conclusions about their applicability. In the last
part of the chapter, the real case of the engine dynamics analysis is considered when
the designer does not need the simulation of the capacities’ dynamics in time, but
needs estimating of the capacities’ ability to oscillate and in their natural oscillation
frequencies.

Keywords: turbine engine dynamics simulation, gas capacities,
differential equations, linearization, Eigen frequency

1. Introduction

Engine development is known to include numerous stages and, among them,
control systems and engine health management systems development. The devel-
opment of these systems, however, includes conducting much experimental work,
which is not a good choice, keeping in mind the cost of tests and time expenses. An
alternative choice to be made is the involvement of the mathematical modeling into
a development process [1]. One of the topics to be discussed in this chapter deals
with the problem of considerable pneumatic volumes of a gas turbine: main and
afterburning combustion chambers, bypass, exhaust nozzle, transition ducts, etc.
Stationary gas turbines have extra volumes that must be considered when building
up the mathematical model: intake with an air purification system and stack with a
noise suppression device. In the models of a gas turbine-driven natural gas pumping
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needs estimating of the capacities’ ability to oscillate and in their natural oscillation
frequencies.

Keywords: turbine engine dynamics simulation, gas capacities,
differential equations, linearization, Eigen frequency

1. Introduction

Engine development is known to include numerous stages and, among them,
control systems and engine health management systems development. The devel-
opment of these systems, however, includes conducting much experimental work,
which is not a good choice, keeping in mind the cost of tests and time expenses. An
alternative choice to be made is the involvement of the mathematical modeling into
a development process [1]. One of the topics to be discussed in this chapter deals
with the problem of considerable pneumatic volumes of a gas turbine: main and
afterburning combustion chambers, bypass, exhaust nozzle, transition ducts, etc.
Stationary gas turbines have extra volumes that must be considered when building
up the mathematical model: intake with an air purification system and stack with a
noise suppression device. In the models of a gas turbine-driven natural gas pumping
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compressor, the volumes of interest are input and output manifolds as well as a
main pipeline. In all abovementioned cases, the designers must allow for the
dynamics of pneumatic volumes when studying the transient behavior of an iso-
lated engine or the engine as a component of a power plant.

The design process engages numerous kinds of models depending on the stage
the development is at and the problems to be resolved by the particular model. But
the “mother” of each and every model is a nonlinear component level model (ther-
modynamic model), which describes gas path variables using thermodynamic rela-
tions and performance maps of all main engine components, such as compressors,
turbines, combustors, and input and output devices. When looking carefully at the
transients described by this kind of models, one can conclude that the main factors
affecting the engine transients are the inertia of rotors, the thermal inertia of engine
parts, and the inertia of pneumatic volumes. Usually, designers are good to go with
the model that eliminates the last two factors and considers only the rotor dynam-
ics. Nevertheless, for some cases, it is good to have a model that is able to carefully
simulate the processes, taking place in the pneumatic volumes, and the phenome-
non of thermal inertia. Many researchers have paid their attention to the problem of
pneumatic volumes within a total thermodynamic model. Next you will find a brief
overview of their findings.

Almost five decades ago, Fawke and Saravanamuttoo proposed a method to
simulate gas turbine inter-component volumes within the thermodynamic
model [2, 3]. The proposed method found its niche in the field, but it has an
increasing degree of differential equations and is too complicated for real-life calcu-
lations. The equations that describe the volumes in this method are also known for
their low robustness. To cope with these challenges, the designer that is up to use this
must take many assumptions to cope with these challenges. In this case, the equa-
tions can be simplified, which makes the solution more robust. But, unfortunately,
the above studies do not provide any recommendations about a proper algorithm on
how to compile the list of requirements for a particular engine. It is not even known
whether the dynamics of all inter-component volumes should be simulated.

A few years later, a pretty complete analysis of the general problem of pneu-
matic volume simulation was made by Glikman in [4]. He described many methods
to simulate the volume effect, but, unfortunately, did not pay enough attention to
their comparison and highlighting the use cases. Moreover, the book does not cover
the specific features of gas turbine engine simulation.

For the past two decades, many scientists have turned their sight to the problem
of pneumatic volumes and its effect on engine transients [1, 5–11]. Most of the
papers consider the pneumatic volume consisting of a single region with the per-
formance described by the set of differential equations of mass and energy conser-
vation. Conservation laws are added to the equation sets that describe the operation
of components. The resulting set of the conservation laws and the equations of
components’ operation compile the final set of equations, known as thermodynamic
model. However, some of the works mentioned above still consider an isothermal
process in the volume. Thus, only the pressure alternation is simulated keeping the
temperature constant.

Wrapping up the analysis made above, the thermodynamic models including the
models of pneumatic volumes take the assumptions listed below:

• In many cases the process in the volume is considered to be isothermal.

• The momentum conservation is omitted.

• The volume model can be called an “all-in-one-volume.”
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One of the shortcomings of the methods overviewed before consists in omitting
the momentum conservation law [12]; however, it plays a considerable role in an
overall accuracy of the simulation.

The importance of the momentum conservation was also confirmed by Shi et al. in
the study [13]. The authors deal with three engine models called “no volume effect,”
“traditional simplified volume effect,” and “compressibility volume effect.” How-
ever, this study focuses only on the time delay of the transient because of the volume
effect. The other parameters of the transient were not discussed in the study.

The gas turbine models allowing for the momentum conservation in pneumatic
volumes are also presented in papers [14–16]. However, the authors do not indicate
the range of tasks when it is essential to take into consideration the volume effect.

A new software PROOSIS for simulation in the area of propulsion allows more
precise pneumatic volume description that includes the momentum conservation
law. Henke et al. in their paper [17] introduce the PROOSIS capabilities in simulating
gas turbine transients. One of their conclusions is that the time of transients caused by
the volume effect is generally determined by the mass conservation. This is disput-
able, and it will be shown in the present chapter that indeed the transients are longer.

Wrapping up the overview of the existing methods to simulate the dynamics of
the gas path with pneumatic volumes, one can draw the following conclusions:

• These volumes cause the delay of the transients.

• Most of the methods consider the phenomena of mass, energy, and momentum
conservation, as well as hydraulic volume resistance; however, no method
covers these phenomena simultaneously. Moreover, the used combinations of
some phenomena are not compared.

• When the pneumatic volume algorithm is employed for control system design,
it must be able to satisfy some specific needs related to the volume, such as
oscillation analysis, time response evaluation, and analysis of the natural
frequencies. The above tasks should be performed with minimum computation
time expenses and, if possible, without simulation of the whole engine.
However, none of the overviewed methods can solve these tasks.

• The authors of the overviewed studies did not focus on making faster the
engine dynamic model with the algorithms describing pneumatic volumes.

The present chapter aims to overcome the mentioned bottlenecks and propose
the best model of pneumatic volumes to be used as a component of either an engine
dynamic model or an autonomous usage. Section 1 determines the set of differential
equations to generally describe a pneumatic volume. This section introduces seven
alternative volume models that adopt different simplifications. Section 2 provides
numerical simulation of the volume by each model and, using the simulation
results, the models’ comparison. The linearization algorithms are described in Sec-
tion 3, and the linearization accuracy is studied in Section 4.

2. Mathematical models of the pneumatic volumes

2.1 Basic equations

To make a fast computational algorithm, the present approach assumes that a
pneumatic volume has a constant transversal section. The proposed thermodynamic
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model deals with the gas path variables averaged over the radius and the circum-
ference, i.e., it considers the averaged variables of a one-dimensional gas flow.
Because most of the methods cited in the introduction use the total pressure and
total temperature to characterize the flow (see [1–3, 6–12, 14–17]), the same vari-
ables are employed in the present study. In the present approach, the difference
between total and static parameters is ignored as the subject of the study is low-
speed flow (M<0:4). For the same reason, static density is determined by the total
pressure and temperature in the ideal gas state equation p ¼ ρRT.

Let us introduce the volume of interest by Figure 1 and formulate the conserva-
tion laws for this volume. The mass conservation can be presented by

dm
dt

¼ Win �Wout (1)

Let us then use the ideal gas equation and express the mass as m ¼ ρV ¼ P
RT LA,

whence the mass conservation law transforms to

dm
dt

¼ LA
R

1
T
dP
dt

� P
T2

dT
dt

� �
(2)

The internal energy conservation law for an adiabatic flow is written as

dU
dt

¼ hinWin � houtWout: (3)

After expressing the internal energy by the pressure, one obtains the energy
conservation law that reflects the differential equation for the pressure:

U ¼ mcvT ¼ LAcv
R

P, (4)

dU
dt

¼ LAcv
R

dP
dt

, (5)

dP
dt

¼ γR
LA

TinWin � TWoutð Þ (6)

Let us now get the differential equation for the temperature using Eqs. (6)
and (2):

dT
dt

¼ RT2
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γ
Tin

T
� 1

� �
Win � γ� 1ð ÞWout

� �
(7)

Figure 1.
Gas capacity design scheme.
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The next equation to form presents the momentum conservation law expressed
through the Darcy-Weisbach equation (it relates the pressure loss due to friction to
the average velocity of the flow for an incompressible fluid):

ΔP ¼ ξ
RT
2PA2 W

2: (8)

It helps to describe the relations between the variables of two elementary vol-
umes situated to the left and to the right from the calculation point:

dWin

dt
¼ 2A

L
Pin � P� ξ

RTin

2PinA2 W
2
in

� �
; (9)

dWout

dt
¼ 2A

L
P� Pout � ξ

RT
2PA2 W

2
out

� �
, (10)

where ξ ¼ ς L
2D is the Darcy friction factor, ς is the specific frictional resistance,

D ¼ 4A
Π is the hydraulic diameter, and Π is the wetted perimeter of the cross section.

Eqs. (6), (7), (9) and (10) constitute a closed set of first-order nonlinear differ-
ential equations. The set describes four parameters P, T, Win, and Wout that char-
acterize the volume dynamics.

As proven before, the processes in the gas path pneumatic volumes can be
simulated with different precision.

The simplest method only regards the mass conservation (see [18]). According
to this method, the time derivative of temperature in Eq. (2) is considered negligi-
bly small. Modification of this approach is used in the paper [19] for compressor
dynamics simulation. The method described by Shevyakov [20] suggests the energy
conservation to be considered only when deducing the set of equations. The prob-
lem of calculation accuracy is omitted. The method used by Dobryansky [21]
already considers the mass and energy conservation. One of last publications on
volume dynamic modeling [22] is based on the same suppositions. However, the
relation between the internal energy and the temperature employs the heat capacity
at constant pressure instead of the constant volume heat capacity. The method
considered by Jaw and Mattingly [1] is also based on mass and energy conservation,
but Eq. (2) has no time derivative of temperature. The method described by
Gurevich [23] already takes into consideration the difference between the static and
total parameters but still neglects the momentum conservation. Such diversity of
the methods for simulating the pneumatic volumes of gas turbines implies the
necessity to perform their comparative study.

The present chapter introduces and compares three groups of pneumatic volume
models.

The first group unites all isothermal models. The assumption about the minute-
ness of the second item on the right side of Eq. (2) is equivalent to an assumption
about the isothermal process in the volume. Keeping the temperature constant
requires heat exchange with the ambiance, and hence the volume process cannot be
adiabatic in this case. Indeed, the volumes in real engines are not absolutely adia-
batic because the heat exchange is always present between the working substance
and the construction elements surrounding the cavity. However, the characteristic
time of the heat exchange is several orders greater than that of the mass and energy
accumulation in the volumes. This fact proves the use of the adiabatic models.
Although the isothermal models are not the best option for the volume effect
simulation, the present chapter uses them for comparing the errors of different
models.
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The next equation to form presents the momentum conservation law expressed
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Eqs. (6), (7), (9) and (10) constitute a closed set of first-order nonlinear differ-
ential equations. The set describes four parameters P, T, Win, and Wout that char-
acterize the volume dynamics.

As proven before, the processes in the gas path pneumatic volumes can be
simulated with different precision.

The simplest method only regards the mass conservation (see [18]). According
to this method, the time derivative of temperature in Eq. (2) is considered negligi-
bly small. Modification of this approach is used in the paper [19] for compressor
dynamics simulation. The method described by Shevyakov [20] suggests the energy
conservation to be considered only when deducing the set of equations. The prob-
lem of calculation accuracy is omitted. The method used by Dobryansky [21]
already considers the mass and energy conservation. One of last publications on
volume dynamic modeling [22] is based on the same suppositions. However, the
relation between the internal energy and the temperature employs the heat capacity
at constant pressure instead of the constant volume heat capacity. The method
considered by Jaw and Mattingly [1] is also based on mass and energy conservation,
but Eq. (2) has no time derivative of temperature. The method described by
Gurevich [23] already takes into consideration the difference between the static and
total parameters but still neglects the momentum conservation. Such diversity of
the methods for simulating the pneumatic volumes of gas turbines implies the
necessity to perform their comparative study.

The present chapter introduces and compares three groups of pneumatic volume
models.

The first group unites all isothermal models. The assumption about the minute-
ness of the second item on the right side of Eq. (2) is equivalent to an assumption
about the isothermal process in the volume. Keeping the temperature constant
requires heat exchange with the ambiance, and hence the volume process cannot be
adiabatic in this case. Indeed, the volumes in real engines are not absolutely adia-
batic because the heat exchange is always present between the working substance
and the construction elements surrounding the cavity. However, the characteristic
time of the heat exchange is several orders greater than that of the mass and energy
accumulation in the volumes. This fact proves the use of the adiabatic models.
Although the isothermal models are not the best option for the volume effect
simulation, the present chapter uses them for comparing the errors of different
models.
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The second group includes the models based on the mass and energy conserva-
tion. The volume process in these models is adiabatic.

The third group consists of adiabatic models considering all conservation laws
(mass, energy, and momentum).

2.2 Model 1.1: Isothermal volume without hydraulic resistance

Given the assumptions that are taken for this model ξ = 0, dTdt ¼ 0, it follows that
T ¼ Tin-const.

Let us differentiate Eq. (6) and then substitute the flow rate time derivatives
that correspond to the case ξ = 0. As a result, we have

τ21
d2P

dt2
þ P ¼ 1

2
Pin � Poutð Þ, (11)

where τ1 ¼ 1
2 τ0, τ0 ¼ L

a is a time required for the disturbance to pass through the
volume, and a ¼ ffiffiffiffiffiffiffiffiffi

γRT
p

is the sonic velocity in the cavity.
Thus, the lossless isothermal volume is modeled by a single second-order linear

differential equation, whose solution depends on input disturbances and the time
constant τ1.

2.3 Model 1.2: Isothermal volume with hydraulic resistance (momentum
conservation is omitted)

Having applied the condition dWin
dt ¼ dWout

dt ¼ 0 for Eqs. (9) and (10), we get the
following:

Win ¼ A

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Pin Pin � Pð Þ

ξRTin

s
;Wout ¼ A

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2P P� Poutð Þ

ξRT

s
: (12)

Then, the Eq. (6) is transformed to

dP
dt

¼ γ
L

ffiffiffiffiffiffiffiffiffi
2RT
ξ

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pin Pin � Pð Þ

p
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P P� Poutð Þ

ph i
: (13)

Thus, in the case of isothermal volume with hydraulic losses, the volume is
described by a first-order nonlinear differential equation.

2.4 Model 1.3: Isothermal volume with hydraulic resistance (momentum
conservation is taken into account)

The volume is modeled by the following set of equations consisting of Eq. (6)
modified for the constant temperature condition and Eqs. (9) and (10):

dP
dt

¼ γRT
LA

Win �Woutð Þ; (14)

dWin

dt
¼ 2A

L
Pin � P� ξ

RTin

2PinA2 W
2
in

� �
; (15)

dWout

dt
¼ 2A

L
P� Pout � ξ

RT
2PA2 W

2
out

� �
: (16)
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2.5 Model 2.1 based on mass and energy accumulation in the volume
without hydraulic resistance

As momentum loss is neglected, we can state that dWin
dt ¼ dWout

dt ¼ 0. Since the
pressure loss in Eqs. (9) and (10) is equal to zero, we have P ¼ Pin ¼ Pout. But then
it follows from Eq. (1) that dm

dt ¼ 0, and we can transform Eq. (7) to

dT
dt

¼ γRWT2

PLA
Tin

T
� 1

� �
: (17)

2.6 Model 2.2 based on mass and energy accumulation in the volume
with hydraulic resistance

By substituting Eq. (12) into Eq. (6) and Eq. (7), we arrive to the following
equations for the model under analysis:

dP
dt

¼ γT
L

ffiffiffiffiffiffi
2R
ξ

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pin Pin � Pð Þ

Tin

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P P� Poutð Þ

T

r" #
; (18)

dT
dt

¼ T2

P
1
L

ffiffiffiffiffiffi
2R
ξ

s γ
Tin

T
� 1

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pin Pinl � Pð Þ

Tin

r
�

� γ� 1ð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P P� Poutð Þ

T

r

2
6664

3
7775: (19)

2.7 Model 3.1 based on mass and energy accumulation and momentum
conservation in the volume without hydraulic resistance

The set of equations, constituting this model, consists of Eqs. (6) and (7), and
also Eqs. (9) and (10) changed for the lossless conditions (ξ = 0):

dWin

dt
¼ 2A

L
Pin � Pð Þ; (20)

dWout

dt
¼ 2A

L
P� Poutð Þ: (21)

This model contains a contradiction that can be illustrated by the following
example. The change of pressure in a volume inlet results in the pressure drop
between the volume inlet and outlet. So the pressure drop in its turn makes the gas
flow to become transient (see Eqs. (20) and (21)). Since the volume of interest is
lossless, the pressure at the inlet and outlet will eventually become equal when the
transient comes to the steady state. However, this will never happen as the inlet
pressure has already changed, and the outlet pressure will remain immutable for-
ever. Thus, the transient will not stop within this model.

Despite the above contradiction, the considered model is not expelled from the
study, because it still can be used autonomously to estimate the dynamic process in
the volume.

2.8 Model 3.2 based on mass and energy accumulation and momentum
conservation in the volume with hydraulic resistance

As it has been mentioned above, this model is the most comprehensive. It is
based on Eqs. (6), (7), (9) and (10).
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Thus, in the case of isothermal volume with hydraulic losses, the volume is
described by a first-order nonlinear differential equation.
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conservation is taken into account)

The volume is modeled by the following set of equations consisting of Eq. (6)
modified for the constant temperature condition and Eqs. (9) and (10):
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example. The change of pressure in a volume inlet results in the pressure drop
between the volume inlet and outlet. So the pressure drop in its turn makes the gas
flow to become transient (see Eqs. (20) and (21)). Since the volume of interest is
lossless, the pressure at the inlet and outlet will eventually become equal when the
transient comes to the steady state. However, this will never happen as the inlet
pressure has already changed, and the outlet pressure will remain immutable for-
ever. Thus, the transient will not stop within this model.

Despite the above contradiction, the considered model is not expelled from the
study, because it still can be used autonomously to estimate the dynamic process in
the volume.

2.8 Model 3.2 based on mass and energy accumulation and momentum
conservation in the volume with hydraulic resistance

As it has been mentioned above, this model is the most comprehensive. It is
based on Eqs. (6), (7), (9) and (10).
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3. Simulation

The language VisSim was used for programming the algorithm of volume
dynamic simulation with the above models. To ensure the accuracy, the simulation
was performed by different integration algorithms (Euler, Runge Kutta 2nd order,
Runge Kutta 4th order, adaptive Runge Kutta 5th order) and with different inte-
gration steps. The simulation results were trusted only when all integration algo-
rithms provided similar results and the integration step was small enough not to
influence them.

As proposed in the paper [12], to simulate the transients, we have chosen the
volume with standard geometrical characteristics L = 1 m and A = 1 m2. This volume
is placed between two infinite capacities, whose parameters are Pin = 300 kPa,
Pout = 150 kPa, and Tin = Tout = 300 K. The first capacity was simulated as a single
volume. Having experimented with different integration technics and diverse inte-
gration steps, we arrived to proper computation conditions at which the integration
method and integration step do not influence simulation results. Under these con-
ditions, the computations were conducted with the seven models described above.
The results are plotted in Figure 2 (the disturbing factor is a pressure drop at the
inlet ΔP = 10 kPa) and Figure 3 (the disturbing factor is a temperature drop at the
inlet ΔТ = 50 K).

Using these figures, let us firstly analyze the dynamic performance of each
model and then study the effect of volume split-off on simulated parameters.

3.1 Model dynamic performances

Since Model 3.2 is the most comprehensive, we will employ its performance as a
pattern to compare the performances of the other models with it.

Figure 2.
Reaction of the volume parameters on the perturbation in the inlet pressure (single volume model).
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Plots of model 1.1 express the results in the constant-amplitude continuous
oscillations. The model response has this form because Eq. (11) is similar to a
conservative element [24]. Thus, this model cannot be used to properly simulate the
volume effect within the gas path model. However, this model represents the
frequency of the parameter oscillations well enough and can be used in a volume
Eigen frequency analysis.

Models 1.2 and 2.2 give the similar results when simulating the pressure. The
transient lags in this case. Its time constant is very small (about 0.002 s), much
smaller than the total transient simulation time. Models 2.1 and 2.2 output a very
similar response when simulating the temperature (however, as mentioned above,
model 2.1 cannot simulate the pressure).

The pressure simulation using models 1.2., 1.3, 2.2, and 3.2 for the case of an inlet
pressure perturbation gives the same values to the end of the transient. The pressure
transient computed by model 3.1 ends with the different value, which is equal to the
average between the inlet and outlet pressure. The difference appears because
models 1.2., 1.3, 2.2, and 3.2 consider hydraulic losses in contrast to model 3.1.

The parameters simulated by models 1.3, 3.1, and 3.2 change according to a
damped oscillation law. Obviously, this is because these models take into account
the momentum conservation law.

As shown in the figures, model 1.3 has a bit higher frequency of oscillations than
model 3.2. In general, the frequencies of different models are close to each other.
Hence, all these models can be used when estimating the amplitude-frequency
characteristic of the volume.

As regards the oscillation decay time, it is two times greater for model 1.3 and
five times greater for model 3.1 than the model 3.2 time.

Let us now consider the effect of volume split-off on the simulated parameters.

Figure 3.
Reaction of the volume parameters on the perturbation in the inlet temperature (single volume model).
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Plots of model 1.1 express the results in the constant-amplitude continuous
oscillations. The model response has this form because Eq. (11) is similar to a
conservative element [24]. Thus, this model cannot be used to properly simulate the
volume effect within the gas path model. However, this model represents the
frequency of the parameter oscillations well enough and can be used in a volume
Eigen frequency analysis.

Models 1.2 and 2.2 give the similar results when simulating the pressure. The
transient lags in this case. Its time constant is very small (about 0.002 s), much
smaller than the total transient simulation time. Models 2.1 and 2.2 output a very
similar response when simulating the temperature (however, as mentioned above,
model 2.1 cannot simulate the pressure).

The pressure simulation using models 1.2., 1.3, 2.2, and 3.2 for the case of an inlet
pressure perturbation gives the same values to the end of the transient. The pressure
transient computed by model 3.1 ends with the different value, which is equal to the
average between the inlet and outlet pressure. The difference appears because
models 1.2., 1.3, 2.2, and 3.2 consider hydraulic losses in contrast to model 3.1.

The parameters simulated by models 1.3, 3.1, and 3.2 change according to a
damped oscillation law. Obviously, this is because these models take into account
the momentum conservation law.

As shown in the figures, model 1.3 has a bit higher frequency of oscillations than
model 3.2. In general, the frequencies of different models are close to each other.
Hence, all these models can be used when estimating the amplitude-frequency
characteristic of the volume.

As regards the oscillation decay time, it is two times greater for model 1.3 and
five times greater for model 3.1 than the model 3.2 time.
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3.2 Volume split-off effect simulation

The most advanced model 3.2 has been chosen to study this effect. Three cases
were considered: the entire cavity not split, the cavity split in the axial direction into
three equal volumes, and the cavity split into five volumes. The section area
remained the same.

The presented above equations, corresponding to the model chosen, were
applied to each one elementary volume. The output parameters (pressure, temper-
ature, and flow rate) of one volume were the input parameters of the next volume.
The specific frictional resistance ξ of each elementary volume was determined in
the way that results in the total pressure loss equal to that of the non-split cavity.

The simulation results for the three cases are plotted in Figures 4 and 5. As seen
in these figures, the transient plots corresponding to these cases are pretty similar,
i.e., all of them obey the damped oscillation law. When the pressure disturbance is
considered (Figure 4), the rate of the damping is greater for the three-volume and
five-volume models than for the single volume model. For the temperature distur-
bance, the damping rates of all the models are equal. The fundamental frequencies
for different volume numbers are very close as well. As to the amplitude, the three-
volume and five-volume models have approximately equal amplitudes that are
about 20% greater than that of the single volume model.

Figure 4.
Reaction of the volume parameters on the perturbation in the inlet pressure: (1, )—Single volume, (3, )—
Three volumes, and (5, )—Five volumes.

Figure 5.
Reaction of the volume parameters on the perturbation in the inlet temperature: (1, )—Single volume,
(3, )—Three volumes, and (5, )—Five volumes.
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4. Linear analysis of volume effect

The differential equations of the models described in the previous section can be
generally presented by

dy
dt

¼ f x1, … , xn, y
� �

: (22)

The nonlinear form of the equations does not allow the direct use of the univer-
sal methods [24, 25] that have been specially developed for the dynamic analysis
of the set of linear differential equations. Hence, let us linearize the equations
describing the volume effect and transform them introducing small variations of
arguments from their steady-state magnitudes denoted by the subscript “0.”
We arrive to

d Δy
� �
dt

¼ df
dx1

Δx1 þ … þ df
dxn

Δxn þ df
dy

Δy, (23)

where Δxi ¼ xi � xi 0 and Δy ¼ y� y0. The time derivatives were evaluated
here in the point (x1 0,… , xn 0, y0).

Let us transform absolute deviations to relative deviations δy ¼ Δy
y0
, δx1 ¼ Δx1

x1 0
,… ,

δxn ¼ Δxn
xn 0

. Eq. (23) is then changed to

y0
d δy
� �
dt

¼ ∂f
∂x1

x1 0δx1 þ … þ ∂f
∂xn

xn 0δxn þ ∂f
∂y

y0δy: (24)

Using the linearization principle described above, linear differential equations
have been formed for all the models under consideration, and their analytical
solutions for volume pressure and temperature were derived (see Appendix). These
solutions are determined by the totality of the physical laws and assumptions that
are used in each of the considered models.

Let us now analyze basic properties of these solutions. Specifically, in the next
section we will determine the order of equations, their parameters, and type of
transients that they describe.

5. Analysis of the transients in the volume based on the linearized
equations of each model

5.1 Model 1.1

Solution (51) of this model corresponds to the undamped harmonic oscillations
with the angular frequency ω ¼ 1

τ1. When L = 1 m and a0 = 500 m�s�1, then
τ1=0.001 s.

5.2 Model 1.2

Eq. (55) corresponds to an aperiodic system, whose dynamics is described by the
time constant τp.
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3.2 Volume split-off effect simulation

The most advanced model 3.2 has been chosen to study this effect. Three cases
were considered: the entire cavity not split, the cavity split in the axial direction into
three equal volumes, and the cavity split into five volumes. The section area
remained the same.

The presented above equations, corresponding to the model chosen, were
applied to each one elementary volume. The output parameters (pressure, temper-
ature, and flow rate) of one volume were the input parameters of the next volume.
The specific frictional resistance ξ of each elementary volume was determined in
the way that results in the total pressure loss equal to that of the non-split cavity.

The simulation results for the three cases are plotted in Figures 4 and 5. As seen
in these figures, the transient plots corresponding to these cases are pretty similar,
i.e., all of them obey the damped oscillation law. When the pressure disturbance is
considered (Figure 4), the rate of the damping is greater for the three-volume and
five-volume models than for the single volume model. For the temperature distur-
bance, the damping rates of all the models are equal. The fundamental frequencies
for different volume numbers are very close as well. As to the amplitude, the three-
volume and five-volume models have approximately equal amplitudes that are
about 20% greater than that of the single volume model.

Figure 4.
Reaction of the volume parameters on the perturbation in the inlet pressure: (1, )—Single volume, (3, )—
Three volumes, and (5, )—Five volumes.

Figure 5.
Reaction of the volume parameters on the perturbation in the inlet temperature: (1, )—Single volume,
(3, )—Three volumes, and (5, )—Five volumes.
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4. Linear analysis of volume effect

The differential equations of the models described in the previous section can be
generally presented by

dy
dt

¼ f x1, … , xn, y
� �

: (22)

The nonlinear form of the equations does not allow the direct use of the univer-
sal methods [24, 25] that have been specially developed for the dynamic analysis
of the set of linear differential equations. Hence, let us linearize the equations
describing the volume effect and transform them introducing small variations of
arguments from their steady-state magnitudes denoted by the subscript “0.”
We arrive to

d Δy
� �
dt

¼ df
dx1

Δx1 þ … þ df
dxn

Δxn þ df
dy

Δy, (23)

where Δxi ¼ xi � xi 0 and Δy ¼ y� y0. The time derivatives were evaluated
here in the point (x1 0,… , xn 0, y0).

Let us transform absolute deviations to relative deviations δy ¼ Δy
y0
, δx1 ¼ Δx1

x1 0
,… ,

δxn ¼ Δxn
xn 0

. Eq. (23) is then changed to

y0
d δy
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dt

¼ ∂f
∂x1

x1 0δx1 þ … þ ∂f
∂xn

xn 0δxn þ ∂f
∂y

y0δy: (24)

Using the linearization principle described above, linear differential equations
have been formed for all the models under consideration, and their analytical
solutions for volume pressure and temperature were derived (see Appendix). These
solutions are determined by the totality of the physical laws and assumptions that
are used in each of the considered models.

Let us now analyze basic properties of these solutions. Specifically, in the next
section we will determine the order of equations, their parameters, and type of
transients that they describe.

5. Analysis of the transients in the volume based on the linearized
equations of each model

5.1 Model 1.1

Solution (51) of this model corresponds to the undamped harmonic oscillations
with the angular frequency ω ¼ 1

τ1. When L = 1 m and a0 = 500 m�s�1, then
τ1=0.001 s.

5.2 Model 1.2

Eq. (55) corresponds to an aperiodic system, whose dynamics is described by the
time constant τp.
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For the rough estimation of the time constant and the gain coefficient, we can
neglect the Darcy friction factor and assume that Pin 0

P0
≈ Pout 0

P0
≈ 1. As a result, we

arrive to

τp ¼ 1
2
ξτ0M0;KP

in ¼ 1
2
; KP

out ¼
1
2
: (25)

Provided that L = 1, ξ = 0.02, and a = 500 ms�1, the time constant is
τp = 0.00006 s.

It is obvious that the model simulates the volume like an almost inertia-free
object.

5.3 Model 1.3

Let us analyze Eq. (61) that presents this model. The aperiodicity conditions can
be given by an inequality:

τP
1þ 0:25ξγM2

0

 !2

>4
τ20

2þ 0:5ξγM2
0
: (26)

The Darcy friction factor and squared Mach number are minuscule. Hence, this
condition can be simplified to

τ2p>2τ
2
0 or ξ

2τ0M2
0>8: (27)

As we see, this condition is not fulfilled. Thus, the dynamic processes in the
volume have an oscillatory nature. The coefficients in the right side of Eq. (61) are
positive. Hence, the system is robust, i.e., the oscillations relax. The time constant τ2
determines the intensity of the relaxation. It is inverse to the real root α of the
characteristic equation corresponding to differential Eq. (61):

τ2 ¼ 1
α
¼ � 2τ20

τp
1þ 0:25ξγM2

0

2þ 0:5ξγM2
0

≈ � τ20
τP

¼ � 2τ0
ξM0

¼ � 2τ
ξ
, (28)

where τ ¼ L
c0
is the time needed by the flow to cross the volume.

The frequency is equal to an absolute value of the imaginary root:

ω ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τ2p

1þ0:25ξγM2
0ð Þ2 �

4τ20
2þ0:5ξγM2

0

r

2τ20
2þ0:5ξγM2

0

≈
ffiffiffi
2

p

τ0
¼

ffiffiffi
2

p
a0
L

: (29)

The evaluated time constant is much greater than that from model 1.2. The
frequency is

ffiffiffi
2

p
times lower than the frequency estimated by model 1.1. However,

this difference is acceptable for rough estimation.

5.4 Model 2.1

Eq. (64) corresponds to an aperiodic system, which characteristic time of the
transient is given by the time constant τT.
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If L = 1 m, с0 = 100 m�s�1, and the ratio of specific heats is 1.4, then τT = 0.007 s.
This constant is small, but it is considerably greater than the time constant obtained
for model 1.2.

5.5 Model 2.2

The left sides of Eqs. (70) and (71) that represent this model have the same order
and similar coefficients. This proves the dynamics of pressure and temperature in
the volume to be equal.

The aperiodicity condition for these equations can be formulated as

τ
γ
þ γþ 1

2γ
τP

� �2

>4
ττP
γ

: (30)

As τP ¼ 1
2 ξτ0M0, the condition τP < < τ is fulfilled, and the aperiodicity condi-

tion is transformed to τ< 4γτP. It is obvious that this condition is fulfilled. Hence,
the transients have an aperiodic form. The dynamics of the volume is determined
by its time constants:

τ1 ≈
τ
γ
and τ2 ≈ τP: (31)

5.6 Model 3.1

Let us analyze Eqs. (79) and (80) derived for model 3.1. For doing so, we must
form a characteristic equation, which is common for both equations:

s3 þ as2 þ bsþ c ¼ 0, (32)

where a ¼ γ
τ, b ¼ 4

τ20
, and c ¼ 4

ττ02
.

Let us use the method proposed by Gerolamo Cardano [26]. For this we first
check whether the volume dynamics is oscillatory. The condition of the oscillations
is Q>0, where

Q ¼ p
3

� �3

þ q
2

� �2
; p ¼ � a2

3
þ b ¼ � γ2

3τ2
þ 4
ττ0M0

; q ¼ 2
a
3

� �3

� ab
3
þ c

¼ 2
γ
3τ

� �3

� 4γ
3ττ20

þ 4
ττ20

:

Since (1) τ0 < τ, (2) γ2
3τ2 < < 4

τ20
and 4γ

3ττ20
< 4

ττ20
, (3) p>0, and (4) q>0, the condition

Q>0 is fulfilled. This obviously means that the transient has an oscillatory
character.

The characteristic Eq. (32) has a single real root s1 and two complex conjugate
roots s2 and s3:

s1 ¼ Aþ B� a
3
¼ Aþ B� γ

3τ
; (33)

s2,3 ¼ α� iω ¼ �Aþ B
2

� γ
3τ

� i
A� B

2

ffiffiffi
3

p
, (34)

where A ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� q

2 þ
ffiffiffiffiffi
Q

p
3
q

; B ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� q

2 �
ffiffiffiffiffi
Q

p
3
q

.
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For the rough estimation of the time constant and the gain coefficient, we can
neglect the Darcy friction factor and assume that Pin 0

P0
≈ Pout 0

P0
≈ 1. As a result, we

arrive to

τp ¼ 1
2
ξτ0M0;KP

in ¼ 1
2
; KP

out ¼
1
2
: (25)

Provided that L = 1, ξ = 0.02, and a = 500 ms�1, the time constant is
τp = 0.00006 s.

It is obvious that the model simulates the volume like an almost inertia-free
object.

5.3 Model 1.3

Let us analyze Eq. (61) that presents this model. The aperiodicity conditions can
be given by an inequality:

τP
1þ 0:25ξγM2

0

 !2

>4
τ20

2þ 0:5ξγM2
0
: (26)

The Darcy friction factor and squared Mach number are minuscule. Hence, this
condition can be simplified to

τ2p>2τ
2
0 or ξ

2τ0M2
0>8: (27)

As we see, this condition is not fulfilled. Thus, the dynamic processes in the
volume have an oscillatory nature. The coefficients in the right side of Eq. (61) are
positive. Hence, the system is robust, i.e., the oscillations relax. The time constant τ2
determines the intensity of the relaxation. It is inverse to the real root α of the
characteristic equation corresponding to differential Eq. (61):

τ2 ¼ 1
α
¼ � 2τ20

τp
1þ 0:25ξγM2

0

2þ 0:5ξγM2
0

≈ � τ20
τP

¼ � 2τ0
ξM0

¼ � 2τ
ξ
, (28)

where τ ¼ L
c0
is the time needed by the flow to cross the volume.

The frequency is equal to an absolute value of the imaginary root:

ω ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τ2p

1þ0:25ξγM2
0ð Þ2 �

4τ20
2þ0:5ξγM2

0

r

2τ20
2þ0:5ξγM2

0

≈
ffiffiffi
2

p

τ0
¼

ffiffiffi
2

p
a0
L

: (29)

The evaluated time constant is much greater than that from model 1.2. The
frequency is

ffiffiffi
2

p
times lower than the frequency estimated by model 1.1. However,

this difference is acceptable for rough estimation.

5.4 Model 2.1

Eq. (64) corresponds to an aperiodic system, which characteristic time of the
transient is given by the time constant τT.
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If L = 1 m, с0 = 100 m�s�1, and the ratio of specific heats is 1.4, then τT = 0.007 s.
This constant is small, but it is considerably greater than the time constant obtained
for model 1.2.

5.5 Model 2.2

The left sides of Eqs. (70) and (71) that represent this model have the same order
and similar coefficients. This proves the dynamics of pressure and temperature in
the volume to be equal.

The aperiodicity condition for these equations can be formulated as

τ
γ
þ γþ 1

2γ
τP

� �2

>4
ττP
γ

: (30)

As τP ¼ 1
2 ξτ0M0, the condition τP < < τ is fulfilled, and the aperiodicity condi-

tion is transformed to τ< 4γτP. It is obvious that this condition is fulfilled. Hence,
the transients have an aperiodic form. The dynamics of the volume is determined
by its time constants:

τ1 ≈
τ
γ
and τ2 ≈ τP: (31)

5.6 Model 3.1

Let us analyze Eqs. (79) and (80) derived for model 3.1. For doing so, we must
form a characteristic equation, which is common for both equations:

s3 þ as2 þ bsþ c ¼ 0, (32)

where a ¼ γ
τ, b ¼ 4

τ20
, and c ¼ 4

ττ02
.

Let us use the method proposed by Gerolamo Cardano [26]. For this we first
check whether the volume dynamics is oscillatory. The condition of the oscillations
is Q>0, where

Q ¼ p
3

� �3

þ q
2

� �2
; p ¼ � a2

3
þ b ¼ � γ2

3τ2
þ 4
ττ0M0

; q ¼ 2
a
3

� �3

� ab
3
þ c

¼ 2
γ
3τ

� �3

� 4γ
3ττ20

þ 4
ττ20

:

Since (1) τ0 < τ, (2) γ2
3τ2 < < 4

τ20
and 4γ

3ττ20
< 4

ττ20
, (3) p>0, and (4) q>0, the condition

Q>0 is fulfilled. This obviously means that the transient has an oscillatory
character.

The characteristic Eq. (32) has a single real root s1 and two complex conjugate
roots s2 and s3:

s1 ¼ Aþ B� a
3
¼ Aþ B� γ

3τ
; (33)

s2,3 ¼ α� iω ¼ �Aþ B
2

� γ
3τ

� i
A� B

2

ffiffiffi
3

p
, (34)

where A ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� q

2 þ
ffiffiffiffiffi
Q

p
3
q

; B ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� q

2 �
ffiffiffiffiffi
Q

p
3
q

.
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Analyzing Eqs. (33) and (34), we can see that they have some infinitesimal
summands that can be neglected. In this way, we get the simplified equations:

p ≈b ¼ 4
τ20

; q ≈ � ab
3
bþ c ¼ 4M0

τ30
1� γ

3

� �
; Q ≈

1
τ60

cþ x2
� �

≈
4
3τ20

� �3

; (35)

A ≈ � 1
τ0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
cþ x2

p3
q

; B ≈ � 1
τ0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
cþ x2

p3
q

, (36)

where x ¼ 2M0 1� γ
3

� �
; c ¼ 4

3

� �3;

s1 ≈ � 1
τ0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
cþ x2

p3
q

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
cþ x2

p3
q

þ 1
3
γM0

� �
; (37)

α ≈ � 1
τ0

1
3
γM0 � 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
cþ x2

p3
q

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
cþ x2

p3
q� �� �

; (38)

ω ≈
ffiffiffi
3

p

2τ0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
cþ x2

p3
q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
cþ x2

p3
q� �

: (39)

Taking into account the Mach number being less than 0.3, these formulas for the
characteristic equation roots can be further simplified. Let us change the equations
to linear relations of the following form:

y ¼ y M0 ¼ 0ð Þ þ dy
dM

M ¼ 0ð ÞM0: (40)

The required derivatives are.

ds1
dM

M0 ¼ 0ð Þ ¼ � 1
τ0

;
dα
dM

M0 ¼ 0ð Þ ¼ � γ� 1
2τ0

;
dω
dM

M0 ¼ 0ð Þ ¼ 0, (41)

that is why,

s1 ≈ �M0

τ0
¼ � 1

τ
; α ≈ � γ� 1

2τ
;ω ≈

1
τ0

: (42)

5.7 Model 3.2

The differential Eqs. (88) and (89) of this model have the common characteristic
Eq. (32), where

a ¼ γþ 4ξ
τ

, b ¼ 2
τ20

2þ 2γþ 1ð ÞξM2
0

� �
, and c ¼ 2C

ττ02
: (43)

The following parameters were evaluated by the Cardano’s method:

p ¼ � a2

3
þ b ≈

2
τ20

2þ 2γþ 1ð ÞξM2
0

� �
, q ¼ 2

a
3

� �3

� ab
3
þ c ≈

4M0

3τ30
3� γ� 4ξð Þ, (44)

Q ¼ p
3

� �3

þ q
2

� �2
≈

2
3τ20

2þ 2γþ 1ð ÞξM2
0

� �� �3

; (45)

A ≈ � 1
τ0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
cþ x2

p3
q

; B ≈ � 1
τ0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
cþ x2

p3
q

, (46)
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where x ¼ 2
3M0 3� γ� 4ξð Þ; c ¼ 2

3τ20
2þ 2γþ 1ð ÞξM2

0

� �n o3
.

The expressions for the parameters of the characteristic equation roots are
similar to that of Eqs. (37) and (38) (for model 3.1):

s1 ≈ � 1
τ0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
cþ x2

p3
q

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
cþ x2

p3
q

þ 1
3

γþ 4ξð ÞM0

� �
; (47)

α ≈ � 1
τ0

1
3

γþ 4ξð ÞM0 � 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
cþ x2

p3
q

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
cþ x2

p3
q� �� �

: (48)

Eq. (39) for ω remains the same.
In the same way as it was done for Eq. (78), the linearization of these expressions

over the Mach number allows their simplification:

s1 ≈ � 1
τ
; α ≈ � γ� 1þ 4ξ

2τ
;ω ≈

1
τ0

: (49)

It follows from Eq. (49) that the hydraulic resistance of the volume mostly
affects the oscillation damping rate but does not influence the frequency and the
aperiodic component of the transient.

5.8 Simulation results

To verify that the linearization did not introduce big error and the obtained
results can be trusted, we have compared them with the original nonlinear models.
Figures 6 and 7 illustrate this comparison by plotting pressure for the transients

Figure 6.
Reaction of the volume pressure on the perturbation in the inlet pressure (single volume cavity, nonlinear
model, and linear model).

Figure 7.
Reaction of the volume pressure on the perturbation in the inlet temperature (single volume cavity,
nonlinear model, and linear model).
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Analyzing Eqs. (33) and (34), we can see that they have some infinitesimal
summands that can be neglected. In this way, we get the simplified equations:

p ≈b ¼ 4
τ20

; q ≈ � ab
3
bþ c ¼ 4M0

τ30
1� γ

3

� �
; Q ≈

1
τ60

cþ x2
� �

≈
4
3τ20

� �3

; (35)

A ≈ � 1
τ0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
cþ x2

p3
q

; B ≈ � 1
τ0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
cþ x2

p3
q

, (36)

where x ¼ 2M0 1� γ
3

� �
; c ¼ 4

3

� �3;

s1 ≈ � 1
τ0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
cþ x2

p3
q
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xþ
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cþ x2

p3
q
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3
γM0

� �
; (37)
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τ0

1
3
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2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x�
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p3
q

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
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p3
q� �� �

; (38)

ω ≈
ffiffiffi
3

p

2τ0
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xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
cþ x2

p3
q

�
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x�
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cþ x2

p3
q� �

: (39)

Taking into account the Mach number being less than 0.3, these formulas for the
characteristic equation roots can be further simplified. Let us change the equations
to linear relations of the following form:

y ¼ y M0 ¼ 0ð Þ þ dy
dM

M ¼ 0ð ÞM0: (40)

The required derivatives are.

ds1
dM
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τ0

;
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dM
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2τ0

;
dω
dM
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that is why,
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τ0
¼ � 1

τ
; α ≈ � γ� 1

2τ
;ω ≈

1
τ0

: (42)

5.7 Model 3.2

The differential Eqs. (88) and (89) of this model have the common characteristic
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τ
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τ20
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0

� �
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ττ02
: (43)

The following parameters were evaluated by the Cardano’s method:
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3
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2
τ20

2þ 2γþ 1ð ÞξM2
0

� �
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a
3

� �3

� ab
3
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4M0

3τ30
3� γ� 4ξð Þ, (44)
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3

� �3

þ q
2

� �2
≈

2
3τ20

2þ 2γþ 1ð ÞξM2
0

� �� �3

; (45)

A ≈ � 1
τ0
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x�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
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p3
q

; B ≈ � 1
τ0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
cþ x2

p3
q

, (46)

44

Modeling of Turbomachines for Control and Diagnostic Applications

where x ¼ 2
3M0 3� γ� 4ξð Þ; c ¼ 2

3τ20
2þ 2γþ 1ð ÞξM2

0

� �n o3
.

The expressions for the parameters of the characteristic equation roots are
similar to that of Eqs. (37) and (38) (for model 3.1):
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p3
q

þ
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p3
q

þ 1
3
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� �
; (47)
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τ0

1
3
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2
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x�
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Eq. (39) for ω remains the same.
In the same way as it was done for Eq. (78), the linearization of these expressions

over the Mach number allows their simplification:

s1 ≈ � 1
τ
; α ≈ � γ� 1þ 4ξ

2τ
;ω ≈

1
τ0

: (49)

It follows from Eq. (49) that the hydraulic resistance of the volume mostly
affects the oscillation damping rate but does not influence the frequency and the
aperiodic component of the transient.

5.8 Simulation results

To verify that the linearization did not introduce big error and the obtained
results can be trusted, we have compared them with the original nonlinear models.
Figures 6 and 7 illustrate this comparison by plotting pressure for the transients

Figure 6.
Reaction of the volume pressure on the perturbation in the inlet pressure (single volume cavity, nonlinear
model, and linear model).

Figure 7.
Reaction of the volume pressure on the perturbation in the inlet temperature (single volume cavity,
nonlinear model, and linear model).

45

Gas Turbine Simulation Taking into Account Dynamics of Gas Capacities
DOI: http://dx.doi.org/10.5772/intechopen.90490



caused by inlet pressure and inlet temperature perturbations. As seen in the
figures, the linear model correctly simulates the main features and parameters of
the transient: oscillatory nature, time of the transient, oscillation frequency, and
the magnitude of the first overshoot. It is worth to mention that just these perfor-
mances are the subject of the dynamics analysis for the development of ACSs. The
comparison results for all the models confirm that the dynamic behavior of the
linear models agree with the behavior of the nonlinear models. This allows
recommending the obtained linear models and corresponding analytical solutions
for practical usage.

The dynamic parameters obtained as a result of the linearization are presented in
Table 1 for all the models. The numerical values correspond here to the input
conditions of the example: L = 1 m, c = 100 m/s, a = 500 m/s, and ξ = 0.42.

6. Conclusions

The following conclusions can be drawn on the results of the carried-out
research:

1.The use of the momentum conservation law makes a tangible contribution in
the transient state simulation. Thus, it cannot be omitted, when simulating the
engine transients by the engine model with the volume model integrated.

2.The volume effect can be accurately simulated by the single volume model.
The simulation of big connected volumes (e.g., annular manifolds of gas
pumping units or station or trunk pipelines) requires deeper understanding
and further researching to prove the model applicability.

3.The isothermal models are not recommended to be integrated into the gas path
models because they do not correspond to the operating conditions in the
engines.

4.The time of transients evaluated by the conventional volume models 2.1 and
2.2 is significantly lower against the models that among other consider

Model Transient Time constants Eigen frequency ω

Formula Value, s Formula Value, 1/s

1.1 Oscillatory ∞ ∞ 2
τ0

1000

1.2 Aperiodic τP ≈ 1
2 ξτ0M0 0.000084 —

1.3 Oscillatory 2τ
ξ 0.0476

ffiffi
2

p
τ0

707

2.1 Aperiodic τ
γ 0.00714 — —

2.2 Aperiodic τ
γ, τP 0.00714, 0.000084 — —

3.1 Oscillatory τ, 2τ
γ�1

0.01, 0.05 1
τ0

500

3.2 Oscillatory τ, 2τ
γ�1þ4ξ 0.01, 0.00962 1

τ0
500

Table 1.
Dynamic parameters of the volume.
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momentum conservation. Hence, when this time delay effect is the subject of
simulation, it is reasonable to use model 3.2.

5. In some instances, it may become important to study the volume effect on the
frequency responses of the engine. In this case, we once more recommend
model 3.2, which consists of Eqs. (6), (7), (9) and (10). The momentum
transformation in the cavity causes oscillations of the parameters. The
frequency of oscillations depends on the velocity of sound and the volume
length only.

6.The time of the transients depends on the aperiodic component duration and
the oscillation decay time. The aperiodic component duration in its turn
depends on the time during which the gas crosses the volume. The decay time
may be greater than the time of the aperiodic process.

7.The hydraulic resistance mostly affects the oscillation decay time. High
hydraulic resistance reduces it. If the hydraulic losses are negligible, then the
oscillation decay time is about five times longer than the aperiodic process
duration.

8.The analytical method to solve the equations of volume dynamics makes it
possible to determine the main dynamic properties of the volume and to get
simple equations for determining the dynamic parameters on the basis of
known geometrical characteristics and gas properties.

9.The obtained analytical equations and solutions (Eqs. (88)–(93) are the most
accurate) can be implemented when developing the combined algorithm of
engine dynamic simulation with the volume effect integrated. Integration of
differential equations of the rotor dynamics will be performed iteratively using
the required integration step, and the volume effect will be computed
analytically. The application of this method will allow significant reduction
of the operational time.

Acknowledgements

This work has been carried out with the support of the Ministry of Education
and Science of Ukraine (Research Project No. D203-3/2019-П).

Nomenclature

a velocity of sound
cv specific heat capacity at constant volume condition
c gas velocity
D hydraulic diameter
A constant section area
W gas flow rate
h enthalpy
ɣ ratio of specific heats
L length of the volume

47

Gas Turbine Simulation Taking into Account Dynamics of Gas Capacities
DOI: http://dx.doi.org/10.5772/intechopen.90490



caused by inlet pressure and inlet temperature perturbations. As seen in the
figures, the linear model correctly simulates the main features and parameters of
the transient: oscillatory nature, time of the transient, oscillation frequency, and
the magnitude of the first overshoot. It is worth to mention that just these perfor-
mances are the subject of the dynamics analysis for the development of ACSs. The
comparison results for all the models confirm that the dynamic behavior of the
linear models agree with the behavior of the nonlinear models. This allows
recommending the obtained linear models and corresponding analytical solutions
for practical usage.

The dynamic parameters obtained as a result of the linearization are presented in
Table 1 for all the models. The numerical values correspond here to the input
conditions of the example: L = 1 m, c = 100 m/s, a = 500 m/s, and ξ = 0.42.

6. Conclusions

The following conclusions can be drawn on the results of the carried-out
research:

1.The use of the momentum conservation law makes a tangible contribution in
the transient state simulation. Thus, it cannot be omitted, when simulating the
engine transients by the engine model with the volume model integrated.

2.The volume effect can be accurately simulated by the single volume model.
The simulation of big connected volumes (e.g., annular manifolds of gas
pumping units or station or trunk pipelines) requires deeper understanding
and further researching to prove the model applicability.

3.The isothermal models are not recommended to be integrated into the gas path
models because they do not correspond to the operating conditions in the
engines.

4.The time of transients evaluated by the conventional volume models 2.1 and
2.2 is significantly lower against the models that among other consider
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momentum conservation. Hence, when this time delay effect is the subject of
simulation, it is reasonable to use model 3.2.

5. In some instances, it may become important to study the volume effect on the
frequency responses of the engine. In this case, we once more recommend
model 3.2, which consists of Eqs. (6), (7), (9) and (10). The momentum
transformation in the cavity causes oscillations of the parameters. The
frequency of oscillations depends on the velocity of sound and the volume
length only.

6.The time of the transients depends on the aperiodic component duration and
the oscillation decay time. The aperiodic component duration in its turn
depends on the time during which the gas crosses the volume. The decay time
may be greater than the time of the aperiodic process.

7.The hydraulic resistance mostly affects the oscillation decay time. High
hydraulic resistance reduces it. If the hydraulic losses are negligible, then the
oscillation decay time is about five times longer than the aperiodic process
duration.

8.The analytical method to solve the equations of volume dynamics makes it
possible to determine the main dynamic properties of the volume and to get
simple equations for determining the dynamic parameters on the basis of
known geometrical characteristics and gas properties.

9.The obtained analytical equations and solutions (Eqs. (88)–(93) are the most
accurate) can be implemented when developing the combined algorithm of
engine dynamic simulation with the volume effect integrated. Integration of
differential equations of the rotor dynamics will be performed iteratively using
the required integration step, and the volume effect will be computed
analytically. The application of this method will allow significant reduction
of the operational time.
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M Mach number
m mass
P pressure
R gas constant
T temperature
U internal energy
V volume
ρ static density
ζ specific frictional resistance
ξ friction factor
ω Eigen frequency
τ time constant

Indexes

in inlet
out outlet
0 initial static value

Appendix

A.1 Linearized equations’ derivation

A.1.1 Model 1.1

Differential Eq. (11) is already linear, and thus its structure is conserved despite
switching to the relative deviations:

τ21
d2 δPð Þ
dt2

þ δP ¼ 1
2

δPinl � δPoutð Þ: (50)

The system, which behaves like this, is oscillatory. The solution of this
equation in the case of inlet or outlet pressure step is changed by δP ¼ AP must
be found as

δP tð Þ ¼ 1
2
Ap 1� cos

t
τ1

� �
: (51)

A.1.2 Model 1.2

Let us start from linearizing Eq. (13):

d ΔPð Þ
dt

¼ γ
L

ffiffiffiffiffiffiffiffiffi
2RT
ξ

s
2Pinl 0 � P0ð ÞΔPinl � Pinl 0ΔP

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pinl 0 Pinl 0 � P0ð Þp

"
� 2P0 � Pout 0ð ÞΔP� P0ΔPout 0

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P0 P0 � Pout 0ð Þp

#
: (52)

One must consider then

W0 ¼ A

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Pinl 0 Pinl 0 � P0ð Þ

ξRT

s
¼ A

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2P0 P0 � Pout 0ð Þ

ξRT

s
, (53)
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whence

P0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P2
inl 0 þ

Pinl 0 � Pout 0

2

� �2
s

� Pinl 0 � Pout 0

2
: (54)

Then, when switching to the relative deviations, we get

τP
d δPð Þ
dt

þ δP ¼ KP
inlδPinl þ KP

outδPout, (55)

where τP ¼ P0
Pinl 0þ2P0�Pout 0

ξτ0M0 is a time constant; M0 ¼ c0
a is a Mach number;

and KP
inl ¼ 2Pinl 0�P0

Pinl 0þ2P0�Pout 0

Pinl 0
P0

and KP
out ¼ Pout 0

Pinl 0þ2P0�Pout 0
are gain coefficients.

The solution of this equation in the case of inlet pressure perturbation δPinl ¼ AP
can be presented by

δP tð Þ ¼ APKP
inl 1� e�

t
τp

� �
: (56)

A.1.3 Model 1.3

Let us linearize Eqs. (6), (9) and (10):

LA
γRT

d ΔPð Þ
dt

¼ ΔWinl � ΔWout; (57)

d ΔWinlð Þ
dt

¼ 2A
L

ΔPinl � ΔP� ξRT
2A2

2W0

Pinl 0
ΔWinl � W2

0

P2
inl 0

ΔPinl

 !" #
; (58)

d ΔWoutð Þ
dt

¼ 2A
L

ΔP� ΔPout � ξRT
2A2

2W0

P0
ΔWout �W2

0

P2
0
ΔP

 !" #
: (59)

Next, we differentiate the equation for the pressure and substitute the deriva-
tives of airflow. Then, considering P0

Pinl 0
ΔWinl � ΔWout ≈ LA

γRT
d ΔPð Þ
dt , we get

L2

2γRT
d2 ΔPð Þ
dt2

¼ 1
2
þ ξRTW2

0

4A2P2
inl 0

 !
ΔPinl þ 1

2
ΔPout � 1þ ξRTW2

0

4A2p2
0

 !
ΔP

� ξRTW0

2A2p0

LA
2γRT

d ΔPð Þ
dt

: (60)

In a relative deviations format

τ20
2þ 0:5ξγM2

0

d2 δPð Þ
dt2

þ τP
1þ 0:25ξγM2

0

d δPð Þ
dt

þ δP

¼ 2þ ξγM2
0

4þ ξγM2
0
δPinl þ 2

4þ ξγM2
0

Pout 0

P0
δPout: (61)

The transient process, which is initiated by the inlet pressure perturbation
δPinl ¼ AP, is expressed as

P tð Þ ¼ AP 1� e�
ξ
2τt cosωtþ ξ

2
ffiffiffi
2

p sinωt
� �� �

, (62)

where ω ≈
ffiffi
2

p
τ0 .
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Indexes
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out outlet
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The system, which behaves like this, is oscillatory. The solution of this
equation in the case of inlet or outlet pressure step is changed by δP ¼ AP must
be found as

δP tð Þ ¼ 1
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Pinl 0 Pinl 0 � P0ð Þ

ξRT

s
¼ A

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2P0 P0 � Pout 0ð Þ

ξRT

s
, (53)

48

Modeling of Turbomachines for Control and Diagnostic Applications

whence
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are gain coefficients.

The solution of this equation in the case of inlet pressure perturbation δPinl ¼ AP
can be presented by

δP tð Þ ¼ APKP
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A.1.3 Model 1.3

Let us linearize Eqs. (6), (9) and (10):
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d ΔPð Þ
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¼ ΔWinl � ΔWout; (57)

d ΔWinlð Þ
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ΔP� ΔPout � ξRT
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0

P2
0
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 !" #
: (59)

Next, we differentiate the equation for the pressure and substitute the deriva-
tives of airflow. Then, considering P0

Pinl 0
ΔWinl � ΔWout ≈ LA

γRT
d ΔPð Þ
dt , we get

L2

2γRT
d2 ΔPð Þ
dt2

¼ 1
2
þ ξRTW2

0

4A2P2
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0

4þ ξγM2
0
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0
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δPout: (61)

The transient process, which is initiated by the inlet pressure perturbation
δPinl ¼ AP, is expressed as

P tð Þ ¼ AP 1� e�
ξ
2τt cosωtþ ξ

2
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p sinωt
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where ω ≈
ffiffi
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A.1.4 Model 2.1

The linearization of Eq. (17) outputs the equation in the absolute deviations

PLA
γRG

d ΔTð Þ
dt

¼ �Tinl 0ΔTþ T0ΔTinl, (63)

which in the relative deviations has the following form:

τT
d δTð Þ
dt

þ δT ¼ δTinl, (64)

where τT ¼ PAL
γRG0T0

¼ τ
γ is a time constant.

The transient process, which is initiated by the inlet temperature perturbation
δTinl ¼ AT, is described as

δT tð Þ ¼ AT 1� e�
t
τT

� �
: (65)

A.1.5 Model 2.2

Let us transform Eq. (18) and linearize it:

L
γ

ffiffiffiffiffiffi
ξ
2R

r
dP
dt

¼ T

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pinl Pinl � Pð Þ

Tinl

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P P� Poutð Þ

T

r" #
; (66)

L
γ

ffiffiffiffiffiffi
ξ
2R

r
d ΔPð Þ
dt

¼ W0

2A

ffiffiffiffiffiffi
ξR
2

r
ΔTinl � ΔTð Þ

þ A
2W0

ffiffiffiffiffiffi
2
ξR

s
2Pinl 0 � P0ð ÞΔPinl þ P0ΔPout½ � Pinl 0 þ 2P0 � Pout 0ð ÞΔP�:

(67)

Next, we transform the coefficients and change the equation to the relative
deviations:

τ0P
d δPð Þ
dt

þ δP ¼ KP
T δT� δTinlð Þ þ KP

inlδPinl þ KP
outδPout, (68)

where τ0P ¼ 2τP P0
Pinl 0þ2P0�Pout 0

; KP
T ¼ 1

2 ξγM
2
0

P0
Pinl 0þ2P0�Pout 0

.
In a similar manner we transform Eq. (19):

2τ
γþ 1

d δTð Þ
dt

þ δT ¼ δTinl þ KT
inlδPinl þ KT

outδPout � KT
pδP, (69)

where KT
inl ¼ 2 γ�1ð Þ

γ γþ1ð ÞξM2
0

2Pinl 0�P0
P0

Pinl 0
P0

; KT
out ¼ 2 γ�1ð Þ

γ γþ1ð ÞξM2
0

Pout 0
P0

;

KT
P ¼ 2 γ� 1ð Þ

γ γþ 1ð ÞξM2
0

Pinl 0 þ 2P0 � Pout 0

P0
:

Having combined (68) and (69), we will get the differential equations for
pressure and temperature:
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ττp
γ

d2 δPð Þ
dt2

þ τ
γ
þ γþ 1

2γ
τP

� �
d δPð Þ
dt

þ δP ¼ τ
2γ

dδPinl

dt
þ dδPout

dt

� �
þ 1
2

δPinl þ δPoutð Þ

� τ
4
ξM2

0
d δTinlð Þ

dt
(70)

ττP
γ

d2 δTð Þ
dt2

þ τ
γ
þ γþ 1

2γ
τP

� �
d δTð Þ
dt

þ δT ¼ γþ 1
2γ

τP
dδTinl

dt
þ δTinl

� γ� 1
γ

τP
ξγM2

0

d δPinlð Þ
dt

þ d δPoutð Þ
dt

� �
:

(71)

The transient that is initiated by the pressure perturbation AP is described as

δP tð Þ ¼ AP

2τP
Aeat þ Bebt þ τP
� �

, (72)

where A ¼ aþd
a a�bð Þ; B ¼ bþd

b b�að Þ; d ¼ γ
τ;

a ¼ 1
ττP �2τ� γþ 1ð ÞτP �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2τþ γþ 1ð ÞτPð Þ2 � 16kττP

q� �
;

b ¼ 1
ττP

�2τ� γþ 1ð ÞτP þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2τþ γþ 1ð ÞτPð Þ2 � 16γττP

q� �
;

δT tð Þ ¼ AP γ� 1ð Þ
ξγτM2

0
A1eat þ B1ebt
� �

, (73)

where A1 ¼ a
a a�bð Þ; B1 ¼ b

b b�að Þ.
The transient state, which is initiated by the temperature perturbation

δTinl ¼ AT, is described as

δP tð Þ ¼ �ATξγM2
0

4τP
A1eat þ B1ebt
� �

; (74)

δT tð Þ ¼ AT γþ 1ð Þ
2τ

A2eat þ B2ebt þ 2τ
γþ 1

� �
, (75)

where A2 ¼ aþd1
a a�bð Þ; B1 ¼ bþd1

b b�að Þ; d1 ¼ 2γ
τP γþ1ð Þ.

A.1.6 Model 3.1

The linearized Eqs. (6), (7), (20), and (21) in the relative deviations format are

τ
γ
d δPð Þ
dt

¼ δWinl � δWout þ δTinl � δT; (76)

τ
γ
d δTð Þ
dt

¼ �δTþ δTinl þ γ� 1
γ

δWinl � δWoutð Þ; (77)

1
2
γτ0M0 δWinl � δWoutð Þ ¼ δPinl þ δPout � 2δP: (78)

Let us transform Eqs. (76)–(78) to get the differential equations for the pressure
and the temperature:
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A.1.4 Model 2.1

The linearization of Eq. (17) outputs the equation in the absolute deviations

PLA
γRG

d ΔTð Þ
dt

¼ �Tinl 0ΔTþ T0ΔTinl, (63)

which in the relative deviations has the following form:

τT
d δTð Þ
dt

þ δT ¼ δTinl, (64)

where τT ¼ PAL
γRG0T0

¼ τ
γ is a time constant.

The transient process, which is initiated by the inlet temperature perturbation
δTinl ¼ AT, is described as

δT tð Þ ¼ AT 1� e�
t
τT

� �
: (65)

A.1.5 Model 2.2

Let us transform Eq. (18) and linearize it:

L
γ

ffiffiffiffiffiffi
ξ
2R

r
dP
dt

¼ T

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pinl Pinl � Pð Þ

Tinl

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P P� Poutð Þ

T

r" #
; (66)

L
γ

ffiffiffiffiffiffi
ξ
2R

r
d ΔPð Þ
dt

¼ W0

2A

ffiffiffiffiffiffi
ξR
2

r
ΔTinl � ΔTð Þ

þ A
2W0

ffiffiffiffiffiffi
2
ξR

s
2Pinl 0 � P0ð ÞΔPinl þ P0ΔPout½ � Pinl 0 þ 2P0 � Pout 0ð ÞΔP�:

(67)

Next, we transform the coefficients and change the equation to the relative
deviations:

τ0P
d δPð Þ
dt

þ δP ¼ KP
T δT� δTinlð Þ þ KP

inlδPinl þ KP
outδPout, (68)

where τ0P ¼ 2τP P0
Pinl 0þ2P0�Pout 0

; KP
T ¼ 1

2 ξγM
2
0

P0
Pinl 0þ2P0�Pout 0

.
In a similar manner we transform Eq. (19):

2τ
γþ 1

d δTð Þ
dt

þ δT ¼ δTinl þ KT
inlδPinl þ KT

outδPout � KT
pδP, (69)

where KT
inl ¼ 2 γ�1ð Þ

γ γþ1ð ÞξM2
0

2Pinl 0�P0
P0

Pinl 0
P0

; KT
out ¼ 2 γ�1ð Þ

γ γþ1ð ÞξM2
0

Pout 0
P0

;

KT
P ¼ 2 γ� 1ð Þ

γ γþ 1ð ÞξM2
0

Pinl 0 þ 2P0 � Pout 0

P0
:

Having combined (68) and (69), we will get the differential equations for
pressure and temperature:
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ττp
γ

d2 δPð Þ
dt2

þ τ
γ
þ γþ 1

2γ
τP

� �
d δPð Þ
dt
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dt
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� �
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2
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� τ
4
ξM2

0
d δTinlð Þ

dt
(70)

ττP
γ
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dt2

þ τ
γ
þ γþ 1

2γ
τP

� �
d δTð Þ
dt

þ δT ¼ γþ 1
2γ

τP
dδTinl

dt
þ δTinl

� γ� 1
γ

τP
ξγM2

0

d δPinlð Þ
dt

þ d δPoutð Þ
dt

� �
:

(71)

The transient that is initiated by the pressure perturbation AP is described as

δP tð Þ ¼ AP

2τP
Aeat þ Bebt þ τP
� �

, (72)

where A ¼ aþd
a a�bð Þ; B ¼ bþd

b b�að Þ; d ¼ γ
τ;

a ¼ 1
ττP �2τ� γþ 1ð ÞτP �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2τþ γþ 1ð ÞτPð Þ2 � 16kττP

q� �
;

b ¼ 1
ττP

�2τ� γþ 1ð ÞτP þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2τþ γþ 1ð ÞτPð Þ2 � 16γττP

q� �
;

δT tð Þ ¼ AP γ� 1ð Þ
ξγτM2

0
A1eat þ B1ebt
� �

, (73)

where A1 ¼ a
a a�bð Þ; B1 ¼ b

b b�að Þ.
The transient state, which is initiated by the temperature perturbation

δTinl ¼ AT, is described as

δP tð Þ ¼ �ATξγM2
0

4τP
A1eat þ B1ebt
� �

; (74)

δT tð Þ ¼ AT γþ 1ð Þ
2τ

A2eat þ B2ebt þ 2τ
γþ 1

� �
, (75)

where A2 ¼ aþd1
a a�bð Þ; B1 ¼ bþd1

b b�að Þ; d1 ¼ 2γ
τP γþ1ð Þ.

A.1.6 Model 3.1

The linearized Eqs. (6), (7), (20), and (21) in the relative deviations format are

τ
γ
d δPð Þ
dt

¼ δWinl � δWout þ δTinl � δT; (76)

τ
γ
d δTð Þ
dt

¼ �δTþ δTinl þ γ� 1
γ

δWinl � δWoutð Þ; (77)

1
2
γτ0M0 δWinl � δWoutð Þ ¼ δPinl þ δPout � 2δP: (78)

Let us transform Eqs. (76)–(78) to get the differential equations for the pressure
and the temperature:
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1
4
τ2τ0M0

d3 δPð Þ
dt3

þ 1
4
γττ0M0

d2 δPð Þ
dt2

þ τ
d δPð Þ
dt

þ δP ¼

¼ 1
4
γττ0M0

d2Tinl

dt2
þ 1
2
τ

d δPinlð Þ
dt

þ d δPoutð Þ
dt

� �
þ 1
2

δPinl þ δPoutð Þ:
(79)

1
4
τ2τ0M0

d3 δTð Þ
dt3

þ 1
4
γττ0M0

d2 δTð Þ
dt2

þ

þ τ
d δTð Þ
dt

þ δT ¼ 1
4
γττ0M0

d2Tinl

dt2
þ δTinl þ γ� 1

2γ
τ

d δPinlð Þ
dt

þ d δPoutð Þ
dt

� �
:

(80)

The transient that is initiated by the temperature perturbation δTinl= AT is
described as

δT tð Þ ¼ AT
γ
τ

A3eαt sin ωtþ β1ð Þ þ B3es1t þ Kð Þ, (81)

where α and ω are expressed by (38) and (39); A3 ¼ 1
ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
α2�ω2þ 4

γτ2
0

� �2

þ 2αωð Þ2

α2þω2ð Þ α�s1ð Þ2þω2½ �

vuuut
;

B3 ¼
s21þ 4

γτ2
0

s1 s1�αð Þ2þω2½ �; K ¼ � 4
γτ20s1 α2þω2ð Þ; β ¼ arctg 2αω

α2�ω2þ 4
γτ2
0

� arctg ω
α�s1

� arctg ω
α;

δP tð Þ ¼ AT
γ
τ

A4eαt sin ωtþ βð Þ þ B4es1tð Þ, (82)

where A4 ¼ 1
ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
α2�ω2ð Þ2þ 2αωð Þ2

α2þω2ð Þ α�s1ð Þ2þω2½ �
r

; B4 ¼ s21
s1 s1�αð Þ2þω2½ �.

The transient that is initiated by the pressure perturbation AP is described as

δT tð Þ ¼ AT
2 γ� 1ð Þ
γτ20

A5eαt sin ωtþ β1ð Þ þ B5es1tð Þ, (83)

where A5 ¼ 1
ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

α�s1ð Þ2þω2

q
; B5 ¼ 1

s1�αð Þ2þω2; β1 ¼ �arctg ω
α�s1

;

δP tð Þ ¼ AT
2
τ20

A6eαt sin ωtþ β2ð Þ þ B6es1t þ K2ð Þ, (84)

where A6 ¼ 1
ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τ2
0
2τþα
� �2

þω2

α2þω2ð Þ α�s1ð Þ2þω2½ �

vuut
; B6 ¼ s1þ

τ2
0
2τ

s1 s1�αð Þ2þω2½ �; K2 ¼ � τ20
2τs1 α2þω2ð Þ;

β2 ¼ �arctg ω

αþτ2
0
2τ

� arctg ω
α�s1

� arctg ω
α.

A.1.7 Model 3.2

The model consists of Eqs. (6), (7), (9) and (10). Linearized Eqs. (6) and (7) are
of the format presented in Eqs. (76) and (78). As a result of the linearization, we get
the missing difference dWinl

dt � dWout
dt :
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dWinl

dt
� dWout

dt
¼ 2

γτ0M0
f Pinl 0

P0
þ ξγM2

0
P0

Pinl 0

� �
δPinl þ Pout 0

P0
δPout � 2þ ξγM2

0

� �þ δP

�ξγM2
0 2 δWinl � δWoutð Þ þ δTinl � δT½ �g:

(85)

On the other hand, from Eq. (77) we get

dWinl

dt
� dWout

dt
¼ γ

γ� 1
τ
γ
d2 δTð Þ
dt2

þ d δTð Þ
dt

� d δTinlð Þ
dt

 !
: (86)

Let us determine d δPð Þ
dt from (76) and (78):

d δPð Þ
dt

¼ γ
γ� 1

d δTð Þ
dt

þ 1
τ

δT� δTinlð Þ
� �

: (87)

Having equalized the right sides of Eqs. (85) and (86), derived the obtained
equation, and substituted the derivative (87) in it, we get a differential equation for
the temperature in the volume:

ττ20
2C

d3 δTð Þ
dt3

þ τ20
C

0:5γþ 2ξð Þd
2 δTð Þ
dt2

þ τ
C

2þ 2γþ 1ð ÞξM2
0

� �d δTð Þ
dt

þ δT

¼ γτ20
2C

d2 δTinlð Þ
dt2

þ γþ 1ð Þξτ0M0

C
d δTinlð Þ

dt
þ δTinl

þ τ γ� 1ð Þ
C

Pinl 0

P0
þ ξγM2

0

� �
d δPinlð Þ

dt
þ Pout 0

P0

d δPoutð Þ
dt

� �
(88)

where C ¼ 2þ ξγM2
0.

Let us use the Laplace transform and transfer functions Wp
T sð Þ, WT

pinl
sð Þ, WT

out sð Þ,
and WT

Tinl
sð Þ to obtain the equation for the pressure. The transfer functions we will

get from Eqs. (87) and (88). The final result is

ττ20
2C

d3 δPð Þ
dt3

þ τ20
C

0:5γþ 2ξð Þd
2 δPð Þ
dt2

þ τ
C

2þ 2γþ 1ð ÞξM2
0

� � d δPð Þ
dt

þ δP ¼

¼ γτ20
2C

d2 δTinlð Þ
dt2

þ τ0ξγM0

C
d δTinlð Þ

dt
þ τ
C

Pinl 0

P0
þ ξγM2

0

� �
d δPinlð Þ

dt
þ Pout 0

P0

d δPoutð Þ
dt

� �
þ

þ 1
C

Pinl 0

P0
þ ξγM2

0

� �
δPinl þ Pout 0

P0
δPout

� �
:

(89)

The transient state, which is initiated by the temperature perturbation δTinl, (the
magnitude of the step is AT) is described as

δT tð Þ ¼ AT
γ
τ

A6 � 1 tð Þ � A6 þ B6ð Þes1tþ

þ
B6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K3
B6
� α

� �2
þ ω2

r

ω
eαt � sin ωtþ β3ð Þ

0
BB@

1
CCA, (90)
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1
4
τ2τ0M0

d3 δPð Þ
dt3

þ 1
4
γττ0M0

d2 δPð Þ
dt2

þ τ
d δPð Þ
dt

þ δP ¼

¼ 1
4
γττ0M0

d2Tinl

dt2
þ 1
2
τ

d δPinlð Þ
dt

þ d δPoutð Þ
dt

� �
þ 1
2

δPinl þ δPoutð Þ:
(79)

1
4
τ2τ0M0

d3 δTð Þ
dt3

þ 1
4
γττ0M0

d2 δTð Þ
dt2

þ

þ τ
d δTð Þ
dt

þ δT ¼ 1
4
γττ0M0

d2Tinl

dt2
þ δTinl þ γ� 1

2γ
τ

d δPinlð Þ
dt

þ d δPoutð Þ
dt

� �
:

(80)

The transient that is initiated by the temperature perturbation δTinl= AT is
described as

δT tð Þ ¼ AT
γ
τ

A3eαt sin ωtþ β1ð Þ þ B3es1t þ Kð Þ, (81)

where α and ω are expressed by (38) and (39); A3 ¼ 1
ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
α2�ω2þ 4

γτ2
0

� �2

þ 2αωð Þ2

α2þω2ð Þ α�s1ð Þ2þω2½ �

vuuut
;

B3 ¼
s21þ 4

γτ2
0

s1 s1�αð Þ2þω2½ �; K ¼ � 4
γτ20s1 α2þω2ð Þ; β ¼ arctg 2αω

α2�ω2þ 4
γτ2
0

� arctg ω
α�s1

� arctg ω
α;

δP tð Þ ¼ AT
γ
τ

A4eαt sin ωtþ βð Þ þ B4es1tð Þ, (82)

where A4 ¼ 1
ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
α2�ω2ð Þ2þ 2αωð Þ2

α2þω2ð Þ α�s1ð Þ2þω2½ �
r

; B4 ¼ s21
s1 s1�αð Þ2þω2½ �.

The transient that is initiated by the pressure perturbation AP is described as

δT tð Þ ¼ AT
2 γ� 1ð Þ
γτ20

A5eαt sin ωtþ β1ð Þ þ B5es1tð Þ, (83)

where A5 ¼ 1
ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

α�s1ð Þ2þω2

q
; B5 ¼ 1

s1�αð Þ2þω2; β1 ¼ �arctg ω
α�s1

;

δP tð Þ ¼ AT
2
τ20

A6eαt sin ωtþ β2ð Þ þ B6es1t þ K2ð Þ, (84)

where A6 ¼ 1
ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τ2
0
2τþα
� �2

þω2

α2þω2ð Þ α�s1ð Þ2þω2½ �

vuut
; B6 ¼ s1þ

τ2
0
2τ

s1 s1�αð Þ2þω2½ �; K2 ¼ � τ20
2τs1 α2þω2ð Þ;

β2 ¼ �arctg ω

αþτ2
0
2τ

� arctg ω
α�s1

� arctg ω
α.

A.1.7 Model 3.2

The model consists of Eqs. (6), (7), (9) and (10). Linearized Eqs. (6) and (7) are
of the format presented in Eqs. (76) and (78). As a result of the linearization, we get
the missing difference dWinl

dt � dWout
dt :
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dWinl

dt
� dWout

dt
¼ 2

γτ0M0
f Pinl 0

P0
þ ξγM2

0
P0

Pinl 0

� �
δPinl þ Pout 0

P0
δPout � 2þ ξγM2

0

� �þ δP

�ξγM2
0 2 δWinl � δWoutð Þ þ δTinl � δT½ �g:

(85)

On the other hand, from Eq. (77) we get

dWinl

dt
� dWout

dt
¼ γ

γ� 1
τ
γ
d2 δTð Þ
dt2

þ d δTð Þ
dt

� d δTinlð Þ
dt

 !
: (86)

Let us determine d δPð Þ
dt from (76) and (78):

d δPð Þ
dt

¼ γ
γ� 1

d δTð Þ
dt

þ 1
τ

δT� δTinlð Þ
� �

: (87)

Having equalized the right sides of Eqs. (85) and (86), derived the obtained
equation, and substituted the derivative (87) in it, we get a differential equation for
the temperature in the volume:

ττ20
2C

d3 δTð Þ
dt3

þ τ20
C

0:5γþ 2ξð Þd
2 δTð Þ
dt2

þ τ
C

2þ 2γþ 1ð ÞξM2
0

� �d δTð Þ
dt

þ δT

¼ γτ20
2C

d2 δTinlð Þ
dt2

þ γþ 1ð Þξτ0M0

C
d δTinlð Þ

dt
þ δTinl

þ τ γ� 1ð Þ
C

Pinl 0

P0
þ ξγM2

0

� �
d δPinlð Þ

dt
þ Pout 0

P0

d δPoutð Þ
dt

� �
(88)

where C ¼ 2þ ξγM2
0.

Let us use the Laplace transform and transfer functions Wp
T sð Þ, WT

pinl
sð Þ, WT

out sð Þ,
and WT

Tinl
sð Þ to obtain the equation for the pressure. The transfer functions we will

get from Eqs. (87) and (88). The final result is

ττ20
2C

d3 δPð Þ
dt3

þ τ20
C

0:5γþ 2ξð Þd
2 δPð Þ
dt2

þ τ
C

2þ 2γþ 1ð ÞξM2
0
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dt

þ δP ¼

¼ γτ20
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d2 δTinlð Þ
dt2

þ τ0ξγM0

C
d δTinlð Þ

dt
þ τ
C

Pinl 0
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0
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dt
þ Pout 0
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þ

þ 1
C

Pinl 0

P0
þ ξγM2

0
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Chapter 4

A New Approach for Model
Developing to Estimate
Unmeasured Parameters in an
Engine Lifetime Monitoring
System
Cristhian Maravilla and Sergiy Yepifanov

Abstract

Monitoring systems to predict the remaining lifetime of gas turbine engines are a
major field of investigation, in particular, the monitoring systems that allow an on-
line prediction. This chapter introduces and analyzes a new approach to develop
mathematical models to estimate unmeasured parameters in an engine lifetime
monitoring system; these models in contrast to previously developed models allow
an on-line monitoring of unmeasured parameters, which are necessary to perform
an on-line lifetime prediction. The blade of a high-pressure turbine (HPT) of a two-
spool free turbine power plant is the test case. Several candidate models are devel-
oped for each unmeasured parameter; the best models are selected by their accuracy
and robustness using the instrumental and truncation error as criteria. Ten faulty
engine conditions are considered to analyze the model robustness. Two methods for
model developing are compared; the first method uses physics-based models (pro-
posed in this chapter), and the second method develops the models using the
similarity concept (reference methodology). The results of the comparison show
that the physics-based models are more robust to engine faults and overall they
deliver a significantly more accurate prediction of the engine lifetime.

Keywords: gas turbine, lifetime prediction, model developing, thermodynamic
relations, unmeasured parameters

1. Introduction

Lifetime monitoring systems are an effective way to perform condition base
maintenance of gas turbine engines [1–3]; this allows a better use of the available
lifetime and improvement of the engine’s reliability.

Several approaches exist to predict the remaining lifetime, such as neural net-
works [4–7], finite element analysis (FEA) [8–10], and statistical methods [11];
however, in order to significantly enhance the accuracy of the lifetime prediction, it
is necessary to estimate the lifetime in real time (on-line prediction) using actual
conditions [12, 13]. All of the previously cited approaches require a large amount of
computing resources, making them not suitable for an on-line application; another
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limitation is that none of the cited approaches take into consideration the existing
engine-to-engine differences and the performance deterioration.

Oleynik proposes in a study [14] an approach to perform on-line lifetime pre-
diction of engine component condition (Figure 1); he proposes to use simple
models to estimate the temperature and stresses at critical points. A major advan-
tage of this approach is the use of actual engine operating and atmospheric condi-
tions as input data. The methodology has been proven by practical application in
monitoring of some Ukrainian engines.

As shown in Figure 1, one of the blocks performs the thermal condition (TC)
monitoring, while the second block, the stress condition (SC) monitoring.

Inside the block of TC, it is necessary to set the thermal boundary conditions
(gas temperature around the critical element and the heat transfer coefficient
between the gas and metal), which are not measured parameters; the author [14]
proposed a methodology to develop mathematical models based on the theory of
similarity to estimate these boundary conditions.

In this chapter a new approach to develop physics-based models to estimate the
unmeasured parameters is proposed and analyzed. This new approach emphasizes
the accuracy of the models regardless of the engine-to-engine differences, taking
into consideration a healthy and faulty engine condition.

With the help of the thermodynamic model of the engine chosen as test case, all
the necessary data for model developing and validation is simulated; the simulation
of the engine’s component degradation is widely used in gas turbine monitoring and
diagnostics [15, 16].

A comparison between the physics-based models and the reference method
based on the theory of similarity proposed by [14] is conducted to validate the
accuracy of the methods.

Finally, the influence of the accuracy in the prediction of the thermal boundary
conditions on the errors of the engine lifetime prediction is evaluated.

Figure 1.
Scheme for on-line lifetime prediction.
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2. Test case

It is well-known that the thermomechanical stresses in gas turbine hot elements
are very high, particularly in the turbine blade having a significant effect on the safety
and economics of the fleet operation [17]. For this reason, a turbine blade with three
cooling channels has been chosen as the test case; the blade is mounted in the first
stage of the high-pressure turbine (HPT) of a two-spool free turbine engine.

In Table 1 the seven measured gas path parameters of the engine chosen as test
case are listed.

Experience has shown that it is sufficient to consider a two-dimensional analysis
of the mid-span section of the blade in order to save computing time; however, the
same methodological approach can be applied for a three-dimensional geometry.

The finite element model of the mid-span turbine blade section was built with
the help of FEA software. After setting all the necessary boundary conditions, the
distribution of the temperature and stresses was obtained. The critical points with
the smallest safety factor were found as well; as shown in Figure 2, the critical
points correspond to the numbers 101, 102, 103, and 69.

Three critical points are located at the leading edge of the blade and one critical
point at the trailing edge. For an easier analysis, the four critical points are

Designation Gas path parameter

Gf Fuel consumption

T ∗
C Compressor discharge temperature

p ∗
C Compressor discharge pressure

T ∗
HPT HPT discharge temperature

p ∗
HPT HPT discharge pressure

T ∗
LPT Low-pressure turbine (LPT) discharge temperature

nHP Rotational speed of the high-pressure (HP) rotor

Table 1.
List of gas path measured parameters of the engine selected as test case.

Figure 2.
Critical points at the turbine blade mid-span section.
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organized into two groups: group a (GA) contains the critical points 101, 102, and
103, and group b (GB) contains the critical point number 69.

The thermodynamic model of the engine chosen as test case [18] is used to
generate all the data for model developing and validation.

3. Engine lifetime monitoring system

A brief description of the lifetime monitoring system proposed by the author
[14] is presented to have a better understanding. As shown in Figure 1, the block to
perform the TC contains the sub-block named “thermal boundary conditions”
(unmeasured parameters). The new approach for model developing proposed in
this chapter focuses all the efforts in improving the accuracy in this sub-block, as
improving the efficiency in the prediction of the thermal boundary conditions
directly affects the accuracy of the whole monitoring system.

In the following subsection, the simple mathematical models used to estimate
the blade temperature and the thermal stress at the critical points are explained.

3.1 Turbine blade thermal and stress monitoring models

In [19] an analysis of the models proposed by [14] to estimate the blade tem-
perature and stress applied to the same turbine blade and critical points was
conducted. As a result, it was concluded that the best model to calculate the blade
temperature at the critical points is:

tcr ¼ T ∗
S1 þ Θ kαð Þ � T ∗

S2 � T ∗
S1

� �
(1)

Here tcr is the blade temperature at the critical point, T ∗
S1 is the cooling temper-

ature, T ∗
S2 is the heating temperature, Θ is a dimensionless parameter, and kα is the

relation of the heat transfer coefficients at current and reference engine operating
modes:

kα ¼ αi=αref (2)

Here αi and αref are the heat transfer coefficients at actual and reference engine
working operating modes, respectively.

The model to estimate the thermal stress at critical points is:

σt ¼ S kαð Þ � n2 (3)

Here σt is the thermal stress at the critical point, S is a dimensionless parameter,
and n is the rotational speed.

The dimensionless parameters Θ in Eq. (1) and S in Eq. (3) are calculated as
dependence of kα using a polynomial with gas path measured parameters as
arguments.

The parameters T ∗
S1, T

∗
S2, and kα are unmeasured parameters, which further will

be referred as thermal boundary conditions; since this unmeasured parameters are
the input data in Eqs. (1) and (3), it is necessary to develop mathematical models
for their prediction. In the following section, the model developing methodology is
explained.
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4. Model developing methodology

As mentioned in the introduction, a new approach for model developing is
proposed. Since the models will be used in an on-line monitoring system, it is
necessary to meet the following requirements:

• The models must be developed on physics-based relations, such as
thermodynamic and kinematic relations and others.

• All models must use the gas path measured parameters as input data.

• The structure of the models must be simple.

• The measuring error of the gas path parameters, which are the input data of the
models, must be taken into account.

• The models must have high robustness to the influence of engine’s component
deterioration.

Taking into account the main requirements, the following general dependence
for any unmeasured parameter is proposed:

z ¼ f Y,W,T ∗
H ,P

∗
H

� �
(4)

Here z is the vector of unmeasured parameters to be predicted; Y is the vector of
gas path measured parameters; W is the vector of the intermediate unmeasured
parameters which describe the thermodynamic properties of the fluid, such as
efficiencies and pressure loss factors; and T ∗

H ,P
∗
H are the ambient conditions.

Figure 3.
Algorithm to estimate the unmeasured parameters.
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As shown in Eq. (4), such dependence is not possible to be used in an on-line
monitoring system since it includes the vector W, which is an unmeasured param-
eter. In order to solve this inconvenience, it is proposed to estimate each
unmeasured parameter w as a function A (internal model) using one of the available
gas path measured parameters as argument w ¼ A xð Þ, where x is a gas path mea-
sured parameter.

Besides, all the parameters are corrected to standard atmosphere to take into
account the influence of atmospheric conditions [20]. After rewriting Eq. (4), the
general dependence for any unmeasured parameter is:

zcor ¼ f Ycor,A xcorð Þð Þ (5)

Figure 3 shows the algorithm to estimate the unmeasured parameters using the
previously presented model developing methodology.

4.1 Model verification

The best models are selected during the model verification process. The total
mean square error (MSE) is the main criteria to select the best models; the MSE
consists of two components, a truncation error and an instrumental error:

σTT ¼ σTR þ σINS (6)

Here σTT is the total MSE, σTR is the truncation error, and σINS is the instrumen-
tal error.

4.1.1 Truncation error

The mean square truncation error is:

σTR j ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPNj

j¼1 zj i m � zj i
� �2

Nj

vuut (7)

Here zj i m is the value of the unmeasured parameter calculated by the
developed models, zj i is the true value obtained from the engine thermodynamic
model, and Nj is the sample size; in other words, it is the number of engine
operating points considered for analysis corresponding the engine health condition
number j.

The average truncation error in percentage for any engine health conditions is
obtained by:

σTR m ¼ 1
n

Xn
j¼1

σTR j � 100% (8)

Here n is the number of engine health conditions.

4.1.2 Instrumental error

The MSE for the instrumental error for a healthy engine condition is calculated
as follows:
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Here Q is the amount of gas path measured parameters, and K is the amount of
internal models, which are part of the developed model to estimate the unmeasured
parameterz.

The average instrumental error in percentage is obtained by:

σINS m ¼ 1
N

Xn
j¼1

σINS j � 100% (10)

HereN is the sample size—the number of engine operating points corresponding
to a healthy engine condition.

4.1.3 Model robustness analysis

Engine health conditions in real life are different from engine to engine; therefore,
it is necessary to take into account these shifts from the ideal engine. For the model
robustness analysis, the truncation error is calculated for several engine health con-
ditions. In [21] the most common engine faulty conditions of a two-spool free turbine
engine were analyzed; as a result, 10 faulty engine conditions were selected.

In Table 2 the 11 engine conditions considered for analysis are listed. The
deteriorated engine condition represents a 3% shift from engine health condition.

5. Developing and verification of models for unmeasured parameters
for the test case

As shown in SubSection 3.1, it is necessary to calculate the input data for Eqs. (1)
and (3). For our particular test case, the selected thermal boundary conditions are
shown in Table 3.

Designation Fault parameter Deteriorated condition

C1 — Healthy engine

C2 δηC Compressor efficiency decrease

C3 δGC Compressor airflow decrease

C4 δηCC Combustion chamber (CC) efficiency decrease

C5 δσCC Decrease in the CC total pressure

C6 δηHPT HPT efficiency decrease

C7 δFNBHPT HPT nozzle box (NB) area increment

C8 δσHPT�LPT Decrease in the total pressure between HPT and LPT duct

C9 δηLPT LPT efficiency decrease

C10 δFNBLPT LPT NB area increment

C11 δGST Increment of the air bleed for gas pumping needs

Table 2.
Engine healthy and faulty condition considered for analysis.
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It is necessary to develop alternative models for each one of the selected thermal
boundary conditions. Although the compressor discharge temperature is a mea-
sured gas path parameter for our test case (Table 1), it is of particular interest to
analyze the effect of its inclusion or exclusion from the list of gas path measured
parameters in the overall lifetime prediction.

Since many alternative models were developed, only one example will be shown
in order to save available text space; for more details consult [21].

5.1 Model developing

Let us consider the gas temperature at the inlet of the turbine T ∗
g . As mentioned

in Section 4, the models must be physics-based; therefore, we use the relation that
describes the power balance between the high-pressure turbine and the high-
pressure compressor [20] as the base equation for model developing:

NT � ηm ¼ NC (11)

Here NT is the turbine power, ηm is the mechanical efficiency, and NC is the
compressor power.

Let us take into account that:

NT ¼ Gg � LT ¼ Gg � Cp g � T ∗
g � T ∗

T

� �
(12)

NC ¼ Ga � LC ¼ Ga � Cp a � T ∗
C � T ∗

H

� �
(13)

Here Gg and Ga are the gas and air flow consumptions accordingly, and Cp g and
Cp a are the specific heat values at constant pressure for gas and air accordingly.

Solving Eq. (11) for T ∗
g , we obtain:

T ∗
g ¼ Cp a

Cp g
� Ga

Gg � ηm

� �
� T ∗

C � T ∗
H

� �þ T ∗
HPT (14)

All the unmeasured parameters in Eq. (14) will be described with the help of the
internal model ATG1:

ATG1 ¼
Cp a

Cp g
� Ga

Gg � ηm

� �
(15)

Let us remember that all the internal models will be calculated as a polynomial
functions using one of the available gas path measured parameters as argument.

Cooling temperature T ∗
S1 ¼ T ∗

C

Heating temperature T ∗
S2 ¼ T ∗

W

Relation of heat transfer coefficients for hot gases kα g ¼ αi g=αref g

Relation of heat transfer coefficients for cooling air kα a ¼ αi a=αref a

Here T ∗
C is the compressor discharge temperature, and T ∗

W is the gas temperature in relative motion in front of the first
turbine stage.

Table 3.
Thermal boundary conditions for our test case.
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Finally, after making the correction to standard atmospheric conditions of
Eq. (14), we arrive at the following expression:

T ∗
g cor ¼ ATG1 cor xð Þ � T ∗

C cor � T0
� �þ T ∗

HPT cor (16)

Here T0 = 288.15 K is the value of standard atmospheric temperature.
Several models can be developed for the same unmeasured parameter based on

different source equations (alternative models). Figure 4 shows the general scheme
for the developing of alternative models.

Using the scheme shown in Figure 4, a total of 31 models were developed for our
test case (see reference [21]). A name is given to each developed model for easier
identification, for example, the model shown in Eq. (16) is named MTG1. The
names and arguments for each alternative developed model are shown in Figure 5.

5.2 Model verification

Let us consider the model MTG1 shown in Eq. (16), which includes the internal
model ATG1 cor xð Þ. It is necessary to analyze which of the gas path measured param-
eters (Table 1) is best suited to be used as argument in the polynomial, as well as
the degree of the polynomial that results in the most accurate prediction of T ∗

g .
All of the necessary data for the analysis was obtained using the thermodynamic

model of the engine selected as test case [18]. A total of 245 engine operating modes
for a healthy engine condition were simulated; these operating modes describe the
whole range of the engine operating conditions.

The generated data was randomly divided into two sets. The first set of 123
operating points is used as reference. The second set of 122 operation modes is for
model validation. Using the data from the reference set, the coefficients for the
polynomial functions were obtained using the least square method.

The polynomial degree was changed from 1 to 4 using each one of the gas path
measured parameters (see Table 1) as argument in the polynomial.

Once all the polynomial coefficients describing the internal model ATG1 cor xð Þ
were obtained, the value of T ∗

g was calculated. According to the scheme shown in

Figure 4.
Scheme for the developing the alternative models.
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Figure 3, it is necessary to perform an inverse conversion of Eq. (16) to calculate the
value of T ∗

g as follows:

T ∗
g ¼ ATG1 cor xð Þ � T ∗

C cor � T0
� �þ T ∗

HPT cor

� � � T
∗
H

T0
(17)

The total error (see Eq. (6)) was the main criteria to assess the accuracy of the
developed models. A total of 11 engine conditions (Table 2) were considered for the
model validation (model robustness analysis).

Figure 6(a) depicts the total error in the prediction of T ∗
g using the model

MTG1 with different gas path measured parameters as argument in the polynomial
to describe the internal model ATG1 cor xð Þ. From this figure it is clear that the lowest
error is obtained when T ∗

HPT is set as argument.

Figure 5.
Structure of the alternative models developed for our test case.

Figure 6.
Total error in the prediction of T ∗

g using model MTG1. (a) Using seven different measured parameters as
argument; (b) detailed view for the best argument.
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Figure 6(b) shows that it is sufficient to use a third-degree polynomial as
further increment does not reduce the total error in the prediction.

From this analysis the polynomial degree and the gas path measured parameter
to be used as argument in Eq. (17) are selected:

ATG1 cor xð Þ ¼ �6:79 � 10�10 � T ∗ 3
HPT cor þ 2:19 � 10�6 � T ∗ 2

HPT cor � 2:47 � 10� � T ∗
HPT cor þ 1:87

� �

(18)

The selection of the argument in the i-internalmodels and the best polynomial
degree for all the developedmodels was done using the samemethodology. After the
model verification of all the developedmodels, the bestmodels were selected.Figure 7
shows the selectedmodels to calculate the thermal boundary conditions for the test case.

6. Comparative analysis for the model accuracy

Let us conduct a comparative analysis between two approaches for model
developing: the first approach for model developing [14] uses the theory of similar-
ity (reference model), and the second approach is proposed in this chapter and uses
a physics-based methodology.

6.1 Thermal boundary condition prediction

The thermal boundary conditions for our test case (see Table 3) were calculated
using models developed with both methodologies.

The total error was calculated according to Eq. (6), and the model robustness
analysis took into account the 11 engine health conditions listed in Table 2. It is of
particular interest to analyze the model robustness, since such analysis for the
reference methodology does not exist.

In Figure 8 the truncation errors for the thermal boundary condition prediction
are presented.

Figure 7.
Selected models to monitor the thermal boundary conditions of the test case.

69

A New Approach for Model Developing to Estimate Unmeasured Parameters in an Engine…
DOI: http://dx.doi.org/10.5772/intechopen.90307



Figure 3, it is necessary to perform an inverse conversion of Eq. (16) to calculate the
value of T ∗
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T ∗
g ¼ ATG1 cor xð Þ � T ∗

C cor � T0
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HPT cor

� � � T
∗
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T0
(17)

The total error (see Eq. (6)) was the main criteria to assess the accuracy of the
developed models. A total of 11 engine conditions (Table 2) were considered for the
model validation (model robustness analysis).

Figure 6(a) depicts the total error in the prediction of T ∗
g using the model

MTG1 with different gas path measured parameters as argument in the polynomial
to describe the internal model ATG1 cor xð Þ. From this figure it is clear that the lowest
error is obtained when T ∗

HPT is set as argument.

Figure 5.
Structure of the alternative models developed for our test case.

Figure 6.
Total error in the prediction of T ∗

g using model MTG1. (a) Using seven different measured parameters as
argument; (b) detailed view for the best argument.
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Figure 6(b) shows that it is sufficient to use a third-degree polynomial as
further increment does not reduce the total error in the prediction.

From this analysis the polynomial degree and the gas path measured parameter
to be used as argument in Eq. (17) are selected:

ATG1 cor xð Þ ¼ �6:79 � 10�10 � T ∗ 3
HPT cor þ 2:19 � 10�6 � T ∗ 2

HPT cor � 2:47 � 10� � T ∗
HPT cor þ 1:87

� �

(18)

The selection of the argument in the i-internalmodels and the best polynomial
degree for all the developedmodels was done using the samemethodology. After the
model verification of all the developedmodels, the bestmodels were selected.Figure 7
shows the selectedmodels to calculate the thermal boundary conditions for the test case.
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The total error was calculated according to Eq. (6), and the model robustness
analysis took into account the 11 engine health conditions listed in Table 2. It is of
particular interest to analyze the model robustness, since such analysis for the
reference methodology does not exist.

In Figure 8 the truncation errors for the thermal boundary condition prediction
are presented.
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From Figure 8, it is clear that the models developed using the approach intro-
duced in this chapter are more robust; it means that the models are less sensitive to
the deviations from a healthy engine condition. This is a major advantage compared
to the reference methodology based in the theory of similarity [14].

6.2 Prediction of the thermal-stress condition and engine lifetime

The thermal-stress engine condition was calculated using Eqs. (1) and (2). The
prediction of the turbine blade lifetime is a very complex process, which involves
different factors; however, a conservative lifetime prediction will be enough to
assess the impact that a new model developing methodology has on the accuracy of
the lifetime prediction. According to the author [22], a practical way to predict
lifetime is the Larson-Miller relation:

tr ¼ 10PLM=t cr�C (19)

Here PLM is the Larson-Muller parameter; C is a coefficient, which for the test
case is equal to 20.

Figure 8.
Truncation error in the prediction of thermal boundary conditions for different engine health conditions.
Blue color, physics-based models; red color, models developed on theory of similarity. (a) T ∗

W; (b) T ∗
C ; (c) kα g;

(d) kα a.
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As mentioned in Section 5, it is of particular interest to analyze what is the
influence of the inclusion or exclusion of the compressor temperature T ∗

C as a gas
path measured parameter in the accuracy of TC, SC, and lifetime prediction tr.
Therefore, the thermal-stress condition and lifetime prediction are calculated for
two cases. For the first case, the compressor temperature is not measured, and for
the second case, the compressor temperature is measured.

Figure 9.
Total error in the prediction of TC, SC, and tr. Blue color, physics-based models; red color, models developed on
the theory of similarity. (a, c, e) T ∗

C is an unmeasured parameter; (b, d, f) T ∗
C is a measured parameter.
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6.2.1 Prediction of the thermal-stress condition and engine lifetime when the compressor
temperature is not measured

Figure 9 presents the total error in the prediction of TC, SC, and lifetime tr.
From Figure 9(a) it is clear that the physics-based models give a better prediction
of TC. Figure 9(c) shows that the improvement in the prediction of SC is not as
significant, especially for the critical points GB. Figure 9(e) shows that the predic-
tion of the lifetime tr is highly improved compared to the results obtained when the
models based on the theory of similarity are used to calculate the thermal boundary
conditions.

From this analysis, it is clear that the methodology used for developing the
models of the unmeasured parameters has a great impact in the final accuracy of the
lifetime tr prediction.

6.2.2 Prediction of the thermal-stress condition and engine lifetime when the compressor
temperature is measured

We repeated the calculation, but this time the value of the compressor temper-
ature is measured. Figure 9(b) shows that the total error in the prediction of TC for
both groups is still better when using physics-based models.

Figure 9(d) shows that the accuracy in the prediction of the SC is not signifi-
cantly affected. From Figure 9(f) it is clear that the improvement in the prediction
of TC has a significant impact in the prediction of the lifetime tr, for example, for
the critical point GA when using physics-based models, an improvement in the
prediction of TC from 0.58 to 0.44% leads to a better lifetime prediction from 45.95
to 27.96%.

We can conclude that the accuracy in the prediction of the lifetime is highly
improved when the temperature after the compressor is a measured parameter.

7. Conclusions

A new approach for model developing to estimate the unmeasured parameters in
an engine lifetime monitoring system was introduced. This is an effort to increase
the accuracy of the lifetime prediction.

All the developed models have a very simple structure and are physics-based,
making them ideal to be applied in an on-line lifetime monitoring system.

A turbine blade mounted on the first stage of the high-pressure turbine of a two-
spool free turbine power plant is the test case.

Several alternative models were developed using different basic equations.
Some of the models include in their structure an internal model, which character-
izes the thermodynamic properties of the working fluid, such as efficiencies, pres-
sure loss factors, and others. The internal models were defined by a polynomial
function. The best measured parameter used as argument in the polynomial and the
degree of the polynomial function were selected using the mean square error as
criteria.

All the necessary data for model developing and validation was generated with
the engine thermodynamic model.

The truncation and instrumental error are the main criteria to select the best
models. Ten engine faulty conditions were considered for the robustness analysis of
the models.
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A comparative analysis between two model developing methodologies was
conducted: physics-based methodology (proposed in this chapter) and models
developed on the theory of similarity (reference). The results show that the physics-
based models are less sensitive to shifts from the engine healthy condition.

It was found that the use of the proposed model developing methodology pro-
vides a better estimation of the thermal boundary conditions, which leads to a
significantly better prediction of the lifetime.

It was proven that the compressor temperature has a great impact in the lifetime
prediction. If this parameter is not measured, then the accuracy of the lifetime
prediction is significantly worse compared to the results obtained when the
compressor temperature is measured.

The obtained results show that it is possible to use the proposed model develop-
ing methodology in real applications; however, it is necessary to take into account a
proper interpretation of the results obtained in this chapter. The reference data,
which was used to determine the accuracy of the models, is simulated data; there-
fore, it is possible that the errors of the lifetime monitoring under real conditions
will grow. To avoid such inconvenience, it is possible to replace the data generated
with the help of the engine thermodynamic model with real data. This approach is
valid, since the engine thermodynamic model is not part of the proposed model
developing methodology. In order to obtain the necessary real data, it will be
necessary to use additional instrumentation under engine test bed conditions.

Nomenclature

Subscripts

a air
cor corrected parameter
cr critical point
C compressor
CC combustion chamber
CH channel
f fuel
g gas
H atmospheric conditions
HP high pressure
HPT high-pressure turbine
i i-engine mode
INS instrumental error
j j-engine health condition
LPT low-pressure turbine
m value calculated with the help of models, mechanical
NB nozzle box
ref reference engine mode
ST gas pumping station
S1 cooling
S2 heating
t thermal
T turbine
TR truncation error
TT total mean square error
W relative velocity
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Designations

G consumption
T temperature
p pressure
n rotational speed, number of engine health conditions
t blade temperature
k coefficient, isentropic factor
S dimensionless parameter
z unmeasured parameter
Y gas path measured parameters
W unmeasured parameters describing thermodynamic properties

of the working fluid
A internal model
x measured parameter, argument of polynomial
p0 standard atmospheric pressure (101.3 KPa)
T0 standard atmospheric temperature (288.15 K)
y measured parameter
N sample size (number of engine operation modes), power
C engine condition, coefficient
L thermodynamic work
Cp specific heat at constant pressure
A coefficient
Re Reynolds number
Kα relation of heat transfer coefficient at current and at a refer-

ence operation mode
tr lifetime

Greek symbols

* stagnation parameter
α heat transfer coefficient
Θ dimensionless parameter
σ stress, mean square error, total pressure conservation
η efficiency
δ shift from healthy engine condition
μ dynamic viscosity
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Chapter 5

Modeling and Simulation of the
Variable Speed Wind Turbine
Based on a Doubly Fed Induction
Generator
Imane Idrissi, Houcine Chafouk, Rachid El Bachtiri
and Maha Khanfara

Abstract

This chapter presents the modeling and simulation results of variable speed wind
turbine driven by doubly fed induction generator (DFIG). The feeding of the
generator is ensured through its stator directly connected to the electrical grid and
by its rotor connected to the grid through two power converters, which are con-
trolled by the pulse width modulation (PWM) technique. This configuration is the
most used in the wind power generation systems. For the variable speed operation
of the studied system, the maximum power point tracking strategy is applied for the
turbine, and the stator flux-oriented vector control is used for the generator. The
MATLAB/Simulink software is used for the system modeling and simulation. For
the wind velocity model, a random wind profile is simulated, and the turbine and
the generator parameters are extracted from an existing wind turbine system in the
literature. The obtained results are addressed in this chapter.

Keywords: wind turbine, variable speed operation, DFIG, PWM,
MATLAB/Simulink, MPPT

1. Introduction

With the global warming issues and the climate changes, there is a serious need
for the use of the renewable energy resources in the electricity generation industry.
Currently, the wind represents one of the most important renewable energy
resources, used for generating electrical energy in the world. In terms of the total
installed wind capacity, it becomes up to 539 GW across the globe in 2017 [1]. The
rapid rate of the wind energy industry growth is caused by the cost-effectiveness of
electricity production from wind farms, compared to electricity production cost
from fossil fuel energy [2], the stability of electricity cost [3], the short
commissioning time of wind farms [4], and the ingenuity of skillful engineers.

According to a wind market survey, the doubly fed induction generator (DFIG)
is the most popular generator used in the speed variable wind turbines (SVWT) [5].
It is a wound rotor asynchronous machine which has the stator windings directly
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connected to the electrical grid, and its rotor is linked to the constant frequency grid
by means of two bidirectional power converters.

This configuration, known as “Scherbius structure” and shown in Figure 1, has
several advantages of controlling independently active and reactive power [6, 7].
Moreover, the power converters used are sized to transfer only a fraction, equal to
at most 30% of the turbine rated power [8, 9], which results in small-size, low-cost,
less acoustic noise and reduced loss rate in the power converters [10]. Moreover,
The DFIG-based wind turbine allows the rotor speed to be varied with the wind
speed, and the speed variation range is around �30% around the synchronism
speed [11]. As a result, the wind generation system could operate in
hyposynchronous and hypersynchronous mode, which would extract the maximum
aerodynamic power for each wind speed value.

In order to design fault diagnosis and control approaches based on models for
wind turbines, the development of a mathematical model, which represents as
much details as technically possible and gives an accurate idea of the dynamic
behavior of the system, seems to be an important step. For several purposes, dif-
ferent wind turbine models have been developed. In literature, we find for wind
systems the aerodynamic model, which aims to verify and optimize the blade
design, depending on predefined specifications, while the mechanical model is used
by engineers for establishing a safe and economical dimensioning of the whole wind
turbine system. Moreover, the economic model is used in the case of manufacturing
and installing wind turbines with the purpose to evaluate the cost-effectiveness. In
addition, there are models which predict the weather conditions and the power
output of wind farms. Furthermore, there are models, which have the objective of
evaluating the impact of wind turbines on the environment such as the evaluation
of noise produced by the wind turbine operation. Finally, the general-purpose
models concerned with the electrical properties of wind turbines are widely used.

The speed variable wind turbine (SVWT) model, developed and simulated in
this work, is concerned with providing time simulation signals that can be exploited
for designing fault diagnosis approaches based on models; the software tool used for
simulation is the MATLAB/Simulink environment. In [12], a wind turbine model of
a fixed-speed, stall-regulated system has been developed with the aim of measuring
and evaluating the power quality impact of wind turbines on the grid. In addition, a
model for a wind turbine generation system based on a DFIG, including the
mechanical dynamics, the wind turbine electrical system, the converter, and the
electrical grid has been presented in [13]. Luis et al. [14] presented the most
commonly used wind turbine model meeting objectives as production energy,
safety of turbine, grid connection, and others. Moreover, in [15], the detailed

Figure 1.
Architecture Scherbius of DFIG-based wind turbine.
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mechanical structural modeling of the wind turbine connected to the grid and based
on DFIG has been developed, and it has been validated using NREL’s simulation
tool, FAST v7; for analysis of the dynamic behavior of the wind power plant with
DFIG under the grid fault conditions, modeling of the whole system has been
established in [16]. Furthermore, with the use of an electromagnetic transient
simulation software, the wind turbine driven by DFIG model is elaborated in [17].

The organization of this chapter is as follows: the wind turbine structure is
described in Section 2; the wind modeling turbine is presented in Section 3. In
Section 4, the simulation results in MATLAB/Simulink environment are shown.
Finally, the conclusion is presented in Section 5.

2. The wind turbine structure

The wind turbine is a complex system containing different components, which
involved different domains: electrical, mechanical, and electronic areas and others.
The complete model of the studied wind turbine system is represented by a set of
blocks each representing a functional entity of the system. The general structure of
a wind system is given by Figure 2.

As it is shown in the Figure 2, the wind velocity and the fixed-pitch angle
represent the input of the wind turbine system. The aerodynamic conversion entity
is formed of three blades which capture and convert the kinetic energy of the wind
into mechanical energy, recovered on the slow rotating shaft. Then, the gearbox
device increases the turbine low speed and makes it suitable with the generator
rotational speed, which is about 1500 rpm. The generator receives mechanical
energy and transforms it into electrical energy. The two power converters used are
insulated gate bipolar transistor (IGBT) type and controlled by pulse width modu-
lation (PWM) technique; they allow the independent control of the active and
reactive powers and also the transfer of the slip power in two directions: from the
generator to the network and from the network to the generator.

3. The wind turbine modeling

In this section, the mathematical model of each wind turbine block is presented.

3.1 Wind speed model

The wind resource is an important element in a wind energy system, and it
represents a determining factor in the calculation of electricity production because,
under optimal conditions, the power captured by the wind turbine is a cubic

Figure 2.
Wind turbine system structure.

81

Modeling and Simulation of the Variable Speed Wind Turbine Based on a Doubly Fed Induction…
DOI: http://dx.doi.org/10.5772/intechopen.83690



connected to the electrical grid, and its rotor is linked to the constant frequency grid
by means of two bidirectional power converters.

This configuration, known as “Scherbius structure” and shown in Figure 1, has
several advantages of controlling independently active and reactive power [6, 7].
Moreover, the power converters used are sized to transfer only a fraction, equal to
at most 30% of the turbine rated power [8, 9], which results in small-size, low-cost,
less acoustic noise and reduced loss rate in the power converters [10]. Moreover,
The DFIG-based wind turbine allows the rotor speed to be varied with the wind
speed, and the speed variation range is around �30% around the synchronism
speed [11]. As a result, the wind generation system could operate in
hyposynchronous and hypersynchronous mode, which would extract the maximum
aerodynamic power for each wind speed value.

In order to design fault diagnosis and control approaches based on models for
wind turbines, the development of a mathematical model, which represents as
much details as technically possible and gives an accurate idea of the dynamic
behavior of the system, seems to be an important step. For several purposes, dif-
ferent wind turbine models have been developed. In literature, we find for wind
systems the aerodynamic model, which aims to verify and optimize the blade
design, depending on predefined specifications, while the mechanical model is used
by engineers for establishing a safe and economical dimensioning of the whole wind
turbine system. Moreover, the economic model is used in the case of manufacturing
and installing wind turbines with the purpose to evaluate the cost-effectiveness. In
addition, there are models which predict the weather conditions and the power
output of wind farms. Furthermore, there are models, which have the objective of
evaluating the impact of wind turbines on the environment such as the evaluation
of noise produced by the wind turbine operation. Finally, the general-purpose
models concerned with the electrical properties of wind turbines are widely used.

The speed variable wind turbine (SVWT) model, developed and simulated in
this work, is concerned with providing time simulation signals that can be exploited
for designing fault diagnosis approaches based on models; the software tool used for
simulation is the MATLAB/Simulink environment. In [12], a wind turbine model of
a fixed-speed, stall-regulated system has been developed with the aim of measuring
and evaluating the power quality impact of wind turbines on the grid. In addition, a
model for a wind turbine generation system based on a DFIG, including the
mechanical dynamics, the wind turbine electrical system, the converter, and the
electrical grid has been presented in [13]. Luis et al. [14] presented the most
commonly used wind turbine model meeting objectives as production energy,
safety of turbine, grid connection, and others. Moreover, in [15], the detailed

Figure 1.
Architecture Scherbius of DFIG-based wind turbine.

80

Modeling of Turbomachines for Control and Diagnostic Applications

mechanical structural modeling of the wind turbine connected to the grid and based
on DFIG has been developed, and it has been validated using NREL’s simulation
tool, FAST v7; for analysis of the dynamic behavior of the wind power plant with
DFIG under the grid fault conditions, modeling of the whole system has been
established in [16]. Furthermore, with the use of an electromagnetic transient
simulation software, the wind turbine driven by DFIG model is elaborated in [17].

The organization of this chapter is as follows: the wind turbine structure is
described in Section 2; the wind modeling turbine is presented in Section 3. In
Section 4, the simulation results in MATLAB/Simulink environment are shown.
Finally, the conclusion is presented in Section 5.

2. The wind turbine structure

The wind turbine is a complex system containing different components, which
involved different domains: electrical, mechanical, and electronic areas and others.
The complete model of the studied wind turbine system is represented by a set of
blocks each representing a functional entity of the system. The general structure of
a wind system is given by Figure 2.

As it is shown in the Figure 2, the wind velocity and the fixed-pitch angle
represent the input of the wind turbine system. The aerodynamic conversion entity
is formed of three blades which capture and convert the kinetic energy of the wind
into mechanical energy, recovered on the slow rotating shaft. Then, the gearbox
device increases the turbine low speed and makes it suitable with the generator
rotational speed, which is about 1500 rpm. The generator receives mechanical
energy and transforms it into electrical energy. The two power converters used are
insulated gate bipolar transistor (IGBT) type and controlled by pulse width modu-
lation (PWM) technique; they allow the independent control of the active and
reactive powers and also the transfer of the slip power in two directions: from the
generator to the network and from the network to the generator.

3. The wind turbine modeling

In this section, the mathematical model of each wind turbine block is presented.

3.1 Wind speed model

The wind resource is an important element in a wind energy system, and it
represents a determining factor in the calculation of electricity production because,
under optimal conditions, the power captured by the wind turbine is a cubic

Figure 2.
Wind turbine system structure.

81

Modeling and Simulation of the Variable Speed Wind Turbine Based on a Doubly Fed Induction…
DOI: http://dx.doi.org/10.5772/intechopen.83690



function of the wind speed. The wind is a moving air mass, and the wind kinetic
energy is given by:

E ¼ 1
2
�m � v2 (1)

where m is the moving air mass [g] and v is the air moving speed [m/s].
The wind power during is expressed as:

Pwind ¼ E
Δt

(2)

The wind speed v is generally represented by a scalar function evolving over
time, given by V = f(t). It can also be divided into two components: a slowly varying
part denoted as V0 and a random varying part denoted as Vt; it represents the wind
fluctuations. Therefore, the wind velocity can be written as:

V tð Þ ¼ V0 þ Vt tð Þ (3)

To mathematically model the wind speed profile, the literature offers three
techniques:

• The first method is white noise filtering technique, in which the turbulence
impact is corrected by the use of a low-pass filter having the following transfer
function [18]:

F sð Þ ¼ 1
1þ τ � s (4)

where τ is the filter time constant. It depends on the rotor diameter and the wind
turbulence intensity and the average wind speed. Figure 3 shows the method of
reconstruction of the wind profile using this technique.

• The second method of generating the wind speed profile is that which
describes wind variations using the spectral density established by
meteorologist I. Van der Hoven. In this model, the turbulence part is
considered as a stationary random process, and therefore it does not depend on

Figure 3.
Wind profile construction scheme by white noise filtering.
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the variation of the mean wind speed [19, 20]. The variation of the wind speed
v(t) is thus written in the form of the harmonic sum:

Vv tð Þ ¼ Aþ
Xn
i¼1

ak � sin ωk � tð Þ (5)

where A is the wind speed average value; ak is the amplitude of k-order har-
monic; ωk is the pulsation of k-order harmonic; and i is the last harmonic rank
retained in the wind profile calculation.

• The third method is the Weibull distribution in which a given site wind
potential is obtained by measuring the average wind speed in regular time
intervals. Then, the data obtained are then divided into numbers by wind
speed classes using histogram [21]. The wind profile over a desired time period,
respecting the Weibull distribution, is given by:

Vv tð Þ ¼ 1þ ξv tð Þ � ξvð Þ � Vv (6)

where Vv is the wind speed average value and ξv is the disturbance mean value
expressed by:

ξv tð Þ ¼ � ln rand tð Þð Þ
cv

� � 1
kv

(7)

where rand(t) is a function generating, in a uniform distribution, random num-
bers between 0 and 1 and (Cv, kv) is a parameter pair, determined by analysis of the
wind class histogram. Cv is a scale factor generally greater than 5. The shape factor
kv is greater than 3 if the histogram shape is like that of a normal distribution,
characterized by an uniform distribution around a mean value.

In this work, we adopted the second method to generate the random profile of
the wind speed applied in the studied wind system input.

3.2 Aerodynamic conversion model

The aerodynamic conversion system is the wind turbine part, which is facing the
wind; it generally comprises three blades of length R. Three-bladed wind turbines
are much more common than two-bladed wind turbines. The turbine captures the
kinetic energy of the wind and transforms it into mechanical energy recovered on
the slow rotating shaft.

The kinetic power of the wind is given by:

Pwind ¼ ρ � S � vwind3
2

(8)

The aerodynamic power is expressed as follows:

Paero ¼ Cp λ, βð Þ � Pwind ¼ Cp λ, βð Þ � ρ � S � vwind
3

2
(9)

The aerodynamic torque Taer is given by the following expression:

Taer ¼ Paero

Ωt
¼ 1

2 � Ωt
� Cp λ, βð Þ � ρ � S � vwind3 (10)
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where Ωt is the turbine speed [rad/s], ρ is the air density, ρ = 1.225 kg/m3, S = π
R2 is the rotor surface [m

2], R is the blade length [m], and vwind is the wind speed
upstream of the wind turbine rotor [m/s]. λ is the speed ratio. It is a unitless
parameter, related to the design of each wind turbine, and it represents the ratio
between the speed of the blade’s end and that of the wind at the rotor axis or also
called hub. λ is expressed as follows:

λ ¼ Ωt � R
v

(11)

This parameter depends on the blade number of the wind turbine. If the blade
number is reduced, the rotor speed is high, and a maximum of power is extracted
from the wind. In the case of multiblade wind turbines (Western Wind Turbines),
the speed ratio is equal to 1; for wind turbines with a single blade, λ is about 11. The
three-bladed wind turbines, as in our study, have a speed ratio of 6 to 7. The speed
ratio of Savonius wind turbines is less than 1 [22].

Cp is the power coefficient or aerodynamic transfer efficiency that varies with
the wind speed. This coefficient has no unit, and it depends mainly on the blade
aerodynamics, the speed ratio λ, and the blade orientation angle β. Betz has deter-
mined a theoretical maximum limit of the power coefficient Cpmax = 16/27 ∽ 0.59.
Taking into account losses, wind turbines never operate at this maximum limit, and
the best-performing wind turbines have a Cp between 0.35 and 0.45. Cp is specific
to each wind turbine, and its expression is given by the wind turbine manufacturer
or using nonlinear formulas. To calculate the coefficient Cp, different numerical
approximations have been proposed in the literature. The Cp expressions frequently
encountered in the literature are presented in Table 1.

Since we had as an objective the modeling and simulation of a three-bladed wind
turbine with a nominal power of 3 kW; the parameters of both: the wind turbine
and the generator have been used from [30]. For this reason, the analytical expres-
sion of the power coefficient Cp is given by:

Cp ¼ 6 � 10�7 � λ5 þ 10�5 � λ4 � 65 � 10�5 � λ3 þ 2 � 10�5 � λ2 þ 76 � 10�3 � λþ 0:007 (12)

This coefficient has a maximum value equal to 0,35 (Cpmax = 0,35 ) and an
optimal value of relative speed equal to 7 (λ = 7).

The block diagram presenting the aerodynamic part is shown in Figure 4.

3.3 Gearbox model

The mechanical part of the wind turbine consists of the turbine shaft rotating
slowly at speed Ωt, the gearbox having the multiplication gain G and driving the
generator at a speed Ωg, by means of a fast secondary shaft.

The gearbox is a device that allows to multiply the turbine speed of Ωt by a
multiplication gain G to make it adapt to the rapid speed of the generator Ωg. This
device is considered ideal, because the gearbox elasticity, friction, and energy losses
are considered negligible. The two equations mathematically modeling the opera-
tion of this device are given as follows:

Tg ¼ Taer

G

Ωt ¼
Ωg

G

8>><
>>:

(13)
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where Ωt is the turbine speed [rad/s], ρ is the air density, ρ = 1.225 kg/m3, S = π
R2 is the rotor surface [m

2], R is the blade length [m], and vwind is the wind speed
upstream of the wind turbine rotor [m/s]. λ is the speed ratio. It is a unitless
parameter, related to the design of each wind turbine, and it represents the ratio
between the speed of the blade’s end and that of the wind at the rotor axis or also
called hub. λ is expressed as follows:

λ ¼ Ωt � R
v

(11)

This parameter depends on the blade number of the wind turbine. If the blade
number is reduced, the rotor speed is high, and a maximum of power is extracted
from the wind. In the case of multiblade wind turbines (Western Wind Turbines),
the speed ratio is equal to 1; for wind turbines with a single blade, λ is about 11. The
three-bladed wind turbines, as in our study, have a speed ratio of 6 to 7. The speed
ratio of Savonius wind turbines is less than 1 [22].

Cp is the power coefficient or aerodynamic transfer efficiency that varies with
the wind speed. This coefficient has no unit, and it depends mainly on the blade
aerodynamics, the speed ratio λ, and the blade orientation angle β. Betz has deter-
mined a theoretical maximum limit of the power coefficient Cpmax = 16/27 ∽ 0.59.
Taking into account losses, wind turbines never operate at this maximum limit, and
the best-performing wind turbines have a Cp between 0.35 and 0.45. Cp is specific
to each wind turbine, and its expression is given by the wind turbine manufacturer
or using nonlinear formulas. To calculate the coefficient Cp, different numerical
approximations have been proposed in the literature. The Cp expressions frequently
encountered in the literature are presented in Table 1.

Since we had as an objective the modeling and simulation of a three-bladed wind
turbine with a nominal power of 3 kW; the parameters of both: the wind turbine
and the generator have been used from [30]. For this reason, the analytical expres-
sion of the power coefficient Cp is given by:

Cp ¼ 6 � 10�7 � λ5 þ 10�5 � λ4 � 65 � 10�5 � λ3 þ 2 � 10�5 � λ2 þ 76 � 10�3 � λþ 0:007 (12)

This coefficient has a maximum value equal to 0,35 (Cpmax = 0,35 ) and an
optimal value of relative speed equal to 7 (λ = 7).

The block diagram presenting the aerodynamic part is shown in Figure 4.

3.3 Gearbox model

The mechanical part of the wind turbine consists of the turbine shaft rotating
slowly at speed Ωt, the gearbox having the multiplication gain G and driving the
generator at a speed Ωg, by means of a fast secondary shaft.

The gearbox is a device that allows to multiply the turbine speed of Ωt by a
multiplication gain G to make it adapt to the rapid speed of the generator Ωg. This
device is considered ideal, because the gearbox elasticity, friction, and energy losses
are considered negligible. The two equations mathematically modeling the opera-
tion of this device are given as follows:

Tg ¼ Taer

G

Ωt ¼
Ωg

G

8>><
>>:

(13)
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where Tg is torque on the generator shaft (N�m), Taer is the aerodynamic torque of
the wind turbine (N �m), Ωg is the speed generator shaft (rad � s�1), Ωt is the turbine
speed shaft (rad � s�1), and G is the multiplication gain; it is given by G = N1/N2.

Figure 5 shows the gearbox model for determining the multiplication gain G,
and Figure 6 shows the gearbox block diagram.

The total inertia J consists of the turbine inertia Jt and the generator inertia Jg; it
can be written according to the following equation [28]:

J ¼ Jt
G2 þ Jg (14)

The total viscous friction coefficient fv consists of the generator friction coefficient
fg and the turbine friction coefficient ft. The coefficient fv can be expressed as follows:

f v ¼
f t
G2 þ f g (15)

Therefore, the mechanical part can be modeled according to the diagram shown
in Figure 7.

Figure 4.
Block diagram of the aerodynamic part.

Figure 5.
The gearbox model.
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The generator speed Ωg depends on the total mechanical torque Tmec. This
torque is the result of the electromagnetic torque of the generator Tem, the viscous
friction torque Tv, and the torque applied on the generator shaft Tg.

Tmec ¼ J � dΩg

dt
(16)

Tmec ¼ Tg � Tem � Tv (17)

Tv ¼ f �Ωg (18)

Therefore, from these previously established equations, the differential equation
of the mechanical system dynamics is expressed by:

J � dΩg

dt
¼ Tg � Tem � Tvis (19)

The block diagram of the wind turbine mechanical part is presented in Figure 8.
The diagram block of the whole wind turbine system is given in Figure 9.

Figure 7.
The several coefficients of the wind turbine mechanical part.

Figure 6.
Block diagram of the gearbox.

87

Modeling and Simulation of the Variable Speed Wind Turbine Based on a Doubly Fed Induction…
DOI: http://dx.doi.org/10.5772/intechopen.83690



where Tg is torque on the generator shaft (N�m), Taer is the aerodynamic torque of
the wind turbine (N �m), Ωg is the speed generator shaft (rad � s�1), Ωt is the turbine
speed shaft (rad � s�1), and G is the multiplication gain; it is given by G = N1/N2.

Figure 5 shows the gearbox model for determining the multiplication gain G,
and Figure 6 shows the gearbox block diagram.

The total inertia J consists of the turbine inertia Jt and the generator inertia Jg; it
can be written according to the following equation [28]:

J ¼ Jt
G2 þ Jg (14)

The total viscous friction coefficient fv consists of the generator friction coefficient
fg and the turbine friction coefficient ft. The coefficient fv can be expressed as follows:

f v ¼
f t
G2 þ f g (15)

Therefore, the mechanical part can be modeled according to the diagram shown
in Figure 7.

Figure 4.
Block diagram of the aerodynamic part.

Figure 5.
The gearbox model.

86

Modeling of Turbomachines for Control and Diagnostic Applications

The generator speed Ωg depends on the total mechanical torque Tmec. This
torque is the result of the electromagnetic torque of the generator Tem, the viscous
friction torque Tv, and the torque applied on the generator shaft Tg.

Tmec ¼ J � dΩg

dt
(16)

Tmec ¼ Tg � Tem � Tv (17)

Tv ¼ f �Ωg (18)

Therefore, from these previously established equations, the differential equation
of the mechanical system dynamics is expressed by:

J � dΩg

dt
¼ Tg � Tem � Tvis (19)

The block diagram of the wind turbine mechanical part is presented in Figure 8.
The diagram block of the whole wind turbine system is given in Figure 9.

Figure 7.
The several coefficients of the wind turbine mechanical part.

Figure 6.
Block diagram of the gearbox.

87

Modeling and Simulation of the Variable Speed Wind Turbine Based on a Doubly Fed Induction…
DOI: http://dx.doi.org/10.5772/intechopen.83690



In order to continuously reach the maximum power point provided by a wind
turbine, operating over a wide range of wind speed, the maximum power point
tracking (MPPT) control technique is used. In this chapter, the MPPT control
without controlling the mechanical speed is presented [32]. This control strategy is
based on the assumption that the wind speed little varies in steady state compared
to the electrical constants of the wind turbine system. Therefore, at the maximum
power point, the relative speed ʎ is equal to its optimum value λopt, and the power
coefficient Cp is equal to its maximum value Cp-max, while the reference electro-
magnetic torque C ∗

em is given by:

C ∗
em ¼ Caer�est

G
(20)

C ∗
em ¼ Cp�max � ρ � π � R5 � Ω2

g

2 � λ3opt � G3 (21)

For simplification, the parameter K is expressed as:

K ¼ Cp�max � ρ � π � R5

2 � λ3opt � G3 (22)

Therefore:

C ∗
em ¼ K � Ω2

g (23)

Figure 8.
Block diagram of the wind turbine mechanical part.

Figure 9.
Block diagram of the whole wind turbine system.
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The reference electromagnetic torque is proportional to the square of the
generator speed Ωg. The block diagram which presents the MPPT control strategy
without the measurement of the generator speed is shown in Figure 10.

3.4 DFIG model

The doubly fed induction generator (DFIG) is a three-phase asynchronous
machine, powered by two sources: by its stator and its rotor at the same time. Its
main advantage is that it offers the possibility of controlling the power flows for the
hypo- and hypersynchronous modes, either in the motor or generator operation. It
also allows the variable speed operation of the system where it is integrated.

The DFIG model in the stationary reference frame, noted (α, β), is given in the
state representation [33] as follows:

d
dt

isα
isβ
irα
irβ

2
6664

3
7775 ¼ A½ � �

isα
isβ
irα
irβ

2
6664

3
7775þ B½ � �

vsα
vsβ
vrα
vrβ

2
6664

3
7775 (24)

where isα and isβ are the stator currents in the stationary reference frame (α, β);
irα and irβ are the rotor currents in the reference frame (α, β); vsα and vsβ are the
stator stresses in the stationary reference frame (α, β); vrα and vrβ are the rotor
voltages in the stationary reference frame (α, β).

The matrices A ∈ ℝn�n, B ∈ ℝn�m, and C ∈ ℝp�n are, respectively, the state
matrix, the input or control matrix, and the output or observation matrix. They are,
respectively, given by:

A ¼

�Rs

σ � Ls

1� σð Þ
σ

� ωþ ωs

� �
M � Rr

σ � Ls � Lr

M
σ � Ls

� ω

� 1� σð Þ
σ

� ωþ ωs

� � �Rs

σ � Ls
� M
σ � Ls

� ω M � Rr

σ � Ls � Lr

M � Rs

σ � Ls � Lr
� M
σ � Lr

� ω �Rr

σ � Lr
ωs � ω

σ

� �

M
σ � Lr

� ω M � Rs

σ � Ls � Lr
� ωs � ω

σ

� � �Rr

σ � Lr

2
666666666664

3
777777777775

Figure 10.
Block diagram of the MPPT control without mechanical speed.
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where Rs and Ls are, respectively, the single-phase resistance and the cyclic
single-phase inductance of the stator winding; Rr and Lr are, respectively, the
single-phase resistance and the cyclic single-phase inductance of the rotor
winding; M is the mutual inductance between the stator phase and the rotor
phase; σ ¼ 1� M2

Ls:Lr
is the leakage coefficient or the Blondel coefficient; ωs is the

synchronism angular speed [rad/s]; and ω is the mechanical angular speed [rad/s].
In order to generate the reference rotor voltages which will be the input of the

machine side converter, the stator flux-oriented vector control is applied to DFIG
system [34].

3.5 Power converter models

The power electronic converters used consist of a rectifier made using semi-
conductors controlled at the opening and closing, and a three-phase voltage inverter
consists of three reversible current switch arms, controlled at the opening and
closing in the same time. Each arm consists of two switches, which contain each one
insulated gate bipolar transistor (IGBT) and an antiparallel diode. The voltage
capacitor DC allows the storage of the output rectifier energy. The passive filter
type (L, R) is used to connect the inverter to the grid. Both converters used are
controlled using pulse width modulation (PWM), and the power converter struc-
ture is given in Figure 11.

Figure 11.
Structure of the power converters (IGBT).
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The input voltages of single phases of the rotor side converter (RSC) are
described as follows:

VSa ¼ 2 � Sa � Sb � Sc
3

� Vdc

VSb ¼ 2 � Sb � Sa � Sc
3

� Vdc

VSc ¼ 2 � Sc � Sa � Sb
3

� Vdc

8>>>>>>><
>>>>>>>:

(25)

where Si represents the switch states, supposedly ideal to facilitate the rectifier
modeling, defined by:

Si ¼
1, Si ¼ 0

0, Si ¼ 1

(
; i ¼ a, b, c (26)

The rotor voltage equations and the DC capacitor equation are given,
respectively:

Vrabc½ � ¼ Rr � irabc½ � þ Lr � ddt irabc½ � þ VSabc½ � (27)

C � dVdc

dt
¼ Sa � iSa þ Sb � iSb þ Sc � iScð Þ � idc (28)

Figure 12.
The block diagram of the RSC.
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where Vrabc is the three-phase rotor voltage of DFIG [V]; irabc is the three-phase
rotor current of DFIG [A]; C is the capacitor constant [F]; Vdc is the DC bus voltage
[V]; idc is the DC output current [A].

The block diagrams of the rotor side converter (RSC) and the grid side converter
(GSC) are given, respectively, in Figures 12 and 13.

4. Simulation results

The variable speed wind turbine model based on DFIG with a power of 3 Kw
has been developed and simulated using MATLAB/Simulink software. The

Figure 13.
The block diagram of the GSC.

Figure 14.
Wind speed profile [m/s].
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turbine and DFIG parameters are extracted from [30]. Some simulation results of
the wind system modeled in this study are presented in the figures below.
Figure 14 shows the random wind speed profile applied to the turbine.

Figure 15.
Aerodynamic power [W].

Figure 16.
Mechanical speed of DFIG [rpm].

Figure 17.
Turbine speed [rpm].
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Figure 18.
Power coefficient Cp.

Figure 19.
Speed ratio ʎ.

Figure 20.
Three-phase stator current [A].
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Figure 21.
Zoom on the stator currents [A].

Figure 22.
Three-phase rotor current of DFIG [A].

Figure 23.
Zoom on the rotor currents [A].
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Figure 21.
Zoom on the stator currents [A].

Figure 22.
Three-phase rotor current of DFIG [A].

Figure 23.
Zoom on the rotor currents [A].
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Figure 24.
The stator currents in the (α, β) reference [A].

Figure 25.
The rotor currents in the (α, β) reference [A].

Figure 26.
Three-phase stator voltage [V].
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The wind speed varies between [6 m/s] and [11 m/s]. Figure 15 presents the
aerodynamic power delivered by the wind turbine and it reached 3kw when the
wind speed is up to 11 [m/s]. Figures 16 and 17 illustrate respectively the mechan-
ical speed of the generator shaft and the speed of the turbine shaft. It can be noticed
from the Figure 16 that during the simulation time (150 seconds), the generator
operates in both hypo and hyper synchronous operating modes.

The Figures 18 and 19 show respectively the variation of the power coefficient
Cp and the variation of the speed ratio λ, which coincide with the maximum power
coefficient and with the optimal speed ratio.

The simulation results of the wind system electrical part, including the electrical
characteristics of the DFIG, the power converters, and the capacitive bus, are
presented in Figures 20–27.

Figure 27.
Voltage of the DC capacitor [V].

Figure 28.
The output voltages of the rotor side converter [V].
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By applying the first-order passive filter (R, L) to the square-wave signals, given
in Figure 28, the rotor voltages in sinusoidal form are obtained and shown in
Figure 29.

5. Conclusion

This chapter presents the modeling and simulation results of the most commonly
used speed variable wind turbine driven by a doubly fed induction generator. In
order to generate efficient and quick electrical power, the control techniques are
applied, such as the MPPT control for wind turbine and the stator flux-oriented
vector control are used for the generator. The wind turbine system and its control
methods are established in the MATLAB/Simulink environment. The obtained sig-
nals are used for the design of fault diagnostic methods in future works.
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